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—— Abstract
A linguistic atlas is a set of maps which visualize the geographical variation of linguistic features in
a single language. We present a novel model for Bayesian statistics which infers when and where
the variants of a linguistic feature were invented based on the geographical distribution shown in a
linguistic atlas. Based on a spatial network representing the rate of diffusion between locations, our
model evaluates the probability (likelihood) that the observed geographical pattern is realized by
considering the genealogical relationship between variants at different locations. We apply our model
to a linguistic atlas of Swiss-German dialects and infer the origin of three forms of the High-German
word “nein” meaning “no”.
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1 Introduction

It is estimated that approximately 7,000 languages exist worldwide, most of which contain a
dialect-level variation in their linguistic properties such as phonology, lexicon, morphology,
and syntax. The dialect-level variation of a single language has often been surveyed by
fieldwork and recorded in the form of a linguistic atlas, a set of maps visualizing the
geographical distribution of variants of a linguistic feature. So far, linguistic atlases have
been created for many modern languages.

In dialectometry, researchers have profited from linguistic atlases to investigate the influ-
ence of geography on the variation of a language. Starting from the famous Séguy’s curve [13],
researchers have computed the linguistic distance between locations and investigated its
relationship with the geographical distance, often finding a sublinear growth of the distance
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between languages as a function of the distance in space [10]. Other previous studies in dia-
lectometry include research into modeling the dialect borders [6] and investigating cultural or
social factors underlying the variation of dialects [3]. More recently, methods borrowed from
evolutionary biology were also applied to the spatial data of dialects, such as phylogenetic
trees [8] and admixture analysis [11]. Many of the previous methods of spatial statistics
applied to dialect data from linguistic atlases were aimed mainly at clustering dialects or
studying the border or spatial transition between dialect areas. But can we use linguistic
atlases to infer where and when a linguistic feature was invented?

In this article, we present a novel statistical method to infer the time and place of invention
of a feature variant from its current geographical distribution recorded in a linguistic atlas.
The method is an extension of the Bayesian framework by Takahashi and Thara (2023)[14],
which infers the genealogical tree of a focal cultural trait and its transmission and mutation.
Their model employs a spatial network representing topography to retrace the genealogical
(or phylogenetic) tree of the trait variants. Adding parameters representing the time and
place of invention to their model, we infer when and where the focal feature variant arose on
tree branches.

We apply the model to Sprachatlas der deutschen Schweiz (SDS), a linguistic atlas of
Swiss-German dialects. We focus on a single map representing the geographical distribution
of the word forms for “no” (High German “nein”) and infer the origin of each variant.

2 Model

2.1 Network model

We consider a spatial network with n nodes P; - - - P,,, where P; is the node with index i. The
nodes represent locations in space, such as cities, villages, or, as in the SDS case study, survey
locations. We use a discrete-time model, where at each timestep ¢, every node can be in one
of two states, 0 or 1, indicating whether the focal variant is absent or present, respectively.
So, the geographical distribution at any given time is represented by a n-dimensional binary
vector.

2.2 Observed data

Focusing on a single linguistic feature, our model considers each of its variants as the focal
variant in turn, assuming that they have evolved independently of each other. The observed
data is the geographical distribution of the focal variant, represented by an n-dimensional
binary vector D = {D; - -- D,, }, from which we aim to infer when and where the variant was
invented.

2.3 Evolution of state values

At each timestep, the geographical distribution of the feature variant evolves following three
rules: (1) the variant is invented, (2) the variant diffuses, (3) the variant is lost (Figure 1).

The invention of the focal variant (i.e., transition of the state value from 0 to 1) happens
only once in history, in agreement with Dollo’s law. All occurrences of the focal variant in
the present geographical distribution D are assumed to have the same origin. The time of
invention is denoted by Xiime, given as the number of timesteps before present, and the
place as Xgpqce, given as the index of the node. The present time is indexed by 0. All nodes
have state value 0 (i.e., focal variant is absent) more than X, timesteps ago, and all nodes
except Xgpace have state value 0 at time ¢ = Xijme. The user must set the oldest possible
time of origin 7, such that 0 < Xyjme < 7.
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Figure 1 Evolution of state values in two consecutive timesteps.

As for diffusion, every node copies the state value of itself or one of its neighbouring
nodes at the previous timestep. Formally, P; copies the state value from the node P;
with probability (transmission rate) a;;, where Z?Zl a;; =1 for every ¢. In particular, a;;

represents the probability of copying from the same node, meaning the absence of diffusion.

The value for a;; must be defined by the user before inference. Note that the absence of the
focal variant (state value 0) also diffuses in space, since another competing variant may also
spread at rate a;;, encroaching into the area originally occupied by the focal variant.

In addition to the diffusion event, each node may lose their variant with probability (loss
rate) b, changing the state value from 1 to 0. The loss rate is a latent variable inferred
simultaneously with the origin of the focal variant.

2.4 History of transmission

We extend the model by Takahashi and Thara (2023)[14] and represent the history of a focal
variant with the matrix G with dimension 7 x n. The element g;; of G represents the node
from which P; copied its state value ¢ — 1 timesteps ago (see Figure 2 for an example). In
other words, G records all diffusion events between the oldest possible time of origin ¢t = 7
and the present time t = 0. Note that G is a random variable since the diffusion event is
stochastic.

2.5 Bayesian inference

The observed variable D is probabilistically dependent on G, b, X¢ime, and Xgpgee. The
joint posterior distribution of the model variables is given by

P(G7b7XtimeaXspace|D)O(P(G)P(b)P(Xtime)P(Xspace)P(D|G7b7Xtime;Xspace) (1)

We sample from the posterior distribution using the Markov chain Monte Carlo (MCMC)
algorithm by evaluating the right-hand side of 1.

First, the prior distributions P (b), P (Xtime) and P (Xspece) are given by the user,
reflecting specific domain knowledge. The prior P (G) reflects the assumptions of the
diffusion model: P (G) = [[;_, [Tj-, P (g¢;), such that P (gs; = k) = a;x holds.
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Figure 2 (Left) Example of matrix G with 7 =7 and n = 6. (Center) The genealogy based on
G, with arrows representing transmission of state values. For example, we have gas = 4, meaning
that Ps copied the state value from Py at timestep 2 — 1 = 1, so we have an arrow starting at P
and ending at Ps between timesteps 1 and 2. Circles with a solid line are past nodes upon which
the observed state values are probabilistically dependent. The orange nodes represent possible time
and place of invention. (Right) The genealogical tree T' which is based on the matrix G. The tree is
rooted at timestep 7. The internal nodes show when and where the lineages split, which happens
when multiple nodes copy the state value from a single node.

In computing the likelihood P (D|G, b, Xiime, Xspace), We trace the lineages representing
the transmission of the focal variant over the 7 timesteps. The process yields a genealogy
represented by a tree T (see Figure 2 and also Figure 5 of [14]). T is a tree whose nodes
are associated with temporal and spatial information, with leaves representing the nodes of
the spatial network at the current timestep and internal nodes representing the time and
place where the lineage split due to diffusion. The present geographical distribution D (i.e.,
observed data) in Figure 2 can only be realized if the values of (Xyime, Xspace) are either
(4,3), (5,4), (6,4) or (7,3). In general, the invention must have occurred in an ancestor
shared by all the nodes with the focal variant, as they are all descendants of the variant
invented at t = Xyjme.

Here we illustrate the way to compute P (D|G,b, Xiime, Xspace) based on Figure 2. Let
D (t,4) denote the set of observed state values of the nodes which are descendants of the state
value of P; at time t. For instance, we have D (4,3) = D (5,4) = {D1, D2, D3, D4, D5} and
D (6,4) =D (7,3) = {D1, D2, D3, D4, D5, Dg}. Obviously, D (t,4) is a subset of the whole
dataset D. If (Xyime, Xspace) = (4,3), (6,4), the invention happened at the internal node of
T, in which case we can compute the likelihood as follows.

P (D|G, b, (Xtime, Xspace) = (4,3)) = P (D (4,3)|T, b, P3 has state 1 at t = 4)
P (DI|G, b, (Xtime, Xspace) = (6,4)) = P (D (6,4) |T, b, Py has state 1 at t = 6)

The conditional probability P (D (¢,4) |T, b, P; has state 1 at t) in the right-hand side
can be computed by Felsenstein’s pruning [4], an algorithm to efficiently compute the prob-
ability that the state values at the tree leaves match the observed data. If (Xyime, Xspace) =
(5,4),(7,3), in order to apply the pruning algorithm, we look for the oldest internal node of
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T, which is more recent than the timestep Xiime. Let Viime and Vipace respectively denote
the timestep and index of the node where the lineage of the feature first split after invention.
If (Xtimes Xspace) = (5,4),(7,3), we have respectively (Viime, Vipace) = (4,3),(6,4). As
the state value of the node indexed Vipace at Viime is 1 with probability (1 — b)X“""fV”’”E7
because the variant invented at Xy, is lost with probability b at every timestep. Hence, we

can compute the likelihood as follows.

P (DI|G, b, (Xtime, Xspace) = (5,4)) = (1 —b) P (D (4,3)|T, b, P has state 1 at t = 4)
P (DI|G, b, (Xtime, Xspace) = (7,3)) = (1 —b) P (D (6,4) |T, b, Py has state 1 at t = 6)

To generalize the discussion above, the likelihood can be computed as follows.

P (D|G7 ba Xtimm Xspace) =
(1 - b)X”me_VtimGP (D (V;fimea ‘/Space) |T, b; PV

space

has state 1 at t = V}ime) (2)

Note that variables Xyjme and Xgpece can be marginalized out by taking the summation
of the above equation for possible pairs of Xiiyme and Xypace, in order to efficiently sample
from the posterior distribution.

3 Case study
3.1 Data

Sprachatlas der deutschen Schweiz (SDS) is a linguistic atlas for over 1500 linguistic items
surveyed at 565 locations in German-speaking Switzerland from 1939 to 1958. We used the
digitalized dataset of SDS, available at https://dialektkarten.ch/ [12], which shows the
presence/absence of each feature variant in binary format. We focused on words for “no’
(High-German “nein”) and applied our model to the geographical distribution of the three
variants “nai”; “nei”, and “naa” (Figure 3). These three variants exhibit distinct geographical
patterns, with “nai” occupying a wide region in the center, “nei” forming multiple distant

geographical clusters, and “naa” being confined to a small area.

)

3.2 Spatial network

To apply our model to the SDS data, we treated each survey location as a node of the spatial
network. The edge weight a;; is given as a Gaussian function of the great circle distance, d;;,
between P; and P;, such that the probability that one location copies a variant from another
decays exponentially with geographical distance. More specifically,

2
ij
a;j X exp ( 202) (3)

Note that a;; is normalized so that its summation over j (1 < j <n) equals 1. As the
transmission between distant locations is extremely rare based on expression 3, this model
describes the diffusion process through contacts between geographically close speakers.

3.3 Prior distributions

Based on linguistic expertise, we give priors on when the three variants were invented. It is
considered that “nai” is a variant which derived from “nei” and that “naa” derived from one
of the diphthong forms (most probably “nai”). We thus consider that the “nei” variant is the
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Figure 3 Present geographical distributions of the three variants. (top left) “nai” (top right) “nei’
(bottom left) “naa”.

oldest, whereas “nai” and “naa” are more recent innovations. We express our prior knowledge
by setting P (Xtime) = U (300,1000) for “nai” and “naa”, and P (X¢ime) = U (1000, 2000)
for “nei”, where U (z,y) is a uniform distribution between x and y given in years before
present.

As for the place of invention and the loss rate, we use the uninformative priors P (Xspace) =
Land P (b) =U (0,1).

3.4 Other configurations

To establish the correspondence between the timestep and real time unit, we set one timestep
of the model to be 20 years. The parameter in the Gaussian function ¢ in Expression 3
was set to 10 km. As for MCMC, we ran the Metropolis—Hastings algorithm and sampled
parameters 103 times at the interval of 10* iterations, preceded by a burn-in period of 10°
iterations.

3.5 Results

We sampled 1000 places of invention from the posterior distribution (Figure 4). A comparison
with the current distribution of the variants (Figure 3) suggests that the place of invention
is centered at the modern geographical distribution. Although the current distribution of
the “nei” variant shows multiple distant clusters, the result suggests that the origin of this
variant is most plausibly in Espace Mittelland or central Switzerland.

The results suggest that “naa”, whose geographical distribution is confined in a small
region, is likely to be the youngest variant. The median posterior of the time of invention is
980 years before present for “nai”, 1840 for “nei” and 580 for “naa” (Table 1).
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Figure 4 Place of invention sampled from the posterior distribution P (Xspace|D). The value
indicates the proportion of each survey location being sampled as the origin of the variant. This
value approximates the posterior probability. (top left) “nai” (top right) “nei” (bottom left) “naa”.

Table 1 Posterior distribution of the time of origin P (Xtime|D). The values are displayed in
years before present.

variant | min. first quartile median mean third quartile max. 95% CI
“nai” 720 940 980 956 1000 1000 840 - 1000
“nei” | 1040 1700 1840 1799 1940 2000 1380 - 2000
“naa” 300 440 580 601 740 1000 300 - 960

4 Discussion

In this paper, we presented a novel model, to infer the time and place where a linguistic
feature was invented, primarily tailored to data found in linguistic atlases. The model is
Bayesian, enabling users to integrate prior knowledge in linguistics and geography to further
narrow down the possible time period and the area of invention.

Our approach is based on a tree model, which represents the genealogical relationship
between the copies of features which we observe today, so we consider similarities and
differences between the current study and other tree models. The most related field is
thus phylogeography, in which researchers have reconstructed the phylogenetic tree of
pathogens [9] and languages [1][7], simultaneously inferring the time and location of ancestors.
The phylogeographic approach has been applied to infer the origin of language families
such as Indo-European [1] and Bantu [7]. The biggest difference is that, whereas standard
phylogeographical models consider the position of language as a point location, our model
considers the presence of linguistic features at every survey location of a linguistic atlas.
Our model is thus expected to fully profit from the geographical pattern of the linguistic
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feature. In the other vein, while our model considers the diffusion of a single feature variant,
phylogeographical models regard a language as a set of linguistic features and assume that
all these features share the same diffusion pathway. The phylogenetic models can thus
incorporate more data to infer the diffusion process. However, as it has been already pointed
out by Takahashi and Thara (2023) [14], considering frequent linguistic borrowing at the
dialect level, modeling the diffusion of each linguistic feature separately may be appropriate
in dialectology.

On a related note, one of the current limitations of the model is its assumption that
variants of the same feature diffuse independently of each other. In reality, different lexical
or phonological variants for the same concept compete, and it is rare for multiple variants to
coexist. In addition, new variants may arise by altering an extant variant, which is true for
our case study, where the “nai” and “naa” variants are thought to have derived from “nei”.
Analyzing the geographical distributions of multiple variants simultaneously should lead to
more accurate inference. A potential direction for future study, therefore, is to extend the
model so that the nodes are assigned a categorical variable with any number of possible
states.

As for limitations concerning the case study, our dataset on the Swiss-German dialects
may potentially be biased in two ways. First, the transcription of the phonetic data depends
on explorers and the categorization of variants (symbols on the map) is an interpretation of
the original data. Second, in the digitized dataset of SDS [12], some of the different symbols
(variants) on the original maps are summarized for visualization purpose. Since phonetic
variation is not discrete but continuous, the way to categorize the variants can be a source
of bias, which may potentially violate our model assumption that the invention of a single
variant took place only once in history.

Another limitation of the current model is that the special network must be defined in
advance. In particular, the transmission rate (i.e., weight of edges) a;; cannot be inferred from
the data because of the convergence issue of the MCMC algorithm. In our case study on SDS
data, we assumed that the transmission rate decays with geographical distance as a Gaussian
function (i.e., expression 3). However, previous quantitative studies in dialectology suggested
that the spatial variation of linguistic features in some regions were formed not only by contact
between geographically continuous areas but also by migration and displacement of human
populations [5]. To model the long-distance diffusion triggered by human migration, the
transmission rate should perhaps be represented by a function with a long-tailed distribution,
rather than a Gaussian function [2]. Since the mode of diffusion is different in each language
and region, it would be definitely more practical if the model could infer the mode of diffusion
which has formed the current geographical distribution of feature variants. Hence, future
studies should conceive an algorithm to compute model selection measures like Bayes factor.
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