
The Role of Gaze and the Semantics of
Demonstratives in Referent Selection
Crystal H. Y. Chen #

University of Toronto, Canada

Lyn Tieu #Ñ

University of Toronto, Canada
MARCS Institute for Brain, Behaviour and Development, Western Sydney University, Sydney,
Australia
Macquarie University, Sydney, Australia

Ana T. Pérez-Leroux # Ñ

University of Toronto, Canada

Abstract
Demonstratives (this/that) situate objects in space with the aid of gestures and a proximal-distal
contrast. However, it is unclear how these cues interact to aid the listener in referent selection. The
current paper presents a referent selection task where listeners choose an object out of a group of
objects based on a physical and verbal cue provided by a speaker. Results indicate that listeners
are sensitive to a variety of cues, but only integrate the minimum amount of information necessary
for referent selection, with physical cues being prioritized over the semantic contributions of the
demonstrative.
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1 Introduction

Demonstratives (this/that) are expressions used to situate objects in space by indicating their
distance, often with the use of gestures (see (1)). In some contexts, they are used purely
to direct a listener’s attention while in other contexts, they point out an object’s position
relative to a reference point. What is unclear is the degree to which gesture and referent
distance play a role in the interpretation of demonstratives and how these cues might interact
with each other.

(1) I want this cookie (points left), not that cookie (points right).

The current paper presents an experiment investigating three questions: (1) Do listeners
rely on the speaker’s gaze in interpreting demonstratives? (2) Do listeners consistently apply
the proximal-distal contrast when choosing a demonstrative’s referent? (3) How do these cues
interact? To anticipate, the results suggest that people are sensitive to both cues, but employ
them hierarchically to identify a unique referent.
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2 Background

Demonstratives are often accompanied by gestures [21, 13, 22, 18], which may come in the
form of eye gaze, lip/chin pointing and touching [16, 13, 14, 23]. Often, these gestures
seem to serve a more social interactional purpose than a spatial one [16, 13, 14, 22, 15].
The connection to gesture is unsurprising given claims that demonstratives coordinate joint
attention of interlocutors towards a shared referent [17, 9, 10]. This is apparent even in
early uses of demonstratives, as children first produce demonstratives only after acquiring
non-verbal joint attention coordinating strategies such as eye gaze and pointing gestures
[5, 6]. Early demonstratives also behave like linguistic finger-pointing and lack more complex
semantic properties [24].

Demonstratives later develop spatial associations, with the proximal demonstrative this
referring to referents nearby and the distal demonstrative that referring to referents further
away. Together, they form a proximal-distal contrast which has been argued to be a language
universal [8, 11]. Furthermore, experimental results suggest that demonstratives divide a
speaker’s perceptual space into peripersonal (near) and extrapersonal (far) space [7].

The shift from being language used purely for social interaction to spatial language
raises the question of how much gesture and the proximal-distal contrast contribute to the
interpretation of demonstratives in adult speakers. Furthermore, experimental investigations
of the proximal-distal contrast have often excluded the speaker’s gaze/gestures in order to
avoid their influence on interpretation. But as suggested above, both are integral components
of demonstratives. Their omission therefore reduces the naturalness of the demonstratives in
these experiments. It is also unclear how the different cues interact with each other in the
interpretation of demonstratives.

3 Method

The ethical aspects of this study were approved by the University of Toronto Social Sciences,
Humanities and Education Research Ethics Board.

3.1 Participants
Thirty-one self-reported native English speakers with normal/corrected to normal vision
completed the experiment. Participants were recruited through Prolific (www.prolific.com)
and were paid at an average rate of £9.54/hour for the task (average completion time:
12m35s).

3.2 Procedure
The experiment was implemented in Gorilla Experiment Builder (www.gorilla.sc). Par-
ticipants first provided informed consent and then completed the experimental task (i.e.,
referent selection task) where they had to choose an object from among a set based on
instructions provided to them in each trial. Afterwards, participants provided feedback
and completed a demographic survey that collected information regarding their age, gender,
vision, whether they previously accessed speech services, and language background.

3.3 Materials
The experiment involved 64 trials (4 training, 12 filler, 48 critical) framed as an interactive
story in which participants helped an alien character named Waba-Waba (WW) cook dinner.
On each trial, WW stood in the middle of the screen surrounded by three objects on each side.

www.prolific.com
www.gorilla.sc


C. H. Y. Chen, L. Tieu, and A. T. Pérez-Leroux 20:3

Figure 1 Example of critical trial.

He turned left or right and uttered “Give me [description of object].” Then, participants were
prompted to click on an object via the instruction “What would you give to Waba-Waba?”
After responding, WW turned back to thank the participant before moving on to the next
trial.

Critical trials involved three different non-fruit distractors and three identical fruit targets.
We manipulated three factors: Determiner, Gaze, and SingleFruitPosition (SFP). Determiner
was a property of WW’s linguistic cue and refers to the determiner in his instruction
(Determiner = “Give me a/this/that [fruit name]”). Gaze was the physical cue provided
by WW, and is defined as the direction towards which his body turned in a given trial
(Gaze=towards a single fruit/a pair of fruits). Though this is not how eye gaze is typically
defined, this definition approximates an informative gesture while maintaining a clear and
simple visual scene. To mitigate the possibility that participants entirely ignored WW’s
linguistic cue in favour of his physical cue, Gaze was also designed so that some ambiguity
still persisted in terms of the exact object that WW was looking at. Finally, SFP was a
property of WW’s environment, referring to the position of the single fruit (SFP = near/far)
(see Figure 1). We employed a 3 × 2 × 2 design with four repetitions per condition and two
dependent variables: whether the selected fruit was in the same direction as WW’s gaze and
the position of the selected fruit.

In training trials, participants were familiarized with the kind of array that would be
used in critical trials (i.e., a single fruit on one side, a pair of fruits on the other), but were
free to choose any fruit as WW uttered “Give me a fruit.” In filler trials, the continual
attention and comprehension levels of the participant were tested by having instructions
involve a description matching only one object in the array (e.g. “Give me a blue book”). The
experiment began with training trials, followed by critical and filler trials in a randomized
order.

4 Results

4.1 The Role of Gaze
The first research question explored in this study was: do listeners rely on the speaker’s gaze
in interpreting demonstratives? Here, we analyzed the frequency with which participants
chose fruits in the direction of WW’s gaze. The experiment involved three independent
variables: Determiner, Gaze, and SFP. Figure 2a shows that participants strongly preferred
choosing fruits in the direction of WW’s gaze regardless of Determiner and Gaze type, but
this preference was higher for demonstratives compared to the indefinite article.

Using R (v4.3.1) and the lmer4 package [20, 2], the data from the critical trials were
fitted with a mixed-effects logistic regression model with dummy variable coding. The
dependent variable was whether participants chose fruits in the direction of WW’s gaze; fixed
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(a) Subfigure A. (b) Subfigure B.

Figure 2 Percentage of selected fruits in the direction of WW’s gaze for Determiner × Gaze
(Subfigure A) and percentage of near paired fruits selected in the direction of WW’s gaze when Gaze
= a pair of fruits (Subfigure B).

effects were Determiner (reference level: “a”), Gaze (reference level: a pair of fruits) and
SFP (reference level: near), along with all interactions; Participant was included as a random
effect. A Type III ANOVA was conducted on the model, revealing a significant intercept
(χ2 = 23.21, df = 1, p < 0.05). Specifically, the odds of choosing a fruit in the direction of
WW’s gaze over a fruit in the other direction while he looked at a pair of fruits and uttered
an indefinite phrase was 59.84 (z = 4.82, p < 0.05). There was a significant main effect of
Determiner (χ2 = 19.43, df = 2, p < 0.05): relative to the indefinite, the distal demonstrative
significantly increased the odds of participants choosing a fruit in the direction of WW’s
gaze by a factor of 14.51 (z = 3.43, p < 0.05), while the proximal demonstrative significantly
increased these odds by a factor of 23.88 (z = 3.59, p < 0.05). All other factors were not
significant.

4.2 Inferring Referent Distance Based on Demonstrative Type
A secondary question of interest was: do listeners consistently apply the proximal-distal
contrast when choosing a demonstrative’s referent? Here, we focus on the position of the
selected fruit, with separate analyses conducted on the set of responses involving fruits in
the same direction as WW’s gaze and on those in the opposite direction of his gaze. Both
Determiner and SFP were factors of interest.

Among fruits selected in the same direction as WW’s gaze, participants categorically
selected the single fruit if WW looked at a single fruit. When WW looked at a pair of fruits,
Figure 2b shows an observable drop of 16.06% in participants’ preference for the near paired
fruit when encountering the distal demonstrative compared to the proximal demonstrative.

A mixed-effect logistic regression model with dummy variable coding was fitted on
responses involving fruits in the direction of WW’s gaze while he looked at a pair of fruits. The
dependent variable was whether the selected fruit occupied a near position; fixed effects were
Determiner (reference level: ‘a’) and SFP (reference level: near) along with their interaction.
Participant acted as a random effect. A Type III ANOVA revealed a significant intercept
(χ2 = 30.38, df = 1, p < 0.05). Specifically, when WW looked at a pair of fruits, with the
remaining single fruit occupying a near position, and his instructions contained an indefinite
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article, the odds of choosing a near fruit over a far fruit was 304.14 (z = 5.51, p < 0.05).
There was a significant main effect of Determiner (χ2 = 22.88, df = 2, p < 0.05): compared
to the indefinite article, the distal demonstrative significantly decreased the odds by a factor
of 0.11 (z = −3.47, p < 0.05), but when comparing between the indefinite article and the
proximal demonstrative, the odds did not change significantly (z = 1.38, p = 0.17). Lastly,
compared to the proximal demonstrative, the decrease in odds for the distal demonstrative
was also significant (z = −4.12, p < 0.05). All other factors were not significant.

Out of all responses to critical trials, there were only 78 selections (∼5.24%) of fruits in
the opposite direction of WW’s gaze. When he looked at a pair of fruits and participants
did not follow his gaze, they categorically chose the single fruit in the opposite direction.
Among the 42 responses where WW looked at a single fruit and participants chose fruits
in the opposite direction (i.e., chose from among the pair of fruits), 29 selections were in
response to the indefinite article, with 79.31% selecting the near fruit; 5 selections were in
response to the distal demonstrative, with 80% selecting the near fruit; and 8 selections
were in response to the proximal demonstrative, with all responses selecting the near fruit.
Pairwise comparisons of the percentage of near fruit selections were conducted using three
Fisher’s tests with no significant difference across the determiners (all p > 0.05).

4.3 Interactions Between Gaze and Proximal-Distal Contrast
The final question of this study was: how do gaze and the proximal-distal contrast interact?
Here, only the selections made in response to demonstratives are relevant. We compared
responses to concordant demonstrative trials with those of discordant demonstrative trials.
On both types of trials, WW looked at a single fruit. But on concordant demonstrative trials,
WW looked at a near single fruit while uttering “this X” or looked at a far single fruit while
uttering “that X”, so that both cues should direct the participant towards the same fruit.
On discordant demonstrative trials, WW looked at a far single fruit while uttering “this
X” or at a near single fruit while uttering “that X”, so the two kinds of cues would direct
the participant towards different fruits. Participants’ responses in discordant demonstrative
trials would indicate which cue they prioritized in referent selection; if they chose the single
fruit that WW looked at but whose position did not match the uttered demonstrative, then
we could infer that they were prioritizing WW’s gaze. If they chose the paired fruit whose
position matched the uttered demonstrative’s semantics, but which WW did not look at,
then they would be prioritizing the linguistic cue. Furthermore, if there was no difference
in the responses between discordant and concordant trials for a given demonstrative, this
would indicate that the mismatch in semantics did not interfere with referent selection. In
other words, the semantics did not further contribute to referent selection in such conditions.

Across both determiners, there was a near categorical preference (all above 95%) for
fruits in the same direction as WW’s gaze for both demonstratives on discordant and
concordant trials. An Exact Fisher’s test revealed no significant difference between the
percentage of single fruits being selected on concordant versus discordant trials for the
proximal demonstrative (95.97% vs. 97.58% respectively, p = 0.72). There was also no
significant difference in percentage of single fruits selected for the distal demonstrative on
concordant and discordant trials (97.58% vs. 98.39%, p = 1).

5 Discussion

This experiment set out to investigate how speaker gaze and the proximal-distal contrast
contribute to a listener’s referent choice. But in providing both physical and linguistic cues
to listeners, this experiment also investigated how the two cues interact with each other,
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providing a more complete view of how listeners interpret demonstratives. The results
indicate that participants used speaker gaze to guide referent choice, as reflected in the
overall high percentage of fruits selected in the direction of WW’s gaze, even in response
to an indefinite article, which has no inherent association with gesture. This preference
for following the speaker’s gaze increased significantly (and at relatively equal levels) for
both demonstratives, supporting claims that demonstratives as a whole are involved in joint
attention coordination. Participants also consistently applied the proximal-distal contrast in
response to demonstratives. When faced with the choice between two potential referents,
participants selected the near fruit at near categorical levels for the proximal demonstrative,
but this preference dropped significantly for the distal demonstrative. Moreover, this contrast
was present only in selections of fruits in the same direction as WW’s gaze which in turn
was inadequate in identifying a singular referent.

In terms of interactions between the two cues, we consider two possibilities. The first is
that each cue independently outlines a set of potential referents and the optimal referent
(i.e., the entity satisfying all cues) lies within the intersection of the sets (i.e., A ∩ B). The
second possibility is that cues are integrated hierarchically, such that one cue identifies a set
of potential referents and another cue is used to subset this set, with the iterative process
continuing until the set contains a single entity corresponding to the optimal referent (i.e.
B ⊆ A). Both would give rise to the same optimal referent in the current experiment, but the
sets of potential referents would differ. Under independent integration, entities satisfying only
cue A or B would still be a potential referent. But under hierarchical integration, potential
referents must always satisfy cue A, even if they do not satisfy cue B.

In our experiment, interlocutors appeared to employ hierarchical integration, as indicated
by the presence of the proximal-distal contrast in fruits selected in the direction of WW’s gaze
and the absence of the contrast in fruits selected in the opposite direction. If participants
integrated each cue independently, then the contrast should still be present even when
participants ignored WW’s gaze. Furthermore, speaker gaze seems to be integrated before
the proximal-distal contrast as suggested by the near categorical preference for fruits in
the direction of WW’s gaze on trials where the position of said fruits did not match the
demonstrative’s semantics. If the proximal-distal contrast was prioritized over gaze, then
participants should have chosen fruits whose position did match the demonstrative’s semantics,
even if WW was not looking at said fruits. The finding that people did not differentiate
between trials with matching and mismatching cues suggests that the proximal-distal contrast
did not further contribute to referent selection, provided gaze was enough to pick out a
unique referent. All these findings suggest that listeners are economical in choosing referents;
while speakers may provide a variety of information indicating a desired referent, listeners
will only use the minimum amount of information necessary to choose the referent.

Lastly, participants were affected by a strong proximity bias, a type of affordance bias
[4, 3]. This explains the general preference for near grouped fruits even for the distal
demonstrative, which is associated with far referents, and the indefinite article, which has no
association with referent distance. This lack of spatial associations for the indefinite suggests
a proximity bias.

The current experiment has certain limitations. One limitation pertains to the validity
of using the alien’s body turn as a stand in for gaze. Although it did not limit the results,
future studies could explore potential differences between using stylized cartoon images
vs. naturalistic videos. In terms of sampling, an anonymous reviewer raises questions
about potential limitations of recruiting through Prolific. It is true that demographics are
generally self-reported on online platforms such as Prolific, with little to no interaction with
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investigators required. However, a number of studies have investigated the quality of data
collected through online platforms for behavioural research, and have reported that Prolific
generally yields high quality data, particularly compared to other data collection platforms
(see, for example, [19, 12, 1]).

6 Conclusion

Despite their structural simplicity, demonstratives are semantically rich and involve a complex
referent identification process which is not solely limited to choosing a referent based on
distance. The current paper investigated how listeners integrated physical and linguistic
cues in demonstrative referent identification and how these cues might interact with each
other. Listeners seem to be aware of the various cues available in the context, but only
employ certain ones for referent selection. Response patterns suggest hierarchical integration
of multiple cues, with physical cues and visual world biases taking priority over the semantic
contributions of the demonstratives. More generally, the present findings suggest that referent
selection is a far more complex process than formal theories might assume.
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