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Abstract
In the classic Philosophical Investigations, Ludwig Wittgenstein suggests that the meaning of words
is rooted in their use in ordinary language, challenging the idea of fixed rules determining the
meaning of words. Likewise, we believe that the meaning of keywords and concepts in academic
papers is shaped by their usage within the articles and evolves as research progresses. For example,
the terms natural hazards and natural disasters were once used interchangeably, but this is rarely the
case today. When searching for archived documents, such as those related to disaster relief, choosing
the appropriate keyword is crucial and requires a deeper understanding of the historical context.
To improve interoperability and promote reusability from a Research Data Management (RDM)
perspective, we examine the dynamic nature of concepts, providing formal definitions of concept
drift and its variants. By employing a case study of past COSIT (Conference on Spatial Information
Theory) proceedings to support these definitions, we argue that a quantitative formalization can
help systematically detect subsequent changes and enhance the overall interpretation of concepts.
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1 Introduction

With the exponential growth of data from various domains and sources, the need for
FAIR (Findable, Accessible, Interoperable, and Reusable) data [19] has become increasingly
important for Research Data Management (RDM). For instance, the reuse of data is one
of the pillars of data science. By embracing the FAIR principles, data become easier to
find and access, and they become more interoperable across domains, thereby promoting
reproducibility, reusability, and transparency in academic research. Creating semantically
rich digital asset management systems that store data in a human- and machine-readable
manner is among the most promising directions for implementing these FAIR principles.
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However, the keywords used to semantically describe the data or research topics evolve,
which is also known as the challenge of semantic aging for digital records preservation [12].
This can be due to the dynamic nature of language, cultural or political changes, or advances
in science and technology. For example, the term climate change has become more frequently
used than global warming over time because of the growing awareness that the concern is
not just an increase in Earth’s temperature but a broader range of changes in the climate
system. Moreover, a spatial component can be involved, as the adoption of terms is likely
to occur at different times across regions. From an RDM perspective, limited knowledge of
semantics in the past will hinder information retrieval and understanding of archival data.
Schlieder argued that a time span of 100 years constitutes a proper temporal frame within
which to address semantic aging [12]. However, the vast and continuously expanding volume
of data, together with new data formats, multimedia types, and tools available today, may
accelerate the rate of semantic aging.

Previous work has approached semantic aging in historical records by identifying temporal
counterparts as a way to establish connections and bridge different time periods, e.g., Walkman
is considered to be a counterpart of iPod over time [2, 21]. However, if we approach
this issue by tracing the evolution of Walkman to iPod, there is no need to search for its
counterpart. This leads to the study of concept drift, a phenomenon in which the meaning
or interpretation of concepts changes over time, possibly also across space. By examining
concept drift, we can achieve a more comprehensive understanding of the concepts than
by searching for counterparts one at a time within a given time frame. Hence, research
data management systems would benefit from measures to alert their users to changes in
conventional terminology. Failure to address such changes may lead to data reuse and
semantic interoperability issues [7].

Prior investigation into concept drift [17] identified that a concept can undergo a split,
resulting in two or more distinct concepts over time. However, other forms of change, such as
merging, have been overlooked. Furthermore, various temporal characterizations of concept
drift, including sudden, gradual, incremental, and reoccurring changes [9], have not been
addressed in previous formalization attempts [17, 4, 3]. This work aims to fill these gaps by
proposing a formal definition, incorporating temporal scales, of concept drift and its related
variants, using a case study for illustration.

The remainder of this paper is structured as follows. Section 2 provides related work on
the various notions of concept drift used in different domains, as well as different approaches
to detect it. Next, in Section 3, we conduct a case study using keywords from past COSIT
(Conference on Spatial Information Theory) proceedings. Section 4 discusses and categorizes
our findings to formulate formal definitions. Finally, we conclude our work in Section 5, and
provide directions for future work.

2 Related Work

Concept drift has become a research focus in many domains, including linguistics, history,
machine learning, and the Semantic Web community. There are many notions describing
similar phenomena, such as semantic drift, concept change, semantic change, etc. [4, 13].
In linguistics, semantic drift or semantic change refers to changes in the meaning of words
or phrases over time [6]. However, even concept drift itself holds different meanings across
research fields. In machine learning, it refers to the problem of models becoming less accurate
on prediction tasks in unforeseen ways over time [18].
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In this work, concept drift, aligned with research in the Semantic Web community, is
defined as a change in the meaning of a concept over time, possibly also across locations
or cultures [17]. According to Wang et al., [17], a concept is formed by its label, intension,
and extension. Here, following the classical theory of concepts [14], the intension can be
seen as the TBox for class properties, while the extension serves as the ABox for class
instances, i.e., the set of cases successfully categorized under the given class. Concept drift
can be understood as the evolution of an ontology (i.e., the set of statements that defines
the terminology used) at the TBox level. To give a concrete example of concept drift, Wang
et al., [17] used the concept of European Union (EU), which has evolved from an economic
cooperation initiative to a political union over the years, with multiple name changes such as
the European Economic Community and European Community. The number of EU member
states has also fluctuated due to countries joining and leaving. These can be seen as changes
in its intension, label, and extension, respectively.

To detect concept drift, approaches are not limited to examining ontology versioning or
relying on the hierarchies (e.g., subclasses and superclasses [3]) within an ontology. Early
work by Raubal [11] explored the representation of concepts over time through the movement
of conceptual spaces along space-time paths in a semantic space. Other efforts include the
AdvoCate system [5], which models the evolution of concepts and categories, demonstrated
through a use case capturing changes in land cover classification taxonomies. Tietz et al. [15]
investigated the evolution of concepts and presented challenges from a Natural Language
Processing (NLP) perspective, conducting a preliminary analysis of recipe data extracted
from newspapers. The meaning of concepts in natural language can be captured via latent
word representations [10]. Another approach involves constructing a time series using word
embeddings to capture the evolution of words over time [8]. Considering the overarching goal
of addressing semantic aging in RDM, this work adopts a natural language-based approach
to identify concept drift, as no existing ontology covers all concepts of interest.

3 Case Study

Before providing formal definitions, we conduct a case study to identify concept drift and its
related variants by examining COSIT proceedings2 from four time points, 1992, 2001, 2011,
and 2022. Keywords are extracted from these proceedings, sourced either from authors (for
2011 and 2022) or generated by machine (for 1992 and 2001), as provided by the publisher
Springer Link3. Table 1 provides a statistical summary of the dataset.

Table 1 Number of papers and keywords in COSIT proceedings from 1992, 2001, 2011, and 2022.

Year Number of Papers Number of Keywords
1992 25 122
2001 33 171
2011 23 107
2022 29 147
Total 110 547

To compute embeddings for keyword similarity measurement, we use SciBERT [1], a pre-
trained language model tailored for scientific text. Drawing inspiration from Wittgenstein’s
meaning as use theory [20], we use contextual information to assess similarity in usage.

2 https://geosensor.net/cositseries/past-proceedings
3 According to Springer Link, this process is still experimental, and the keywords may be updated as the

learning algorithm improves.
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We compute two types of keyword similarity: (1) textual similarity, represented by the
cosine similarity between the embeddings of the two keywords, and (2) contextual similarity,
measured as the cosine similarity between two contextual embeddings generated from the
associated paper titles and abstracts. All keywords are converted to lowercase. For identical
keywords within the same year, only one contextual embedding is generated from their
aggregated titles and abstracts. We assign weights α as 0.2 and β as 0.8 to emphasize
contextual similarity when aggregating textual and contextual similarities. The overall
similarity between Concept Ci and Cj at time t can be expressed as:

Sim(Ci, Cj) = α · text_sim(Ci, Cj) + β · context_sim(Ci, Cj) (1)

Figure 1 shows the distribution of top keywords that appeared more than five times in total
and their frequency by year. Among these, Spatial Reasoning and Spatial Cognition
are the two most frequently occurring keywords, appearing 11 and 8 times, respectively.
Pairwise similarities of keywords are computed between Spatial Cognition in 1992 and
all other keywords in 2001, 2011, and 2022. For simplicity in illustration, only the most
similar keyword and/or the keyword itself are documented in Figure 2a. Figure 2b documents
keyword similarity between Spatial Reasoning in 1992 and other keywords in 2001, as well
as pairwise keyword similarity for Qualitative Spatial Reasoning from 2001 onwards.

Figure 1 Distribution and frequency of top keywords by year.

4 Towards Formal Definitions

Interestingly, while concept change has been studied in linguistics, ontology engineering,
and machine learning, most have done so by providing ad-hoc definitions [9, 16], making
comparisons between papers difficult. Here, we will introduce more formal notions of these
changes, aiming to serve as the basis for future studies and increase the reproducibility of
research on semantic aging in general. Finally, it is worth mentioning that the definitions
presented below are meant as indicators of change rather than measures. For instance, even
if we identify a likely drift (or other change) according to our formal definition, we cannot
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(a) Keyword Similarity for Spatial Cognition. (b) Keyword Similarity for Spatial Reasoning.

Figure 2 Evolution of keyword similarity for Spatial Cognition and Spatial Reasoning. Sim-
ilarities in parentheses are computed between the 1992 keyword and the keywords from other years.
Dashed curly brackets indicate potential split and merge relations.

readily imply that this is not caused by stochastic fluctuations or simply the absence of
submissions on certain keywords in the dataset we used. However, without formal definitions,
we would not be able to state what we want to statistically test in the first place.

4.1 Concept Drift
▶ Definition 1. A concept Ci, existing at both time t and t + n (n ≥ 1), undergoes a concept
drift from time t to t + n, if and only if the most similar concept to Ci at time t among all
concepts Cj at time t + n is not Ci itself4. Formally:

concept_driftt,t+n(Ci) ⇐⇒ argmax
j

sim(Ct
i , Ct+n

j ) ̸= i, n = 1 , 2 , ... (2)

In Figure 2a, we can see that the keyword Spatial Cognition exists in all four time
points. According to our definition, it undergoes a concept drift from 1992 to 2011, while
by 2022, it reverts to being most self-similar. When concept drift only exists between t and
t + 1, it can be seen as a sudden drift. However, if this drift persists between t and t + 2 and
onwards, and subsequent similarities such as sim(Ct

i , Ct+2
j ) < sim(Ct

i , Ct+1
j ) occur, it can

be seen as an incremental drift. If we extend the time axis for a longer time frame, we can
explore whether the pattern of concept similarity oscillates, indicating a reoccurring drift.

4.2 Concept Shift
▶ Definition 2. A concept Ci undergoes a concept shift to concept Ck from time t to t + 1,
if and only if concept Ci does not exist at time t + 1, and the most similar concept to Ci at
time t among all concepts Cj at time t + 1 is Ck

5. Formally:

concept_shiftt,t+1(Ci) ⇐⇒ ∄Ct+1
i and argmax

j
sim(Ct

i , Ct+1
j ) = k (3)

In Figure 2b, we observe that Spatial Reasoning only exists in 1992 and 2001. How-
ever, from 2001 to 2011, the keyword disappears and becomes most similar to Qualitative
Spatial Reasoning. Following our definition, this indicates that Spatial Reasoning un-
dergoes a concept shift from 2001 to 2011. Upon further investigation, we discover that

4 The intuition here is that assuming Ci is not drifting, then at t + 1, it should be more self-similar than
similar to another concept Cj .

5 The intuition here is that if Ci no longer exists, it shifts to its most similar concept Cj at t + 1.

COSIT 2024
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Qualitative Spatial Reasoning also exists in 2001 and 2022. Hence, we hypothesize that
a concept split and subsequent merge may have occurred between 1992 and 2011, as denoted
by the dashed curly brackets.

4.3 Concept Split and Merge
▶ Definition 3. A concept Ci undergoes a concept split to two (or more) concepts {Ci, Cj , ...}
from time t to t+1, if and only if the similarity of {Ct+1

i , Ct+1
j , ...} to Ct

i satisfies a threshold
θ1 for overall similarity and a threshold θ2 for textual similarity6. Formally:

concept_splitt,t+1(Ci) ⇐⇒ Sim(Ct
i , Ct+1

i,j,...) > θ1 and text_sim(Ct
i , Ct+1

i,j,...) > θ2 (4)

▶ Definition 4. Two (or more) concepts {Ci, Cj , ...} undergo a concept merge into concept
Ci from time t − 1 to t, if the similarity of {Ct−1

i , Ct−1
j , ...} to Ct

i satisfies a threshold θ1 for
overall similarity and a threshold θ2 for textual similarity. Formally:

concept_merget−1,t({Ci, Cj , ...}) ⇐⇒ Sim(Ct−1
i,j,..., Ct

i ) > θ1 and text_sim(Ct−1
i,j,..., Ct

i ) > θ2

(5)

Figure 3 Workflow of identifying Concept Split and Merge. Keywords in 2001 with higher
than threshold overall similarities with Spatial Reasoning in 1992 are highlighted in red, and
those associated with Qualitative Spatial Reasoning in 2011 are highlighted in blue. The ones
highlighted with a color gradient are associated with both. For simplicity in illustration, not all
keywords that meet the threshold are shown. The values indicated by arrows represent the textual
similarities between keywords.

Figure 3 shows the result when the thresholds θ1 and θ2 are set to be 95% and 90%
of their respective maximum similarity values. Keywords highlighted in red are associated
with an overall similarity exceeding θ1 set at 0.859 (95% of the maximum similarity) to

6 The intuition behind concept split and merge is under the assumption that these processes only occur
among keywords with maximal similarity and should exhibit maximal similarity in labeling.
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Spatial Reasoning in 1992, and those in blue are associated with Qualitative Spatial
Reasoning in 2011. Textual similarities are indicated by arrows, with a maximum similarity
value of 1.000. Therefore, θ2 is set at 0.900 (90% of the maximum similarity). Based on our
definitions, only Spatial Reasoning and Qualitative Spatial Reasoning (highlighted
with a color gradient) meet the criteria for concept split and merge, among all 2011 keywords.

Therefore, we conclude that Spatial Reasoning undergoes a concept split to Spatial
Reasoning and Qualitative Spatial Reasoning from 1992 to 2001, followed by a merge
into Qualitative Spatial Reasoning from 2001 to 2011.

5 Conclusions

Due to semantic aging, keywords that are used to describe research topics evolve, hindering
their potential reusability and interoperability. Identifying concept drift over time has the
potential to mitigate this issue and facilitate searching within longitudinal archival documents.
In this work, we investigate concept drift and its variants by examining the dynamic nature
of keywords used in academic literature. We provide formal definitions to indicate potential
concept drift, concept shift, concept split, and concept merge. A case study using past COSIT
proceedings is adopted to illustrate our definitions in practical scenarios. This work highlights
the importance of understanding semantic aging, and by detecting concept drift, we hope
to enhance reusability and interoperability in Research Data Management. Furthermore,
semantic aging may occur at varying rates across regions or cultures, suggesting that there is
also a spatial dimension in concept drift. While our formalization provides a preliminary
framework to indicate changes, further investigation is needed to quantify them into numerical
measures. Moving forward, additional related variants, such as concept radiation, and more
temporal patterns, such as reoccurring changes, can be explored using larger datasets with
longer time spans.
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