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Abstract
In this work we study the classic problem of online weighted paging with a probabilistic prediction
model, in which we are given additional information about the input in the form of distributions
over page requests, known as distributional online paging (DOP). This work continues a recent line
of research on learning-augmented algorithms that incorporates machine-learning predictions in
online algorithms, so as to go beyond traditional worst-case competitive analysis, thus circumventing
known lower bounds for online paging. We first provide an efficient online algorithm that achieves a
constant factor competitive ratio with respect to the best online algorithm (policy) for weighted
DOP that follows from earlier work on the stochastic k-server problem.

Our main contribution concerns the question of whether distributional information over a limited
horizon suffices for obtaining a constant competitive factor. To this end, we define in a natural
way a new predictive model with limited horizon, which we call Per-Request Stochastic Prediction
(PRSP). We show that we can obtain a constant factor competitive algorithm with respect to the
optimal online algorithm for this model.
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1 Introduction

In the weighted paging problem there is a universe of n pages, where each page has a weight2,
and there is a cache that can hold up to k pages. At each time step a page is requested, and
if the requested page is already in the cache then no cost is incurred, otherwise, the page
must be loaded into the cache, incurring a cost equal to its weight. The goal is to minimize
the total cost incurred.

Paging is one of the earliest and most extensively studied problems in online computation
and competitive analysis [38, 22, 40, 42, 36, 7, 6, 1, 4, 11, 10, 27, 28, 29], including works on
non-standard caching models, e.g., elastic caches [25], caching with time windows [26], caching
with dynamic weights [21], and caching with machine learning predictions [35]. In fact, online
paging has become a focal point for many of the recent developments in competitive analysis,
e.g., the online primal-dual method, projections, and mirror descent [17, 16, 15].

1 Work done while at the Technion before joining Amazon.
2 In the unweighted version of the problem, all weights are equal (unit weights).
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15:2 Distributional Online Weighted Paging with Limited Horizon

In their seminal paper, Sleator and Tarjan [38] showed that any deterministic online
algorithm is at least k-competitive and that the LRU policy (Least Recently Used) is exactly
k-competitive for unweighted paging. The k-competitive bound was later generalized to
weighted paging as well [19, 41]. When randomization is allowed, Fiat et al. [22] gave the
elegant randomized marking algorithm for unweighted paging, which is Θ(log k)-competitive
against an oblivious adversary. Bansal et al. [7] gave a Θ(log k)-competitive randomized
algorithm for weighted paging based on the online primal-dual framework [17].

Algorithms with predictions, or learning-augmented algorithms, is an emerging field
of research lying at the intersection of machine learning and foundations of algorithms
(e.g. [5]). The goal is to use machine-generated predictions, that can be either deterministic
or probabilistic, so as to go beyond traditional worst-case competitive analysis, and relax the
overly pessimistic assumption of not having any prior knowledge of the future. This is in line
with recent momentum in deploying machine learning techniques for various applications,
e.g., search, business processes, and health.

The study of online paging with predictions has been a catalyst for the development of
this new field. In an influential paper, Lykouris et al. [35] studied a simple predictor that
provides for each requested page the next time step in which it is requested again, called PRP
(Per-Request Prediction). Clearly, for unweighted paging, PRP suffices for implementing
Belady’s algorithm. Lykouris et al. [35] analyzed the robustness of PRP.

Computationally, weighted paging is a very different problem from unweighted paging,
since it requires more global information about the request sequence to obtain (near) optimal
algorithms. For example, Belady’s local rule suffices to define an optimal offline algorithm
in the unweighted case, while a minimum cost flow procedure is needed for computing an
optimal solution in the weighted case. This is also manifested in the online setting, where
PRP does not improve on the competitive factor in the weighted case [31]. Even with precise
PRP, any deterministic online algorithm remains Ω(k)-competitive, and any randomized
algorithm is Ω(log k)-competitive.

Distributional Online Paging

We focus on probabilistic prediction models for online weighted paging. Suppose that an
online algorithm is given in advance, for each time step t ∈ {1, 2, . . . , T}, a distribution
over page requests at t. Thus, the request at time t is drawn according to Dt. The given
distributions are assumed to be independent between different time steps and the distributions
are not necessarily identical. This model is known in the literature as distributional online
paging, or DOP [34], and it can be viewed as the probabilistic counterpart of PRP. DOP
is also a special case of the stochastic uber problem studied by [20]. (See more about this
problem in the sequel.)

Define the cost of an online algorithm (or policy) for DOP to be the expected cost taken
over all possible request sequences, where the probability of a request sequence is determined
by the distributions D1, . . . DT . An optimal online algorithm minimizes the expected cost and
is defined by a Markov Decision Process. It can be computed by either a dynamic program
or a linear program. Unfortunately, the state space of the dynamic program, or the size of
the linear program, is of exponential size in k, rendering it computationally impractical. The
computational hardness of finding an optimal algorithm for DOP is still open to the best of
our knowledge3.

3 It is stated as an open problem in [13]. For general metrics (i.e., the k-server problem), [20] gives a
simple reduction to prove hardness: the uniform distribution over the points in the metric is given at all
times; thus, a solution to the k-median problem on the metric defines the placement of the servers in an
optimal online algorithm.
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For unweighted DOP, the work of Lund et al. [34] is seminal. They show that full
information about the distributions in each time step is actually not needed in order to get a
near-optimal online algorithm. Specifically, for general distributions over page requests, if
the probability that p is requested before q is available for any pair of pages p and q, then
this information can be leveraged to get an efficient and simple 4-competitive algorithm with
respect to the best online algorithm. However, these ideas do not seem to generalize to the
weighted setting, due to the more global nature of weighted paging, as indicated before.

1.1 Our Results
We study the weighted DOP problem. Our goal is to provide an efficient online algorithm
that achieves a constant competitive factor with respect to the best online algorithm (policy)
for weighted DOP. Our starting point is a linear program for DOP which is based on the
work of [20] for the stochastic k-server problem. In the case of the paging problem, this
linear program specifies to which cache slot a page is loaded. The linear program provides a
lower bound on the cost of any non-adaptive algorithm for DOP. However, [20] show that
an optimal non-adaptive algorithm can cost at most thrice the cost of an optimal online
algorithm for DOP. In Section 3 we provide the details for rounding the k-server linear
program, yielding a constant competitive algorithm for the weighted DOP problem.4 This is
summarized in the following theorem.

▶ Theorem 1. There exists an efficient algorithm for weighted DOP with O(1)-competitive
ratio.

The constant competitive factor obtained in Theorem 1 strongly utilizes information
about the page distributions over the entire time horizon. However, such distributional
information may not always be available. Thus, a natural question is whether distributional
information over a limited horizon suffices for obtaining a constant competitive factor. This
is the main focus of our paper.

In [31], a new deterministic predictive model for online weighted paging is suggested, due
to the weakness of PRP in the weighted setting, as indicated earlier. This model, called
SPRP, assumes that when a page p is requested, the full request sequence up to the next
request for p is revealed. It turns out that the SPRP predictive model is strong enough to
obtain a 2-competitive algorithm for online weighted paging in the adversarial setting [31].

Our first contribution is a novel limited horizon distributional model which we call the
Per-Request Stochastic Prediction (PRSP) model. In this model, at any point of time, the
known horizon of (future) distributions guarantees that for each page p in the cache, the sum
of the probabilities of requesting p (in the known horizon) is at least one. Interestingly, this
model captures the property needed from a limited horizon distributional model in order to
design a near-optimal online algorithm.

Note that in a deterministic setting, Dt is equal to zero for all pages, except for one page,
for which it is equal to one. Thus, when PRSP is restricted to a deterministic setting, it is
equivalent to the SPRP model of [31].

We show that any algorithm for (full horizon) weighted DOP can be used in a black-box
manner in the PRSP model, while increasing the competitive factor only by a constant. We
thus obtain the next theorem.

4 It is interesting to note that a natural linear programming formulation for the weighted DOP problem
that provides a lower bound on the best online algorithm has a large integrality gap which depends
on the maximum page weight. Thus, the work of [20] manages to circumvent this gap by utilizing a
stronger LP.

APPROX/RANDOM 2024
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▶ Theorem 2. If there exists an α-competitive algorithm for weighted DOP, then there exists
an O(α)-competitive algorithm for weighted DOP under the PRSP model. I.e., there exists
an efficient O(1)-competitive algorithm for weighted DOP under the PRSP model.

To prove Theorem 2, we design an algorithm called Split-and-Solve. The algorithm is
very natural and it splits the time horizon into phases, solving each one separately. Using
the properties of the PRSP model, the phases are chosen such that at the beginning of the
phase the distributions are known for all times in the phase. Therefore, each phase can be
regarded as a weighted DOP instance. As the analysis of Split-and-Solve does not make any
assumptions regarding the solutions of the phases, any algorithm for weighted DOP can be
employed in a black-box manner (e.g., Theorem 1). However, as each phase commences, the
cache is reset to be the final cache state of the optimal offline solution of the realization of
the request sequence of the previous phase.

The difficulty with analyzing the Split-and-Solve algorithm is in stitching together the
performance of the different phases. Even though the policy employed in each phase by itself
may be optimal, note that the initial cache states (in each phase) may be very different
from the corresponding cache states of the optimal online algorithm (which is familiar with
the full horizon). In particular, since our caching problem is weighted, the gap (in terms
of weight) between cache states can be arbitrarily large, and may also further lead to poor
performance within the phase. However, the crucial ingredient for bounding the performance
of each phase is the property of the PRSP model that guarantees that for each page in the
cache the sum of the probabilities in the known horizon adds up to at least 1. Thus, the
performance of each phase can be related to the performance of the optimal online algorithm
in the phase with a multiplicative constant factor (together with an additive term). Using a
global analysis that considers all phases, the loss incurred by the sum of the additive terms
can be charged to the cost of the optimal online algorithm, yielding Theorem 2.

1.2 Related Work
The k-server problem generalizes the paging problem to arbitrary metric spaces. (In paging
the underlying metric is a weighted star.) A natural generalization of DOP is distributional
k-server, where in every time step there is a given distribution over the possible request point.
This problem was studied by [20], who also introduced the stochastic Uber problem, where
each request is defined by two points in the metric. The server satisfying a request must
travel to the start point of the request and then to its end point, incurring a cost equal to
the total distance traveled. [20] gave a constant competitive factor algorithm for the case
where the metric is a line. For general metrics, they gave an O(log n)-competitive algorithm,
where n is the number of points in the metric.

Work on distributional paging goes back more than fifty years. Franaszek and Wagner [24]
compared FIFO and LRU in a model where every request is drawn from a fixed probability
distribution over time. Shedler and Tung [37] suggested a Markov model for generating
requests. This model and its extensions were analyzed in [32]. They also showed a gap of
Ω(log k) between optimal online and offline algorithms in the case of a uniform distribution.

Besides stochastic models, several paging models assuming partial knowledge of future
requests have been studied. For example, [8] studied the PRP model of Lykouris et al. [35]
(mentioned earlier) in the weighted setting. A very sophisticated algorithm is given in [8] for
this model whose competitive factor is at most a logarithm of the number of weight classes.
Other examples for models with predictions are paging with locality of reference [12, 23, 30],
paging with lookahead [3, 14, 39] and interleaved paging [9, 18, 33].



Y. Fairstein, J. Naor, and T. Tsachor 15:5

2 Preliminaries

2.1 Distributional Online Paging
In the weighted paging problem there is a universe of n pages, denoted by P = {p1, p2, ..., pn},
and a cache of size k. The initial cache state is C0 ⊆ P . Each page p is associated
with a weight wp, the cost of loading or evicting page p to the cache. For a sequence of
requests σ1, σ2, ..., σT , an algorithm A determines a series of cache states C1, ..., CT , such
that ∀t : σt ∈ Ct. The cost of serving the request sequence by A is

∑T
t=1

∑
p∈Ct△Ct−1

wp,
which is equal to the sum of the loading costs and the eviction costs. Note that the sum of
the eviction costs and the loading costs can differ by at most an additive constant depending
only on the initial and final cache contents. For simplicity, we assume the initial cache and
final cache are identical, i.e., C0 = CT . This means that the loading costs are equal to the
eviction costs.

We focus on distributational prediction models in this paper. Suppose that we are given
in advance at time t = 0, for each (future) time step t ∈ {1, 2, . . . , T}, a distribution over
page requests at t. The given distributions are not necessarily identical, yet assumed to be
independent between different time steps. More formally, for every t ∈ [T ], a probability
distribution Dt is given from which request σt is drawn at time t. This model is called
distributional online paging, or DOP.

▶ Definition 3. For an algorithm A, let E(A) denote the expected cost of A over all
realizations of input sequences generated according to distributions D1, . . . , DT .

Denote by O the best online algorithm (in expectation) for DOP, i.e., it minimizes E(O).
We emphasize that algorithm O is only familiar with the distributions D1, . . . , Dt, but does
not have prior knowledge of the actual realization of the requests. Let E(O) = OPT .

2.2 Limited Horizon
So far we have assumed that all distributions D1, ..., DT are given as input at the beginning.
This is, of course, unreasonable in many cases as T may be very large. We aspire to bound the
horizon that an online algorithm needs to “see”, i.e., at any time t, how many distributions
into the future are available to the algorithm.

In [31] it was shown that the per-request-prediction (PRP) model and the lookahead
model are not sufficient to circumvent the known lower bounds for online paging. In [31] a
constant competitive factor for deterministic online weighted paging is achieved only through
a combination of two models which they call SPRP. Specifically, upon arrival of a page, the
time of its next request t is given, as in PRP, as well as the full sequence of page requests up
to t.

Here, we propose an extension of the above model for our stochastic setting called
Per-Request Stochastic Prediction (PRSP). The PRSP model requires that at any time t a
sequence of future distributions is revealed such that sufficient information is revealed for
each page in the current cache, as follows.

▶ Definition 4. Given a cache C ⊆ P and time t, let N(C, t) be the earliest time t′ that
satisfies:

∀p ∈ C :
t′∑

τ=t

Dτ (p) ≥ 1.

APPROX/RANDOM 2024
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Note that in the deterministic setting, Dt is equal to zero for all pages, except for one page,
for which it is equal to one. Assuming all pages in C are there because they were previously
requested, Definition 4, restricted to a deterministic setting, is equivalent to the SPRP model
of [31].

Using the definition of N(C, t) we can now give a formal definition of the PRSP model.

▶ Definition 5. In the PRSP model at each time step t, where the cache is Ct, the sequence
of distributions (Dt, ..., DN(Ct,t)) is revealed to the algorithm.

In a deterministic setting, at each time t it holds that there exists a single page p such
that Dt(p) = 1 and it is equal to zero for all other pages. Thus, in the PRSP model, when
restricted to a deterministic setting, at any time t, N(Ct, t) is equal to the latest time over
the next arrivals of all pages in Ct. In reality, the distributions up to time N(Ct, t) were
revealed earlier when the pages in Ct were requested and they were loaded to the cache.
Thus, in the deterministic setting, we can interpret PRSP as SPRP since it reveals upon a
request to a page the whole sequence of pages up to its next request.

3 Full Horizon

In this section we consider the weighted DOP problem when all the distributions are given
in advance and provide a proof for Theorem 1. The proof essentially follows from the work
of [20] on the stochastic k-server problem. Recall that weighted paging is the special case of
k-server when the underlying metric is a weighted star. We show here that when applying
the linear program for stochastic k-server to the special case of DOP, it can be rounded
yielding a constant competitive algorithm. It is interesting to note that a natural linear
programming formulation for the weighted DOP problem has a large gap compared to the
best online algorithm, where the gap depends on the maximum page weight. Thus, the work
of [20] manages to circumvent this gap by utilizing a stronger LP.

In [20], an algorithm A for DOP is defined to be non-adaptive if it satisfies the following.
First, algorithm A pre-computes a sequence of cache configurations C1, ..., CT ; then it serves
the request sequence as follows. Upon arrival of request σt at time t: (i) A changes the cache
contents to configuration Ct; (ii) A replaces the lightest page in Ct with σt; (iii) A changes
the cache contents back to the configuration that preceded the arrival of σt. The linear
program for stochastic k-server suggested in [20] provides a lower bound on the cost of any
non-adaptive algorithm. However, an online algorithm for the stochastic k-server problem
does not necessarily imply a feasible solution for the latter linear program. It is shown in
[20, Theorem 1.3] that an optimal non-adaptive online algorithm is a 3-approximation with
respect to an optimal online algorithm for stochastic k-server. Thus, non-adaptive algorithms
provide a useful tool for obtaining a competitive algorithm for stochastic k-server.

In what follows we describe the specialization of the linear program for the stochastic
k-server problem [20] to DOP. Essentially, this means specifying to which cache slot is a page
loaded. Thus, for each page p, there is a variable bt,p that indicates the fraction of p that is
not in the cache. For each page p and possible request q, variable xt,p,q indicates whether q

is served by replacing p.
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Serving requests using A

Retrieving
Dfi+1, ..., Dfi+1

.

Find the offline solution of
the phase: Hfi+1, ..., Hfi+1

and set Cfi+1
= Hfi+1

.

f0 = 0 f1 = N(C0, 0)
...

fi = N(Ci−1, fi−1) fi+1 = N(Ci, fi)

Figure 1 Algorithm Split-and-Solve splits the timeline into phases and separately solves each
phase as DOP. As phase i begins at fi the distributions t ill N(Cfi , fi) are revealed. The DOP black
box A serves the requests during the phase. As the phase terminates at N(Cfi , fi), the optimal
offline solution Hfi+1, ..., Hfi+1 is computed with the realization of the phase and Hfi+1 is loaded
into Cfi+1 .

min
∑

p,q,t≥1
(wp + wq) · Dt(q) · xt,p,q +

∑
p,t≥1

wp · |bt,p − bt−1,p| s.t.

∀t, q :
∑
p ̸=q

xt,p,q ≥ bt,q

∀t, p, q : xt,p,q ≤ 1 − bt,p

∀t :
∑

p

bt,p ≥ n − k

(31)

The cost function accounts for the weight of the pages that make two switches when serving
a request. By doing so it forces the solution to be non-adaptive. Note that (31) gives us a
lower bound only on the optimal non-adaptive algorithm. Thus, not every paging algorithm
can be mapped into a solution for (31), only a non-adaptive one.

The details for rounding the LP solution so as to yield a 60-competitive algorithm are
given in Appendix A.

4 The Split-and-Solve Algorithm

Section 3 provides us with a constant competitive factor algorithm, but requires that at
time 0 all distributions D1, ..., DT are known. In this section we present the Split-and-
Solve algorithm that provides a constant-competitive factor for DOP in the PRSP model.
The algorithm is very natural. It first splits the time horizon into phases: if a phase
begins at time t, then it ends at time N(Ct, t). As the horizon of the algorithm is at most
max{N(Ct′ , t′)|t′ <= t} for every time step t, the distributions Dt+1, ..., DN(Ct,t) can be
retrieved by the properties of the PRSP model.

Each phase is solved independently using a (full horizon) DOP algorithm in a black-box
manner. However, as each phase commences, the cache is reset to be the final cache state of
the optimal offline solution of the realization of the request sequence of the previous phase.
This cache state can be computed by running a min cost flow algorithm. This guarantees
that the definition of phases is independent of the algorithm A. The steps of the algorithm
are depicted in Figure 1. We are now ready to give a formal definition of the Split-and-Solve
algorithm.

APPROX/RANDOM 2024
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Algorithm 1 Split-and-Solve (SaS).

Input: Instance I of DOP and Algorithm A for DOP.
1: Initialize i = 0, f0 = 0, H0 = C0.
2: while fi < T do
3: Let fi+1 = N(Cfi , fi).
4: Retrieve Dfi+1, ..., Dfi+1 .
5: Set Cfi+1, ..., Cfi+1 as the solution returned by A for serving requests in time range

[fi, fi+1] with initial cache Hfi
.

6: Let Hfi+1, ..., Hfi+1 be the optimal offline solution for time range [fi, fi+1] with initial
cache Cfi .

7: After serving σfi+1 , set Cfi+1 = Hfi+1 as the initial cache of the next phase.
8: Update i := i + 1.

Before analyzing the algorithm, we need the following notation. We denote by F + 1
the number of phases into which the time horizon is split. The optimal online algorithm is
denoted by Oon and its caches are denoted by {Ot}t∈[T ].

In the sequel we will show that given an α-competitive algorithm for DOP, the Split-
and-Solve (SaS) algorithm has an O(α) competitive ratio, losing only an additional constant
factor. To do so, we first bound in Lemma 7 the cost of our algorithm by the cost of the
online algorithm when we also reset its cache at the beginning of each phase (i.e., similarly
to Step 6, where at the beginning of each phase the cache is set to Hfi). Then, Lemma 8
bounds the cost of the online algorithm (with the cache reset) at phase i by the sum of three
components:
1. The expected cost of Oon during the phase.
2. The total weight of Hfi \ Ofi .
3. The sum over pages in Ofi

\ Hfi
of the page weight times the probability it is requested

in phase i.
Lemmas 9, 11 and 12 bound the last two components by a constant factor of the cost of Oon.

In the following definition we provide a notation for a partial solution.

▶ Definition 6. Let t1, t2 ∈ [T ] such that t1 < t2 and C ⊆ P . We denote the expected cost
of an algorithm A on the sub-range [t1, t2] with Ct1 = C as its initial cache by A(C, t1, t2).

From the definition of the optimal offline and online algorithms it is easy to see that for
any t1 < t2 and cache C it holds that Ooff (C, t1, t2) ≤ Oon(C, t1, t2). The following lemma
bounds the expected cost of phase i by 2α + 1 times the expected cost of O during the phase
when O begins the phase with the same cache.

▶ Lemma 7. Given an α-competitive algorithm A for DOP it holds that for every phase i:

SaS(Hfi
, fi, fi+1) ≤ (2α + 1) · Oon(Hfi

, fi, fi+1).

Proof. At the beginning of each phase i we set the initial cache passed to algorithm A in
Step 5 to be the cache of the optimal offline solution Hfi

. For simplicity, we associate this
cost with phase i − 1 (note that for i = 0 the cost is zero as H0 = C0). Thus, in phase i we
need to bound the cost of serving requests as well as the cost of loading cache Hfi+1 at the
end of the phase.

The expected cost of serving requests in phase i is at most α · Oon(Hfi , fi, fi+1) due to
the competitive ratio of A. Next, loading Hfi+1 can be bounded by the cost of loading Hfi

and only then loading Hfi+1 . Loading Hfi
must cost less then the cost of SaS at this phase

(as eviction and loading costs are symmetric). Afterwards, loading Hfi+1 is bounded by the
cost of the optimal offline algorithm, but



Y. Fairstein, J. Naor, and T. Tsachor 15:9

Ooff (Hfi
, fi, fi+1) ≤ Oon(Hfi

, fi, fi+1).

Summarizing over the three cost components produces the desired bound. ◀

The following lemma bounds Oon(Hfi
, fi, fi+1) with the total cost of evicting Hfi

\ Ofi
,

loading the requested pages from Ofi
\ Hfi

and then serving the requests as on.

▶ Lemma 8. Let γi,p be the event that page p is requested in phase i, i.e.,
γi,p = 1p is requested in [fi,fi+1]. Then, it holds that:

Oon(Hfi
, fi, fi+1) ≤ Oon(Ofi

, fi, fi+1) +
∑

p∈Hfi
\Ofi

wp + E

 ∑
p∈Ofi

\Hfi

wp · γi,p

 .

Proof. Consider the following online algorithm for serving phase i. First, evict the pages
in Hfi

\ Ofi
, incurring a cost of

∑
p∈Hfi

\Ofi
wp. Next, run the optimal online algorithm. A

feasible solution for the online algorithm would be to act as if Ofi \ Hfi are in the cache,
incurring a cost of Oon(Ofi

, fi, fi+1). Nonetheless, it might be that a page p ∈ Ofi
\ Hfi

is requested, incurring an additional cost of wp, though this only happens with probability
E[γi,p]. Summing over the three terms produces the desired bound. ◀

After bounding the cost at each phase, we will now evaluate the cost of all phases,
bounding the cost of splitting the time horizon. To do so we must bound

∑
i

∑
p∈Hfi

\Ofi
wp

and
∑

i E
[∑

p∈Ofi
\Hfi

wp · γi,p

]
. The following lemma bounds the former term. It strongly

uses the property of the PRSP model that for every page in cache the sum of the probabilities
of requesting this page in the known horizon is at least 1.

▶ Lemma 9. In each phase i ∈ [F ] it holds that
∑

p∈Hfi
\Ofi

wp ≤ e
e−1 · Oon(Ofi

, fi, fi+1).

Proof. At the beginning of each phase we set fi+1 = N(Hfi , fi). Thus from Definition 4 if
holds that

∑fi+1−1
t=fi

Dt(p) ≥ 1 for each page p ∈ Hfi
. Using the inequality 1 − x ≤ e−x for

x ∈ [0, 1] we get that for p ∈ Hfi
:

E[γi,p] = 1 −
fi+1−1∏

t=fi

(1 − Dt(p)) ≥ 1 −
fi+1−1∏

t=fi

e−Dt(p) = 1 − e

∑fi+1−1
t=fi

−Dt(p) ≥ 1 − e−1. (42)

Each page p ∈ Hfi \ Ofi must be loaded by Oon at phase i if it is requested. Thus from
Equation (42) it follows that,

Oon(Ofi , fi, fi+1) ≥
∑

p∈Hfi
\Ofi

E [γi,p] · wp ≥
∑

p∈Hfi
\Ofi

(1 − e−1) · wp.

Dividing by 1 − e−1 completes the proof of the lemma. ◀

The next corollary follows from lemmas 8 and 9.

▶ Corollary 10.

Oon(Hfi , fi, fi+1) ≤ 2e − 1
e − 1 Oon(Ofi , fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 .
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Next, we bound
∑

i E
[∑

p∈Ofi
\Hfi

wp · γi,p

]
. To do so we need the following auxiliary

lemma which bounds the expected eviction costs of Ooff .

▶ Lemma 11. Let Evoff (Hfi , fi, fi+1) be the expected eviction costs of the optimal offline
algorithm at phase i when initialized with cache Hfi

. It holds that,

Evoff (Hfi
, fi, fi+1) ≤ 2e − 1

e − 1 Oon(Ofi
, fi, fi+1).

Proof. Due to the optimallity of the offline algorithm,
Ooff (Hfi

, fi, fi+1) ≤ Oon(Hfi
, fi, fi+1). So from Corollary 10 it follows that,

Ooff (Hfi
, fi, fi+1) ≤ 2e − 1

e − 1 Oon(Ofi
, fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 . (43)

In addition, the offline optimal algorithm must load any page p /∈ Hfi in phase i if it is
requested. Thus, the expected loading costs of the offline optimal algorithm are at least
E

[∑
p∈Ofi

\Hfi
Wp · γi,p

]
. By combining the bound on the loading costs and Equation (43)

we get that,

Evoff (Hfi , fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 ≤ Ooff (Hfi , fi, fi+1)

≤ 2e − 1
e − 1 Oon(Ofi

, fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 .

Subtracting the last term from both sides proves the lemma. ◀

▶ Lemma 12.

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

2e − 1
e − 1 Oon(Ofi

, fi, fi+1).

Proof. In Section 2.1 it is stated that we assume C0 = CT . If this was not the case, we can
simply load CT with only a constant additional cost. From this assumption it follows that
the total eviction costs are equal to the total expected loading costs.

At each phase i, Ooff must load pages in Ofi
\ Hfi

if they are requested. Thus, in the
event γi,p it will incur a loading cost of wp. As the total expected eviction costs are equal to
total expected loading costs we get that,

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

Evoff (Hfi , fi, fi+1).

Due to Lemma 11 it holds that

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

2e − 1
e − 1 Oon(Ofi

, fi, fi+1). ◀

The following lemma combines the above results to produce a bound on the competitive
ratio of SaS.
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▶ Lemma 13. Given an α-competitive algorithm A for DOP, the Split-and-Solve algorithm
is (2α + 1) · 4e−2

e−1 -competitive.

Proof. From Lemma 7 the cost of the Split-and-Solve algorithm is at most∑
i∈[F ]

(2α + 1) · Oon(Hfi , fi, fi+1).

Combining with Corollary 10 and Lemma 12 which provides a bound on∑
i∈[F ] Oon(Hfi

, fi, fi+1), we can bound the competitive ratio of the Split-and-Save algorithm
by (2α + 1) · 4e−2

e−1 . ◀

Theorem 2 follows immediately from Lemma 13.
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A Rounding the LP

We show how to discretize to multiples of 1/k a solution to the LP. We use techniques from
[2] and transform each xt,p to a multiple of 1

8k . First, We set b′
t,p := min {1, 2 · bt,p}. Assume

at,p ∈ [8k] denote ⌈8k·b′
t,p⌉

8k = at,p

8k . For every p ∈ P , we do the following iterative process for
t = 1 ... T :
1. If at,p is even, set yt,p := at,p

8k .
2. Else, if yt−1,p >

at,p

8k , set yt,p := at,p+1
8k .

3. Otherwise, set yt,p := at,p−1
8k .

▶ Lemma 14. The following statements hold:
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1. ∀t, p : if bt,p = 0 then yt,p = 0.
2. ∀t, p : if bt,p = 1 then yt,p = 1.
3. ∀t, p : yt,p ≤ 4 · bt,p.
4. ∀p :

∑
t∈[1,T ] |yt,p − yt−1,p| ≤ 4 ·

∑
t∈[1,T ] |bt,p − bt−1,p|.

5. ∀t :
∑

p∈P yt,p ≥ n − k.

Proof.
1. bt,p = 0 → at,p = 0 → yt,p = 0.
2. bt,p = 1 → at,p = 8k → yt,p = 1.
3. If bt,p < 1

16k , then at,p = 0 implying yt,p = 0. Otherwise, yt,p ≤ 2bt,p + 1
8k ≤ 4bt,p.

4. For a page p ∈ P , we prove the claim by induction on T .
Basis: for t = 0 the claim holds trivially.
Inductive step: Assume the claim holds for every τ ′ < t. We assume w.l.o.g that
at,p ≤ at−1,p We split to cases:
a. If at,p = at−1,p then also yt,p = yt−1,p.
b. If at,p = at−1,p − 2 then

∣∣b′
t,p − b′

t−1,p

∣∣ ≥ 1
8k , in addition note that |yt,p − yt−1,p| = 1

4k .
Overall, |yt,p − yt−1,p| = 1

4k ≤ 2
∣∣b′

t,p − b′
t−1,p

∣∣ ≤ 4 |bt,p − bt−1,p|.
c. If at,p ≤ at−1,p−3 then

∣∣b′
t,p − b′

t−1,p

∣∣ ≥ 1
4k , in addition |yt,p − yt−1,p| ≤

∣∣b′
t,p − b′

t−1,p

∣∣−
1

4k . Overall, |yt,p − yt−1,p| ≤
∣∣b′

t,p − b′
t−1,p

∣∣ − 1
4k ≤ 2

∣∣b′
t,p − b′

t−1,p

∣∣ ≤ 4 |bt,p − bt−1,p|.
d. Else, at,p = at−1,p − 1. In case that at,p is odd we that yt,p = yt−1,p. Otherwise, let t′

be the last time before t−1 such that at′,p ̸= at−1,p. It holds that at′,p ≤ at,p −2 and we
get, similar to Cases 4b and 4c,

∑t
i=t′+1 |yi,p − yi−1,p| = |yt,p − yt′,p| ≤ 2 |bt,p − bt′,p|.

We show that we can find t′ < t such that:∑
τ∈[t′,t] |yτ,p − yτ−1,p| ≤ 4 ·

∑
τ∈[t′,t] |bτ,p − bτ−1,p|. Finally, we apply the inductive

assumption for t′.
5. For time t we note A = {p|bt,p < 0.5}. It holds for every p that if p ∈ A then yt,p ≥

2 · bt,p − 1
8k , else yt,p = 1. Therefore, if |A| ≤ k we are done. Else,

∑
p∈P yt,p =∑

p∈A yt,p +
∑

p∈P \A yt,p ≥
∑

p∈A(2 · bt,p − 1
8k )+ |P |− |A| ≥ 2(|A|−k)− |A|

8k + |P |− |A| =
|P | + |A| − |A|

8k − 2k. Now, note that if k + 1 ≤ |A| ≤ 2k, then |A| ≥ k + |A|
8k so

|P | + |A| − |A|
8k − 2k ≥ n − k. Else, |A| > 2k and |P | + |A| − |A|

8k − 2k ≥ n − k. ◀

A similar process is required for discretizing the value of the x variables. For simplicity
we assume there is an additional page z with weight 0 such that
yz = max

{
0,

∑
p yt,p − (n + 1 − k)

}
. For time t and pages p, q ̸= z in P : if xt,p,q ≥ 0.5 then

vt,p,q = 1 − yt,p, else vt,p,q = min {1 − yt,p, xt,p,q}. For z, vt,z,q = max
{

0, yt,z −
∑

p vt,p,q

}
.

▶ Lemma 15. The following statements hold:
1. ∀t, p, q : vt,p,q ≤ 1 − yt,p.
2. ∀t, q :

∑
p vt,p,q = yt,q.

3.
∑

p,q,t≥1 (wp + wq) · vt,p,q ≤ 2 ·
∑

p,q,t≥1 (wp + wq) · xt,p,q.

Proof.
1. For every page p ̸= z the statement holds by definition. For z, since (1−bt,q)+

∑
p xt,p,q ≥

1, we can view it as a rounding of a cache with (at least) one slot. The value of vt,p,z is
the empty space in the cache, which is at most the empty space in the fractional cache Y ,
i.e. 1 − yt,z.

2. Holds immediately following definition of vt,z,q.
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3. We can rewrite the sum:
∑

p,q,t≥1 wp · vt,p,q +
∑

p,q,t≥1 wq · vt,p,q. Since
∑

q vt,p,q = yt,p

and yt,p ≤ 2bt,p, implying
∑

p,q,t≥1 wp · vt,p,q ≤ 2 ·
∑

p,q,t≥1 wp · xt,p,q. In addition, for
every page q, vt,p,q ≤ 2 · xt,p,q. ◀

We use Lemma 7.3 from [17] that provides a method for transforming distributions over
pages into distributions over cache states. It is immediate from the proof of this lemma that
if every distribution over the pages is a multiple of 1

L , for some L ∈ N, then the size of the
distribution is polynomial in L, n and T .

▶ Definition 16. For a page p and a cache C, W (C, p) = 0 if p ∈ C, otherwise W (C, p) =
min {wq|w ∈ C}.

We state here a lemma that summarizes the desired construction and its properties.

▶ Lemma 17. Given a solution (B, X) to the LP, a collection of random integral cache
states R(B, X) = {R1, ..., RT } can be constructed in polynomial time (in n, k, and T ) such
that:
1. ∀t, p: if bt,p = 0, then p ∈ Rt; if bt,p = 1, then p /∈ Rt.
2. ∀t, p : Pr[p /∈ Rt] ≤ 4 · bt,p.
3. E

[∑
t∈[1,T ],p∈Rt△Rt−1

wp

]
≤ 20 ·

∑
t∈[1,T ] |bt,p − bt−1,p| · wp.

4. ∀t, p : E [W (R(t), p] ≤ 8
∑

p,q,t≥1 wp · xt,p,q.
We use the construction in the above lemma as a black box. When X is obvious from the
context, we replace R(X) with R. Thus, we get the following algorithm:

Algorithm 2 DOP Algorithm.

Input: Fractional solution B to LP (31).
1: Initialize: let R(B) = {R1, ..., RT } (see Lemma 17).
2: for time t and request σt do
3: Set Ct = Rt.
4: if σt /∈ Rt then
5: Evicts the lightest page in Rt and loads σt instead.
6: Set Ct = Rt.

▶ Lemma 18. Algorithm 2 is 60-competitive.

Proof. The expected cost of Step 3 is 20 ·
∑

p,t≥1 wp · |Bt,p − Bt−1,p|. In Step 5 the cost is 0
if σt ∈ Rt and wσt

otherwise. Therefore the expected cost of Step 5 at time t is
∑

t,p yt,p · wp.
Now let us assume for time t that σt /∈ Rt. In this case, the cost of Step 6 is equal to
min {wq|q ∈ Rt} = W (σt, Ct). Therefore the expected cost of this step is E [= W (σt, R(t))].
From the construction of Rt in [17], this value is at most 8 ·

∑
q wq · vt,σt,q. In total, the

expected cost of the algorithm is at most 20 times the optimal value of the linear program (31),
hence at most 20 times the cost of the best non-adaptive algorithm. With [20, Theorem 1.3]
we get that the expected cost is at most 60 · OPT . ◀

Note that all the cache configurations during the execution of the algorithm contain at
most k pages. In addition, for every time t, the request σt is loaded in case it is not part
of Ct.
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