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—— Abstract
Consider the Hitting Set problem where, for a given universe X = {1,...,n} and a collection of
subsets S1, ..., Sm, one seeks to identify the smallest subset of X which has a nonempty intersection

with every element in the collection. We study a probabilistic formulation of this problem, where
the underlying subsets are formed by including each element of the universe independently with
probability p. We rigorously analyze integrality gaps between linear programming and integer
programming solutions to the problem. In particular, we prove the absence of an integrality gap
in the sparse regime mp < logn and the presence of a non-vanishing integrality gap in the dense
regime mp > logn. Moreover, for large enough values of n, we look at the performance of Lovasz’s
celebrated Greedy algorithm [12] with respect to the chosen input distribution, and prove that it finds
optimal solutions up to multiplicative constants. This highlights separation of Greedy performance
between average-case and worst-case settings.
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1 Introduction

Hitting Set is a classical problem in combinatorial optimization which, for a given ground
set X := {1,...,n} of elements and a collection C := {Si,...,Sn} of subsets of X, asks
to identify the smallest set S C X that intersects every subset in C. Hitting Set arises
naturally from the study of Minimum Vertex Covers on Hypergraphs (MVCH), upon viewing
hyperedges as subsets and vertices as elements of the ground set. This is also known as the Set
Cover problem [14], which has a rich history in worst-case computational complexity theory,
including appearing as one of Karp’s 21 NP-complete problems. An important question
regards the behaviour of natural random instances of Hitting Set where each element of
the ground set is independently assigned to any subset with probability p, motivated, among
others, by applications such as group testing [10]. A classical theorem of Lovész [12] gives
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an upper bound on the integrality gap in this problem which grows with the degree of the
underlying hypergraph, i.e., the maximum number of subsets intersecting any one element.
This bound was shown to be tight in the worst-case, but leaves much to be desired from an
average-case perspective.

In this paper, we characterize the average-case integrality gap present in random
Hitting Set and prove that, with high probability, Lovisz’s greedy algorithm [12] finds
the minimal hitting set in polynomial time. Namely, we consider the following integer
programming (IP) formulation of the problem,

minimize |z
Vallp = z (11)

subject to Az >1, xz € {0,1}",

where the i-th row of A € {0,1}™"" provides a binary encoding of the membership of the
elements of X in the set S; and 1 := (1,...,1) € R™. With the vertex cover formulation
of the problem at hand, we note that A consists of the incidence matrix of the underlying
hypergraph. In particular, the constraint Az > 1 ensures that each set in C is hit by a
prescribed candidate solution vector. A natural convex relaxation is obtained by allowing
fractional solutions, and may be expressed as the following linear program (LP),

minimize ||z
valpi=4 ® (1.2)
subject to Az >1, x € [0,1]".

Whilst clearly val;p < valip, tightness need not hold in general. In fact, for m = n and
A € {0,1}"" chosen such that each row and column contains exactly k ones, for some fixed
1 < k < n, an optimal solution is provided by a;5 = (1/k, ..., 1/k), which is not integral, thus
leading to a strictly smaller objective whenever n/k is not an integer. This evidences the
existence of a multiplicative integrality gap, as we define next.

» Definition 1. Given solutions valp and valp to Equation (1.1) and Equation (1.2) re-
spectively, we define multiplicative integrality gap as follows:

U(ZZIP

IPGAP =

(1.3)

UCLZLP'

In [12], Lovész proved an essentially optimal worst-case upper bound on the Hitting Set
multiplicative integrality gap: IPGAP < 1 4 log dyax, Where dyax corresponds to the maximum
degree in the underlying hypergraph. This is obtained by analysing the Greedy algorithm
(Algorithm 1), which constructs a vertex cover by sequentially adding vertices with the
highest degree amongst the uncovered edges, and will be discussed in more detail in the
next sections. However, in many natural examples, the maximum degree dy., grows with
the number of vertices in the hypergraph, thus leading to progressively worse bounds for
increasingly large hypergraphs. Besides being arguably the most natural candidate for solving
Hitting Set, the greedy algorithm has been shown to be the best possible polynomial time
approximation algorithm [15] for the worst-case instances of this classical problem.
Despite extensive work conducted on Hitting Set in the last decades, a gap remains
in our understanding of the typical performance of linear programming and the greedy
algorithm on random problem instances. We hence pose the following questions:
1. Are there integrality gaps in random instances of Hitting Set?
2. Can near-optimal solutions be found efficiently?
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In the present work, we provide answers to the above questions with high probability (w.h.p.)
in a non-asymptotic sense, in the setting where the cardinality n of the ground set X is large
but finite. We will prove the absence of integrality gaps up to constants in a wide regime
of m,m,p, by conducting an average case analysis of an algorithm that outputs integral
covers of matching size to the fractional ones. In addition, a rigorous analysis of the greedy
routine will follow by a straightforward reduction. The forthcoming results are valid under
the conditions listed below, which will be assumed to hold throughout.

» Assumption 2. We assume that

1. Each element j € X is assigned to any subset S;, i € [m] with probability p = p(n),
independently. That is, A € {0,1}™*™ is such that A;; ad Bernoulli(p);

2. n is intended to be large but finite;

3. m =m(n) = poly(n), i.e. Ic,C >0, such that cn® < m < CnC for n large enough;

4. There exist 6 € (0,1), such that p = p(n) satisfies 1/n® < p < 1/2, for all n large enough.

Note that in Assumption 2.3, the upper bound is chosen to avoid trivial solutions w.h.p.

which arise, for example, in the setting where the number of sets grows exponentially in
the cardinality of X'. In addition, Assumption 2.4 is by no means restrictive, since one
can show that for m = poly(n) and np < logn, we have that A contains an all-zero row
w.h.p., yielding an infeasible solution for IP. The requirement p < 1/2 is chosen for technical
convenience and can be relaxed to any constant p, encompassing the regime in [10].

Our contributions stem from the study of the size of the inclusion sets I; := {i € [m] : j € S;},
for j € [n], which in the MVCH formulation of the problem at hand correspond to the set
of hyperedges incident to any given vertex. The key quantity under study is the average
inclusion set size, that is E|I;| = mp, for all j, under the present distributional assumptions.
This quantity exhibits two separate regimes of interest, referred to as the sparse, mp < logn,
and dense, mp > logn, regimes. These, in turn, determine the size of the maximum inclusion
set, or maximum degree, dpax = Max; e[y |I;|. We characterize the integrality gap behaviour
up to multiplicative constants and analyse Lovdsz’s Greedy algorithm [12] in these two
regimes w.h.p as n — oo. We do this by proving the success of a simple greedy heuristic,
the BlockGreedy algorithm (Algorithm 2). Throughout, we use the notation valg,, valge, to
denote the size of the hitting set returned by Greedy and BlockGreedy respectively. Below
we provide an informal description of the main results which hold with high probability,
where A(n) ~ B(n) denotes that cA(n) < B(n) < CA(n) for large enough n and for some
constants ¢, C' > 0:

Sparse Regime (mp < logn)

We show that IPGAP ~ 1 in the sparse regime by proving that the BlockGreedy algorithm
succeeds in reaching the LP lower bound of 7*-.

m

valggr ~ valip ~ valip ~
max

Dense Regime (mp > logn)

We prove that IPGAP ~ log% in the dense regime. We show that the BlockGreedy
algorithm performs as well as IP in this regime, i.e.

m
dmax

1 1
log ( mp ) ~ valggy ~ valp > valip ~ — ~
p logn P
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p(n)

—_—mp ~ logn

1 n0.3 1 m
/ ValBGr ~ Vale ~ log (ﬁ) /p

Vale ~ 1/p

1/7’105 s

}?ngg | valge ~ valyp ~ valp ~ m/dpay

n

0.1 nO.S 7’LO'5 0.7

Figure 1 Transition between the sparse and the dense regime for different values of the average
inclusion set size mp.

Threshold Regime (mp ~ logn)

This regime smoothly interpolates between the sparse and dense ones, with IPGAP ~ 1. The
scaling for all quantities of interest is m/dyax ~ 1/p.

Greedy
We prove that valg, ~ valp when 6 < 1/2; where ¢ is the parameter from Assumption 2.4.

The results above are also depicted in Figure 1, and the formal statements are given
in Corollary 9 and Theorem 10. The rest of the paper is organized as follows. In Section
2, we present relevant notation. In Section 3, we outline and discuss related literature. In
Section 4, we prove a number of preliminary results that will be instrumental in developing
the core arguments. Subsequently, in Section 5, we delve into the algorithmic aspects of the
problem at hand by first providing guarantees for a simple algorithm, BlockGreedy. We
then analyse Greedy by means of a reduction. We conclude in Section 6 by summarizing the
results and offering indications for future work. We defer the proofs of more technical results
to the appendix, in order to streamline the presentation for the reader’s convenience.

2 Notation and conventions

For integers k € N, we write [k] := {1,...,k}. We denote vectors, matrices by bold-faced
Roman letters x, A € R¥ R¥** respectively, for some k € N. Define the inclusion set of
an element, or node, j € [n] as I; = {t € [m] : j € S;}. We denote the ¢; norm of the j-th
column of A by X, j € [n], noting that X, = |I;| and X;,... X, S Binomial(m, p). In
addition, we let dpax = dnax(X1, ..., Xyn) = max;ecp,) X;. We use E, Var to denote expectation
and variance, respectively. By <, 2 we denote inequalities up to multiplicative constants.
We let A ~ B denote that A < B < A for large enough n. We let log denote the natural
logarithm. For possibly random functions f(n), g(n), we let {f < g} denote a sequence of
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events {f(n) < Ag(n)} for some constant A > 0 independent of n. Consequently, P(f < g)
is viewed as a function of n. For deterministic functions h(n),w(n), we let h < w, h > w
denote that h/w — 0,w/h — 0 respectively, as n — co. The notation for other inequalities
is defined analogously. We say that a sequence of events {4, } holds with high probability
(w.h.p.) with respect to a probability measure P if there exists a constant ¢ > 0, independent
of n, such that P(4,,) > 1 —n"¢, for large enough values of n.

3 Related Work

Worst-case analysis of Greedy

Perhaps the most well-known algorithm for solving Hitting Set, or equivalently MVCH, is
the greedy algorithm of Lovasz [12], with runtime complexity O(mn?). This algorithm,
which constructs a cover by sequentially adding elements of the ground set which hit the
largest number of remaining subsets, was initially studied by Lovasz [12] and Johnson [11]
independently, for deterministic hypergraphs. Lovasz analyses the greedy algorithm to obtain
an upper bound on the Hitting Set integrality gap of 1 + log dpay. Slavik [15] developed
the tightest known approximation lower bound for Greedy, constructing an instance where
Greedy finds coverings at least logm times as large as the minimum one. Importantly,
Feige [6] proved that an approximation ratio of (1 — €)logm is not achievable in polynomial
time for any € > 0 unless NP C TIME[nO(1Og log ")], certifying Greedy as the best possible
polynomial-time approximation algorithm for set cover in the worst-case.

Random Hitting Set

Little is known about the typical performance of polynomial-time algorithms on random
instances of Hitting Set. Closing this gap is important from a theoretical standpoint and for
applications in combinatorial inference. A prime example of this is found in group testing, a
classical inference problem where one aims to identify a small subset of defective items within
a large population by conducting the smallest number of pooled tests, with applications
ranging from the analysis of communication protocols [8] to DNA sequencing [5] and search
problems [4]. In [10], lliopoulos and Zadik consider the smallest hitting set as an estimator
in the setting of the group testing problem, referring to it as the Smallest Satisfying Set
estimator. In particular, they provide extensive empirical evidence supporting the claim
that the class of instances of the random hitting set problem induced by non-adaptive group
testing is tractably solvable by computers.

Insights from Statistical Physics

The analysis of a random instance of Hitting Set appears in the work of Mézard and Tarzia
and relies on nonrigorous techniques from statistical physics [13]. This work considers regular
uniform hypergraphs, where the degree of vertices and the size of edges are fixed and assumed
to be constant. Depending on these values, they evidence sharp transitions between three
different phases, the so-called replica symmetry, 1-replica symmetry breaking, and full replica
symmetry breaking phases, which characterize the complexity of the optimization landscape
for this problem in the average case setting.
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Fixed p regime

Another instance was studied by Telelis and Zissimopoulos [16] in the setting of random
Bernoulli hypergraphs, where elements belong to subsets independently with fized probability
p € (0,1). Their analysis concerns the asymptotic regime where the size n of the ground
set scales to infinity. In this setting, they study the average-case performance of a simple
deterministic algorithm which approximates random Hitting Set within an additive error
term at most o(logm) almost everywhere. This gives an improvement over Lovész’s argument
in [12] which provides a multiplicative bound. However, the analysis in [16] does not capture
the case of sparse hypergraphs, i.e., when p — 0 as n — co. The analysis in [16] also does
not prove guarantees for the Greedy algorithm in the chosen parameter regime.

Related problem formulations

We bring to the reader’s attention a more recent line of work [2, 3], where the authors
obtain bounds on (additive) integrality gaps between the value of a random integer program
maxclxz, Az < b,x € {0,1}" with m constraints and that of its linear programming
relaxation for a wide range of distributions on (A, b, ¢), holding w.h.p. as n — oo. These
include the case where the entries of A are uniformly distributed on an integer interval
consisting of at least three elements and where the columns of A are distributed according
to an isotropic logconcave distribution. However, these fail to capture the setting where A is
sparse with entries in {0, 1}, which is of interest for Hitting Set.

4  Preliminary Bounds

In this section, we outline preliminary bounds on valip, valp, dyaxy which will prove crucial to
analysing IPGAP and Greedy. We begin by characterizing the value of the linear program:

» Lemma 3. There exists ¢ > 0, independent of n, such that with probability at least
1 —exp(en'™?), we have that

< walp < —.

The proof is included in Appendix A, and follows from a maximum argument and a standard
Chernoff bound. We note that the proof also implies P(IP is feasible) > 1 — exp (—cn'~9).
Although Lemma 3 readily yields valip > m/dyax, we highlight that this lower bound is not
tight whenever mp > logn. Indeed, we apply the first moment method to obtain a tighter
lower bound on valip in this regime:

» Lemma 4. Let mp > logn. For any D > 1 and n large enough, with probability at least

D

1 —n=" we have that

1
*IOg < mp > S ’Uale
P logn

The proof of Lemma 4 is provided in Appendix A. Lemmas 3 and 4 come short of providing

a full characterization of IPGAP, namely lacking an upper bound on valip. In this light, we
turn our attention to the Greedy algorithm, and utilize it to construct a feasible integral
solution and hence an upper bound on the value of IP. The analysis of Greedy crucially
relies on characterizing the maximum inclusion set size, dpay := max ey [I;]|. The following
lemma offers such a characterization in expectation, and evidences a key difference between
the sparse and dense regimes of our problem:
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Algorithm 1 Greedy.

T+ {L,...,I,} > Inclusion sets
U+ [m]
1+ 0
while |U| > 0 do
P« argmaxI€I|I N U’ > Greedy step
I+ I\{P}
U«<U\P
tt+1
valgy <+t
10: return valg,.

e A o

» Lemma 5 (Maximum of Binomials). Let X1,...,X,, ~ Bin(m,p). Under the conditions in
Assumption 2, it holds that

Edpxy = Emax X; ~

I .
Toglogn/mp) + U mp < logn,
i€[n]

mp , if mp 2 logn.

The proof of Lemma 5 is provided in Appendix A, and involves a straight forward application
of Markov’s and Jensen’s inequalities. Lemma 5 indicates a sharp transition between two
regimes: the sparse regime mp < logn, where binomial random variables are known to be
well approximated by Poisson random variables, and the dense regime mp > logn, where

binomial random variables are known to be well approximated by Gaussian random variables.

Importantly, in the sparse (Poisson-like) regime, the expected maximum of binomial random
variables exceeds their individual expectations: EX; <« Edp.,. Meanwhile in the dense
(Gaussian-like) regime, the expected maximum and individual expectations are asymptotically
equivalent up to multiplicative constants: EX; ~ Edyax. This fine-grained characterization
of the maxima of binomial random variables will prove essential to analysing the behaviour
of BlockGreedy in Section 5. Finally, we characterize the asymptotic behaviour of dy., and
prove that dyax < Edpay with high probability. Whilst this one sided result suffices for the
forthcoming analysis, we expect a matching lower bound to hold as well. Additional insights
into the concentration of dy,; may be found in Lemmas 19, 20, in Appendix A.

» Lemma 6. Let X1,..., X, ~ Bin(m,p). Then, there exist constants c,¢ > 0, independent
of n, such that

1
P <maxXi > c~EmaxXi> < —.

1€[n] 1€[n] ne

The proof of Lemma 6 is provided in Appendix A.

5 Algorithmic solutions

5.1 Challenges of Greedy analysis

The aim of the present section is to conduct a rigorous analysis of the standard Greedy
algorithm for the Hitting Set problem, within the prescribed Bernoulli random setting. In
particular, we show that this routine succeeds at constructing hitting sets of optimal size
w.h.p., as in the results of Section 4, up to multiplicative constants. This is done by first
analysing a variation of the greedy heuristic, and subsequently proceeding by a reduction
argument.
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Algorithm 2 BlockGreedy.

1. Let B; C {I,...,I,,} denote the t-th block, i.e. inclusion sets that become available at
step t.

T+ o

U + [m]

t<+0

: while |U| > 0 and B; # @ do

T+ TuUB > Adding elements from the new block
P+ argmaxIez‘I N U’ > Greedy step
I+ I\{P}

U+<U\P

t—t+1

: valggr ¢

. if |U| >0 then cover the rest of U with a trivial algorithm, valge, < valge, + |U]|

= o=

—_
w

: return valggy.

The core principle of Greedy is to construct a feasible solution in steps, by sequentially
adding to the candidate solution an element which hits the largest number of remaining
sets. In the chosen setting, where elements are added to sets with equal probability and
independently of each other, we have precise estimates on the number of subsets hit by
an element which is picked first. In fact, the size of this set is given by the maximum of
independent Binomial random variables, which was analysed in Section 4. However, this
very first step introduces nontrivial dependencies amongst the remaining matrix columns
and significantly complicates keeping track of the marginal gains of each subsequent element
addition to the candidate solution.

5.2 BlockGreedy algorithm

In order to circumvent this issue, we introduce a modified greedy routine, which we refer
to as the BlockGreedy algorithm, where the elements of the ground set [n] are split into
separate sets of a given size, which we call blocks. At the t-th iteration, the algorithm
picks the element hitting the largest number of remaining sets across the first t blocks only.
By choosing the size of the blocks appropriately, we have that at each iteration ¢ one is
guaranteed to find a solution of near-optimal size at least within the set of newly-included
independent columns.

BlockGreedy is detailed in Algorithm 2, whilst informally, it works as follows.

1. Let K be the size of the solution (suggested by theoretical analysis);

N

Uniformly at random split n columns into K blocks with n/K columns per block;

w

Start with an empty set of possible choices of columuns;

At the t-th iteration, first add the columns from the ¢-th block (Step 6). Then, perform
one greedy step on the current set of possible choices (Step 7);

P

5. If after K iterations of the algorithm, some subsets remain uncovered, we use a trivial
covering, i.e., covering each subset by a separate column.

Note that the first selection of the element which hits the most number of subsets again

introduces dependencies. However, the columns that are in the newly added block are

independent of everything else at time ¢. Let vy be the element which is picked at the ¢-th step
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of BlockGreedy, f; be the number of new subsets that are hit by v;!, and F; = 22:1 fi be
the total number of subsets which are hit after ¢ steps. In order to analyse how many elements
BlockGreedy has picked, we will consider the sequence f1, fa,..., fs, with F; == 22:1 fi,
such that the following holds:

1. Fy, =m;

2. if mp < logn, then s < valpp, otherwise, s < valp.

The first property ensures that BlockGreedy picks at most s elements, and the second
property gives optimal bounds on s. One way to guarantee that BlockGreedy succeeds is
to prove that among the choices of BlockGreedy at each step ¢, there was an element o
which hits at least f; new subsets w.h.p. We will prove that it is enough to look for @; in
the new block of columns B;, which are added at step t. Note that unless F; = m, we have
that f; > 1, since each subset is hit by at least one element w.h.p.. Therefore, it will be
enough to find a sequence {fi, f2,. .., fu} such that F,, > m — v, since it implies F5, = m.
This allows us to reduce the problem of proving the effectiveness of BlockGreedy to a key
technical lemma. This lemma assumes that before step ¢, exactly F;_1 subsets are hit, and
bounds from below the probability that some vertex in the new block will hit at least f; new
subsets. This boils down to computing P(Bin(m — Fy_1,p) > fi).

» Lemma 7 (Informal, see Lemma 26). Let € > 0 and mp < logn. For some constants T > 0,
l1<a<p, and fort € N, let:

fe = [(a/ﬂ)k TEdmax—‘ where k is such that 6*k*1m <m-—F;_1 < B*km;

Then there exists a choice of T, 8 and K, such that Fx > m — K and K ~ valyp. Further-
more, for this sequence f; (which depends on €), for anyt < K,

P(Bin(m — Fy—1,p) > f:) > n"°. (5.1)
Note that the implicit constants in the statements K ~ wvalyp depend on €.

This lemma highlights the crucial dependency of the problem on the relationship between
the average degree, mp, and logn. For clarity of exposition, we only state the lemma for
the case mp < logn and refer to the Lemma 26 in the Appendix for the full version and
corresponding proof. Here we comment on the intuition behind the proof.

When mp < logn, we need to carefully track how the maximum degree changes. We look for
an element which (7) covers a large number of subsets, i.e., close to the expected maximum
number, Edy.x and (ii) can be found with large enough probability. The second property is
important for the reduction to the standard Greedy algorithm, whose direct analysis presents
substantial difficulties, and is done later in this section. The quantity Edy., is sensitive to
mp whenever the latter is close to logn. Hence, we need to adjust which element we look for
accordingly. This is done by setting f; = [(a / ﬁ)k TEdmax-‘ and increasing the parameter k as
the number of remaining rows, m — F}, decreases.

For example, consider the case mp = logn. First, we can only pick a random element, since
it will be as good (up to a multiplicative constant) as the maximal element. However, during
the execution of the algorithm, the problem becomes more sparse, and if we continue to

1 It may happen that v; hits more than f; new subsets. In this case, we still only count that exactly f; are
covered, and several extra sets will be covered multiple times in subsequent rounds. This overcounting
simplifies the analysis and does not result in suboptimal solution.
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pick random elements, we will construct a suboptimal solution. Therefore, we gradually
increase how much the newly picked element will cover, with respect to a random element.
This corresponds to the transition between Gaussian-like and Poisson-like behaviour of
Bin(m — Fi_1,p).

It is now straightforward to prove the following theorem, which makes rigorous the statements
in Section 1.

» Theorem 8. Under Assumption 2, we have that

(i) if mp <logn then, for any e > 0 and n large enough,

1-6—¢)\ .
P (Ua/lBGr 5 ]Edmax) > 1-— exXp (—n 5) ;

(i) if mp > logn, then, for any e > 0 and n large enough,

1
P (valBGT < —log < mp )) >1—exp (—nl_‘s_s) .
P logn

(5.2)

Note that if mp 2 nY for some v > 0, then log % ~ logn, and the bound in (it) can be
simplified.

Proof. The main idea of the proof is to analyse the distribution of the columns that are
added at each step t. These columns are independent, and for each newly added column, the
number of additional subsets which it covers is distributed according to Bin(m — Fy_1, p),
where F;_; is the number of subsets which are already covered. Lemma 26 (see Lemma 7
above for an informal version) allows us to lower bound F}, and we show now that we can do
this with high probability.

Fix e > 0 and let &' := ¢/4. Let f1, fo,... be the sequence from Lemma 26 for ¢’ and
let K be the value for which (C.1) is satisfied, i.e. Fxg > m — K. Notice that K <

C max {ﬁ, %log(lgg; )} for some constant C' > 0, for n large enough. We uniformly at

random split n elements (columns) into K groups of size n/K each (assuming without loss of
generality that K divides n, otherwise we consider groups of size [n/K|), so that B; yields a
new set of n/K elements at each iteration t < K and B; = @ for t > K. We say that the
algorithm fails at step ¢ if before step ¢, at least F;_; subsets are covered, but after step ¢ less
than F; sets are covered. Using that, for n large enough, (i) columns in each newly added
block are independent, (i) P (Bin(m — F,_1,p) > f;) > n~¢, and (iii) n/K > n'~%~' we
get

i

P (BlockGreedy fails at step t) < (P (Bin(m — Fy_1,p) < f))™/*
(i3) __N\N"K
1)

(ii) ,
< exp (_n175725 ) .

—~
a2

We then proceed by applying a union bound to obtain the result,

P (BlockGreedy fails during first K steps)

K
< Z]P’(BlockGreedy fails at step t) < K - exp (—nl_‘s_%/) < exp (—nl_é_?’el) ,
t—1

where the second inequality holds since, by definition, the algorithm runs for K iterations,
and the third one holds for n large enough. We proved that BlockGreedy succeeds in finding
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at most K elements such that at most m — F sets remain uncovered. Since by construction,
m— Fx < K, we can cover the remaining rows trivially using that IP is feasible by Lemma 16
with high probability, which proves that

P (valgey < 2K) > 1 —exp (—n1_5_45/) =1-—exp (—nl_‘;_a) ,

< Vale for

~

for n large enough. Recalling that K < valyp for mp < logn, and that K
mp > logn, finishes the proof. |

» Corollary 9. Under Assumption 2, we have that for any D > 0,

(i) for any n large enough,
P (valggr ~ valrp) > 1 — n~P;
(i) if mp <logn, then, for any n large enough,
P(IPGAP~1) >1—n""P; (5.3)

(i) if mp > logn, then, for any n large enough,

P (IPGAPN log (lmp )) >1-nP.
ogn

Proof. Proof follows from Lemma 3, Lemma 4, and Theorem 8. |

5.3 Reduction from BlockGreedy to Greedy

With the above results at hand, we now proceed to analyse the Greedy algorithm by means
of a suitable reduction. Recall that we denote outputs of BlockGreedy and Greedy as valgg,
and valg, respectively.

» Theorem 10. Under Assumption 2 with § < 1/2, we have that, for n large enough,
P (valg, ~ valzp) > 1 — exp (—v/n).

Proof. We use Theorem 8 with ¢ = 1/8 — 6/4, and let K, B; be as defined in the proof of
Theorem 8. We have that, for n large enough,

P (BlockGreedy fails at any step) < exp (—n”),

where A :=3/4—-46/2>1/2.

Given a matrix A, consider running the above definition of BlockGreedy for J := exp(y/n)
times, each time reshuffling the columns. In what follows, we address BlockGreedy and
Greedy defined with the same tie-breaking strategy when it comes to a number of elements
hitting the same number of sets, i.e., selecting the left-most column in the associated matrix
A. Both valge, and valg, are random variables, but conditioned on A, valg, is deterministic,
while valgg, still depends on the randomness of separating columns into blocks. Using the
union bound, we have that

P (valgy > 2K) < P(3 a failed copy of BlockGreedy)

(5.4)
+ P (valger < valgy over all J copies) .
Applying the union bound again, we can upper bound the first term in (5.4):
P (3 a failed copy of BlockGreedy) < Jexp (—n®) = exp (—nA + n1/2) . (5.5)

30:11
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Now we focus on the second term in (5.4). Let vq,vs,...,v4 be the ordered sequence of
elements picked by Greedy. Let M; := {vy € By,vo € B1UBa,...,v; € By U...UB;}. The
event {valggy > valg, } contains the event My, since in this case BlockGreedy will necessarily
pick exactly the same columns vi,vs,...,v4. Given that each reshuffling of the columns
generates a uniform distribution of B;’s over possible partitions of n columns, we get that

]P)(Mg) ZP(’Ul S Bl)P(’Ug € B UBy ‘ Ml)...]P(vg EBlu...UBg | Mg—1)~
The t-th term in the product above is equal to

—(t-1) t t—1> t
n—(t—1) K n ~2K-1)

]P’(vtEBlu...UBt|Mt_1):

where the last inequality holds for n > 4K (recall that n > K). Since M, C {valge, > valg,},
we can lower bound the probability of the latter event as follows (note that when g < K
there will be less terms in the product, hence, P(M,) will be even larger),

P (valger > valer for 1 copy) > P(M,)

K-1 K-1
> P BiU...UB; | My_1) > —2K
= t:r[l (v € By | Mi—1) > 2 >e )

t=1

where we used that k! > (k/e)* in the last inequality. Since K < C max {Ed 1 5 log( e )}

logn
and 1/p < n%, there exists a constant C > 0 large enough, such that K S Cnflogn.
Therefore, using independence of the reshuffling between the copies, we can compute

P (valggy < valg over all J copies) = (1 — P (valge; > valgy for 1 copy))”
<(1—-e?8)/ (5.6)
< exp (_6\/5720715 logn) )

Combining (5.4), (5.5) and (5.6), we showed that P (valg, > 2K) < exp (—/n) for n large
enough, which finishes the proof. <

» Remark 11. We note that the § < 1/2 condition in Theorem 10 is likely not optimal,
and could be relaxed by reducing to BlockGreedy with more carefully chosen sets B;. In
particular, the appropriate set sizes |B;| may not be identical across t < K. The analysis
becomes more technical in this case, and we highlight this as an interesting open direction.

6 Discussion and Open Questions

Our work characterises multiplicative integrality gaps for the random hitting set problem. In
this section, we discuss the intuition behind our main results, together with open questions
and conjectures.

6.1 Summary of our results and proof techniques

We identified that the nature of integrality gaps depends on the size of the inclusion set,
also viewed as the sparsity of the underlying hypergraph. In particular, when the average
degree of a vertex is small, i.e., when each element belongs to a small number of subsets, we
proved that there exists only a constant gap between linear and integer program solutions,
together with a simple algorithmic solution. The situation changes when the hypergraph
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becomes dense, where we show an increasing integrality gap. This separation stems mostly
from the property of the binomial distribution, where the maximum of random variables
grows identically to the expected value whenever the expected value is large, but is away
from it if mp < logn.

In our analysis of BlockGreedy, we track this change of behaviour using a geometric series,
which means that the further we are in the execution of the algorithm, the larger the ratio
between the element we pick and the average element will be. This picture coincides exactly
with how the binomial distribution will behave if we decrease the average degree: for large
instances, it will look approximately as a Gaussian, but when the average degree is small,
Poisson approximation starts to dominate, the right tail becomes heavier, and the difference
between dya; and mp increases. Our analysis tracks the transition between Gaussian and
Poisson-like behavior.

6.2 Multiplicative vs. additive integrality gaps

Our result only concerns multiplicative gaps, but the constants in our analysis can be large.
This might be a consequence of the generality of the studied problem. For example, if one
focuses only on the case of constant p, which immediately implies a very dense instance in
our characterization, [16] proves that a simple algorithm is optimal for approximating the
integer program up to a small additive error. Proving similar upper bounds on the constant
in more general cases is an interesting open problem. Based on numerical experiments, we
formulate the following conjectures.

» Conjecture 12 (Very sparse). For mp < 1, :ZIZLGP - L

» Conjecture 13 (Sparse). For 1 < mp < logn, ;’:ll;; — 1, and Zzgi — C1 € (1,1.5).

» Conjecture 14 (Dense). For mp > logn, ;’le;; — Cy € (1,1.5).

6.3 Analysis of a linear program solution.

One motivation for studying the gaps between the integer and linear programs together with
the solutions of linear programs themselves is to construct a rounding scheme which converts
a fractional solution to an integer one. We believe this is another interesting direction for
future work. In particular, numerical experiments show that entries which have large value
in the fractional solution have a strong tendency to correspond to elements that are picked
for the integer solution. This supports the claim that a combination of the greedy and linear
programming approach might be fruitful in efficiently solving Hitting Set. One approach
for further study consists of first solving a linear program, initializing & with the largest
elements in the linear solution, and greedily covering the remaining subsets.
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m
vale > —.

ax

Proof. Let =i, = (a3, x3,...,x%,) be an optimal solution for (1.2). Since Az, > 1
entrywise, by summing all entries we obtain that

m < Zw:Xz < dmax Zw: - maxvalLP~
) 7

which upon rearranging yields the desired result. |

In addition to the above, we have the following elementary upper bound on val;p, which
holds both in the sparse and dense regime.

» Lemma 16 (Upper Bound in Lemma 3). There exists ¢ > 0, independent of n, such that

1
P <vale < ) >1—exp (fcnlf‘s) .
p

This also implies that P(IP is feasible) > 1 — exp (—en'=°) .


https://doi.org/10.1142/4252
https://doi.org/10.1101/035352
https://doi.org/10.1145/285055.285059
https://doi.org/10.1063/1.3062516
https://doi.org/10.1007/s00453-013-9816-x
https://arxiv.org/abs/2305.05565
https://proceedings.mlr.press/v134/iliopoulos21a.html
https://proceedings.mlr.press/v134/iliopoulos21a.html
https://doi.org/10.1145/800125.804034
https://doi.org/10.1016/0012-365X(75)90058-8
https://doi.org/10.1103/PhysRevE.76.041124
https://doi.org/10.1145/254180.254190
https://doi.org/10.1145/237814.237991
https://doi.org/10.1016/j.ipl.2005.02.009
https://doi.org/10.1016/j.ipl.2005.02.009
https://api.semanticscholar.org/CorpusID:124828412
https://api.semanticscholar.org/CorpusID:124828412

G. Arpino, D. Dmitriev, and N. Grometto

Proof. Consider the candidate feasible solution & := él 1, for some constant 0 < C' < 1.

np
The following results from applying a union bound over constraints and the standard Chernoff

bound.

P (& not feasible) =P (3i € [m] : (AZ); < 1)
< mP (Bin(n,p) < C’np)

M2
<% exp (Jlg’)mﬂ)

< exp (—cnl_‘s) .

The desired conclusion follows by considering the complementary event to the one above
and noting that ||Z||; ~ 1/p. Note that the event {& is feasible for LP} implies the event
{IP is feasible}. <

» Lemma 17 (Lambert W function, [9]). For any x > e, there holds that

logz — loglogx + % < Wy(z) <logz —loglogz + - i 1%. (A1)
In particular,
Wo(x) =logz —loglogz + o(1), as z — oo. (A.2)
In addition, for any x > 1/e, the following identity is satisfied
x
Wo(z) = log Wol@): (A.3)

Proof of Lemma 4. Fix D > 1. Let Z; := [{x €{0,1}"": Az > 1, ||z||; = k}| be the
number of feasible solutions of norm exactly k. Clearly, Z; < Zj41 for any k > 0. We also
have that

52— 3 P((Aa) = 1vicln) = (1) (10— 0=

llzl=F

We will now show that for k < %log ( np ), we have EZ, < n~P. Using that p < 1/2 from

logn

Assumption 4 and that for z € (0, %), we have (1 — z)¥ > e~2*Y_ we can bound

EZ), = (Z) (1 _ (1 _p)k)m < nk (1 _ e—2pk)m

. —2pk _
< phemme ™ :eXp{kzlogn—me 2pk}.

Therefore, EZ;, < n~ " will follow from

2
2pke®Pk < —2Dpe?Pk 4 bl (A.4)
logn

Since k < %log ( mp ) we also have that k < k, := ﬁWO (ﬁgn) for n large enough. For

logn )°

k = k., the left hand side of (A.4) is equal to 57t while the right hand side is lower

bounded by lg';pn. Since D > 1, we recover that EZ, < n~P. Note that for n large enough,

mp

valpp < %log Togn implies that Z;, > 0. Therefore, applying Markov’s inequality, we get
that

1
P (Val]:p < —log (mp)> <P(Z, >0)<EZ, < n~P, (A.5)
P logn
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and the proof follows by considering the complementary events. Note that using similar

derivations, one can also show that for k* := % log ( % lgé’; ) , where ¢ is defined in Assumption 4,
we have EZ« > 1. |
Proof of Lemma 5. For ease of notation, let us define b,, := lcﬁpn, b = % (bp — 1), gn :=

logn
log(logn/mp) -
bounding the maximum of positive values by their sum, for any A > 0, we obtain

We begin by proving the desired upper bound. By Jensen’s inequality and

Emax X; <
i€[n]

log E exp ()\ max Xi) = ilogE (grel?i](exp ()\Xi)> < ilog Z Eexp(AX;).

i€n

> =

Finally, computing the moment generating function of binomial random variables, together
with the inequality 1 — 2 < e™* yields

— _ oA _ Y
B X, = logn+mlog5\1 p(l=c") _logn 77;\;0(1 )
1e|n

In the regime where mp 2 logn, we may choose A\ > 0 arbitrary, independent of n, from

which it immediately follows that Emax;c[,) X; < mp.

For mp < logn, we proceed by differentiating the last line in the above display and setting

the resulting expression to zero. From this, we may choose A as the solution of the following.
AN =1) =0

n

Under the present assumptions, this is expressed in terms of the Lambert W function as
A =1+ Wy(bY), so that by (A.3), we obtain

1Ogn(17bi+ziw%)

n n (b )

Emax X; < o
i€ T 1+ Wo(bz)

~ Gn-

In the dense mp 2 log n regime, a matching lower bound is easily obtained by noting that
Emax;cp, Xi > EXy = mp.
To deal with the sparse regime, let 7 = 1/16. From Markov’s inequality,

Em?>]< X; > 1g,P (mz[u](Xi = ng,J) =79, (1—(1-P(X1 = [19.]))").
i€n i€[n

Hence, applying Lemma 25, for n large enough,

Emz[u]{Xi > Tgn (1 — (1 - n71/2) ) > (1/2)gn,
i€[n
thus providing a matching lower bound for the sparse regime.

In the intermediate threshold regime mp ~ logn, the average and maximum of X;’s
become of the same order, that is mp ~ Edy.; ~ logn. The smooth transition follows by
noting that in this regime, b, b, Wy (b)) ~ 1. <

» Lemma 18 (Chernoff Bound - upper tail). Let X, ..., X,, be independent random variables
taking values in {0,1}, X denote their sum and p =EX. Then for any 6 > 0,

P(X > (1+0)p) < e O #/ (249

In order to deal with concentration of dy.; around its expectation, we state the following
useful result on tensorization of variance. We introduce notation Var; and E;, where subscript
i indicates conditioning on each component of an underlying random vector, except for the
i-th one.
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» Lemma 19 (Theorem 2.3, [17]). Let X1, ..., X,, be independent random variables and for
each function f:R"™ — R, define

Var; f(x1, ooy @) = Var(@y, .o, ©i—1, Xiy Tig 1, ooy Tn) -
Then, there holds that

Var (f (X1,...., Xn)) < EZ Vari f (X1, ..., Xn)
i=1

» Lemma 20 (Concentration for dyay). Let X1,...,Xp ~ Bin(m,p). Then, for anyt >0,

mp
P (|dusx — Edas| > 1) < —5-.

» Remark 21. Note that in all regimes of m, p satisfying Assumption 2, choosing t ~ Edyay is
sufficient to deduce from the previous lemma that dyay ~ Edgax w.h.p..

Proof. Proceeding by Chebyschev’s inequality, it suffices to show that Var(dyax < mp. By
Lemma 19, we have that

Var(duax) <E Y Ei (dnax — Eidnax)”
=1

—EY_E: |(duax — Eidlas)” | doax = Xi| Pyar = X;
B, [(done — o) | dose # X,] P # X,
i=1

1 n
=-E) VarX;
- ; ar

< mp,

which is as required. <

Proof of Lemma 6. Let us consider the sparse and dense regimes separately.

In the dense regime for mp 2 logn, there exist constants ci,ca,c3 > 0 such that cymp <
E max;c[,] X; < camp, as argued in Lemma 5, and mp > c3logn. We apply the union and
Chernoff bounds as in Lemma 18 to obtain, for any ¢ > 1/¢q,

P <mz[1)](Xi >t Em%})}(Xi> < nP(X; > teymp)
€|n 1€|n

te; —1)2
te; — 1)21
< nosp (SRS

C3 (tCl —1)2
1+tcy

solving the resulting quadratic equation, it follows immediately that any ¢ > % +

> 1. By rearranging and

1++/1F8cs
2(,‘3(;1 >

% suffices. Hence, there exist universal constants ¢, é, such that the desired conclusion holds.

It now suffices to choose t as a function of ¢y, c3 such that

We now consider the sparse regime mp < logn, where by Lemma 5 there exists ¢4 > 0 such

that mp < cqlogn/log (lclfég'r:p)‘ Notice that for any A > 0, max;c,) X; < %log Sy eAXi |

We apply Markov’s inequality to obtain, for any ¢ > 0,

APPROX/RANDOM 2024
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P <maxXi >t EmaxX,;) <P Z M > pAEmaxicrn Xi
1€[n] 1€[n] py
nEe 1
<
exp ()\t E max;¢ [y Xl-)
n(l—p+ pe/\)m
exp ()\t E max;c(y Xi)

At cqlogn
logn
log< p )

where we used that 1 4+ « < e® to obtain the last inequality. Finally, by choosing ¢t = 3/c¢q4
and A = log (logn/mp), we obtain

<exp | logn +mp (e)‘ — 1) —

IP’<maxX,;23~]EmaxXi) §l. |
i€[n] Cq i€[n] n

» Lemma 22 (Asymptotic expression for binomial probability mass function).
Let a = a(n) and b = b(n) be such that

1. 1< bk V/a,
2. pk 1.
If b > Cap for C > 1, then

log P(Bin([a],p) = [b]) > — <blog;p -b+ ap> (14 0(1)), (A.6)

If also b > ap, we have that
b
log P(Bin([a] ,p) = [b]) > — <blog ap) (1+0(1)), (A7)

Furthermore, all bounds remain valid upon replacing [a] to |a].

Proof. We defer the proof of Lemma 22 to the extended version of this work found in [1]. <«

» Lemma 23 (Binomial Monotonicity). Let Sy, ~ Bin(m,p). Then for r > mp, we have that
P(Sym=r—+1) <P(Sp =7) and P(Sp—1 =7) < P(S,, = 7).

Proof. The proof follows a similar argument as that presented in [7].

P(Sm=r+1) _(L)pra-pm !

P(Spm=7)  (M)pr(l—p)mT

_ ety )

H(mLir)gpr(l —p)mr
__(m=m)p
(r+1)(1-p)

Similar arguments show that P(S,,—1 =7) <P(S,, = 7). <
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B Main tool for the case mp < logn and Proof of Lemma 25

» Lemma 24. If mp < logn, then, for any € > 0, there exist constants T > 0 and 1 < o < f3,
such that, for k < logn and for any m, satisfying B~ "1m < m < B~%m, for all n large
enough,

P (Bin(in.p) = [(0/5)"75dunc] ) = 07

Proof. The proof is essentially a careful application of Lemma 22. Let 7, «r, 8 be constants to
be fixed later and m = Lﬁ_k_lmJ . Depending on whether we have mp < logn or mp ~ logn,
different terms will dominate the asymptotic expression from Lemma 22.

We start with the case mp < logn. From Lemma 5, this implies that mp < Edpax < logn.
Here we can fix « =2 and 8 = 3. Applying (A.7) for a = 37*"Im and b = (2/3)*7Edpax, we
have:

2837 Ed ax

log]P’<Bin(ﬁL, p) = ((2/3)’%11«:dmax1> > —(2/3)* T Edpax log< p

) (1+0(1)) (B.1)

Recall that our goal is to show logP( Bin(m,p) = {(2/3)kTEdmax]) > —clogn. We first
show that there exists 7 > 0 satisfying the following two inequalities:

Ed,
. k max
(i) (2/3)"r(log 3 + klog 2) Tog

- k ]Edmax Edmax
(i) (2/3) Tlogn log( o >

(B.2)

IA
B0 s o

Indeed, since Edp.y < logn and k < (3/2)F, inequality (i) will be satisfied for any 7 > 0 for
n large enough. For (i) we need to use explicit bound for Edyay, in particular from Lemma 5
we know that there exists C' > 0, such that Edy.x < C'logn/(loglogn — logmp) for n large
enough. Plugging this into (i), we get for k =0,

TEdmax o (Edmax> < 7C(log C + loglog n — log(log logn — log mp) — log mp)

= 1). (B.
logn mp loglogn — log mp TC+o(1). (B.3)

For 7 = ¢/(8C), (it) holds for k = 0 for n large enough. By increasing k we only decrease
left hand side of (ii), therefore, the same value of 7 works for any k > 0.
Finally, by adding (i) and (i) we showed that, for n large enough,

logIP’<Bin(ﬁz,p) = ((a/Q)kﬂEdmaX}> > —g logn(1l+o(1)) > —clogmn,

which finishes the proof for the case mp < logn.
Now we focus on the case mp ~ logn. Here we apply (A.6) for the values a = ~*~'m and
b = (a/B)*TEdyax keeping in mind the condition b > Cap with C' > 1. We have

1og1P(Bin(m, p) = ((a/ﬂ)’“rEdmaxD

BaF TEdpay
m

> ((a/ﬂ)kTEdmax log ( — (0/B) 7B + ﬂ’“mp) (1 + (1))

We pick 7 = ymp/Edyax, for some constant v > 1 to be specified later. Note that this way
condition for applying (A.6), & > C > 1, is satisfied since & > TEdmx — ~ > 1. This

’ ap ap — mp
simplifies the latter expression to the following:

30:19
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log P (Bin(ﬁ% p) = [(o/B) ymp] )

> —mp ((/ B) ylog(Bya®) = (a/B)Fy + B7571) (1 + o(1))

Since in this regime we have mp < Dlogn for some D > 0, for n large enough, it is enough
to show

(a/B)Fylog(Bya®) — (o/B)Fy + B~ <e/(2D).

We first show that there exist constants 1 < a < § and v > 1, depending on € and D,
satisfying the following two inequalities for any k > O:

O @) (vt z) < o5
- 3
@) (o/8) kloga < =

Note that left hand side of (i) decreases as k increases, therefore, it is enough to look at
k = 0. We need to show that there exist 5,7 > 1, depending on ¢, D such that
J(B.7) = ylog By 7+ 3 < =
V) =y log Py — 3= 4D
Note that % =v/B—1/8% >0 and g—f/ =log By > 0 as long as By > 1. Since f(1,1) =0,
we can find 8,7 > 1, close enough to 1, such that f(3,~v) <e/(4D). We use these values of

B and v (or, equivalently, 7). Since k < (3/a)*, there exists o € (1, 3), such that (i) holds.
Summing (¢) and (i) shows that, for n large enough,

emp
2D

(1+0(1) > fl"f”u +0o(1)) > —clogn.

tog P Bin(in.p) = [(0/5) mp] ) >
We proved that for mp < logn, for any € > 0, for n large enough, there exists 7, a, 3, such
that

Pr <Bin( LB*kflmJ ,p) = ((a/ﬂ)kTEdmax1> >n"c.

Since B~*~tmp < B~Fmp < [(a/B)*TEdyax |, from binomial monotonicity, Lemma 23, we
have that for any 7 such that 37%~tm < m < B7*m,

P(Bin(1h,p) = [(a/8) Edaas] ) 2 1",

In order to deal with the more delicate sparse regime throughout the paper where
mp < logn, we apply the following technical lemma.

» Lemma 25. For mp < logn, € > 0, and n large enough, we have

? (30 =[S |) 2 )

Proof of Lemma 25. We follow the argument in Lemma 24 with k = 0 and Ed., replaced
by logn/(loglogn —logmp). Note that in the proof of Lemma 24, in the case mp < logn, we
only used that mp < Edpay < logn and Edpay < Clogn/(loglogn —logmp) for some C' > 0.
Since both these properties remain true upon replacing Edpa, with logn/(loglogn —logmp),
the proof follows. Since 7 = ¢/(8C), in the setting of Lemma 25, and C' = 1 in this argument,

we pick 7 = ¢/8. <
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C Lemma 26, formal version of Lemma 7

» Lemma 26. Let ¢ > 0. Consider the following choices of fi, fa,...:
(i) if mp Slogn, for some constants 7 >0 and 1 < a < 3,
fi = {(a/ﬁ)k TEdmax—‘ where k is such that B~ 'm <m—F,_; < 8 Fm;

(i) if mp>>logn, and logmp < logn,

fr=[mp(l—p)~'] if t<t*:= E log( TP ﬂ :

logn

fi = ft,t*, otherwise, where f; is the sequence from the case mp <logn;
(iii) otherwise, i.e., when logmp 2 logn,
fe=[mp(1 =p)*~'].
Then, there exists K, such that
() Fr>m—K;
(i) if mp < logn, then K ~ valgp; (C.1)
if mp > logn, then K ~ valrp.
Furthermore, for this sequence f; (which depends on €), for anyt < K,
P(Bin(m — Fi_1,p) > f:) > n"°. (C.2)
Note that the implicit constants in the statements K ~ valgp or K ~ valyp depend on e.

Proof. We proceed in the proof by first showing that there exists K, such that m — F % S K,
and then, by increasing K by a multiplicative factor, we find K such that m — Fx < K.

Case mp < logn. From Lemma 24, there exist constants 7 > 0, «, f with 1 < a < §,
such that, for any 7, satisfying 5~%~tm < m < B~ Fm, for all n large enough,

P (BinGnp) = [(0/5)}rEdus] ) 27"

Recall that in this case f; = ((a/ﬂ)kTIEdmax], where k is such that 7% 'm <m — F,_; <
B8~ *m and F, = ZZ=1 fs. From Lemma 24 we have that P(Bin(m — F;_1,p) = f;) > n~¢.
Our goal is to prove that there exists s < valip ~ m/Edyay, such that m — Fy < s.

» Lemma 27. Let t() = %Edmm a k.

If m—F,_; < B "m

then m—F w1 < Bk 1m.

Informally, if after t — 1 steps of BlockGreedy, at most f~"m subsets are uncovered, then
after t +t*) — 1 steps, at most 35" m subsets remain uncovered.

Proof. Let s > t. Aslongas m—F,_1 > 87 "'m, we will always have f, = ((a/ﬂ)kTIEdmaX]
We proceed by contradiction. Assume that m — F, ;0 1 > B~ =1m. This implies that for
all s € [t — 1,t 4+ t*) — 1], we have f, = f := [(a/ﬁ)kTIEdmaX]. Therefore,

(B—1)

m _ —k—
Frppmq —Frog =tWf > Es! =p~ m — " m,

30:21

APPROX/RANDOM 2024



30:22

Greedy Heuristics and Linear Relaxations for the Random Hitting Set Problem

and
m— Ft+t(k)71 =m— Ft—l - (Ft+t(k)71 — Ft—l)
< ﬁ_km _ (B_km _ ﬁ_k_lm) — ﬁ_k_lm
Therefore, we must have m — Fy a1 < B Im. <

Note that we always have 37 'm < m— Fy = m. If we consecutively apply Lemma, 27 starting
with & = 0, then, for v(k) = Zk t) we have m — Fyy—1 < B~*=1m. Therefore, for

k _% we have m — F, () 1§W We can bound

—1 m m
y< ) k) = ~ .
Z BT o —1)Edpay  Edpax

From Lemma 6 we have dmaX < Edpay with high probability Together with Lemma 15 this
implies valp > 7% 2 g4 - Now, if we pick K =uv(k) < Ed
Since valp < valgg,, we have that K ~ valp and m — Fg < K

Case mp > logn. Here, we have that Edyay = mp(1+ o(1)), therefore, picking an element
that hits an average number of subsets is approximately the same as picking an element that
hits close to maximum number of subsets. From the properties of the mean and the median
of the binomial distribution, it follows that P(Bin(m, p) > [mp]) > 1/3, for any m.

We begin with the case log mp < logn. This means that mp cannot grow polynomially

in n, but e.g. mp ~ log?n is possible. In this regime, valyp ~ %1og (12’;’””). Let K1 =

{ log (logn)-‘ and f1,..., fk, be a sequence such that f; = [mp(1 — p)®]. Then, we have
that m — Frr, <m(1 —p)K < %log n. Therefore, (m — Fg, )p ~ logn, and we can continue

with ft from the previous section mp ~ logn, with F, = Zt 1 ft For this sequence

fi,.. .,ng, we have have Ky < %, and m — Fg, — FKQ S << 1 log( . The required

logn
statement holds for combined sequences f; and f; and K = K 1+ Ko.
Finally, we study the case log mp 2 logn, which implies that valip ~ %log n. This case is

logn
= [mp(1 — p)*]. Then, we have that m — Fz < m(1 —p)¥& <

trivial, as one can pick K = [ log< )—‘ S valie and fi,..., fz a sequence such that

%logn < valgp.

From m — Fp < K to m — Fxg < K. Finally, using that f; > 1 by Lemma 16 unless
F; = m, there exists some constant C' > 0, such that for K .= CK, Fx > m — K, which
finishes the proof. <
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