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Abstract
The goal of trace reconstruction is to reconstruct an unknown n-bit string x given only independent
random traces of x, where a random trace of x is obtained by passing x through a deletion channel.
A Statistical Query (SQ) algorithm for trace reconstruction is an algorithm which can only access
statistical information about the distribution of random traces of x rather than individual traces
themselves. Such an algorithm is said to be ℓ-local if each of its statistical queries corresponds to
an ℓ-junta function over some block of ℓ consecutive bits in the trace. Since several – but not all
– known algorithms for trace reconstruction fall under the local statistical query paradigm, it is
interesting to understand the abilities and limitations of local SQ algorithms for trace reconstruction.

In this paper we establish nearly-matching upper and lower bounds on local Statistical Query
algorithms for both worst-case and average-case trace reconstruction. For the worst-case problem,
we show that there is an Õ(n1/5)-local SQ algorithm that makes all its queries with tolerance
τ ≥ 2−Õ(n1/5), and also that any Õ(n1/5)-local SQ algorithm must make some query with tolerance
τ ≤ 2−Ω̃(n1/5). For the average-case problem, we show that there is an O(log n)-local SQ algorithm
that makes all its queries with tolerance τ ≥ 1/poly(n), and also that any O(log n)-local SQ algorithm
must make some query with tolerance τ ≤ 1/poly(n).
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1 Introduction

In the trace reconstruction problem, the goal is to reconstruct an unknown string x ∈ {0, 1}n

given access to independent random traces of x, where a random trace of x is a string obtained
by passing x through a deletion channel that independently deletes each bit with probability
δ and concatenates the surviving bits. Trace reconstruction has been a well-studied problem
since the early 2000s [30, 29, 2], and some combinatorial variants of the problem were already
considered in the 1970s [26]. Over the past decade, a wide range of algorithmic results and
lower bounds have been established for many variants of the trace reconstruction problem,
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52:2 Trace Reconstruction from Local Statistical Queries

including worst-case [32, 19, 36, 22, 10, 11], average-case [37, 23, 24, 38], and smoothed
analysis [13] versions, the low deletion rate regime [12], approximate trace reconstruction
[18, 8, 9, 14], coded trace reconstruction [16, 6], variants in which different bits of the
source string have different deletion probabilities [21], circular trace reconstruction [35], trace
reconstruction on trees [17, 5], population recovery variants [1, 33, 34], connections to other
problems such as mixture distribution learning [28], and more [20, 39].

The original, and arguably most fundamental, versions of the problem are the “worst-case”
and “average-case” versions with constant deletion rate δ ∈ (0, 1). In the worst-case problem
the source string x is an arbitrary (worst-case) element of {0, 1}n, and in the average-case
problem the source string x is selected uniformly at random from {0, 1}n; equivalently, an
average-case algorithm is only required to succeed for a 1 − on(1) fraction of all 2n possible
source strings x ∈ {0, 1}n. These two problems are the focus of our work, so in the rest
of this paper we consider worst-case and average-case trace reconstruction and we always
assume that the deletion rate δ is an arbitrary (known) constant in (0, 1).

Despite much effort, there are mildly exponential gaps between the best known upper
bounds and lower bounds for both worst-case and average-case trace reconstruction. Improv-
ing on earlier 2Õ(n1/2)-trace and 2Õ(n1/3)-trace algorithms of [25, 19, 36], in [11] Chase gave
an algorithm for worst-case trace reconstruction that uses 2Õ(n1/5) traces. The best known
lower bound, also due to Chase [10], is Ω̃(n3/2) traces (improving on earlier Ω̃(n5/4) and Ω(n)
lower bounds [22, 2]). For the average-case problem, improving on earlier exp(O((log n)1/2))-
trace and exp(O((log n)1/3))-trace algorithms [37, 23, 24], Rubinstein [38] recently gave
an exp(Õ((log n)1/5))-trace algorithm. The best known average-case lower bound, due to
Chase [10], is Ω̃((log n)5/2) traces, improving on an earlier Ω̃((log n)9/4) lower bound [22].

These substantial gaps naturally suggest the study of restricted classes of algorithms for
trace reconstruction, with the hope that it may be possible to obtain sharper results. This is
the starting point of our work: we propose to study the trace reconstruction problem from
the vantage point of statistical query algorithms. As our main contribution we obtain fairly
sharp upper and lower bounds on local statistical query algorithms for trace reconstruction,
as described below.

Statistical Query trace reconstruction algorithms. The Statistical Query (SQ) model [27]
was first introduced by Kearns as a means to obtain PAC learning algorithms that can
tolerate random classification noise. In the decades since then, the SQ model has emerged as
a major topic of study in its own right in computational learning theory and related fields
such as differential privacy and optimization. An attractive feature of the SQ model is that
it is powerful enough to capture state-of-the-art algorithms in a variety of different settings,
yet it is also amenable to proving unconditional lower bounds.

SQ algorithms can only access data through noisy estimates of the expected values of user-
generated query functions. In the context of trace reconstruction, an SQ oracle takes as input
a bounded query function q : {0, 1}n → [−1, 1] and a tolerance parameter τ ∈ (0, 1) that are
provided by the reconstruction algorithm. It returns a value P̂q which satisfies |P̂q − Pq| ≤ τ ,
where Pq is the expected value of q on a random trace, i.e. Pq := Ey∼Delδ(x)[q(y)].1 Thus an
SQ algorithm for trace reconstruction does not receive any actual traces of x; rather, it can
only use aggregate statistical information about the overall distribution of traces.

1 Since the length of each trace is at most n, we view each trace y as padded with a suffix of n − |y| zeros,
so the argument to q is actually y0n−|y|. This is equivalent to assuming that the n-bit source string x
is padded with an infinite suffix of 0-bits.
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To the best of our knowledge, the current paper is among the first works that explicitly
considers the trace reconstruction problem from the perspective of statistical queries (see
also [15], which we discuss in more detail below). However, in hindsight the earliest nontrivial
algorithms for worst-case trace reconstruction [25, 19, 36] already made it evident that SQ
algorithms – in fact, SQ algorithms which use extremely simple query functions – could be
effective for trace reconstruction. The algorithms of [25, 19, 36] all work by using the traces
from Delδ(x) only to obtain high-accuracy estimates of the n values Ey∼Delδ(x)[yi] for i ∈ [n]
and then doing some subsequent computation on those estimated values; thus they correspond
to SQ algorithms in which each query function is simply a Boolean dictator function, i.e. a
1-junta. On the other hand, the highly efficient average-case trace reconstruction algorithms
of [37, 23, 24, 38], which use a sub-polynomial number of traces, involve various “alignment”
routines which attempt to identify locations in individual received traces that correspond
to specific locations in the source string. These algorithms seem to make essential use of
individual traces and do not seem to be compatible with the SQ model. So given that some,
but not all, known trace reconstruction algorithms correspond to SQ algorithms, it is of
interest to study both the abilities and limitations of SQ algorithms for trace reconstruction.

In this work we consider a natural class of SQ algorithms, which we call ℓ-local SQ
algorithms. An ℓ-local query function q : {0, 1}n → [−1, 1] is an ℓ-junta over some ℓ

consecutive bits of its input string, i.e. for all y, q satisfies q(y) = q′(yi, yi+1, . . . , yi+ℓ−1) for
some index i and some function q′ : {0, 1}ℓ → [−1, 1]. We say that an algorithm is an ℓ-local
SQ algorithm with tolerance τ0 if all of its calls to the SQ oracle are made with ℓ-local query
functions and the tolerance parameter for each call is at least τ0.

The results of [19, 36] already show that 1-local SQ algorithms with tolerance τ0 =
2−Õ(n1/3) can successfully perform worst-case trace reconstruction, and moreover [19, 36]
additionally show that tolerance τ0 = 2−Ω̃(n1/3) is required for any 1-local SQ worst-case
trace reconstruction algorithm. Thus, in analyzing the abilities and limitations of ℓ-local
algorithms for trace reconstruction for a particular value of ℓ, our goal is to determine the
tolerance which is necessary and sufficient for such algorithms to succeed in worst-case or
average-case trace reconstruction. A simple argument which we give in Section 2.1 shows that
any ℓ-local SQ algorithm (which may be adaptive) using tolerance τ0 can be converted to a
nonadaptive SQ algorithm that makes at most n2ℓ queries, all of which are ℓ-local “subword”
queries (defined in Section 2.1) of tolerance τ02−ℓ. Moreover, a standard argument shows
that any nonadaptive SQ algorithm which makes M statistical queries, each with tolerance
at least τ0, can be simulated in the obvious way by a standard trace reconstruction algorithm
that uses poly(log M, 1/τ0) independent traces from Delδ(x). Thus, we will be particularly
interested in identifying the value ℓ of the locality parameter for which tolerance (roughly)
2−ℓ is both necessary and sufficient for trace reconstruction. As we explain next, our main
results do precisely this, for both worst-case and average-case trace reconstruction.

1.1 Our results
We give upper and lower bounds on local SQ algorithms for both worst-case and average-case
trace reconstruction. Our upper and lower bounds match each other up to fairly small factors
for both the worst-case and average-case versions of the problem.

The worst-case problem. Our main lower bound is the following result, which gives a
lower bound on the tolerance for n1/5-local SQ algorithms performing worst-case trace
reconstruction:

APPROX/RANDOM 2024



52:4 Trace Reconstruction from Local Statistical Queries

▶ Theorem 1 (Worst-case lower bound, informal version of Theorem 6). Fix any constant
deletion rate 0 < δ < 1. For ℓ = Θ̃(n1/5), any ℓ-local SQ algorithm for worst-case trace
reconstruction must have tolerance τ0 = exp(−Ω̃(n1/5)).

Our algorithmic result for the worst-case problem shows that this lower bound is essentially
optimal:

▶ Theorem 2 (Worst-case upper bound, informal version of Theorem 15). Fix any constant
deletion rate 0 < δ < 1. There is a Õ(n1/5))-local SQ algorithm for the worst-case trace
reconstruction problem with tolerance τ0 = exp(−Õ(n1/5)).

The average-case problem. As mentioned earlier, the state-of-the-art average-case trace
reconstruction algorithms of [37, 23, 24, 38] do not seem to be compatible with the SQ model.
Recall that those algorithms use 2O((log n)c) traces, for c ∈ {1/5, 1/3, 1/2}, and thus any
SQ analogue of those algorithms would have tolerance ≈ 2−O((log n)c). We show that no
O(log n)-local (or even n0.49-local) SQ algorithm for average-case trace reconstruction can
succeed with such a coarse tolerance parameter:

▶ Theorem 3 (Average-case lower bound, informal version of Theorem 23). Fix any constant
deletion rate 0 < δ < 1. Any ℓ-local SQ algorithm for average-case trace reconstruction must
have tolerance τ0 ≤ ℓ/

√
n.

Finally, we give an average-case O(log n)-local SQ algorithm that has inverse polynomial
tolerance:

▶ Theorem 4 (Average-case upper bound, informal version of Theorem 25). Fix any constant
deletion rate 0 < δ < 1. There is an O(log n)-local SQ algorithm for average-case trace
reconstruction with tolerance τ0 = 1/poly(n).

Our results can be summarized as follows: As discussed immediately before Section 1.1, we
may say that an ℓ-local SQ algorithm with tolerance τ0 has overall complexity poly(n2ℓ, 1/τ0).
Theorems 1 and 2 together say that the optimal complexity of worst-case local SQ trace
reconstruction is 2Θ̃(n1/5), and Theorems 3 and 4 together say that the optimal complexity
of average-case local SQ trace reconstruction is nΘ(1).

1.2 Discussion and techniques
The worst-case setting. Theorem 1 and Theorem 2 should be contrasted with recent results
of Cheng et al. [15], which consider a restricted class of local SQ algorithms known as ℓ-mer
based algorithms. As defined by Mazooji and Shomorony [31], the ℓ-mer density map is a
certain vector of statistics about the frequency of length-ℓ subwords2 of the source string
x ∈ {0, 1}n. [31] gave an algorithm which, for constant deletion rate 0 < δ < 1/2, constructs
an ε-accurate (in ℓ∞ distance) estimate of the ℓ-mer density map using poly(n, 2ℓ, 1/ε) traces.
Cheng et al. [15] defined a trace reconstruction algorithm to be ℓ-mer based if it only uses the
ℓ-mer density map of x, and observed that the algorithm of [31] (see in particular Lemma 6
of [31] and its proof) only uses local statistical information about traces, and hence is a local
SQ algorithm.

2 Recall that a subword of x is a sequence of bits that occur consecutively in x, i.e. xixi+1 · · · xi+ℓ−1,
whereas a substring of x is a subsequence of bits that need not occur consecutively, i.e. xi1 xi2 · · · xiℓ .
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The main result of Cheng et al. is a proof that any n1/5-mer based algorithm for worst-case
trace reconstruction must have tolerance τ0 = 2−Ω̃(n1/5). Our Theorem 1 generalizes this
result because it gives a lower bound for the entire class of n1/5-local SQ algorithms, which
includes the class of n1/5-mer based algorithms by the results described above. We remark
that Theorem 1 also has a shorter and simpler proof than Theorem 2 of [15].

At a high-level, we obtain Theorem 1 by a reduction to proving a 1-local SQ lower bound
on n-bit source strings that are “gappy.” These are strings in which every two 1s are separated
by ≫ n1/5 zeros (see Definition 8 for the precise definition). The intution here is that for a
gappy string, any n1/5-bit subword in its traces is very unlikely to contain two 1s, and so all
the useful information is contained in subword queries of Hamming weight at most 1, which
can then be further reduced to 1-bit queries. Then we can adapt the lower bound arguments
in [19] to gappy strings to obtain our lower bound.

Turning to Theorem 2, Cheng et al. observed that the 2Õ(n1/5)-trace algorithm of [11]
for worst-case trace reconstruction can be interpreted as a Õ(n1/5)-mer based algorithm
with tolerance τ0 = 2−Õ(n1/5). By the earlier observation of Cheng et al. mentioned in the
first paragraph and the [31] algorithm, which works provided that the deletion rate δ lies in
(0, 1/2), this means that Chase’s algorithm can be expressed as a Õ(n1/5)-local SQ algorithm
which has tolerance τ0 = 2−Õ(n1/5) when δ ∈ (0, 1/2). Our Theorem 15 is based on a similar
observation about Chase’s algorithm, but applied directly to the local SQ model without
going through the notion of k-mer statistics. Our approach is based on techniques and
arguments from [13]; using these techniques allows our argument to apply more generally to
the entire range of deletion rates δ ∈ (0, 1).

Average-case. The average-case lower bound of Theorem 3 is proved using a fairly simple
argument based on “hiding” a bit which might be either 0 or 1 in the middle of the source
string. We turn to the average-case upper bound.

The average-case SQ algorithm described in Theorem 4 is obtained by adapting an
algorithm for smoothed trace reconstruction to the SQ model. The [13] paper gives an
algorithm for “smoothed” trace reconstruction, which is a generalization of the average-case
trace reconstruction problem. While the algorithm of [13] only interacts with the input traces
by using them to form empirical estimates of subword frequencies in traces, it is not trivially
an SQ algorithm. This is because the [13] algorithm estimates these subword frequencies
across a range of different deletion probabilities δ, δ + ∆, δ + 2∆, . . . up to (δ + 1)/2. In the
usual (non-SQ) trace reconstruction setting where traces are available, it is trivial to simulate
access to Delδ′(x) given access to Delδ(x) for any δ′ > δ, simply by drawing y ∼ Delδ(x)
and deleting each bit of y independently with probability 1−δ′

1−δ . But in the SQ setting, we
only have access to statistical queries of traces drawn from Delδ(x) rather than individual
traces. We circumvent this issue by showing that any algorithm that makes ℓ-local statistical
queries with tolerance τ to Delδ′(x), for δ′ > δ, can be simulated by an algorithm that
makes only ℓ′-local statistical queries with tolerance τ ′ to Delδ(x), where (roughly speaking)
ℓ′ ≈ ℓ/(1 − δ′) and τ ′ = Θ(τ). With this ingredient in hand, the algorithm of [13] is easily
adapted to give Theorem 4.

1.3 Future work
Several natural questions suggest themselves for future work. Perhaps the foremost among
these is the following: Given Theorem 2, the current state-of-the-art unrestricted algorithm
for the general worst-case trace reconstruction problem is an Õ(n1/5)-local SQ algorithm.
Might it be the case that this is in fact an optimal algorithm for trace reconstruction? We

APPROX/RANDOM 2024



52:6 Trace Reconstruction from Local Statistical Queries

currently seem quite far from being able to resolve this (recall that the state of the art in
lower bounds for unrestricted worst-case trace reconstruction algorithms is only Ω̃(n3/2)
traces [11]).

A partial step towards answering the above bold question would be to establish lower
bounds on general SQ algorithms for worst-case trace reconstruction, i.e. SQ algorithms that
are not assumed to have bounded locality. It is difficult to imagine how queries that depend
on far-separated portions of an input trace could be useful, but proving this seems quite
challenging.

As a concrete first goal along these lines, a generalization of the notion of an ℓ-local SQ
is the notion of a size-s SQ. A size-s SQ is an SQ which asks for the expected value of some
s-junta function q′(yi1 , . . . , yis

) of a random trace y, but unlike an ℓ-local SQ the input bits
of the junta do not need to form a consecutive block of positions in y. Similar to Lemma 5, a
size-s SQ algorithm can be assumed without loss of generality to use only query functions of
the form 1 [yi1 , . . . , yis

] = w as (i1, . . . , is) ranges over
([n]

s

)
and w ranges over {0, 1}s. Even

the following goal appears to be quite challenging:

Show that any SQ algorithm for the worst-case trace reconstruction problem that
makes only size-2 queries must have tolerance τ = 1/nω(1).

We believe that this is an interesting target problem for future work.

2 Preliminaries

Notation. Given integers a ≤ b we write [a : b] to denote {a, . . . , b}. It will be convenient
for us to index a binary string x ∈ {0, 1}n using [0 : n − 1] as x = (x0, . . . , xn−1). We write
ln to denote natural logarithm and log to denote logarithm to the base 2. We write |x| to
denote the length of a string x.

We denote the set of non-negative integers by Z≥0. We write Dr(z) to denote the closed
disk in the complex plane of radius r centered at z ∈ C, and ∂Dr(z) to denote the circle
which is the boundary of that disk.

Subwords. Fix a string x ∈ {0, 1}n and an integer k ∈ [n]. A k-subword of x is a (contiguous)
subword of x of length k, given by (xa, xa+1, . . . , xa+k−1) for some a ∈ [0 : n − k]. Given
such a string x and integers 0 ≤ a < b ≤ n − 1, we write x[a : b] to denote the subword
(xa, xa+1, . . . , xb). For a string w ∈ {0, 1}k, let #(w, x) denote the number of occurrences of
w as a subword of x.

Distributions. We use bold font letters to denote probability distributions and random
variables, which should be clear from the context. We write “x ∼ X” to indicate that random
variable x is distributed according to distribution X.

Deletion channel and traces. Throughout this paper the parameter δ : 0 < δ < 1
denotes the deletion probability, and we write ρ to denote the retention probability ρ = 1 − δ.
Given a string x ∈ {0, 1}n, we write Delδ(x) to denote the distribution of the string
that results from passing x through the δ-deletion channel (so the distribution Delδ(x) is
supported on {0, 1}≤n), and we refer to a string drawn from Delδ(x) as a trace of x. Recall
that a random trace y ∼ Delδ(x) is obtained by independently deleting each bit of x with
probability δ and concatenating the surviving bits. 3

3 For simplicity in this work we assume that the deletion probability δ is known to the reconstruction
algorithm.
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For x ∈ {0, 1}n (recall that we index the bits of x as (x0, . . . , xn−1)) we view a draw of a
trace y ∼ Del(x) as corresponding to a ρ-biased random draw of a subset R ⊆ [0 : n − 1],
where the elements of R are the bits that are retained in x to obtain y. So if the sorted
elements of R are R = {r0 < r1 < · · · < rm−1} for some m ≤ n, then the bits of the trace
y = (y0, y1, . . . , ym−1) are y0 = xr0 , y1 = xr1 , and so on.

2.1 Local Statistical Query algorithms
As described earlier, an ℓ-local query function q : {0, 1}n → [−1, 1] is a function

q(y) = q′(yi, yi+1, . . . , yi+ℓ−1)

for some index i and some function q′ : {0, 1}ℓ → [−1, 1], i.e. a real-valued bounded ℓ-junta
over consecutive input variables. An algorithm is an ℓ-local SQ algorithm with tolerance τ0
if all of its calls to the SQ oracle are made with ℓ-local query functions and the tolerance
parameter for each call is at least τ0.

Let us say that an ℓ-local query function is a subword query if it is of the form

q′(y) = 1 [(yi, . . . , yi+ℓ−1) = w] (1)

for some string w ∈ {0, 1}ℓ. The following simple lemma shows that without loss of generality,
every ℓ-local SQ algorithm makes at most n2ℓ (non-adaptive) queries, corresponding to all
possible length-ℓ subword queries:

▶ Lemma 5. Let A be an ℓ-local SQ algorithm with tolerance τ0 (note that A may make any
number of calls to the SQ oracle and may be adaptive, i.e. the choice of later queries may
depend on the responses received on earlier queries). Then there is an algorithm A′ with the
same behavior as A which makes n2ℓ queries (all possible length-ℓ subword queries), each
with tolerance τ0/2ℓ.

Proof. The algorithm A′ makes all n2ℓ subword queries of the form given in Equation (1),
where i ranges over [n] and w ranges over {0, 1}ℓ. It makes each such subword query with
tolerance parameter τ0/2ℓ. Let pi,w = Pry∼Del(x)[(yi, . . . , yi+ℓ−1) = w] and let p̂i,w be the
value received from the SQ oracle in response to the query (1), so |p̂i,w − pi,w| ≤ τ0/2ℓ.

Let (q, τ0) be any (query function, tolerance) pair that A may make in the course of
its execution. We show that a ±τ0-accurate estimate P̂q of Pq can be computed from the
responses to the n2ℓ queries of A′. This is easily seen to imply the lemma.

Since A is ℓ-local, the expected value Pq is

Pq = E
y∼Delδ(x)

[q′(yi, . . . , yi+ℓ−1)]

for some q′ : {0, 1}ℓ → [−1, 1] and some i ∈ [n]. Since

Pq =
∑

w∈{0,1}ℓ

pi,w · q′(w),

by setting P̂q to be

Pq =
∑

w∈{0,1}ℓ

p̂i,w · q′(w),

APPROX/RANDOM 2024



52:8 Trace Reconstruction from Local Statistical Queries

recalling that |q′(w)| ≤ 1 for all w, the triangle inequality gives

|P̂q − Pq| =

∣∣∣∣∣∣
∑

w∈{0,1}ℓ

(p̂i,w − pi,w) · q′(w)

∣∣∣∣∣∣ ≤ max
w

|q′(w)| ·
∑

w

|p̂i,w − pi,w| ≤
∑

w

τ0/2ℓ ≤ τ0

as desired. ◀

3 Worst-case lower bounds

In this section we prove the following lower bound on local SQ algorithms for the worst-case
trace reconstruction problem:

▶ Theorem 6 (Worst-case lower bound). Fix any constant deletion rate 0 < δ < 1. For a
suitable absolute constant c0, any c0n1/5/(log n)2/5-local SQ algorithm for worst-case trace
reconstruction must have tolerance τ0 < exp(−Ω(n1/5/(log n)2/5)).

Setup. Fix any 0 < δ < 1. For notational clarity let us write ℓ := c0n1/5/(log n)2/5. Given
an n-bit source string x, an index i ∈ [0 : n − 1], and an ℓ-bit string w, we define the value

px,i,w := Pr
y∼Delδ(x)

[(yi, . . . , yi+ℓ−1) = w], (2)

so px,i,w is the probability that a random trace of x has w as the subword starting in position
i. We refer to the vector (px,i,w)i∈[0:n−1],w∈{0,1}ℓ as the ℓ-subword signature of x.

We will prove the following:

▶ Lemma 7. For a suitable absolute constant c0, there are distinct n-bit strings a ≠ a′ ∈
{0, 1}n whose ℓ-subword signatures are very close to each other in ℓ∞-distance: more precisely,

For all i ∈ [0 : n − 1], w ∈ {0, 1}ℓ, we have |pa,i,w −pa′,i,w| ≤ exp(−2c0n1/5/(log n)2/5). (3)

To see why Lemma 7 implies Theorem 6, let A be any ℓ-local SQ algorithm with tolerance
exp(−c0n1/5/(log n)2/5). By Lemma 5, there is an algorithm A′ with the same behavior as
A which makes only subword queries for subwords of length ℓ, where each query of A′ has
tolerance exp(−c0n1/5/(log n)2/5)/2ℓ > exp(−2c0n1/5/(log n)2/5). By Equation (3), a query
for the value of px,i,w can be answered with the value qi,w = pa,i,w+pa′,i,w

2 whether the source
string x is a or a′. But this means that it is impossible for A to be an algorithm which
successfully solves the worst-case trace reconstruction problem.

In the rest of this section, we focus on establishing Lemma 7.
We require the following simple definition:

▶ Definition 8. Given t > 1, we say that a string x ∈ {0, 1}n is t-gappy if it is of the form

x = b00t−1b10t−1 · · · bn/t−10t−1

for some string b0, b1, . . . , bn/t−1 ∈ {0, 1}n/t.

Recall ρ = 1 − δ. Fix

t := 100 log(n)ℓ
ρ

= Θ(n1/5(log n)3/5). (4)

The two strings a, a′ whose existence is asserted by Lemma 7 will both be t-gappy. (We note
that the argument of Cheng et al. [15] also used gappy strings.)
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One reason that gappy strings are useful for us because they make it very easy to handle
almost all of the ℓ-bit strings w ∈ {0, 1}ℓ that we need to consider in order to establish
Lemma 7. To see this, observe that any string w containing at least two ones is very unlikely
to be a length-ℓ subword of a random trace y: since the source string is t-gappy, we expect
consecutive ones in a random trace y to be at least ρt ≫ ℓ positions apart from each other.
More precisely, we have the following lemma:

▶ Lemma 9. Let x ∈ {0, 1}n be any t-gappy string, and let w ∈ {0, 1}ℓ be any string with at
least two ones. Then for any i ∈ [0 : n − 1] we have px,i,w ≤ 1/n49ℓ.

Proof. Fix 0 ≤ α < β ≤ ℓ − 1 to be any two positions in w such that wα = wβ = 1, and let
y ∼ Delδ(x). Observe that we have px,i,w ≤ Pr[yi+α = yi+β = 1].

Let R = {r0 < r2 < · · · < rm−1} ⊆ [0 : n − 1] be the ρ-biased random subset of
[0 : n − 1] consisting of the indices that are retained in x to obtain y. We may view the draw
of R as being carried out sequentially in independent stages 0, 1, . . . , where in each stage
s the element s is included in R with probability ρ. Fix any outcome of stages 0, 1, . . . up
until ri+α has been included in R. Even supposing that xri+α

= 1 (so that yi+α = 1), the
probability that xri+β

= 1 (which equals Pr[yi+β = 1]) is at most (writing k for β − α)∑
j≥1

Pr[exactly k of the jt indices in ri+α + 1, . . . , ri+α + jt are retained] (5)

=
∑
j≥1

(
jt

k

)
ρkδjt−k

≤
∑
j≥1

(ρjt)k · δjt/2 = (ρt)k
∑
j≥1

jkδjt/2 (since k ≤ jt/2)

≤ (ρt)ℓ
∑
j≥1

jℓ(1 − ρ)jt/2 (using k ≤ ℓ)

≤ (100 log(n)ℓ)ℓ
∑
j≥1

jℓe−50 log(n)ℓj . (by the choice of t, and using (1 − ρ)1/ρ ≤ e−1)

When j = 1 the first term of the sum
∑

j≥1 jℓe−50 log(n)ℓj is e−50 log(n)ℓ. The ratio of
successive terms of the sum is

(j + 1)ℓe−50 log(n)ℓ(j+1)

jℓe−50 log(n)ℓj
≤ 2ℓe−50 log(n)ℓ = (2/n50)ℓ ≪ 1/2.

So the sum
∑

j≥1 jℓe−50 log(n)ℓj is at most 2e−50 log(n)ℓ = 2/n50ℓ, and since 100 log(n)ℓ < n

for n sufficiently large, we get that (5) ≤ 1/n49ℓ. It follows that px,i,w ≤ Pr[yi+α = yi+β =
1] ≤ 1/n49ℓ as claimed. ◀

Given Lemma 9 it remains to argue about the ℓ + 1 strings w ∈ {0, 1}ℓ of Hamming
weight 0 or 1. We handle the weight-1 strings by reducing their analysis to the analysis of
one-bit strings as follows: fix any α ∈ [0 : ℓ − 1] and let w = eα ∈ {0, 1}ℓ be the string with
a single 1 coordinate in position α. The following lemma, which we prove using Lemma 9,
shows that for any gappy source string x the value of px,i,eα

is very close to the expected
value of a single location in a random trace. (A sharper bound could be obtained with a bit
more work, but the bound given by Lemma 10 is sufficient for our purposes.)

▶ Lemma 10. Let x ∈ {0, 1}n be any t-gappy string, and let w = eα ∈ {0, 1}ℓ be the string
containing a single 1 in coordinate α. Then for any i ∈ [0 : n − 1] we have∣∣∣∣ Pr

y∼Delδ(x)
[yi+α = 1] − px,i,eα

∣∣∣∣ ≤ 2ℓ−1/n49ℓ.

APPROX/RANDOM 2024
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Proof. We have

Pr
y∼Delδ(x)

[yi+α = 1] =
∑

w∈{0,1}ℓ:wα=1

px,i,w, so

0 ≤ Pr
y∼Delδ(x)

[yi+α = 1] − px,i,eα
=

∑
w∈{0,1}ℓ:wα=1,|w|≥2

px,i,w ≤ (2ℓ−1 − 1)/n49ℓ

where the inequality is Lemma 9. ◀

The one remaining ℓ-bit string to consider is w = 0ℓ. However, if all 2ℓ − 1 other strings
have been handled successfully then this string is automatically handled as well:

▶ Lemma 11. Fix a, a′ ∈ {0, 1}n and i ∈ [0 : n − 1]. Suppose that for all w ∈ {0, 1}ℓ \ {0ℓ}
we have |pa,i,w − pa′,i,w| ≤ κ. Then |pa,i,0ℓ − pa′,i,0ℓ | ≤ (2ℓ − 1)κ.

Proof. This is an immediate consequence of
∑

w∈{0,1}ℓ px,i,w = 1, which holds for every x

and i. ◀

Thus, it suffices to construct two t-gappy strings a, a′ whose one-bit statistics are very
close:

▶ Lemma 12. For x ∈ {0, 1}n and i ∈ [0 : n − 1] define

px,i := Pr
y∼Delδ(x)

[yi = 1]. (6)

Suppose that a ≠ a′ ∈ {0, 1}n are two t-gappy strings such that for each i ∈ [0 : n − 1] we
have |pa,i − pa′,i| ≤ exp(−Ω(n1/5/(log n)2/5)). Then for all i ∈ [0 : n − 1], w ∈ {0, 1}ℓ we
have

|pa,i,w − pa′,i,w| ≤ 2ℓ · exp(−Ω(n1/5/(log n)2/5)) + 4ℓ/n49ℓ ≤ exp(−2c0n1/5/(log n)2/5).

Proof. Lemma 9 gives |pa,i,w − pa′,i,w| ≤ 1/n49ℓ for |w| ≥ 2. Lemma 10 and the assumption
on |pa,i −pa′,i| gives |pa,i,w −pa′,i,w| ≤ exp(−Ω(n1/5/(log n)2/5))+2ℓ/n49ℓ for |w| = 1. Given
these bounds, Lemma 11 gives |pa,i,0ℓ −pa′,i,0ℓ | ≤ 2ℓ ·exp(−Ω(n1/5/(log n)2/5))+4ℓ/n49ℓ. ◀

3.1 Establishing closeness of one-bit statistics
Let us write px = (px,0, . . . , px,n−1) to denote the n-dimensional vector in [0, 1]n whose
coordinates are given by Equation (6). From the results in the previous subsection it suffice
to prove the following:

▶ Lemma 13. There are two distinct t-gappy strings a, a′ ∈ {0, 1}n such that for all
i ∈ [0 : n − 1] we have ∥pa − pa′∥∞ ≤ exp(−Ω(n1/5/(log n)2/5)).

This is very similar to the main lower bound statement that was established in the two
works [19, 36] (independently of each other); those papers considered “one-bit statistics”
which correspond precisely to our px,i quantities, and showed that there are two distinct
strings x, x′ ∈ {0, 1}n (not restricted to be gappy) such that |px,i − px′,i| ≤ exp(−Ω(n1/3))
for all i ∈ [0 : n − 1]. In what follows we adapt their techniques to deal with t-gappy source
strings.

Following [19], given a pair of source strings a, a′ ∈ {0, 1}n we define the corresponding
deletion-channel polynomial (over C) to be

Pa,a′(z) :=
n−1∑
i=0

(pa,i − pa′,i) · zi. (7)



X. Chen, A. De, C. H. Lee, and R. A. Servedio 52:11

We have

∥pa − pa′∥∞ ≤ ∥pa − pa′∥1 ≤
√

n max
z∈∂D1(0)

|Pa,a′(z)|, (8)

where the second inequality is by Proposition 3.5 of [19] (the proof is a simple and standard
computation about complex polynomials). Thus our goal is to establish the existence of two
distinct t-gappy strings a ̸= a′ ∈ {0, 1}n for which maxz∈∂D1(0) |Pa,a′(z)| is small. To do this,
we begin by observing that since bit j of a source string ends up in location i of a trace with
probability

(
j
i

)
ρi+1δj−i, we have

pa,i = Pr
y∼Delδ(a)

[yi = 1] =
n−1∑
j=0

(
j

i

)
ρi+1δj−iaj , and hence pa,i −pa′,i =

n−1∑
j=0

(aj −a′
j)
(

j

i

)
ρi+1δj−i.

Hence (following [19, 36]) we get

Pa,a′(z) =
n−1∑
i=0

n−1∑
j=0

(aj − a′
j)
(

j

i

)
ρi+1δj−i

 zi = ρ

n−1∑
j=0

(aj − a′
j)δj

n−1∑
i=0

(
j

i

)(ρz

δ

)i

= ρ

n−1∑
j=0

(aj − a′
j)wj (taking w = 1 − ρ + ρz) (9)

where the last line used the binomial theorem and δ = 1 − ρ. Now, let us write the t-gappy
strings a, a′ as

a := b00t−1b10t−1 · · · bn/t0t−1, a′ := b′
00t−1b′

10t−1 · · · b′
n/t0t−1 (10)

for some b, b′ ∈ {0, 1}n/t. From Equation (9) we get that

Pa,a′(z) = ρ ·
n/t−1∑

j=0
(bj − b′

j)wjt (11)

(the structure afforded by Equation (11) is another reason why t-gappy strings are useful for
us). Since 0 < ρ = 1 − δ < 1 is a constant, recalling Equation (8) our goal is to establish the
existence of a string 0n/t ̸= v = (v0, . . . , vn/t−1) ∈ {−1, 0, 1}n/t such that

max
θ∈(−π,π]

∣∣∣∣∣∣
n/t−1∑

j=0
vj

(
(1 − ρ + ρeiθ)t

)j

∣∣∣∣∣∣ (12)

is small.
As described in Theorem 6.2 of [19], a result of Borwein and Erdélyi [3] (specifically, the

first proof of Theorem 3.3 in the “special case” on p. 11 of [3]) establishes the following:

▶ Theorem 14 ([3]). There are universal constants c1, c2, c3 > 0 such that the following
holds: For all 0 < a ≤ c1 there exists an integer 2 ≤ k ≤ c2/a2 and a nonzero vector
u ∈ {−1, 0, 1}k+1 such that maxw∈D6a(1) |

∑k
j=0 ujwj | ≤ exp(−c3/a).

Let m = n1/5/(log n)2/5 = 1/a, so a = 1/m = (log n)2/5/n−1/5. Recalling Equation (4),
we have that c2/a2 = c2m2 ≪ n/(2t), so we get that there exists a vector 0n/(2t) ≠ u ∈
{−1, 0, 1}n/(2t) such that

max
w∈D6/m(1)

∣∣∣∣∣∣
n/(2t)−1∑

j=0
ujwj

∣∣∣∣∣∣ ≤ exp(−c3m). (13)

APPROX/RANDOM 2024
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Routine geometry shows that if |θ| ≤ 1
mt then |1 − (1 − ρ + ρeiθ)t| ≤ 6/m, so we get that

max
|θ|≤1/(mt)

∣∣∣∣∣∣
n/(2t)−1∑

j=0
uj

(
(1 − ρ + ρeiθ)t

)j

∣∣∣∣∣∣ ≤ exp(−c3m). (14)

Now we can describe our final desired string v ∈ {−1, 0, 1}n/t: it is obtained by padding
u with a prefix of n/(2t) many zeros. We thus have

(12) = max
θ∈(−π,π]

n/t−1∑
j=0

vj

(
(1 − ρ + ρeiθ)t

)j

= max
θ∈(−π,π]


A︷ ︸︸ ︷

(1 − ρ + ρeiθ)n/2 ·

B︷ ︸︸ ︷
n/(2t)−1∑

j=0
uj

(
(1 − ρ + ρeiθ)t

)j

 . (15)

Since |1 − ρ + ρeiθ| ≤ 1 for all θ ∈ (−π, π], we have that |A| is always at most 1 and |B| is
always at most n/(2t). We bound Equation (15) by considering two possible ranges for |θ|. If
|θ| ≤ 1/(mt), then since |A| ≤ 1, from Equation (14) we have that (15) ≤ 1·|B| ≤ exp(−c3m).
On the other hand, if |θ| > 1/(mt) then since |B| ≤ n/(2t) and ρ is a constant between 0
and 1, we get that |1 − ρ + ρeiθ| ≤ 1 − cρ

(mt)2 , and hence

(15) ≤ n

2t
· |A| ≤ n

2t
·
(

1 − cρ

(mt)2

)n/2
≤ exp(−c′

ρn/(mt)2)

for two constants cρ, c′
ρ > 0 that depend only on ρ. Since m = n1/5/(log n)2/5 and n/(mt)2 =

Θ(n1/5/(log n)2/5), for all θ ∈ (−π, π] we have that (12) ≤ exp(−Ω(n1/5/(log n)2/5)), so the
proof of Lemma 13 and hence of Theorem 6 is complete.

4 Worst-case upper bounds

In this section we will give a local SQ algorithm for worst-case trace reconstruction, proving
Theorem 2.

▶ Theorem 15 (Worst-case upper bound). Fix any constant deletion rate 0 < δ < 1. There is
a worst-case SQ trace reconstruction algorithm that makes only (O(n1/5 log5 n))-local queries
with tolerance τ = 2−O(n1/5 log5 n).

Overview. As discussed in the introduction, [15] showed that the state-of-the-art worst-case
trace reconstruction algorithm of Chase [11] can be interpreted as a Õ(n1/5)-mer based
algorithm, and further observed that the work [31] implicitly showed that for deletion rate
δ < 1/2, any k-mer based algorithm only relies on local statistics of random traces. The
same observation can also be inferred from the work [13]; more generally, that work implicitly
showed that for any deletion rate 0 < δ < 1 (not just δ < 1/2), Chase’s algorithm can be
interpreted as a local SQ algorithm. We obtain Theorem 15 by making this interpretation
explicit, without going through the notion of k-mer statistics.

In the case of δ < 1/2, the observation in [13, 31] is the following. Chase’s algorithm
is based on estimating (from below) a certain univariate polynomial Qx(z0) at some point
z0 inside the shifted complex disc D := { z−δ

1−δ : |z| ≤ 1}. Moreover, the degree-ℓ coefficient
of Qx can be estimated using ℓ-local statistics. When δ is bounded away from 1/2, these
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works observed that the magnitude of the degree-ℓ term of Qx decays exponentially in ℓ, and
so the contribution from the high-degree terms is negligible and can be truncated from the
evaluation.

In the case of δ ≥ 1/2, a point in D can have magnitude 1 or more, and so the high-degree
terms in Qx need not decay in magnitude. Instead of evaluating the polynomial on some
point in D, [13] applies a result by Borwein, Erdélyi, and Kós [4] (see Lemma 18 below)
which shows that there exists a value t0 in the real interval [δ, 1

4 + 3
4 δ] such that Qx(t0) is

almost as large as Qx(z0), and as a result, we can estimate the truncation of Qx(t0) instead.

We now proceed to a detailed proof of Theorem 15. Let ℓ := 2n1/5. Our (O(n1/5 log5 n))-
local SQ algorithm in Theorem 15 is based on the following two lemmas. (Throughout this
section, it will be more convenient for us to phrase various quantities in terms of the retention
rate ρ = 1 − δ.) For a source string x ∈ {0, 1}n and an ℓ-bit pattern w ∈ {0, 1}ℓ, let Px,w(z, t)
be the following bivariate polynomial:

Px,w(z, t) :=
∑

0≤i1<···<iℓ≤n−1

ℓ∏
k=1

1 [xik
= wk] zi1 · tiℓ−i1−(ℓ−1).

▶ Lemma 16. For every deletion rate δ ∈ (0, 1), there is a constant Cρ such that the following
holds. For every distinct pair of source strings x, x′ ∈ {0, 1}n, there is a pattern w ∈ {0, 1}ℓ,
a point z0 ∈ {eiθ : |θ| ≤ n−2/5} ∪ [1 − ρ, 1 − 3

4 ρ], and a real value t0 ∈ [1 − ρ, 1 − 3
4 ρ], such

that

|Px,w(z0, t0) − Px′,w(z0, t0)| ≥ exp
(
−Cρn1/5 log5 n

)
.

▶ Lemma 17. For every deletion rate δ ∈ (0, 1), there exists an SQ algorithm that makes
Cρn1/5 log5 n-local queries with tolerance exp(−Cρn1/5 log5 n) such that for every w ∈ {0, 1}ℓ,
z ∈ {eiθ : |θ| ≤ n−2/5}∪ [1−ρ, 1− 3

4 ρ], and t ∈ [1−ρ, 1− 3
4 ρ] it outputs an estimate P̂x,w(z, t)

of Px,w(z, t) that is accurate to within ±0.1 · exp(−Cρn1/5 log5 n).

Our ℓ-local SQ algorithm (Proof of Theorem 15 assuming Lemmas 16 and 17)

Given an unknown source string x ∈ {0, 1}n, our reconstruction algorithm enumerates every
pair of distinct strings x1 ̸= x2 ∈ {0, 1}n. For each such pair, it considers the triple (w, z0, t0)
for that pair whose existence is given by Lemma 16. (Hence there are at most 22n many
such triples (w, z0, t0) considered in total.) Then it uses the SQ algorithm in Lemma 17 to
obtain an accurate estimate P̂x,w(z0, t0) of Px,w(z0, t0) for each w within an additive factor
of ±0.1 · exp(−Cρn1/5 log5 n), and outputs the x′ such that P̂x,w(z0, t0) and Px′,w(z0, t0) are
±0.5 · exp(−Cρn1/5 log5 n)-close to each other for every w, z0, t0. The correctness follows
immediately from Lemma 16, because if x′ ≠ x, then by that lemma there is some (w, z0, t0)
such that by the triangle inequality we have

|P̂x,w(z0, t0) − Px′,w(z0, t0)| ≥ |Px,w(z0, t0) − Px′,w(z0, t0)| − |P̂x,w(z0, t0) − Px,w(z0, t0)|

≥ 0.9 · exp(−Cρn1/5 log5 n).

4.1 Proof of Lemma 16
In this subsection we prove Lemma 16. We first recall the following result from [4].

▶ Lemma 18 (Theorem 5.1 in [4]). There are constants c1, c2 > 0 such that for every analytic
function f on the open unit disc {z : |z| < 1} with |f(z)| < 1

1−|z| and every a ∈ (0, 1], we
have

|f(0)|
c1
a ≤ exp(c2/a) sup

t∈[1−a,1− 3
4 a]

|f(t)|.
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Note that polynomials with coefficients bounded by 1 are clearly analytic and satisfy the
condition that |f(z)| < 1

1−|z| on the open unit disc {z : |z| < 1}.
We note that in the actual statement in [4, Theorem 5.1], the interval containing t is

[1 − a, 1]. However, a close inspection of the proof reveals that the interval can be restricted
to be [1 − a, 1 − 3

4 a]. Specifically, their Theorem 5.1 is based on their Corollary 5.3, which in
turn is based on their Corollary 5.2, where the interval is taken to be [1 − a, 1 − a + 1

4 a]. A
self-contained proof using essentially the same argument can also be found in [13, Theorem 9].

We further note that the difference between [1 − a, 1] and [1 − 3
4 a] is crucial in showing

that the contribution of the high-degree terms of the relevant polynomial (Equation (16)) is
negligible. Had t been 1, then t−(1−ρ)

ρ = 1 and there would have been no exponential decay
in the high-degree terms.

Lemma 16 follows from two cases below.

Case 1: xi ̸= x′
i for some 0 ≤ i ≤ ℓ − 1

In this case, we consider the ℓ-bit pattern w := x[0 : ℓ−1]. Note that Px,w(0, 0)−Px′,w(0, 0) =
1 [x[0 : ℓ − 1] = w] − 1 [x′[0 : ℓ − 1] = w] = 1. We now apply Lemma 18 twice. The first
application is to the polynomial Q1(z1) := Px,w(z1, 0) − Px′,w(z1, 0), which implies that there
exists some z0 ∈ [1 − ρ, 1 − 3

4 ρ] such that

|Q1(z0)| ≥ e−c2/ρ|Q1(0)|c1/ρ = e−c2/ρ|Px,w(0, 0) − Px′,w(0, 0)|c1/ρ = e−c2/ρ.

We now apply Lemma 18 again to the polynomial

Q2(z2) := Px,w(z0, z2) − Px′,w(z0, z2)(
n
ℓ

) .

Note that all coefficients in Q2 have magnitude at most 1. This implies the existence of some
t0 ∈ [1 − ρ, 1 − 3

4 ρ] such that

|Px,w(z0, t0)−Px′,w(z0, t0)|=
(

n

ℓ

)
|Q2(t0)| ≥

(
n

ℓ

)
e−c2/ρ|Q2(0)|c1/ρ =

(
n

ℓ

)
e−c2/ρ

(
|Q1(z0)|(

n
ℓ

) )c1/ρ

≥ e
− c2

ρ
− c1c2

ρ2(
n
ℓ

) c1
ρ

−1
≥ e−Ωρ(ℓ log n) = e−Ωρ(n1/5 log n),

where the last inequality used
(

n
ℓ

)
≥ (n/ℓ)ℓ, and the last equality follows from our choice of

ℓ = 2n1/5. To conclude, there exists some (z0, t0) ∈ [1 − ρ, 1 − 3
4 ρ]2 such that |Px,w(z0, t0) −

Px′,w(z0, t0)| ≥ Ωρ(
(

n
ℓ

)−c1/ρ).

Case 2: xi = x′
i for all 0 ≤ i ≤ ℓ − 1

For this case, [11, Corollary 6.1] (with the interval [1 − 2ρ, 1] replaced with [1 − ρ, 1 − 3
4 ρ])

can be restated, using Lemma 18 in a similar fashion as Case 1, as follows:

▶ Lemma 19 (Corollary 6.1 in [11], slightly rephrased and refined). For every ρ > 0, there exists
a constant Cρ such that the following holds. Let ℓ = 2n1/5. For every distinct x, x′ ∈ {0, 1}n

where xi = x′
i for every 0 ≤ i < ℓ − 1, there exists a pattern w ∈ {0, 1}ℓ, a z0 = eiθ for some

θ ∈ [−n−2/5, n−2/5] and a t0 ∈ [1 − ρ, 1 − 3
4 ρ] such that

|
∑

0≤i1<···<iℓ≤n−1

( ℓ∏
k=1

1 [xik = wk] −
ℓ∏

k=1

1
[
x′

ik
= wk

])
zi1

0 · t
iℓ−i1−(ℓ−1)
0 | ≥ exp

(
−Cρn1/5 log5 n

)
.

Combining the two cases proves Lemma 16.
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4.2 Proof of Lemma 17
We now prove Lemma 17. We first state the following identity relating two multivariate
polynomials, each of which is defined in terms of an arbitrary f : {0, 1}ℓ → C. One of these
involves the evaluation of f on the ℓ-bit (not necessarily consecutive) substrings of the source
string x, and the other involves the expectation of f evaluated on the ℓ-bit substrings of a
random trace y ∼ Delδ(x). This identity has now appeared in several places such as [13, 11]
(see [13, Section 5.2] for a proof).

▶ Fact 20. For every f : {0, 1}ℓ → C, x ∈ {0, 1}n, ρ ∈ [0, 1], and z ∈ Cℓ,

ρℓ
∑

0≤i1<···<iℓ≤n−1
f(xi1 , . . . , xiℓ

)
(
(1 − ρ) + ρz1

)i1
ℓ∏

k=2

(
(1 − ρ) + ρzk

)ik−ik−1−1

=
∑

0≤j1<···<jℓ≤n−1
E

y∼Del1−ρ(x)

[
f(yj1 , . . . , yjℓ

)
]
zj1

1

ℓ∏
k=2

z
jk−jk−1−1
k .

Letting f(u1, . . . , uℓ) be the indicator function 1 [u = w] for some pattern w ∈ {0, 1}ℓ,
then performing a simple change of variable zi 7→ zi−(1−ρ)

ρ , and then identifying the variables
z3, . . . , zℓ with the variable z2, we obtain the following corollary.

▶ Corollary 21. For every ρ ∈ (0, 1], x ∈ {0, 1}n, w ∈ {0, 1}ℓ, and (z1, z2) ∈ C2,

Px,w(z1, z2) =

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1

E
y∼Del1−ρ(x)

[ ℓ∏
k=1

1
[
yjk

= wk

]](z1 − (1 − ρ)
ρ

)j1(z2 − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
.

(16)

Let Q(z1, z2) be the bivariate polynomial on the right hand side of Equation (16). Observe
that for every fixed z1, viewing Q(z1, z2) as a univariate polynomial in z2, its z2-coefficient
of degree d (a univariate polynomial in z1) can be estimated using d-local SQs. We will first
prove that Q, as a univariate polynomial in the second variable z2, is close to its low-degree
truncation Q≤d (for a suitable choice of d), defined by

Q≤d(z1, z2) :=

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1:
jℓ−j1−(ℓ−1)≤d

E
y

[ ℓ∏
k=1

1
[
yjk

= wk

]](z1 − (1 − ρ)
ρ

)j1(z2 − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
, (17)

when both z1, z2 belong to the domain in Lemma 16.

▷ Claim 22. Let C ′′
ρ be a constant, and d0 ≥ C ′′

ρ (ℓ + n1/5) + 2 log n. For every z ∈ {eiθ :
|θ| ≤ n−2/5}∪ [1−ρ, 1− 3

4 ρ] and t ∈ [1−ρ, 1− 3
4 ρ], we have |Q≤d0(z, t)−Q(z, t)| ≤ 4 ·2−d0/2.

Proof. It suffices to show that for every d ≥ d0, the homogeneous degree-d (in the variable t)
term of Q, that is,

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1
0≤jℓ−j1−(ℓ−1)=d

E
[ ℓ∏

k=1
1
[
yjk

= wk

]](z − (1 − ρ)
ρ

)j1( t − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
, (18)

is bounded by 2−d/2, as then we have |Q(z, t) − Q≤d0(z, t)| ≤
∑

d>d0
2−d/2 = 4 · 2−d0/2, as

desired.
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52:16 Trace Reconstruction from Local Statistical Queries

We now bound Equation (18) as follows. First, the expectation in each term of the
summation can be bounded by 1. Second, writing z as eiθ for some |θ| ≤ n−2/5, and using
|cos θ| ≥ 1 − θ2/2, we have

|z − (1 − ρ)|2 =
(
cos θ − (1 − ρ)

)2 + sin2 θ = 1 − 2(1 − ρ) cos θ + (1 − ρ)2

= 2(1 − ρ)(1 − cos θ) + ρ2 ≤ (1 − ρ)θ2 + ρ2.

Using |θ| ≤ n−2/5 and j1 ≤ n, when z = eiθ for some |θ| ≤ n−2/5 we have that

∣∣∣z − (1 − ρ)
ρ

∣∣∣j1
≤
(

1 + (1 − ρ)
(θ

ρ

)2
)j1/2

≤ eC′
ρn1/5

(19)

for some constant C ′
ρ. And when z ∈ [1 − ρ, 1 − 3

4 ρ] we have 0 ≤ z−(1−ρ)
ρ ≤ 1/4 and so

Equation (19) is again satisfied (with room to spare). Similarly, for t ∈ [1 − ρ, 1 − 3
4 ρ] we

have 0 ≤ t−(1−ρ)
ρ ≤ 1/4, and so |

(
t−(1−ρ)

ρ

)d

| ≤ 4−d.
Finally, the number of indices 0 ≤ j1 < · · · < jℓ ≤ n − 1 with jℓ − j1 − (ℓ − 1) = d is at

most n ·
((ℓ−2)+d

ℓ−2
)

≤ n · 2d+(ℓ−2). So the degree-d term (18) can be bounded by

ρ−ℓ · n · 2d+ℓ−2 · eC′
ρn1/5

· 4−d ≤ n · (2/ρ)ℓ · eC′
ρn1/5

· 2−d,

which is at most 2−d/2 whenever d ≥ C ′′
ρ (ℓ + n1/5) + 2 log n, for some constant C ′′

ρ . ◁

We now describe our local SQ algorithm to approximate the low-degree polynomial
Q≤d(z, t), for any (z, t) ∈ {eiθ : |θ| ≤ n−2/5} ∪ [1 − ρ, 1 − 3

4 ρ] × [1 − ρ, 1 − 3
4 ρ]. Set

d0 := C ′′
ρ n1/5 log5 n ≥ C ′′

ρ (ℓ + n1/5) + 2 log n. Our d0-local algorithm makes the following
d0-local queries:

E
y∼Del1−ρ(x)

[
1 [y[j : j + d0 − 1] = u]

]
for every u ∈ {0, 1}d0 and j ∈ {0, . . . , n − 1}.

Let p̂u,j be the estimate of E[1 [y[j : j + d0 − 1] = u]] that is received as a response to the
query. For every fixed tuple 0 ≤ j1 < · · · < jℓ ≤ n − 1 such that jℓ − j1 − (ℓ − 1) ≤ d0, using
the identity

E
[ ℓ∏

k=1
1
[
yjk

= wk

]]
=

∑
u∈{0,1}d0 :∀k∈[ℓ]:ujk−j1+1=wk

E
[
1 [y[j1 : j1 + d0 − 1] = u]

]
,

which is a sum of 2d0−ℓ terms, the algorithm computes the estimate ̂pu,j1,...,jℓ
of

E
[∏ℓ

k=1 1
[
yjk

= wk

]]
(using the estimates p̂u,j1 of E[1 [y[j1 : j1 + d0 − 1] = u]]) by

̂pw,j1,...,jℓ
:=

∑
u∈{0,1}d0 :∀k∈[ℓ]:ujk−j1+1=wk

p̂u,j1 ,

for each w ∈ {0, 1}ℓ and tuple of indices 0 ≤ j1 < · · · < jℓ ≤ n−1 such that jℓ−j1−(ℓ−1) ≤ d0.
If the tolerance for each query is τ0, then the error of each estimate ̂pw,j1,...,jℓ

is ±2d0−ℓ · τ0.
Finally, the algorithm computes the estimate Q̂≤d0(z, t) of Q≤d0(z, t) using Equation (17), as

Q̂≤d0(z, t) := ρ−ℓ
∑

0≤j1<···<jℓ≤n−1:
jℓ−j1−(ℓ−1)≤d0

̂pw,j1,...,jℓ

(z − (1 − ρ)
ρ

)j1( t − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
.
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There are at most n ·
(

d0+(ℓ−1)
ℓ−1

)
≤ n · 2d0+(ℓ−1) such tuples. So the total error is n · 2d0+(ℓ−1) ·

2d0−ℓ · τ0 ≤ n · 22d0 · τ0.
By Claim 22, we have that for every (z, t) in the domain specified in Lemma 17

|Q̂≤d0(z, t) − Px,w(z, t)| = |Q̂≤d0(z, t) − Q(z, t)|

≤ |Q̂≤d0(z, t) − Q≤d0(z, t)| + |Q≤d0(z, t) − Q(z, t)|

≤ n · 22d0 · τ0 + 4 · 2−d0/2

= 22C′′
ρ n1/5 log5 nτ0 + exp(−C ′′

ρ n1/5 log5 n).

Setting the tolerance parameter τ0 to be exp(−Cρn1/5 log5 n) proves Lemma 17.

5 Average-case lower bounds

▶ Theorem 23 (Average-case lower bound). Fix any constant deletion rate 0 < δ < 1. Any
ℓ-local SQ algorithm for average-case trace reconstruction must have tolerance τ0 ≤ O(ℓ/

√
n).

Let x be an arbitrary fixed string in {0, 1}n and let x′ be the string obtained from x by
flipping the bit xn/2 in the middle. Let q : {0, 1}n → [−1, 1] be any ℓ-junta query (which is
not necessarily ℓ-local), i.e., there are 0 ≤ i1 < . . . < iℓ < n such that q(x) = q′(xi1 , . . . , xiℓ

)
for some q′ : {0, 1}ℓ → [−1, 1]. We will prove the following claim:

▷ Claim 24. Let Pq := Ey∼Delδ(x)[q(y)] and P ′
q := Ey∼Delδ(x′)[q(y)]. Then |Pq − P ′

q| ≤
O(ℓ/

√
n).

Proof. Let R be a ρ-biased random draw of a subset of [0 : n−1] with R = {r0, r1, . . . , rm−1}
for some m ≤ n. Given that the only difference between x and x′ is the middle bit, we have∣∣Pq − P ′

q

∣∣ ≤ 2 · PrR
[
rij

= n/2 for some j ∈ [ℓ]
]

≤ 2
∑
j∈[ℓ]

PrR
[
rij

= n/2
]

.

Since δ ∈ (0, 1) is a constant, PrR[ri = n/2] ≤ O(1/
√

n) for any i, from which the claim
follows. ◁

We now prove Theorem 23:

Proof. (of Theorem 23) Indeed we will show that any SQ algorithm for average-case trace
reconstruction that uses ℓ-junta queries with tolerance τ must satisfy τ ≤ O(ℓ/

√
n). To

see this, consider any SQ algorithm for trace reconstruction that uses ℓ-junta queries with
tolerance τ that is larger than the O(ℓ/

√
n) in Claim 24. It follows from Claim 24 that, for

any string x ∈ {0, 1}n, such an algorithm cannot distinguish between x and x′. As a result,
such an algorithm fails to reconstruct x ∼ {0, 1}n with probability at least 1/2. ◀

6 Average-case upper bounds

▶ Theorem 25 (Average-case upper bound). Fix any constant deletion rate 0 < δ < 1. There
is an SQ algorithm for average-case trace reconstruction that uses ℓ = O(log n)-local queries
with tolerance τ = 1/poly(n).

We will prove Theorem 25 by showing that the algorithm in [14] can be simulated with
local SQ queries. To do so, we will need to recall the smoothed analysis model.
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52:18 Trace Reconstruction from Local Statistical Queries

▶ Definition 26. Let xworst be an unknown and arbitrary string in {0, 1}n and 0 < σ < 1 be
a “smoothening parameter.” Let x be generated by flipping every bit of xworst independently
with probability σ.

For parameters η, τ > 0, a (T, η, τ)-trace reconstruction algorithm in the smoothed
analysis model (with smoothening parameter σ) has the following guarantee: With probability
at least 1 − η (over the random generation of x from xworst), it is the case that the algorithm,
given access to independent traces drawn from Delδ(x), outputs the string x with probability
at least 1 − τ (over the random traces drawn from Delδ(x)). The time complexity as well as
the number of traces is bounded by T .

Observe that the average case trace reconstruction setting corresponds to the smoothed
analysis setting with σ = 1/2 and xworst set to the all zeros string (though any fixed choice of
xworst works equally well).

[14] gave a polynomial-time algorithm for trace reconstruction in the smoothed analysis
setting. Taking σ = 1/2, the main result of [14] gives the following:

▶ Theorem 27 (Theorem 1 in [14]). There is an algorithm for trace reconstruction which for
any η, τ and δ > 0, has the following guarantee: With probability 1−η over x drawn uniformly
at random from {0, 1}n, it is the case that the algorithm, given access to independent traces
drawn from Delδ(x), outputs the string x with probability at least 1 − τ (over the random
traces drawn from Delδ(x)). Its running time and sample complexity are upper bounded by

T =
(

n

η

)O
(

1
(1−δ) ·log

(
2

(1−δ)

))
.

We begin with a short description of the algorithm in [14] (page 27 of the Arxiv version of
[14]), giving only the level of detail necessary for the current paper. We set the following
parameters:

k = O(log(n/η)), κ =
(

1
n

·
(

1 − δ

2

)k)O(1/(1−δ))
, θ = (1 − δ)2/2,

d = C

θ

(
ln n + k ln C

θ

)
, ∆ = κ

2d2 · n ·
(

d+k−2
k−2

) . (20)

Set L to be the largest integer such that δ + L · δ ≤ (1 + δ)/2.
Given two strings x ∈ {0, 1}n and w ∈ {0, 1}k, [14] define a univariate polynomial

SWx,w(·). The precise formal definition of this polynomial is not important for us; rather,
the following relation (Equation 6 in the Arxiv version of [14]) is sufficient for our purposes:

E
y∼Delδ′ (x)

[#(w, y)] = (1 − δ′)k · SWx,w(δ′), (21)

where #(w, y) is the number of times w appears a subword of y. We remark to the reader
that #(w, y) is a sum of k-local query functions (we will elaborate on this shortly). The
algorithm in [14] proceeds as follows:
1. Define set S := {δ, δ + ∆, δ + 2∆, . . . , δ + L∆}.
2. For every w ∈ {0, 1}k and δ′ ∈ S, the algorithm computes ±κ-accurate estimates of

SWx,w(δ′), using Equation (21).
3. With these estimates of SWx,w(δ′) (for δ′ ∈ S and w ∈ {0, 1}k), the algorithm runs a

linear program followed by a greedy algorithm to reconstruct the original string.
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In particular, excluding the part of Step (2) in which the estimates of SWx,w(δ′) are computed,
the rest of the reconstruction algorithm is deterministic and does not use the traces. Note
that the reason why the [14] algorithm does not immediately translate to a local SQ algorithm
for us is the following: in our model the permissible statistical queries are with respect to
y ∼ Delδ(x), whereas the [14] algorithm, as sketched above, uses estimates of probabilities
corresponding to statistical queries over y ∼ Delδ′(x) for various values of δ′ > δ.

Thus, to obtain a local SQ algorithm, it suffices to show that the values
{SWx,w(δ′)}δ′∈S, w∈{0,1}k can be estimated using local SQ queries corresponding to Delδ(x).
More precisely, we have the following claim whose proof is immediate from the description of
the above algorithm and (21).

▷ Claim 28. For any δ′ ∈ S, to compute SWx,w(δ′) to error κ, it is sufficient to estimate
the value of Ey∼Delδ′ (x)[#(w, y)] up to error τ ′, where

τ ′ :=
(

1
n

(
1 − δ

2

)k)O(1/(1−δ))
. (22)

Proof. We need to compute SWx,w(δ′) for δ′ ∈ S to error κ. By (21), it suffices to compute
Ey∼Delδ′ (x)[#(w, y)] to error κ · (1 − δ′)k; noting that δ′ ≤ (1 + δ)/2, the claim follows. ◁

The main technical lemma of this section is the following.

▶ Lemma 29. For the parameters defined as above, the following holds: Given the values
of all subword queries of length ℓ with tolerance τ ′/2 (with τ ′ defined in (22)) corresponding
to Delδ(x), we can compute SWx,w(δ′) for all δ′ ∈ S and w ∈ {0, 1}k to within error ±κ.
Here ℓ is defined to be

ℓ = Θ
(

k

1 − δ
· ln
(

2
1 − δ

)
+ ln n

(1 − δ)

)
.

Before proving this lemma, we observe that Theorem 25 follows immediately from the lemma:

Proof. (of Theorem 25) For any constant 0 < δ < 1 and η = n−Θ(1), by our choice of
parameters we have k = O(log n) (see (20)). With this choice, ℓ = O(log n) and τ ′ = n−Θ(1).
By Lemma 29, using the values of all subword queries of length ℓ (with tolerance τ ′/2), we
can compute SWx,w(δ′) for all δ′ ∈ S and w ∈ {0, 1}k to within error ±κ. By the guarantee
of the algorithm in [14], this suffices to recover x. Thus, we get Theorem 25. ◀

6.1 Proof of Lemma 29
We start with the following observation.

▶ Fact 30. For δ′ ≥ δ, let 0 ≤ βr = (1 − δ′)/(1 − δ) ≤ 1. Then Delδ′(x) = Delβr
(Delδ(x)).

In other words, we can simulate traces from the deletion channel Delδ′(·) by first getting a
trace from Delδ(·) and then passing it through the deletion channel Delβr

.

As stated earlier, we will assume that our original string x is padded with infinitely many
0-symbols to its right. This means that for any i, the ith position of the trace is well-defined.
We now consider the process of getting a trace y from Delδ′(x) given a trace z ∼ Delδ(x).
We will do this by thinking of Delβr (·) as a “selector process”. We start with the following
definition.
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▶ Definition 31. For a parameter p ∈ (0, 1) and integers k > 0 and ℓ ≥ 0, we define the
distribution Hypernb(p, k, ℓ) as follows: Define an infinite random string w = (w0, . . . ) in
{0, 1}∗ where each bit is independently 0 with probability p and 1 with probability (1 − p).
Let is be the location of the sth one in w. Then a sample from Hypernb(p, k, ℓ) is given by
(ik, . . . , ik+ℓ−1).

Finally, we say that an outcome from Hypernb(p, k, ℓ) is t-bounded if |ik+ℓ−1 − ik| ≤ t.

We note that for any fixed s, the process generating is is memoryless, in the sense that
for any fixed r and s (with r ≥ s), the random variable ir − is is distributed as a negative
binomial random variable.

With the above definition, we can now state the following claim:

▷ Claim 32. Fix δ′ ≥ δ, k ≥ 1, and ℓ ≥ 0. Let y ∼ Delδ′(x) and z ∼ Delδ(x). For
βr = (1 − δ′)/(1 − δ), let (ik, . . . , ik+ℓ−1) ∼ Hypernb(βr, k, ℓ). Then the distribution of
(yk, . . . , yk+ℓ−1) is identical to the distribution of (zik

, . . . , zik+ℓ−1).

Proof. The proof is essentially obvious from Fact 30 and Definition 31. In particular,
from Fact 30, given z ∼ Delδ(x), to get y ∼ Delδ′(x), we need to simulate the deletion
channel Delβr

on the string z. By definition of the deletion channel Delβr
, the location

of the positions (k, . . . , k + ℓ − 1) is given by (ik, . . . , ik+ℓ−1) sampled from Hypernb(p, k, ℓ).
This finishes the proof. ◁

We next need a lower bound on the probability that Hypernb(p, k, ℓ) is bounded. To
obtain this, we first state a tail bound on negative binomial random variables:

▷ Claim 33 ([7]). Let Negbin(m, p) be a negative binomially distributed random variable with
parameters m and p, i.e. it is the number of trials needed to get m heads from independent
coin tosses with heads probability p. Then E[Negbin(m, p)] = m/p and furthermore, for any
t > 1,

Pr
[
Negbin(m, p) > tm/p

]
≤ exp

(
− tm(1 − 1/t)2

2

)
.

From this we can obtain the following claim which lower bounds the probability that
Hypernb(βr, k, ℓ) is s-bounded.

▷ Claim 34. For any k, an outcome (ik, . . . , ik+ℓ−1) ∼ Hypernb(βr, k, ℓ) is s-bounded with
probability at least 1 − ξ for s = t(ℓ − 1)/βr, where ξ = exp(−t(ℓ − 1)/8) for t ≥ 2.

Proof. The gap ik+ℓ−1 − ik is a negative binomial random variable which is distributed as
Negbin(ℓ − 1, βr). Thus, by Claim 33, it follows that

Pr
[
ik+ℓ−1 − ik >

t(ℓ − 1)
βr

]
≤ exp

(
−t(ℓ − 1)(1 − 1/t)2

2

)
.

For t ≥ 2, we can simplify the upper bound as

Pr
[
ik+ℓ−1 − ik >

t(ℓ − 1)
βr

]
≤ exp

(
−t(ℓ − 1)

8

)
.

Defining ξ as exp( −t(ℓ−1)
8 ), we get the claim. ◁

We now state the following technical claim.
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▷ Claim 35. Given the value of all ℓ-local subword queries for deletion channel Delδ(x)
with tolerance η, we can compute the value of all ℓ′-local subword queries for Delδ′(x) with
tolerance τ ′ where

η = τ ′/2; ℓ = C ·
(

ℓ′

1 − δ′ · ln
(

2
1 − δ

)
+ ln n

(1 − δ′)

)
, for a suitably large constant C.

Proof. Fix any w ∈ {0, 1}ℓ′ and consider the quantity

p′
x,k,w := Pr

y∼Delδ′ (x)
[(yk, . . . , yk+ℓ′−1) = w].

Then, by Claim 32, it follows that

p′
x,k,w := Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)∼Hypernb(βr,k,ℓ′)
[zi1 , . . . , zik+ℓ′−1 = w], (23)

where βr = (1 − δ′)/(1 − δ). Define the parameter t = C ·
(

1
1−δ · ln

(
2

1−δ

)
+ ln n

ℓ′(1−δ)

)
, where

the constant C is set so that exp
(

t(ℓ′−1)
8

)
= τ ′

2 . As ℓ = t(ℓ′ − 1)/βr, by Claim 34 we have

Pr[iℓ′+k−1 − iℓ′ > ℓ] ≤ exp
(

t(ℓ′ − 1)
8

)
= τ ′

2 . (24)

Now, define E as the event (over the samples (ik, . . . , ik+ℓ′−1)) that |ik+ℓ′−1 − ik| ≤ ℓ. We
now re-express

p′
x,k,w = Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]
+ Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]
.

From the bound (24), the second term is at most τ ′/2 in magnitude and thus,∣∣∣p′
x,k,w − Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]∣∣∣ ≤ τ ′/2.

Furthermore, for any particular outcome of (ik, . . . , ik+ℓ′−1) for which event E happens, the
quantity Prz∼Delδ(x)[zi1 , . . . , zik+ℓ′−1 = w] is a ℓ-local subword query. Since we have the
value of all ℓ-local subword queries up to error τ ′/2, we can compute p′

x,k,w to error τ ′. ◁

Proof. (of Lemma 29) By Claim 32, to compute SWx,w(δ′) to error ±κ, it suffices to compute
Ey∼Delδ′ (x)[#(w, y)] for every w ∈ {0, 1}ℓ′ up to error ±τ ′ where τ ′ is defined in (22). Now,
by Claim 35, for any given δ′ ≥ δ, to compute Ey∼Delδ′ (x)[#(w, y)] to error τ , it suffices to
have the value of all ℓ-local subword queries to error τ ′/2 where

ℓ = C ·
(

ℓ′

1 − δ′ · ln
(

2
1 − δ

)
+ ln n

(1 − δ′)

)
.

Since δ′ ≤ (1 + δ)/2, it follows that

ℓ ≤ C ·
(

2ℓ′

1 − δ
· ln
(

2
1 − δ

)
+ 2 ln n

(1 − δ)

)
.

Thus, if we have the value of all k-local subword queries to error τ ′/2, where k is set to

k = Θ
(

ℓ′

1 − δ
· ln
(

2
1 − δ

)
+ ln n

(1 − δ)

)
,

we can recover x. This finishes the proof. ◀
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