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Abstract
Dense subgraph discovery is an important problem in graph mining and network analysis with
several applications. Two canonical polynomial-time solvable problems here are to find a maxcore
(subgraph of maximum min degree) and to find a densest subgraph (subgraph of maximum average
degree). Both of these problems can be solved in polynomial time. Veldt, Benson, and Kleinberg [47]
introduced the generalized p-mean densest subgraph problem which captures the maxcore problem
when p = −∞ and the densest subgraph problem when p = 1. They observed that for p ≥ 1, the
objective function is supermodular and hence the problem can be solved in polynomial time. In this
work, we focus on the p-mean densest subgraph problem for p ∈ (−∞, 1). We prove that for every
p ∈ (−∞, 1), the problem is NP-hard, thus resolving an open question from [47]. We also show that
for every p ∈ (0, 1), the weighted version of the problem is APX-hard. On the algorithmic front,
we describe two simple 1

2 -approximation algorithms for every p ∈ (−∞, 1). We complement the
approximation algorithms by exhibiting non-trivial instances on which the algorithms simultaneously
achieve an approximation factor of at most 1

2 .
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1 Introduction

Dense subgraph discovery is an essential tool in graph mining and network analysis. The
aim here is to find clusters in a graph which are denser than the entire graph. There are a
number applications of dense subgraph discovery in biological settings [29, 20, 35, 4, 42], web
mining [24, 14], social network analysis [34], real-time story identification [2], and finance
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and fraud detection [15, 48, 31]. Motivated by the needs of applications and theoretical
considerations, various density measures have been used and studied in the literature (see
[18, 25, 37, 45, 36] for some surveys). Each density definition leads to a corresponding
combinatorial optimization problem: given a graph G, find a subgraph of maximum density.
Two of the most popular density measures in the literature are (i) the minimum degree of the
subgraph and (ii) the average degree of the subgraph. These measures lead to the maxcore
problem and densest subgraph problem respectively. They are both polynomial-time solvable
and have been extensively studied. We briefly describe them before discussing a common
generalization that will be the focus of this work.

In the maxcore problem (maxcore), the goal is to find a subgraph with maximum
minimum degree. The optimum value of this problem is known as the degeneracy of the
graph and the subgraph achieving the optimum is known as a maxcore of the graph. A
k-core of a graph is a maximal connected subgraph in which all vertices have degree at least
k. Min-degree is a popular measure of density, commonly finding use in what is known as
the k-core decomposition, a nested sequence of subgraphs that captures k-cores for every
k. One nice feature of a k-core decomposition is that there is a simple linear-time peeling
algorithm to compute it. The peeling algorithm – denoted Greedy – produces an ordering of
the vertices by repeatedly removing the vertex with least degree in the current graph. This
ordering can in turn be used to solve maxcore. We refer the reader to [38] for a survey on
k-core decomposition and applications.

In the densest subgraph problem (DSG), the goal is to find a subgraph of maximum
average degree. DSG is widely used in graph mining applications. It is a well-studied problem
in combinatorial optimization and is polynomial time solvable via a variety of techniques
including network flow [40, 21], submodular function minimization (folklore), and linear
programming [9]. Even though DSG can be solved exactly, the algorithms are slow and this
has spurred the design of fast approximation algorithms [9, 5, 13, 8, 7, 10, 27]. Amongst these
approximation algorithms is a peeling algorithm introduced by Asahiro, Iwama, Tamaki,
and Tokuyama [3] which was shown to be a 1

2 -approximation by Charikar [9]. We note
that the peeling order of this algorithm is the same as the one for computing a maxcore,
namely Greedy; a second step of the algorithm returns the best subgraph induced by a suffix
of the peeling order (best in terms of average degree). The specific density measure for
DSG is used only in the second step. Charikar’s analysis has spurred the development and
analysis of a variety of peeling algorithms for several variants of DSG in both graphs and
hypergraphs [1, 46, 44, 30, 33, 47].

Veldt, Benson, and Kleinberg [47] introduced the generalized mean densest subgraph
problem that unifies maxcore and DSG. The input here is a real value p ∈ R ∪ {−∞,∞}
and an undirected graph G = (V, E). For a subset S ⊆ V of vertices, the density of the
subgraph G[S] induced by S is defined as:

Mp(S) :=
(

1
|S|
∑
v∈S

dS(v)p

)1/p

,

where dS(v) is the degree of vertex v in the subgraph G[S]. We note that M−∞(S) =
minv∈S dS(v) is the minimum degree in the induced subgraph G[S], while M∞(S) =
maxv∈S dS(v) is the maximum degree. For p = 0, the density of the subgraph G[S] is
M0(S) = (

∏
v∈S dS(v))1/|S| = exp( 1

|S|
∑

v∈S ln dS(v)). The goal is to find a subset S of
vertices with maximum Mp(S). We refer to this problem as the p-mean densest subgraph
problem (p-mean DSG). As p varies from −∞ to ∞, Mp(S) prioritizes the smallest degree
in S to the largest degree in S and consequently, p-mean DSG provides a smooth way to
generate subgraphs with different density properties.
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p-mean DSG generalizes to weighted graphs in a natural manner. For a graph G = (V, E)
with positive edge weights w : E → R+, we define dS(v) as the sum of the weight of edges
that are incident to vertex v in G[S] . For a subset S ⊆ V of vertices, its p-mean density
Mp(S) is defined using dS(v) as it was for the unweighted case. The goal again is to find a
subset S of vertices with maximum Mp(S). We refer to this problem as weighted p-mean
DSG.

Veldt, Benson, and Kleinberg made several contributions to p-mean DSG. They observed
that 1-mean DSG is equivalent to DSG and that (−∞)-mean DSG is equivalent maxcore.
For p ≥ 1, they observed that the set function fp : 2V → R≥0 defined by fp(S) :=∑

v∈S dS(v)p is a supermodular set function1. This implies that one can solve p-mean
DSG in polynomial time for all p ≥ 1 via a standard reduction to submodular set function
minimization, a classical polynomial-time solvable problem in combinatorial optimization
[41]. Motivated by the fact that exact algorithms are very slow in practice, they described
a greedy peeling algorithm, denoted Greedy-p, that runs in O(mn) time and achieves an
approximation factor of 1/(p + 1)1/p for p ≥ 1 (here m and n are the number of edges and
nodes of the graph). The peeling order of their Greedy-p algorithm is not the same as that of
Greedy – in particular, the peeling order depends on p. They supplement these theoretical
results with empirical evaluation, showing that Greedy-p returns solutions with desirable
characteristics for values of p in the range [1, 2]. We note that the function fp(S) is not
supermodular if p < 1, which partially stems from the fact that the univariate function
g(x) := xp is not convex if p < 1.

1.1 Our Results
We study the complexity and algorithmic status of p-mean DSG for p ∈ (−∞, 1) which was
mentioned as a compelling direction for future work by Veldt et al. [47]. It is intriguing that
p-mean DSG is polynomial-time solvable for for p = −∞ and p ≥ 1 while the status for
p ∈ (−∞, 1) is non-trivial to understand. Our work fills this gap.

Hardness of p-mean DSG for p ∈ (−∞, 1)

We prove that p-mean DSG is NP-Hard for every p ∈ (−∞, 1). We also show that weighted
p-mean DSG is APX-hard for every fixed constant p ∈ (0, 1). The hardness results are the
main contribution of this work. They are technically involved for two reasons. First, the
objective function is non-linear and does not fall into a clean and known class of functions.
Second, the problem is effectively an unconstrained problem. The initial inspiration for our
reduction came from a high-level connection to submodularity due to the concavity of the
univariate function xp for p ∈ (0, 1); constrained versions of submodular optimization are
NP-hard. However, the objective function for p-mean DSG is not a submodular function
and there are no constraints. Nevertheless, we are able to model it via a gadget. Although
the reduction is quite simple to describe, the proof of the reduction requires careful parameter
setting and a detailed case analysis. The reduction/analysis for the weighted case is somewhat
easier, however, we prove NP-Hardness for the unweighted case since it is of particular
interest. We prove APX-hardness for the weighted case, and only for p ∈ (0, 1), to mitigate
the calculations. It may be possible to extend our APX-hardness proof to the unweighted
case and also to the full range (−∞, 1).

1 A real-valued set function f : 2V → R is supermodular if f(A) + f(B) ≤ f(A ∪ B) + f(A ∩ B) for all
A, B ⊆ V . We recall that f is supermodular iff −f is submodular.

APPROX/RANDOM 2024
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Approximation algorithms for p ∈ (−∞, 1)

The NP-Hardness result for p-mean DSG motivates the search for approximation algorithms
for p ∈ (−∞, 1). We note that the peeling algorithm for p-mean DSG, namely Greedy-p,
given by Veldt, Benson, and Kleinberg [47] is well-defined only for p > 0. In the same paper,
the authors show empirical results for Greedy-p for p ∈ (0, 1) even though the corresponding
function fp is not supermodular; however, no approximation guarantee is known for Greedy-p
for p ∈ (0, 1). We describe two different and simple algorithms for p-mean DSG– one based
on simple greedy peeling and the other based on an exact solution to DSG. We show that
both algorithms achieve a 1

2 -approximation for all p ∈ (−∞, 1). These are the first algorithms
with approximation guarantees for p in the regime (−∞, 1). We complement the algorithms
by exhibiting tight instances on which both algorithms exhibit an approximation factor of at
most 1

2 , thus ruling out the possibility of improving the ratio by taking the best of the two
algorithms.

This paper builds upon and extends an earlier version [11] by two of the authors. The
previous version included results on faster algorithms for p-mean DSG for p > 1 and
empirical evaluation of several algorithms. A full version including those results will be made
available in the future.

Organization

We present the NP-hardness result in Section 2 and the APX-hardness result in Section 3.
We present our algorithmic results in Section 4. All proofs that are omitted from the main
body of the paper are given in the appendix.

Notation

Let G = (V, E) be a graph. For a subset S ⊆ V of vertices and a vertex v ∈ S, we recall
that dS(v) is the (weighted) degree of v in the induced subgraph G[S]. Let S be a subset of
vertices. We define fp(S) :=

∑
v∈S dS(v)p if p ∈ [−∞, 0)∪ (0,∞] and fp(S) :=

∑
v∈S ln dS(v)

if p = 0. We also define ρp(S) := fp(S)/|S| for all p. With these definitions, we have
Mp(S) = ρp(S)1/p for all p. Thus, finding a set S of vertices with maximum Mp(S) is
equivalent to finding a set S of vertices with maximum ρp(S) if p ≥ 0, and to finding a set S

of vertices with minimum ρp(S) if p < 0.

1.2 Other Related Work
DSG and the subfield of dense subgraph discovery is large. We point the reader to a recent
survey [36] and restrict our attention to discussing some closely related work, specifically on
sequential models and approximability.

As we remarked, DSG is poly-time solvable by several techniques including via maximum
flow. Although maximum flow now admits an almost-linear time algorithm [12], the existing
exact algorithms for DSG are slow in practice for large graphs. Thus approximation
algorithms have also been considered (especially before the recent developments on network
flow). In particular, there has been a line of work that obtained a (1 − ϵ)-approximation
in Õ(m · poly( 1

ϵ ))-time [5, 8, 10]; in particular, the algorithm in [10] runs in time Õ(m
ϵ ).

These faster approximation algorithms also have some limitations in practice for large graphs.
Several simpler iterative algorithms based on continuous optimization methods have been
developed – these include algorithms based on the Frank-Wolfe method [13], an algorithm
based on iterating Greedy called Greedy++ [7], and the projected gradient descent method [27].
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They are simple to implement and have been shown to converge quickly to near-optimal
solutions on large graphs, both synthetic and real-world, even though the known worst-case
theoretical convergence rates are fairly large.

We discuss some other measures of density considered in the literature. Given a graph
G = (V, E) and a finite collection of pattern graphs F , one can consider the problem of finding
a set S that maximizes f(S)/|S| where f : 2V → Z+ counts the number of occurrences of the
patterns from F in the induced subgraph G[S]. If we consider a single edge as the pattern,
then we obtain DSG. [46] considered the special case where F is a single triangle graph
and [44] considered the special case where F is a clique on k vertices. The densest subgraph
problem under the general notion of patterns was considered in [17]. Densest subgraph
has also been studied for hypergraphs with density of a set S of vertices being defined as
|E(S)|/|S| where E(S) is the set of hyperedges with all vertices in S [30]. We can reduce
the densest subgraph problem with pattern based densities to the densest subgraph problem
in hypergraphs by introducing a hyperedge for each occurrence of the pattern in the input
graph. Charikar’s analysis of Greedy can be generalized to show an approximation factor of
at least 1

r in rank r-hypergraphs. Veldt, Benson, and Kleinberg [47] showed that Greedy is
not a good worst-case algorithm for p-mean DSG when p > 1, and as we mentioned earlier,
they developed a different peeling algorithm. Chekuri, Quanrud and Torres [10] unified
several results by considering density measures of the form f(S)/|S| where f : 2V → R+ is
an arbitrary non-negative supermodular set function over a vertex set V . They showed that
there is a natural peeling algorithm for each f and derived an approximation bound in terms
of certain properties of f ; Greedy-p from [47] and its approximation bound are derived as
special cases. They also generalized Greedy++ to supermodular densities and showed that
the resulting algorithm converges to an optimum solution, partially answering a conjecture
from [7] (the conjecture has a strong convergence rate). See [27, 28] for additional insights.
One can also consider density measures of the form f(S)/g(S) where g : 2V → R+ is another
set function such as a concave or convex function of |S|. We refer the reader to [36, 10] for
results and pointers on this aspect.

Constrained versions of DSG such as the k-densest-subgraph (find a densest subgraph
with at most k vertices) are well-studied in theoretical computer science. k-densest-subgraph
is of particular importance due to its connection to various other problems, and due to the
intriguing difficulty in understanding its approximability. Since there is a large literature on
this problem and since constrained versions are not the focus of this paper, we point the
reader to some relevant papers on algorithms and hardness [19, 6, 39].

2 NP-hardness

In this section, we prove the following theorem.

▶ Theorem 1. p-mean DSG is NP-hard for all p ∈ (−∞, 1).

We reduce from the Exact ℓ-Cover problem.

▶ Problem 1. exact ℓ-cover: the input is a finite ground set U = {e1, e2, . . . , eℓn} of
cardinality ℓn for some positive integers ℓ and n, and a family of subsets S ⊆ 2U , where
each X ∈ S has cardinality ℓ. The goal is to determine whether there exist n disjoint sets
Si1 , Si2 , . . . , Sin

∈ S whose union is U .

We will say that the input instance (U ,S) of exact ℓ-cover has an exact ℓ-cover if
there exist n disjoint sets whose union is U . exact 3-cover is a well-known NP-complete
problem [22]. A standard padding approach reduces exact 3-cover to exact ℓ-cover for
every ℓ ≥ 3.

APPROX/RANDOM 2024
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▶ Theorem 2. exact ℓ-cover is NP-complete for every integer ℓ ≥ 3.

2.1 Reduction from exact ℓ-cover
We reduce exact ℓ-cover to p-mean DSG. Let U = {e1, e2, . . . , eℓn} and S =
{S1, S2, . . . , Sm} with Si ⊆ U for every i ∈ [m] be the input instance of exact ℓ-cover.
For a positive integer d (to be chosen later), we construct a graph Gd = (L ∪A, E), where
L := {vi : i ∈ [m]} and A := {uj : j ∈ [ℓ ·n]}. For every 1 ≤ i ≤ m and 1 ≤ j ≤ ℓ ·n, if the set
Si contains element ej , then we add an edge between vi and uj in graph Gd. Further, we add
edges between vertices in A to make Gd[A] to be a connected d-regular graph, where d will be
chosen appropriately (we may assume that n is even so that such a connected d-regular graph
always exists). See Figure 1. If p ̸= 0, then we set ρ∗ := ℓp+ℓ·(d+1)p

ℓ+1 and if p = 0, then we set
ρ∗ := ln ℓ+ℓ·ln(d+1)

ℓ+1 . We will show that there exist positive integers ℓ ≥ 3 and d such that the
input instance admits an exact ℓ-cover if and only if max{Mp(X) : X ⊆ V } ≥ (ρ∗)1/p.

Figure 1 Graph constructed in our reduction from exact ℓ-cover for ℓ = 3 and d = 5. The Exact
3-Cover instance consists of the ground set U := {e1, . . . , e3n} and the family S := {S1, . . . , Sm}.

Next, we prove the NP-hardness of p-mean DSG by casing on the value of p via the
above mentioned reduction. We prove NP-hardness for p ∈ (0, 1) in Section 2.2 (see Theorem
7). The missing proofs are given in the appendix. The proofs for p ∈ (−∞, 0] are given in
the full version owing to space limitations.

2.2 NP-hardness for p ∈ (0, 1)
We recall that ρp(X) = Mp(X)p for every subset X of vertices and hence, finding a set X of
vertices that maximizes Mp(X) reduces to finding a set X of vertices that maximizes ρp(X)
if p ∈ (0, 1). We define OPTGd

:= max
X⊆V

ρp(X). We observe that OPTGd
is a maximization

problem for p ≥ 0. Hence, in order to show correctness of our reduction, we will need an
upper bound on ρp(X) for p ≥ 0. The following lemma gives an upper bound.

▶ Lemma 3. Let Gd = (L ∪A, E) be the graph constructed in the reduction. Let S ⊆ L and
A′ ⊆ A. Then, for p > 0, we have that

ρp(S ∪A′) ≤
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
.

Moreover, the inequality above is strict if |A′| < |A|.
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Proof. For the case of p > 0, we note that

ρp(S ∪A′) = fp(S ∪A′)
|S ∪A′|

=
∑

u∈S dS∪A′(u)p +
∑

v∈A′ dS∪A′(v)p

|S|+ |A′|

≤
∑

u∈S dS∪A(u)p +
∑

v∈A′ dS∪A(v)p

|S|+ |A′|
(since p > 0)

=
ℓp · |S|+

∑
v∈A′ dS∪A(v)p

|S|+ |A′|
(since dS∪A(u) = ℓ)

=
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
. (since G[A] is a d-regular graph)

If |A′| < |A|, then there exists a vertex u ∈ A′ such that dA′(u) < dA(u) = d because
G[A] is connected, which implies that the inequality above is strict. ◀

We need the following technical lemma about the maximizer of a relevant function.

▶ Lemma 4. Let c ∈ R≥0. Let f : Rn
≥0 → R be defined as f(x) :=

∑n
i=1(c + xi)p. For

0 < p < 1, consider the following maximization problem parameterized by s ∈ N:

maximize
{

f(x) : x ∈ Zn, x ≥ 0,

n∑
i=1

xi ≤ s

}
.

Every maximizer for the above problem has µ coordinates set to ⌈s/n⌉−1 and n−µ coordinates
set to ⌈s/n⌉, where µ = n · ⌈s/n⌉ − s. If s is a multiple of n, then the maximizer has all
coordinates set to s/n.

Proof. Let x ∈ Zn and x ≥ 0 be a maximizer. If
∑n

i=1 xi < s, then by setting x′
n = xn + 1

and x′
k = xk for every k ∈ [n − 1], we have f(x′) > f(x), a contradiction to optimality of

f(x).
Suppose that

∑n
i=1 xi = s. We prove that all coordinates are in {⌈s/n⌉, ⌈s/n⌉ − 1}.

Assume that x has at least one entry not in {⌈s/n⌉, ⌈s/n⌉ − 1}. Then, there exists some
coordinate xi that is strictly larger than ⌈s/n⌉ or smaller than ⌈s/n⌉ − 1. Without loss of
generality, we assume that xi > ⌈s/n⌉. Consequently, there exists some index j ∈ [n] such
that xj < ⌈s/n⌉. Since xj < ⌈s/n⌉ < xi and xi, xj are both integers, we have xi − xj ≥ 2.
Because (c + x)p is a concave function of x, (c + xi)p + (c + xj)p < (c + xi−1)p + (c + xj + 1)p.
By setting x′

i = xi−1, x′
j = xj +1, and x′

k = xk for every k ∈ [n]\{i, j}, we have f(x′) > f(x),
a contradiction to optimality of f(x).

Hence, for every maximizer x ∈ Zn, we have
∑n

i=1 xi = s and xi ∈ {⌈s/n⌉, ⌈s/n⌉ − 1}
for every i ∈ [n]. This implies that (n − µ) coordinates are ⌈s/n⌉ and µ coordinates are
⌈s/n⌉ − 1, where µ = n · ⌈s/n⌉ − s. When s is a multiple of n, by Jensen’s inequality, we
have xi = s/n for every 1 ≤ i ≤ n. ◀

We will use the following lemma about the existence of an integer ℓ that satisfies two
inequalities simultaneously for every given p.

▶ Lemma 5. For every p ∈ (0, 1), there exists an integer ℓ ≥ 3 s.t the following two
inequalities hold:(

1− 1
2ℓ

)p

< 1− 1− 1/2p

ℓ + 1 and
(

1 + 1
2ℓ

)p

< 1 + 1− 1/2p

ℓ + 1 . (1)

APPROX/RANDOM 2024
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We need the following lemma about NO-instances of exact ℓ-cover.

▶ Lemma 6. Let p ∈ (0, 1) and ℓ ≥ 3 be an integer that satisfies the two inequalities in
(1). Consider an instance of exact ℓ-cover with ground set U of size ℓn and family
S ⊆ 2U . Suppose that the instance has no exact ℓ-cover. Then, for every non-negative
integers s, a′ ∈ Z≥0 with s ≤ |S|, a′ ≤ ℓn, and s + a′ ≥ 1 and every non-negative integer
vector X ∈ Za′

≥0 with
∑a′

i=1 Xi ≤ ℓs, we have that

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp + ℓ · (2ℓ)p

ℓ + 1 . (2)

Moreover, if there exists i ∈ [a′] such that Xi ̸= ℓs/a′, then the above inequality is strict.

Proof. We case on the value of the ratio s/a′.
Case 1. Suppose ℓ · s = a′. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤
ℓp · s + a′ · (2ℓ− 1 + ℓ·s

a′ )p

s + a′ (by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · a′/ℓ + a′ · (2ℓ)p

a′/ℓ + a′ (since ℓ · s = a′)

= ℓp + ℓ · (2ℓ)p

ℓ + 1 .

By Lemma 4, if there exists i ∈ [a′] such that Xi ̸= ℓs/a′, then the above inequality is strict.
Case 2. Suppose ℓ · s = β · a′ for some 0 ≤ β < 1. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp · s + βa′ · (2ℓ)p + (1− β)a′ · (2ℓ− 1)p

s + a′

(by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p

β + ℓ
. (since ℓ · s = β · a′)

We define h : [0, 1]→ R as

h(β) := ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p

β + ℓ
,

which implies that the left hand side expression in the lemma is at most h(β). By differenti-
ating the function h with respect to β, we have

d

dβ
h(β) = (ℓp + ℓ · (2ℓ)p − ℓ · (2ℓ− 1)p)(β + ℓ)− (ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p)

(β + ℓ)2

= ℓp+1 + ℓ2 · (2ℓ)p − ℓ2 · (2ℓ− 1)p − ℓ · (2ℓ− 1)p

(β + ℓ)2

= ℓp+1 + ℓ2 · (2ℓ)p − (ℓ2 + ℓ) · (2ℓ− 1)p

(β + ℓ)2

>
ℓp+1 + ℓ2 · (2ℓ)p − (ℓ2 + ℓ) · (2ℓ)p · (1− 1−2−p

ℓ+1 )
(β + ℓ)2 (by inequality (1))

= ℓp+1 + ℓ2 · (2ℓ)p − ℓ · (2ℓ)p · (ℓ + 2−p)
(β + ℓ)2 = 0.



K. Chandrasekaran, C. Chekuri, M. R. Torres, and W. Zhu 9:9

Hence, function h(β) is strictly increasing for β ∈ [0, 1]. Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ h(β) < h(1) = ℓp + ℓ · (2ℓ)p

ℓ + 1 .

Case 3. Suppose ℓ · s = α · a′ for some α > 1. Let α = t + β where t ≥ 1 is an integer and
0 < β ≤ 1. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp · s + βa′ · (2ℓ + t)p + (1− β)|A′| · (2ℓ− 1 + t)p

|S|+ |A′|

(by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · (t + β) + ℓβ · (2ℓ + t)p + ℓ(1− β) · (2ℓ− 1 + t)p

t + β + ℓ

(since ℓ · s = (t + β) · a′).

We define g : [0, +∞)× [0, 1]→ R as

g(t, β) := ℓp · (t + β) + ℓβ · (2ℓ + t)p + ℓ(1− β) · (2ℓ− 1 + t)p

t + β + ℓ
,

which implies that the left hand side expression in the lemma is at most g(t, β). We note
that g(t, 1) = g(t + 1, 0) for every t ≥ 0.

By differentiating the function g with respect to β, we have

d

dβ
g(t, β)

= (ℓp + ℓ·(2ℓ + t)p − ℓ·(2ℓ − 1 + t)p)(t + β + ℓ) − (ℓp ·(t + β) + ℓβ · (2ℓ + t)p + ℓ(1 − β)·(2ℓ − 1 + t)p)
(t + β + ℓ)2

= ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p

(t + β + ℓ)2 .

Now, we note that

d

dt

(
ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p

)
= p · (ℓ2 + t · ℓ) · (2ℓ + t)p−1 + ℓ · (2ℓ + t)p − p · (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p−1 − ℓ·(2ℓ + t − 1)p

≤ p · (ℓ2 + t · ℓ) · (2ℓ + t)p−1 + ℓ · p · (2ℓ + t − 1)p−1 − p · (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p−1

(since (x + 1)p − xp ≤ p · xp−1 for every x > 0)

= p · (ℓ2 + t · ℓ)((2ℓ + t)p−1 − (2ℓ + t − 1)p−1) < 0.

Thus,

d

dβ
g(t, β) = ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t− 1)p

(t + β + ℓ)2

≤ ℓp+1 + (ℓ2 + ℓ) · (2ℓ + 1)p − (ℓ2 + 2ℓ) · (2ℓ)p

(1 + β + ℓ)2 (since t ≥ 1)

=
(2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) · (1 + 1

2ℓ )p − (ℓ2 + 2ℓ))
(1 + β + ℓ)2

<
(2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) · (1 + 1−2−p

ℓ+1 )− (ℓ2 + 2ℓ))
(1 + β + ℓ)2 (by inequality (1))

= (2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) + (1− 2−p) · ℓ− (ℓ2 + 2ℓ))
(1 + β + ℓ)2 = 0.
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Hence, function g(t, β) is strictly decreasing with respect to β for β ∈ [0, 1]. Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ g(t, β) < g(t, 0).

For every positive integer r > 1, we have g(r, 0) = g(r − 1, 1) < g(r − 1, 0). Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ < g(t, 0) < g(1, 0) = ℓp + ℓ · (2ℓ)p

ℓ + 1 . ◀

Now, we are ready to prove the NP-hardness of p-mean DSG for p ∈ (0, 1). We recall
that OPTG := max

X⊆V
ρp(X).

▶ Theorem 7. For every p ∈ (0, 1), there exist positive integers ℓ ≥ 3 and d such that for
an instance of exact ℓ-cover with ground set U and family S ⊆ 2U , there exists an exact
ℓ-cover iff OPTG ≥ ρ∗ = ℓp+ℓ·(d+1)p

ℓ+1 , where G = Gd is the graph constructed in the reduction
above.

Proof. By Corollary 5, we know that there exists a positive integer ℓ ≥ 3 satisfying the
two inequalities in (1). Fix such an ℓ. Let U be the ground set and S be the collection of
subsets of an instance of Exact ℓ-Cover. We set d = 2ℓ− 1 and consider the graph G = Gd

constructed in the reduction in Section 2.1. We show that there exists an exact ℓ-cover iff
OPTG ≥ ρ∗ = ℓp+ℓ·(d+1)p

ℓ+1 .
Suppose S contains an exact ℓ-cover Si1 , . . . , Sin

. Let S = {vi1 , vi2 , . . . , vin
}. We note

that |S| = n = |A|
ℓ . Thus, we have

OPTG ≥ ρp(S∪A) = fp(S ∪A)
|S ∪A|

= ℓp · |S|+ (d + 1)p · |A|
|S|+ |A| = ℓp · |A|/ℓ + (d + 1)p · |A|

|A|/ℓ + |A| = ρ∗.

Suppose S does not contain an exact ℓ-cover. Let S ⊆ L and A′ ⊆ A. We note that
ℓ · |S| =

∑
v∈A dS+v(v) ≥

∑
v∈A′ dS+v(v). Thus, we have

ρp(S ∪A′) = fp(S ∪A′)
|S ∪A′|

≤
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
(by Lemma 3)

≤ ρ∗. (by Lemma 6)

We note that since S is not an exact ℓ-cover, we have that either |A′| < |A| or there exists
u, v ∈ A with dS+u(u) ̸= dS+v(v). This implies that either the first inequality or the second
inequality above is strict according to the respective lemmas, that is, ρp(S ∪A′) < ρ∗. ◀

3 APX-hardness for p ∈ (0, 1)

In this section, we adapt the NP-hardness proof from Section 2 to show that weighted
p-mean DSG is APX-hard for every fixed constant p ∈ (0, 1).

▶ Theorem 8. For every fixed constant p ∈ (0, 1), there exists a constant δp > 0 that depends
only on p such that it is NP-hard to obtain a (1− δp)-approximation for weighted p-mean
DSG.

In order to prove Theorem 8, we will rely on the APX-hardness of exact ℓ-cover as
stated below.
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▶ Theorem 9. There exists a constant ε ∈ (0, 1) such that for every integer ℓ ≥ 3, it is
NP-hard to distinguish between the following two cases for a given finite ground set U of size
ℓn and a family S ⊆ 2U of subsets each of cardinality ℓ:

YES-instance: There exists a collection of n sets in S whose union is U .
NO-instance: The union of every collection of n · (1 + ε) sets in S has size at most
ℓ · n · (1− ε).
Exact ℓ-Cover is a special case of Set Cover. The hardness we seek requires a disjoint

set cover in the YES case, and we also need the hardness to hold for every fixed integer
ℓ ≥ 3. Related results have been proved in the literature [32, 43, 26, 23], however the precise
version we need requires a formal argument. We provide the proof in the full version and
also comment on the relation to previous work.

Reduction from Exact ℓ-Cover to weighted p-mean DSG

We reduce from the APX-hard variant of exact ℓ-cover, namely the problem mentioned
in Theorem 9. Consider an instance of the problem mentioned in Theorem 9: namely, let
U be a ground set of size ℓn and let S ⊆ 2U of subsets each of cardinality ℓ. For a positive
integer d (to be chosen later), we construct a graph Gd = (L ∪A, E) as follows: we define
L := {vi : i ∈ [m]} and A := {uj : j ∈ [ℓ · n]}. For every i ∈ [m] and j ∈ [ℓ · n], if set Si

contains element ej , then we add an edge with unit weight between vi and uj in graph G.
We add an edge between all pairs of vertices in A with weight d

|A|−1 , where d will be chosen
appropriately (instead of G[A] being a connected d-regular graph as used in the NP-hardness
reduction in Section 2). We note that for every vertex v ∈ A, the sum of weight of edges
incident to v in the induced subgraph G[A] is d. We define OPTGd

:= maxX⊆V ρp(X) and
set ρ∗ := ℓp+ℓ·(d+1)p

ℓ+1 . We will prove that if the instance is a YES instance, then OPTGd
≥ ρ∗

and if the instance is a NO instance, then OPTGd
< (1− δp) · ρ∗ for some constant δp > 0

that depends only on p. We now state the main theorem of the section below.

▶ Theorem 10. For every p ∈ (0, 1), there exist positive integers ℓ ≥ 3 and d such that for
an instance (U ,S) of the problem mentioned in Theorem 9, where the ground set U has size
ℓn and every set in S has size ℓ, the following two hold:

if the instance is a YES-instance, then OPTGd
≥ ρ∗, and

if the instance is a NO-instance, then OPTGd
< (1 − δp) · ρ∗ for some constant δp > 0

that depends only on p.
Here, Gd is the graph constructed in the reduction from Exact ℓ-Cover for Weighted Version.

Theorem 8 follows from Theorem 10. We briefly outline our proof of Theorem 10 and
refer to the full version for the full proof. It is easy to see that if the instance (U ,S) of
the problem mentioned in Theorem 9 is a YES-instance, then OPTGd

≥ ρ∗ (similar to the
proof of NP-hardness). We focus on showing that if the instance is a NO-instance, then
OPTGd

< (1− δ)ρ∗. Let S ⊆ L and A′ ⊆ A. We need to show that ρp(S ∪A′) < (1− δ)ρ∗.
For this, we recall the proof of NP-hardness in Section 2.2. There, we showed that if the
instance does not have an exact ℓ-cover, then ρp(S ∪ A′) < ρ∗. For this, we proved that
ρp(S ∪ A′) is maximized and is at most ρ∗ if ℓ|S|/|A′| = 1. That proof can be adapted
in a straightforward fashion to show that ρp(S ∪ A′) < (1 − δ)ρ∗ if ℓ|S|/|A′| ≥ 1 + ε or if
ℓ|S|/|A′| ≤ 1 − ε for some constants δ, ε > 0 (even for the graph Gd that appears in the
reduction to unweighted p-mean DSG) – see cases 1 and 2 in the proof of Theorem 10. Thus,
the non-trivial case to handle is if ℓ|S|/|A′| ∈ (1− ε, 1 + ε). In this situation, we consider two
cases: (i) Suppose that |A′| ≤ (1− ε)|A|. In this case, we exploit the clique in the weighted
graph constructed in the reduction above to conclude that ρp(S ∪A′) < (1− δ)ρ∗ for some
constant δ > 0 (see case 3 in the proof of Theorem 10). (ii) Suppose that |A′| > (1− ε)|A|.
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In this case, we rely on the APX-hardness of exact ℓ-cover (i.e., the instance (U ,S) is a
NO-instance of the problem mentioned in Theorem 9) to conclude that ρp(S∪A′) < (1−δ)ρ∗

for some constant δ > 0 (see case 4 in the proof of Theorem 10). We emphasize that the
weighted clique over the set A of vertices in the reduction graph (as opposed to an unweighted
d-regular graph over the set A of vertices) is useful in the first case. We also mention that the
constant δp in Theorem 10 is very small. We give an estimation of δ1/2 in the full version.

4 Approximation Algorithms

We give two new approximation algorithms for p-MEAN DSG. Our algorithms achieve an
approximation factor of 1

2 for all p ∈ (−∞, 1). Our algorithms rely on the fact that maxcore
and DSG can be solved in polynomial time. First, we show that the peeling algorithm used to
compute maxcore can be adapted to obtain a 1

2 -approximate solutions to p-mean DSG for
every p ∈ (−∞, 1). Secondly, we show that an optimum solution to DSG is a 1

2 -approximate
solution to p-mean DSG for every p ∈ (−∞, 1). We complement these results with a family
of graphs for which both algorithms simultaneously achieve only a 1

2 -approximation.
Let G = (V, E) be the input graph. We let S∗

p := arg maxS⊆V Mp(S) and let M∗
p :=

Mp(S∗
p). We need the following fact about the monotonicity of the objective.

▶ Proposition 11. Let S ⊆ V . For every p ≤ q, we have Mp(S) ≤Mq(S).

We have the following statement connecting different values of M∗
p .

▶ Proposition 12. For every p ∈ [−∞, 1], we have M∗
−∞ ≤M∗

p ≤M∗
1 ≤ 2M∗

−∞.

The first two inequalities follow directly from Proposition 11 and the last inequality follows
via a simple known argument connecting degeneracy to the maximum average degree of a
subgraph (e.g., see [16]).

1
2 -approximation via maxcore approach

Our first algorithm leverages the standard greedy peeling algorithm for the maxcore. Our
algorithm, denoted Simple-Greedy-p, is given in Figure 2. The algorithm for p = −∞ is
the peeling algorithm used to compute maxcore and the algorithm for p = 1 is Charikar’s
greedy peeling algorithm. We recall that Charikar showed that the algorithm achieves a
1
2 -approximation for 1-mean DSG.

Simple-Greedy-p(G = (V, E))
1: S1 ← V

2: for i = 1 to n− 1 do
3: vi ← arg minv∈Si

dSi
(v)

4: Si+1 ← Si − vi

5: return arg maxSi
Mp(Si)

Figure 2 1
2 -approximation via greedy peeling for p-mean DSG where p < 1.
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▶ Theorem 13. Let p ∈ [−∞, 1] and let S be the output of Simple-Greedy-p(G). Then,
Mp(S) ≥ 1

2 M∗
p .

Proof. The algorithm for p = −∞ is the peeling algorithm used to compute maxcore.
In particular, it is well-known that there exists i ∈ [n] with M−∞(Si) = M∗

−∞. By
Proposition 11, M−∞(Si) ≤Mp(Si) and by choice of S, we have Mp(Si) ≤Mp(S). Therefore,
M∗

−∞ ≤ Mp(S). Finally, by Proposition 12, we have 1
2 M∗

p ≤ M∗
−∞. Combining these two

statements, we get 1
2 M∗

p ≤Mp(S). ◀

▶ Remark 14. Simple-Greedy-p returns an optimum solution for p = ∞. Our results show
that for p ∈ (−∞, 1], Simple-Greedy-p returns a 1

2 -approximation. However, for p > 1, [47]
showed that the approximation factor of Simple-Greedy-p can be arbitrarily small.

1
2 -approximation via 1-mean densest subgraph

Our second algorithm is to simply return a 1-mean densest subgraph. We recall that
S∗

1 = arg maxS⊆V M1(S) and it can be computed in polynomial time. We analyze its
approximation factor.

▶ Theorem 15. Let p ∈ [−∞, 1]. Then, Mp(S∗
1 ) ≥ 1

2 M∗
p .

Proof. We first prove that

M−∞(S∗
1 ) ≥ 1

2M∗
1 . (3)

It suffices to show that dS∗
1
(v) ≥ |E(S∗

1 )|
|S∗

1 |
for every v ∈ S∗

1 . Suppose towards a contradiction

that there exists v ∈ S∗
1 such that dS∗

1
(v) <

|E(S∗
1 )|

|S∗
1 |

. Using this and observing |E(S∗
1 )| −

|E(S∗
1 − v)| = dS∗

1
(v), after rearranging, we have |E(S∗

1 −v)|
|S∗

1 −v| >
|E(S∗

1 )|
|S∗

1 |
. Multiplying through

by 2, we obtain M1(S∗
1 − v) > M1(S∗

1 ), contradicting the optimality of S∗
1 .

Thus, we have

Mp(S∗
1 ) ≥M−∞(S∗

1 ) ≥ 1
2M∗

1 ≥
1
2M∗

p

where the first and last inequality are by Proposition 11 and the second inequality is
via (3). ◀

▶ Remark 16. We described two algorithms that achieve an approximation factor of 1
2 . Would

returning the best among the sets returned by the two algorithms achieve a factor that is
better than 1

2? In the full version, we construct a non-trivial family of instances on which
both algorithms have an approximation factor of at most 1

2 . We emphasize that we seek
non-trivial instances – in particular, instances in which the optimum value is arbitrary (i.e.,
grows) and is not a fixed constant.

5 Conclusion

maxcore and DSG are polynomial-time solvable densest subgraph problems with numerous
applications. p-mean DSG, introduced by Veldt, Benson, and Kleinberg [47], captures both
these special cases and provides a unified way to generate subgraphs with different density
properties. p-mean DSG is polynomial-time solvable for p = −∞ and for p ≥ 1. In this
work, we addressed the complexity and algorithmic aspects of the problem for p ∈ (−∞, 1).
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We showed that p-mean DSG is NP-hard for p ∈ (−∞, 1) and weighted p-mean DSG is
APX-hard for every fixed constant p ∈ (0, 1). Our hardness results motivate the need for
approximation algorithms for p ∈ (−∞, 1). We gave a simple 1/2-approximation for p-mean
DSG for all p ∈ (−∞, 1). Our approximation algorithms also extend to weighted p-mean
DSG with the same approximation guarantee in a natural manner.

There are two interesting directions for future work. Firstly, is p-mean DSG (or
weighted p-mean DSG) APX-hard for every p ∈ (−∞, 1)? Our APX-hardness results
hold for every fixed constant p ∈ (0, 1). Extending our approach to show APX-hardness
for fixed constant p ∈ (−∞, 0) requires extending the proof of Theorem 10 to p < 0. The
technical barrier to extending is the third case in the proof. Secondly, can we improve the
approximability of p-mean DSG for p ∈ (−∞, 1)? In contrast to the densest subgraph
problem, the non-linearity of the objective function of p-mean DSG makes it difficult to
develop mathematical programming relaxations. We leave it here as an interesting open
problem.
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A Missing proofs for NP-hardness

We include the missing proofs for p ∈ (0, 1) from Section 2 here.

A.1 Proof of Theorem 2
▶ Theorem 2. exact ℓ-cover is NP-complete for every integer ℓ ≥ 3.

Proof. We recall that exact 3-cover is NP-complete [22]. We reduce exact ℓ-cover to
exact (ℓ+1)-cover for ℓ ≥ 3. Consider an instance of exact ℓ-cover with ground set U of
cardinality ℓn and a family S ⊆ 2U of subsets each of which has cardinality ℓ. Let x1, . . . , xn

be n new elements that are not in U . We create an instance of exact (ℓ + 1)-cover as
follows:

Let U ′ := U ∪ {x1, . . . , xn} be the ground set. We have that |U ′| = |U|+ n = (ℓ + 1) · n.
Let S ′ := {S ∪ {xi} : S ∈ S, 1 ≤ i ≤ n}. Each set in S ′ has cardinality ℓ + 1.

If there exists an exact ℓ-cover {Si1 , Si2 , . . . , Sin
} of U , then {Si1 ∪ {x1}, Si2 ∪

{x2}, . . . , Sin ∪ {xn}} is an exact (ℓ + 1)-cover of U . If an exact ℓ-cover of U does not
exist, then an exact (ℓ + 1)-cover of U ′ does not exist. Hence, NP-completeness of exact
3-cover implies NP-completeness of exact ℓ-cover for every ℓ ≥ 3. ◀

A.2 Technical Lemmas for Hardness Results
The following inequalities will be used when proving the hardness results.

▶ Lemma 17. Let p, x ∈ (0, 1). Then,
1. (1− x)p < 1− px,
2. (1− x)p < 1− px− p(1−p)

2 x2,
3. (1 + x)p < 1 + px, and
4. (1 + x)p < 1 + px− p(1−p)

2 x2 + p(1−p)(2−p)
6 x3.

Proof. For the first inequality, let f1(x) := (1− x)p − (1− px). Then, f ′
1(x) = p · (1− (1−

x)p−1) < 0, which implies that f1(x) < f1(0) = 0.
For the second inequality, let f2(x) := (1 − x)p − (1 − px − p(1−p)

2 x2). Then, f ′
2(x) =

p · (1 + (1 − p)x − (1 − x)p−1) and f ′′
2 (x) = p · (1 − p) · (1 − (1 − x)p−2) < 0. Hence,

f ′
2(x) < f ′

2(0) = 0, which implies that f2(x) < f2(0) = 0.
For the third inequality, let f3(x) := (1+x)p−(1+px). Then, f ′

3(x) = p·((1+x)p−1−1) < 0,
which implies that f3(x) < f3(0) = 0.

For the fourth inequality, let f4(x) := (1 + x)p − (1 + px − p(1−p)
2 x2 + p(1−p)(2−p)

6 x3).
Then, f ′

4(x) = p · ((1 + x)p−1 − (1− (1− p)x + (1−p)(2−p)
2 x2)). Also, f ′′

4 (x) = p · (1− p) · (1−
(2− p)x− (1 + x)p−2) and f ′′′

4 (x) = p(1− p)(2− p) · ((1 + x)p−3 − 1) < 0, which implies that
f ′′

4 (x) < f ′′
4 (0) = 0. Thus, f ′

4(x) < f ′
4(0) = 0 and f4(x) < f4(0) = 0. ◀

A.3 Proof of Lemma 5
Lemma 5 follows from the following stronger lemma. The stronger version will be useful in
proving APX-hardness.

▶ Lemma 18. For every p ∈ (0, 1), there exists a positive value η > 0 and an integer ℓ ≥ 3,
both of which depend only on p, such that the following two inequalities hold:(

1− 1
2ℓ

)p

< 1− 1− 1/2p

ℓ + 1 − η and
(

1 + 1
2ℓ

)p

< 1 + 1− 1/2p

ℓ + 1 − η.
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Proof. Set ℓ0 := p·2p−1

2p−p·2p−1−1 . Then, we have p
2ℓ0

= 1−1/2p

ℓ0+1 . We note that

ℓ0 − 5
2 = p · 2p−1

2p − p · 2p−1 − 1 − 5
2 =

21−p + 7
5 p − 2

2p − p · 2p−1 − 1 · 5
2 · 2p−1 =

21−p − 7
5 (1 − p) − 3

5
2p − p · 2p−1 − 1 · 5

2 · 2p−1 >0.

The last inequality holds since 2x − 7
5 x − 3

5 is a convex function and evaluates to zero at
x = 1 with negative derivative. This implies that 21−p − 7

5 (1− p)− 3
5 > 0. Consequently,

ℓ0 >
5
2 . (4)

We also note that

2− (1− p)ℓ0 = 2− (1− p) · p · 2p−1

2p − p · 2p−1 − 1 (since ℓ0 = p · 2p−1

2p − p · 2p−1 − 1)

=
2p · (2− 3

2 p + 1
2 p2 − 21−p)

2p − p · 2p−1 − 1

=
2p · (1 + (1− p) + 1

2 (−p)(1− p)− 21−p)
2p − p · 2p−1 − 1 < 0.

The last inequality above is because 2x > 1 + x + 1
2 x(x− 1) for all x ∈ (0, 1). This implies

that

(1− p)ℓ0 > 2. (5)

Hence, if we can prove that the two inequalities of the lemma hold for every ℓ ∈
[ℓ0 − 1

2 , ℓ0 + 1
2 ], then it implies the lemma. We define two functions f1 : (0, +∞)→ R and

f2 : (0, +∞)→ R as

f1(ℓ) = (1− 1
2ℓ

)p + 1− 1/2p

ℓ + 1 − 1 and f2(ℓ) = (1 + 1
2ℓ

)p − 1− 1/2p

ℓ + 1 − 1.

By setting

η := 1
2 ·min

{ 1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · ((1− p)ℓ0 − 2), p

2ℓ0 − 1 ·
16ℓ0 − 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

}
,

which is larger than 0 by inequalities (4) and (5), we will prove that f1(ℓ) < −η and
f2(ℓ) < −η for every ℓ ∈ [ℓ0 − 1

2 , ℓ0 + 1
2 ]. We note that

η <
1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · ((1− p)ℓ0 − 2) and (6)

η <
p

2ℓ0 − 1 ·
16ℓ0 − 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2 . (7)
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By differentiating f1 with respect to ℓ, we have

d

dℓ
f1(ℓ) = p

2ℓ2 · (1− 1
2ℓ )1−p

− 1− 1/2p

(ℓ + 1)2

=
p · (ℓ + 1)2 − 2(1− 1/2p)ℓ2 · (1− 1

2ℓ )1−p

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
p

2(1− 1/2p) · (1 + 1
ℓ

)2 − (1− 1
2ℓ

)1−p

)
= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 − (1− 1
2ℓ

)1−p

)
(since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

>
2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 − (1− 1− p

2ℓ
)
)

(since (1− 1
2ℓ

)1−p < 1− 1− p

2ℓ
according to Lemma 17)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0 · (ℓ + 1)2 − (ℓ0 + 1) · ℓ2 + 1−p
2 (ℓ0 + 1) · ℓ

(ℓ0 + 1) · ℓ2

>
2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0 · (ℓ + 1)2 − (ℓ0 + 1) · ℓ2

(ℓ0 + 1) · ℓ2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0(2ℓ + 1)− ℓ2

(ℓ0 + 1) · ℓ2

≥ 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ− 1
2 )(2ℓ + 1)− ℓ2

(ℓ0 + 1) · ℓ2 (since ℓ0 ≥ ℓ− 1
2)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ2 − 1
2

(ℓ0 + 1) · ℓ2

> 0. (since ℓ ≥ ℓ0 −
1
2 > 2 according to inequality (4))

Hence, the function f1(ℓ) is strictly increasing for ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ]. This implies that

f1(ℓ) ≤ f1(ℓ0 + 1
2) = (1− 1

2ℓ0 + 1)p + 1− 1/2p

ℓ0 + 3
2
− 1

=
ℓ0+1
2ℓ0
· p

ℓ0 + 3
2

+ (1− 1
2ℓ0 + 1)p − 1 (since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

<
p · (ℓ0 + 1)

ℓ0 · (2ℓ0 + 3) −
p

2ℓ0 + 1 −
p(1− p)

2 · 1
(2ℓ0 + 1)2

(since (1− x)p < 1− px− p(1− p)
2 x2 according to Lemma 17)

= p ·
(ℓ0 + 1)(2ℓ0 + 1)2 − ℓ0(2ℓ0 + 3)(2ℓ0 + 1)− 1−p

2 ℓ0(2ℓ0 + 3)
ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2

= p ·
(2ℓ0 + 1)− 1−p

2 ℓ0(2ℓ0 + 3)
ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2

<
1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · (2− (1− p)ℓ0)

< −η. (by inequality (6))
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By differentiating f2 with respect to ℓ, we have

d

dℓ
f2(ℓ) = − p

2ℓ2 · (1 + 1
2ℓ )1−p

+ 1− 1/2p

(ℓ + 1)2

=
−p · (ℓ + 1)2 + 2(1− 1/2p)ℓ2 · (1 + 1

2ℓ )1−p

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− p

2(1− 1/2p) · (1 + 1
ℓ

)2 + (1 + 1
2ℓ

)1−p

)
= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 + (1 + 1
2ℓ

)1−p

)
(since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

<
2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 + (1 + 1− p

2ℓ
)
)

(since (1 + 1
2ℓ

)1−p < 1 + 1− p

2ℓ
according to Lemma 17)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ0 + 1) · ℓ2 + 1−p
2 (ℓ0 + 1) · ℓ− ℓ0 · (ℓ + 1)2

(ℓ0 + 1) · ℓ2

<
2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ0 + 1) · ℓ2 + 1
2 (ℓ0 + 1) · ℓ− ℓ0 · (ℓ + 1)2

(ℓ0 + 1) · ℓ2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ2 − 3
2 ℓ0ℓ + 1

2 ℓ− ℓ0

(ℓ0 + 1) · ℓ2

≤ 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ(ℓ0 + 1
2 )− 3

2 ℓ0ℓ + 1
2 ℓ− ℓ0

(ℓ0 + 1) · ℓ2 (since ℓ ≤ ℓ0 + 1
2)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

− 1
2 ℓ0ℓ + ℓ− ℓ0

(ℓ0 + 1) · ℓ2

≤ 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

− 1
2 ℓ0ℓ + 1

2
(ℓ0 + 1) · ℓ2 (since ℓ ≤ ℓ0 + 1

2)

< 0. (since ℓ0 >
5
2 and ℓ ≥ ℓ0 −

1
2 > 2 according to inequality (4))

Hence, function f2(ℓ) is strictly decreasing for ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ]. This implies that

f2(ℓ) ≤ f2(ℓ0 −
1
2) = (1 + 1

2ℓ0 − 1)p − 1− 1/2p

ℓ0 + 1
2
− 1

= −
ℓ0+1
2ℓ0
· p

ℓ0 + 1
2

+ (1 + 1
2ℓ0 − 1)p − 1 (since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

< −
ℓ0+1
2ℓ0
· p

ℓ0 + 1
2

+
(

1 + p

2ℓ0 − 1 −
p(1− p)

2(2ℓ0 − 1)2 + p(1− p)(2− p)
6(2ℓ0 − 1)3

)
− 1

(since (1 + x)p < 1 + px− p(1− p)
2 x2 + p(1− p)(2− p)

6 x3

according to Lemma 17)

= p

2ℓ0 − 1 ·
(

1
ℓ0(2ℓ0 + 1) −

1− p

2(2ℓ0 − 1) + (1− p)(2− p)
6(2ℓ0 − 1)2

)
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<
p

2ℓ0 − 1 ·
(

1
ℓ0(2ℓ0 + 1) −

1− p

2(2ℓ0 − 1) + 1− p

3(2ℓ0 − 1)2

)
= p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − (1− p) · (3ℓ0(2ℓ0 + 1)(2ℓ0 − 1)− 2ℓ0(2ℓ0 + 1))

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

= p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − (1− p)ℓ0 · (12ℓ2

0 − 4ℓ0 − 5)
6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

<
p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − 2 · (12ℓ2

0 − 4ℓ0 − 5)
6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

(since (1− p)ℓ0 > 2 according to inequality (5)
and 12ℓ2

0 − 4ℓ0 − 5 = (6ℓ0 − 5)(2ℓ0 + 1) > 0)

= p

2ℓ0 − 1 ·
−16ℓ0 + 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

< −η. (by inequality (7))

Thus, for every ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ], we have f1(ℓ) < −η and f2(ℓ) < −η. ◀
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