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Preface
This volume contains the papers presented at the 27th International Conference on Ap-
proximation Algorithms for Combinatorial Optimization Problems (APPROX 2024) and
the 28th International Conference on Randomization and Computation (RANDOM 2024).
APPROX focuses on algorithmic and complexity issues surrounding the development of
efficient approximate solutions to computationally-difficult problems, and the 2024 edition
was the 27th in the series. RANDOM is concerned with applications of randomness to
computational and combinatorial problems, and the 2024 edition was the 28th in the series.
The two conferences were held in parallel at the London School of Economics and Political
Science (LSE), London, UK during August 28–30, 2024. This year, the plenary speaker
for APPROX was Anupam Gupta from New-York University, and the plenary speaker for
RANDOM was Mark Jerrum from Queen Mary University of London.

Topics of interest for APPROX include approximation algorithms, hardness of approxim-
ation, small space, sub-linear time and streaming algorithms, online algorithms, approaches
that go beyond worst case analysis, distributed and parallel approximation, embeddings and
metric-space methods, mathematical-programming methods, spectral methods, combinatorial
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Abstract
We present a new (3/2 + 1/e)-approximation algorithm for the Ordered Traveling Salesperson Problem
(Ordered TSP). Ordered TSP is a variant of the classic metric Traveling Salesperson Problem (TSP)
where a specified subset of vertices needs to appear on the output Hamiltonian cycle in a given order,
and the task is to compute a cheapest such cycle. Our approximation guarantee of approximately
1.868 holds with respect to the value of a natural new linear programming (LP) relaxation for
Ordered TSP. Our result significantly improves upon the previously best known guarantee of 5/2 for
this problem and thereby considerably reduces the gap between approximability of Ordered TSP
and metric TSP. Our algorithm is based on a decomposition of the LP solution into weighted trees
that serve as building blocks in our tour construction.
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1 Introduction

The classic metric Traveling Salesperson Problem (TSP) is one of the most fundamental and
well-studied problems in Combinatorial Optimization and has a large number of applications.
A metric TSP instance is given by a complete undirected graph G = (V, E) with metric edge
cost c : E → R≥0. The task is to find a cycle of minimum cost that visits each vertex exactly
once, where the cost of a cycle equals the sum of the edge costs over all edges it contains.
Metric TSP is highly relevant in many practical applications and thus, a lot of different
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variants are studied (see, e.g., [34]). The problem is NP-hard and APX-hard [32]; concretely,
assuming P ̸= NP, it is known that no polynomial-time algorithm can guarantee to find a cycle
of cost at most 123/122 times the cost of a cheapest cycle [24]. For a long time, the best-known
approximation algorithm for metric TSP was the Christofides-Serdyukov 3/2-approximation
algorithm [10, 11, 35]. This was recently improved to a breakthrough (3/2 − ε)-approximation
algorithm, for some ε > 10−36, by Karlin, Klein, and Oveis Gharan [22,23].

In this work, we focus on a generalization of metric TSP known as Ordered TSP, in which
some of the vertices must be visited in a given order.

Ordered TSP (OTSP): Given a complete undirected graph G = (V, E) with metric
edge cost c : E → R≥0 and pairwise distinct vertices d1, . . . , dk ∈ V , the task is to
find a cheapest spanning cycle C in G that contains the vertices d1, . . . , dk in this
order.

We typically refer to an input of OTSP as an OTSP instance (G, c, (d1, . . . , dk)); solutions are
often called tours. Our goal in this paper is to further the understanding of the approximability
of OTSP, i.e., we aim to design α-approximation algorithms for OTSP with α as small as
possible.

Clearly, OTSP is at least as hard as metric TSP, and therefore APX-hard. Surprisingly,
not much more is known on the approximability of OTSP. Böckenhauer, Hromkovič, Kneis,
and Kupke [6] observed that a 5/2-approximate solution can be readily obtained by first
traversing d1, . . . , dk in this order and subsequently appending a tour on V \ {d1, . . . , dk}
constructed through the Christofides-Serdyukov algorithm. The black-box use of a metric TSP
approximation algorithm allows to reduce this guarantee by the same additive improvement
of ε > 10−36 as in the (3/2 − ε)-approximation by Karlin, Klein, and Oveis Gharan. Besides
that, Böckenhauer, Mömke, and Steinová [7] gave a (5/2 − 2/k)-approximation algorithm,
where k ≥ 2 is the number of ordered vertices in the OTSP input. Note that their result does
not directly inherit the improvement achieved for metric TSP, making its approximation ratio
asymptotically inferior to the earlier approach of Böckenhauer, Hromkovič, Kneis, and Kupke.
Finally, the intuition that OTSP should become easier once k approaches n is confirmed by
a dynamic programming approach of Dĕineko, Hoffmann, Okamoto, and Woeginger [14] that
runs in O(2rr2n) time and O(2rrn) space, i.e., in polynomial time and space if r := n − k,
the number of vertices that are not in the input order, is of magnitude O(log n).

OTSP is in fact a special case of a the following significantly more general TSP variation
termed TSP with Precedence Constraints.

TSP with Precedence Constraints (TSP-PC): Given a complete undirected
graph G = (V, E) with metric edge cost c : E → R≥0 and a partial order ≺ on V ,
the task is to find a cheapest spanning cycle C in G that respects ≺, i.e., C can be
traversed such that whenever u ≺ v for two vertices u, v ∈ V , then u appears earlier
on C than v.

Compared to the total order constraints in OTSP, general partial orders allow for modeling
a much wider range of problems. One among many applications of TSP-PC is, e.g., tour
planning for mixed pickup and delivery services, where one needs to make sure that a
pickup happens before a delivery (but apart from that, pickups and deliveries can be
intertwined arbitrarily). There is a considerable body of research on the structure of the
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TSP-PC polyhedron, different dynamic programming algorithms, enhanced branch-and-
bound methods, and various other exact and heuristic approaches, typically even for the
more general version of TSP-PC with asymmetric edge cost (see, e.g., [2, 18, 25, 33] and
references therein). Despite that, essentially no positive results on the approximability of
TSP-PC are known, which is possibly explained by an influential hardness result of Charikar,
Motwani, Raghavan, and Silverstein [9]: By relating the problem to the Shortest Common
Supersequence Problem, they are able to show that there is no (log n)δ-approximation for
the path version of TSP-PC for any constant δ, unless NP ⊆ DTIME(nO(log log n)), even if
the underlying metric space is a line. This motivates our study of the approximability of
TSP-PC on general metric spaces with special partial orders, i.e., OTSP.

1.1 Our results and techniques
Our main contribution is to significantly improve the state of the art for OTSP by giving an
LP-relative approximation guarantee of 3/2 + 1/e ≈ 1.868, as stated in the following theorem.

▶ Theorem 1. There is a polynomial-time (3/2 + 1/e)-approximation algorithm for OTSP.

This constitutes a significant improvement over the previous (5/2 − ε)-approximation
algorithm. We achieve this improvement by introducing a new linear programming (LP)
relaxation for OTSP and devising a suitable rounding procedure. The LP relaxation is
based on the Held-Karp relaxation that is typically leveraged in the context of TSP, but
allows for taking the prescribed order of the vertices d1, . . . , dk into account by using disjoint
sets of variables to represent the di-di+1 strolls2 that a solution is composed of. Our
rounding procedure crucially relies on a result on decomposing (fractional) s-t strolls into a
convex combination of trees. This decomposition resembles an existential result by Bang-
Jensen, Frank, and Jackson [3, Theorem 2.6] on packing branchings in a directed multigraph.
Variations thereof have recently been used for advances on another variant of TSP, namely
Prize-Collecting TSP [4, 5], and motivate the application here. (See Lemma 5 for the precise
statement of the decomposition result.) The trees obtained from stroll decompositions enable
the construction of a subgraph that spans a reasonably large part of V at cost no more than
the LP solution cost, and contains a walk with visits at d1, . . . , dk in this order. Our tour
construction is completed by connecting the remaining isolated vertices in a cheapest possible
way, and applying a parity correction step as typical for TSP-like problems.

Our approach crucially relies on being able to split a solution into di-di+1 strolls upfront,
hence it is not directly suitable for handling arbitrary precedence constraints other than total
orders. While one can always try to guess a suitable total order that is compatible with
the given partial order, and then apply Theorem 1, this is generally not efficient. We can,
though, obtain approximation algorithms for some special cases of precedence constraints, as
for example in the following result that is a direct generalization of Theorem 1.

▶ Theorem 2. Consider a TSP-PC instance (G, c, ≺) on a complete graph G = (V, E) with
a partial order ≺ that can be equivalently given as independent total orders on disjoint subsets
D1, . . . , Dℓ ⊆ V . There is a polynomial-time (ℓ + 1/2 + 1/eℓ)-approximation algorithm for this
class of TSP-PC problems.

2 We use the term s-t stroll instead of s-t path for a path from s to t in the underlying graph to emphasize
that we do not require all vertices to be covered. Also, for convenience of notation, we use dk+1 := d1
throughout the paper.

APPROX/RANDOM 2024
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The total orders on the sets Di are also called chains. We remark that losing a factor of ℓ

in Theorem 2 is intrinsic to our approach: We never merge the given chains, but traverse
them one after another. Still, the result of Theorem 2 is superior to a black-box algorithm
that independently applies the algorithm from Theorem 1 to the ℓ chains and concatenates
the resulting tours (while shortcutting to avoid repeated visits).

1.2 Related Work
Variations of OTSP and TSP-PC are also studied in the context of scheduling with precedence
constraints. In a classic setup, denoted by Pm|prec|Cmax in the scheduling literature, one
needs to find a schedule for a set J of n jobs on m identical machines subject to precedence
constraints between the jobs. Formally, each job j ∈ J is characterized by a processing
time pj ∈ Z≥0, and a schedule σ : J → Z≥0 × {1, . . . , m} assigns each job j ∈ J to a pair
(σ1(j), σ2(j)) consisting of an integer start time σ1(j) and a machine σ2(j) such that no other
job scheduled on that machine has their start time in the time interval [σ1(j), σ1(j) + pj ],
and for any two jobs j, j′ ∈ J related as j ≺ j′ it holds that σ1(j) < σ2(j′). The makespan
objective Cmax of a schedule σ is the maximum completion time Cj = σ1(j) + pj over all jobs
j ∈ J . Generally, precedence constraints of this type are studied extensively in a wide range
of scheduling problems, including different settings and objectives (see, e.g., [13,19,28,36]).
The three-machine problem P 3|prec, pj ≡ 1|Cmax is one of the few famous open problems by
Garey and Johnson [17] whose computational complexity has not yet been resolved.

The complexity of many scheduling problems with precedence constraints that are chains
has been well-investigated. An influential paper of Lenstra and Rinnooy Kan [27] shows
strong NP-hardness for minimizing the number of chain-constrained unit-size jobs that
miss their deadline on a single machine. Several other works with chain constraints have
appeared [15,21,26,37].

Towards analogues of TSP-PC, we may consider the problem Pm|prec|Cmax on a single
machine, but add sequence-dependent setup times sij ∈ Z≥0 between any two jobs i and j,
which add to the makespan of the schedule. This problem, which is denoted as 1|prec, sij |Cmax,
was discussed by Liaee and Emmons [29, Section 3.1.2]. In case of TSP-PC, the setup times
are metric (i.e., sij ≤ sik + skj for any triple (i, j, k) of distinct jobs), and all jobs have equal
processing time pj ≡ 0. To be precise, the objective function for TSP-PC takes into account
the cost for returning to the origin city whereas no such cost occurs in the objective function
for 1|prec, sij |Cmax, hence the latter in fact models a path version of TSP-PC.

We remark that shortly after the first dissemination of this work [1], Böhm, Friggstad,
Mömke, and Spoerhase [8] provided an independent paper on TSP variants, including a
result matching the guarantee in Theorem 1. Albeit different at first sight, their approach is
very similar at its core to the one presented here: They use a directed analogue of the LP
relaxation that we also build our work on here, and thereby facilitate a direct application of
the original result by Bang-Jensen, Frank, and Jackson on packing branchings in a directed
multigraph.

1.3 Organization of the paper
In Section 2, we introduce our new linear programming formulation for OTSP (Section 2.1)
and analyze a randomized algorithm giving the guarantee of Theorem 1 in expectation
(Section 2.2). We show how this algorithm can be derandomized in Section 2.3. Finally,
Section 3 extends our framework to yield Theorem 2, and Section 4 shows how our main
technical lemma is implied by a closely related known result.
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2 Our algorithm

2.1 The LP relaxation and polyhedral basics
The most commonly used LP relaxation in approximation algorithms for classic TSP is
the so-called Held-Karp relaxation. It was first introduced by Dantzig, Fulkerson, and
Johnson [12] and is given by

PHK(G) :=
{

x ∈ RE
≥0 : x(δ(v)) = 2 ∀v ∈ V

x(δ(S)) ≥ 2 ∀S ⊊ V, S ̸= ∅

}
,

where G = (V, E) is the underlying complete graph.3 While TSP simply asks for a spanning
cycle, OTSP requires that the vertices d1, . . . , dk appear on the cycle in this order. Thus, a
solution is naturally composed of k strolls, namely a di-di+1 stroll for every i ∈ {1, . . . , k}.
For a polyhedral description of s-t strolls in a complete graph G = (V, E), we modify the
Held-Karp relaxation for s-t path TSP4 to allow partial coverage of vertices. Concretely,
the variables y ∈ RV

≥0 in the following formulation indicate the extent at which vertices are
covered:5

Ps-t stroll(G) :=

(x, y) ∈ RE
≥0 × RV

≥0 :

x(δ(v)) = 2yv ∀v ∈ V

x(δ(S)) ≥ 1 ∀S ⊆ V \ {t}, s ∈ S

x(δ(S)) ≥ 2yv ∀S ⊆ V \ {s, t}, v ∈ S

ys = yt = 1/2

 . (1)

Note that setting ys = yt = 1/2 corresponds to s and t having degree 1 in an s-t stroll, while
all interior vertices of an integral stroll have degree 2, which corresponds to a y-value of 1.
Using the above polyhedral relaxation (1) for all di-di+1 strolls, it remains to link the strolls
by requiring full joint coverage of every v ∈ V . This results in the following LP relaxation
for OTSP:

min
∑
e∈E

ce

k∑
i=1

xi
e

k∑
i=1

yi
v = 1 ∀v ∈ V

(xi, yi) ∈ Pdi-di+1 stroll(G) ∀i ∈ {1, . . . , k} .

(OTSP LP relaxation)

Here and throughout the paper, note that we use superscripts to distinguish different
strolls. It is clear that any OTSP solution can be turned into a feasible solution to the above
LP of the same objective value, hence the above LP is indeed a relaxation of OTSP. We first
observe that this OTSP LP relaxation strengthens the Held-Karp relaxation in the following
sense.

▶ Observation 3. Let (xi, yi)i∈{1,...,k} be feasible for the OTSP LP relaxation. Then x :=∑k
i=1 xi ∈ PHK(G).

3 For S ⊆ V we denote by δ(S) the set of edges with exactly one endpoint in S. For v ∈ V , we
abbreviate δ(v) := δ({v}).

4 Given a complete graph G = (V, E) with metric edge costs and vertices s, t ∈ V , s-t path TSP is the
variant of TSP that seeks a path of smallest total cost from s to t while visiting every vertex exactly
once.

5 The constraints of Ps-t stroll imply that for v ∈ V \ {s, t}, we have 2yv ≤ x(δ(V \ {s, t})) ≤ x(δ(s)) +
x(δ(t)) ≤ 2, and thus yv ≤ 1, legitimating the proposed interpretation.

APPROX/RANDOM 2024



1:6 A (3/2 + 1/e)-Approximation Algorithm for Ordered TSP

Proof. To see that x satisfies the degree constraints in PHK(G), note that for all v ∈ V , we
have

x(δ(v)) =
k∑

i=1
xi(δ(v)) = 2 ·

k∑
i=1

yi = 2 .

To verify the cut constraints, let S ⊊ V be a non-empty set of vertices. If both S ∩
{d1, . . . , dk} ̸= ∅ and (V \ S) ∩ {d1, . . . , dk} ̸= ∅, then there exist two distinct indices
i1, i2 ∈ {1, . . . , k} such that di1 ∈ S but di1+1 /∈ S, and di2 /∈ S but di2+1 ∈ S. This implies
that xi1(δ(S)) ≥ 1 and xi2(δ(V \ S)) ≥ 1, so we get

x(δ(S)) =
k∑

i=1
xi(δ(S)) ≥ xi1(δ(S)) + xi2(δ(S)) = xi1(δ(S)) + xi2(δ(V \ S)) ≥ 2 .

Otherwise, assume without loss of generality that S ∩ {d1, . . . , dk} is empty (if not, V \ S has
this property) and fix a vertex v ∈ S. We then know that xi(δ(S)) ≥ 2yv for all i ∈ {1, . . . , k},
hence

x(δ(S)) =
k∑

i=1
xi(δ(S)) ≥ 2 ·

k∑
i=1

yv = 2 . ◀

The point x ∈ PHK(G) constructed in Observation 3 has the property that its cost c⊤x

equals the objective value cLP of the feasible point of the OTSP LP relaxation that we
started with. Thus, following the arguments of Wolsey’s polyhedral analysis [38] of the
Christofides-Serdyukov algorithm, we immediately obtain the following.

▶ Corollary 4. Let cLP denote the optimal objective value of the OTSP LP relaxation. Then
in the underlying graph G with edge costs c, the following holds true.

(i) A shortest spanning tree T satisfies c(T ) ≤ cLP.
(ii) For any even cardinality set Q ⊆ V , a shortest Q-join J satisfies c(J) ≤ 1

2 · cLP.

Proof. Let (xi, yi)i∈{1,...,k} be an optimal solution of the OTSP LP relaxation. By Obser-
vation 3, x :=

∑k
i=1 xi ∈ PHK(G). It is well-known due to Held and Karp [20] that then,

|V |−1
|V | · x is feasible for the spanning tree polytope, and due to Wolsey [38] that 1

2 x is feasible
for the dominant of the Q-join polytope, hence c(T ) ≤ |V |−1

|V | · c⊤x < c⊤x and c(J) ≤ 1
2 c⊤x.

Using that c⊤x = cLP, the result follows. ◀

2.2 Rounding an LP solution
At its core, our algorithm for rounding a typically fractional solution (xi, yi)i∈{1,...,k} of the
OTSP LP relaxation is based on leveraging a decomposition result for each of the points
(xi, yi) ∈ Pdi-di+1 stroll. By scaling up (xi, yi) by a large enough factor M such that Mxi is
integral, this decomposition can be viewed as a result on packing trees into the multigraph
that has Mxi

e copies of every edge e ∈ E and such that every vertex v appears in Myi

many of the trees. While most results of this type deal with packing spanning trees (or,
in the directed case, arborescences), i.e., consider uniform packings, Bang-Jensen, Frank,
and Jackson [3] gave one of few results in a non-uniform setting as we are facing here.
Their splitting-off based construction was revised by Blauth and Nägele [5] to obtain more
fine-grained control over the output components of the decomposition when starting from a
solution of a Held-Karp-type relaxation that allows partial coverage of vertices (similar to
what we allow in Ps-t stroll). We observe that these findings can be immediately carried over
to solutions of Ps-t stroll, giving Lemma 5 below. We defer a formal proof to Section 4.
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▶ Lemma 5. Let G = (V, E) be an undirected graph, s, t ∈ V , and let (x, y) ∈ Ps-t stroll(G).
We can in polynomial time compute a family T of subtrees of G that each contain the vertices s

and t, and weights µ ∈ [0, 1]T with
∑

T ∈T µT = 1 such that 6

∑
T ∈T

µT χE[T ] = x and
∑

T ∈T : v∈V [T ]

µT = yv ∀v ∈ V \ {s, t} .

In other words, Lemma 5 allows to decompose a fractional s-t stroll into a convex
combination of trees in a family T that all connect s and t, and such that for every other
vertex v ∈ V \ {s, t}, the weighted number of trees that contain v equals the coverage yv of v

in the stroll. An example of a feasible solution (x, y) and a decomposition satisfying the
properties of Lemma 5 is given in Figure 1.

s t

3
4

1
2

1
4

1
4

3
4

1
2

1
4

1
2

1
4 3

4

1
4

1
4

1
4 1

4

1
4

(a) Solution (x, y) with xe = 1/4 for dotted edges, xe = 1/2 for dashed edges, and
xe = 3/4 for solid edges. Likewise, yv = 1/4 for blank vertices, yv = 1/2 for dashed
vertices, and yv = 3/4 for full vertices.

(b) A decomposition of the solution (x, y) given in (a) into four
trees with uniform weight µ ≡ 1/4 satisfying the properties of
Lemma 5.

Figure 1 A solution (x, y) ∈ Ps-t stroll along with a decomposition into trees, exemplifying
Lemma 5.

After applying Lemma 5 to all strolls (xi, yi) ∈ Pdi-di+1 stroll obtained from an optimal
solution of the OTSP LP relaxation, we choose one tree from each of the decompositions
and consider the (multi-)union of all edges obtained this way. This results in a graph that
already contains a closed walk with visits at d1, . . . , dk in this order, giving the basis for
our construction of an OTSP solution. Also, we can easily bound the expected cost of the
edge set obtained in this way by randomly choosing the trees with marginals given by the
weights µ from Lemma 5.

6 For a graph H we denote by V [H] the set of vertices and by E[H] the set of edges of H. Furthermore,
for an edge set F ⊆ E, we denote by χF ∈ {0, 1}E the characteristic vector of F , i.e., the {0, 1}-vector
with, for all e ∈ E, χF

e = 1 if and only if e ∈ F .
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1:8 A (3/2 + 1/e)-Approximation Algorithm for Ordered TSP

To obtain an actual OTSP solution, the missing steps are to
(i) connect vertices that are not covered by any of the trees Ti,
(ii) perform parity correction to guarantee that there exists an Eulerian tour, and
(iii) shortcut appropriately to obtain an actual OTSP solution.

Altogether, this leads to the randomized Algorithm 1 as laid out below; also see Figure 2 for
an example illustration of the different edge sets that are constructed in Algorithm 1.

Algorithm 1 A randomized approximation algorithm for OTSP.

Input: OTSP instance (G, c, {d1, . . . , dk}) on graph G = (V, E).

1 Compute an optimal solution (xi, yi)i∈{1,...,k} to the OTSP LP relaxation.
2 foreach i ∈ {1, . . . , k} do
3 Apply Lemma 5 to decompose (xi, yi) into trees Ti with weights µi.
4 Sample one tree Ti from Ti with marginals given by µi.
5 Compute a minimum-cost edge set F ⊆ E such that the multigraph

H :=
(

V, F ∪
⋃̇

i∈{1,...,k}
E[Ti]

)
is connected.

6 Let Q = odd(H) and compute a minimum cost Q-join J in G.
7 return Spanning cycle C in G obtained from H ∪̇ J through Lemma 10.

We first show that Algorithm 1 gives the guarantees claimed by Theorem 1 in expectation
and – even stronger – with respect to the value cLP of the OTSP LP relaxation, as stated in
the subsequent theorem. In Section 2.3, we show that Algorithm 1 admits an immediate
derandomization using the method of conditional expectation, thereby completing the proof
of Theorem 1.

T3

T4

T1

T2

d3

d4

d1

d2

Figure 2 Exemplifying the construction of Eulerian graph H ∪̇ J from Algorithm 1: Trees
T1, T2, T3, T4 drawn as solid blueish edges, the edge set F connecting all vertices to the trees drawn
as curly red edges, and the odd(H)-join J drawn as dashed green edges.
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▶ Theorem 6. Let cLP be the cost of an optimal solution of the OTSP LP relaxation.
Algorithm 1 returns in polynomial time an OTSP solution C satisfying

E[c(E[C])] ≤
(

3
2 + 1

e

)
· cLP .

To prove Theorem 6, we first study the random graph H0 := (V,
⋃̇

i∈{1,...,k}E[Ti]) obtained
from taking the union of trees Ti ∈ Ti for all i ∈ {1, . . . , k} as sampled in Algorithm 1. In
order for the following statements to also be applicable in a proof of Theorem 2, we refer to
the tree distributions of the type generated in Algorithm 1 as connecting tree distributions.

▶ Definition 7 (Connecting tree distribution). Let G = (V, E) be a graph and let d1, . . . , dk ∈ V .
A connecting tree distribution (Ti, µi)i∈{1,...,k} consists of a family Ti of subtrees of G and
marginals µi : Ti → (0, 1] for every i ∈ {1, . . . , k} with the following properties.

(i)
∑

T ∈Ti
µi

T = 1 for all i ∈ {1, . . . , k}.
(ii) V [T ] ∩ {d1, . . . , dk} = {di, di+1} for all T ∈ Ti and i ∈ {1, . . . , k}.
(iii)

∑k
i=1

∑
T ∈Ti : v∈V [T ] µi

T = 1 for all v ∈ V \ {d1, . . . , dk}.

The distributions (Ti, µi) obtained in Algorithm 1 by applying Lemma 5 indeed satisfy
the constraints of the above definition; in particular, Item iii is fulfilled because

k∑
i=1

∑
T ∈Ti : v∈V [T ]

µi
T =

k∑
i=1

yi
v = 1 ∀v ∈ V \ {d1, . . . , dk} ,

where the first equality follows from Lemma 5, and the second one is implied by constraints
of Pdi-di+1 stroll.

▶ Lemma 8. Let G = (V, E) be a graph, d1, . . . , dk ∈ V , and let (Ti, µi) be a connecting tree
distribution.

(i) For any choice of trees Ti ∈ Ti for i ∈ {1, . . . , k}, the multigraph H0 :=
(V,

⋃̇
i∈{1,...,k}E[Ti]) consists of one large connected component and potentially sev-

eral isolated vertices. The large connected component contains a walk with visits at
d1, . . . , dk in this order that can be constructed efficiently from the trees Ti.

(ii) If, in the above construction, the trees Ti are sampled with marginals µi, we have that
for all v ∈ V \ {d1, . . . , dk},

P[v is isolated in H0] ≤ 1
e .

Proof. For Item i observe that each tree Ti is connected within itself by definition and, as it
contains di and di+1, the union of all trees form one large connected component, while all
other components must be isolated vertices. Also, because each tree Ti contains a di-di+1
path, we may concatenate these paths to obtain the desired walk with visits at d1, . . . , dk in
this order.

To prove Item ii, we calculate the probability that a vertex v ∈ V \ {d1, . . . , dk} is isolated
in H0. First, note that for any such vertex v and any i ∈ {1, . . . , k}, we have

P [v /∈ V [Ti]] = 1 −
∑

T ∈Ti : v∈V [T ]

µi
T .

APPROX/RANDOM 2024



1:10 A (3/2 + 1/e)-Approximation Algorithm for Ordered TSP

Thus, the probability that a vertex v ∈ V \ {d1, . . . , dk} is not contained in any tree Ti for
i ∈ {1, . . . , k}, and hence is isolated in H0, can be bounded as follows:

P

[
v /∈

k⋃
i=1

V [Ti]
]

=
k∏

i=1
P[v /∈ V [Ti]] =

k∏
i=1

1 −
∑

T ∈Ti : v∈V [T ]

µi
T


≤ exp

−
k∑

i=1

∑
T ∈Ti : v∈V [T ]

µi
T

 = 1
e ,

where we used that 1 − t ≤ exp(−t) for all t ∈ R, and
∑k

i=1
∑

T ∈Ti : v∈V [T ] µi
T = 1 because

(Ti, µi) is a connecting tree distribution. ◀

Next, we bound the cost of the minimum-cost connector F computed in Line 1 of
Algorithm 1.

▶ Lemma 9. Let G = (V, E) be a graph with metric edge costs c, let d1, . . . , dk ∈ V , and
let T be a minimum-cost spanning tree of (G, c).

(i) For all v ∈ V \ {d1}, let ev denote the unique edge outgoing of v when orienting T

towards d1. For every graph H0 on the vertex set V with components that are – up to
possibly the component containing d1 – singleton vertices, the minimum-cost edge set F

that connects H0 satisfies

c(F ) ≤
∑

v isolated in H0

c(ev) .

(ii) Let (Ti, µi) for i ∈ {1, . . . , k} be a connecting tree distribution. If the trees Ti ∈ Ti are
sampled with marginals µi and H0 := (V,

⋃̇
i∈{1,...,k}E[Ti]), we obtain

E[c(F )] ≤ 1
e c(T ) .

Proof. In order to prove Item i, we construct a feasible connecting edge set F ′ as the set of
all edges ev for which v is an isolated vertex. Then H0 ∪ F ′ is indeed connected, because each
isolated vertex of H0 is connected to its predecessor in T by an edge of F ′, hence inductively,
the component of H0 containing d1 can be reached along edges of F ′. As the minimum-cost
connector F has cost at most c(F ′), we have

c(F ) ≤ c(F ′) ≤
∑

v isolated in H0

c(ev) .

To prove Item ii, we note that in this case, H0 consists of one large connected component
and some isolated vertices by Item i of Lemma 8. Using Item ii of Lemma 8 on top of the
above, we get

E[c(F )] ≤ E[c(F ′)] =
∑

v∈V \{d1}

P[v isolated in H0] ·c(ev) ≤ 1
e

∑
v∈V \{d1}

c(ev) = 1
e c(E[T ]) .◀

The cost of the odd(H)-join J constructed in Line 1 of Algorithm 1 can be bounded by
1
2 c⊤x by Item ii of Corollary 4. Hence, to complete the analysis of Algorithm 1, it is left
to show that from the Eulerian graph H ∪̇ J constructed in Line 1 of Algorithm 1, we can
obtain an OTSP solution of no larger cost. We remark that such a step has also been used
by Böckenhauer, Mömke, and Steinová [7]; we repeat it here explicitly and give a slightly
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different proof for completeness. In the proof, we repeatedly use the operation of shortcutting
a vertex v on a walk, which is the following: If the predecessor and successor of v on the walk
are u and w, respectively, we delete the edges {u, v} and {v, w} from the walk and add the
direct edge {u, w} instead. It is clear that this operation results in a walk again; furthermore,
by the triangle inequality, the costs of the walk do not increase under such operations.

▶ Lemma 10. Let G = (V, E) be a complete graph with metric edge costs c, and let
d1, . . . , dk ∈ V be distinct. Given an undirected connected Eulerian multigraph M = (V, EM )
together with a closed walk in M with visits at d1, . . . , dk in this order, we can in polynomial
time determine a spanning cycle C in G with visits at d1, . . . , dk in this order of cost at most
c(EM ).

Proof. Let C be the given closed walk on which d1, . . . , dk appear in this order, delete C

from M and partition the remaining Eulerian graph into a set W of closed walks. Shortcut C

to a cycle while maintaining visits at d1, . . . , dk in this order. This can, for example, be done
by traversing C starting at d1, and shortcutting

(i) vertices that have already been visited, and
(ii) vertices di that are not yet to be visited due to the order constraint.

Afterwards, as long as W is non-empty, pick a closed walk W from W that intersects C, and
let v be a vertex in the intersection. Traversing W starting from v, shortcut W to a cycle by
skipping, except for v itself, all vertices that are already contained in C. Then, merge W

into C by first traversing C up to (and including) v, then completely traversing W until
(but not including) v before continuing on C, thereby including only one visit at v in the
updated C. It is immediate that C is still a cycle after any such operation, and the vertices
d1, . . . , dk still appear on C once and in this order. By connectivity of M , this procedure
only terminates once W is empty, and in that case, C is a spanning cycle of G. Also, all
steps can be implemented to run in polynomial time. Clearly, the final length of C with
respect to c is at most c (EM ) because c is metric. ◀

From the above ingredients, we can readily prove Theorem 6.

Proof of Theorem 6. The solution returned by Algorithm 1 is a spanning cycle C in G

obtained from H ∪̇ J through Lemma 10, hence it is feasible and of cost at most c(E[H ∪̇ J ]).
Note that the required closed walk in H ∪̇J with visits at d1, . . . , dk in this order is guaranteed
and can be constructed efficiently from the trees Ti by Item i of Lemma 8. Furthermore, by
Item ii of Lemma 9 and Corollary 4, we know that E[c(F )] ≤ 1/e · c(T ) ≤ 1/e · cLP, where T is
a minimum-cost spanning tree. In addition, Corollary 4 also implies that c(E[J ]) ≤ 1

2 · cLP.
Last but not least, we can express the expected cost of each Ti as

E[c(E[Ti])] =
∑

T ∈Ti

µi
T c(E[T ]) =

∑
T ∈Ti

µi
T c⊤χE[T ] = c⊤xi ∀i ∈ {1, . . . , k} .

Thus, by summing over all constructed trees, we obtain
∑k

i=1 E[c(E[Ti])] =
∑k

i=1 c⊤xi = cLP.
Together, this yields the proclaimed bound

E[c(C)] ≤ E [c(E[H ∪̇ J ])] ≤
(

3
2 + 1

e

)
· cLP .

It remains to note that Algorithm 1 can be implemented to run in polynomial time. To
start with, an optimal solution of the OTSP LP relaxation can be found in polynomial
time because Ps-t stroll admits a polynomial-time separation oracle through polynomially
many calls to a minimum-cut algorithm. Next, the decomposition in Line 1 is obtained in
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1:12 A (3/2 + 1/e)-Approximation Algorithm for Ordered TSP

polynomial time, finding an optimal edge set F in Line 1 can be implemented by Prim’s
algorithm, and the odd(H)-join is well-known to be computable in polynomial time. Finally,
also the computation of the cycle C in Line 1 is polynomial due to Lemma 10, concluding
the proof. ◀

2.3 Derandomizing Algorithm 1
To complete a proof of our main result, Theorem 1, we now show how to derandomize
Algorithm 1 using the method of conditional expectations, which results in the following
proof.

Proof of Theorem 1. By the construction of the solution C in Algorithm 1, using Item i of
Lemma 9 to bound the cost of F , and Item ii of Corollary 4 to bound the cost of J , we know
that

c(C) ≤
k∑

i=1
c(E[Ti]) + c(F ) + c(E[J ])

≤
k∑

i=1
c(E[Ti]) +

∑
v /∈

⋃k

i=1
V [Ti]

c(ev) + 1
2 · cLP

︸ ︷︷ ︸
=:g(T1,...,Tk)

, (2)

where we recall that ev, for v ∈ V \ {d1}, is the unique outgoing edge at v when ori-
enting a minimum-cost spanning tree of G towards d1. For Theorem 6, we showed that
E[g(T1, . . . , Tk)] ≤ (3/2 + 1/e) · cLP. Following the method of conditional expectations, in
order to derandomize the choices of the trees Ti in Line 1 of Algorithm 1 while maintaining
the upper bound on the solution cost, we sequentially choose trees Si for i ∈ {1, . . . , k} such
that

Si = arg min
S∈Ti

E [g(T1, . . . , Tk) | T1 = S1, . . . , Ti−1 = Si−1, Ti = S] . (3)

Note that feasibility of the cycle C and the bound of (2) on its cost are unaffected by fixing
Ti = Si. By definition of conditional expectation, we know that

E [g(T1, . . . , Tk) | T1 = S1, . . . , Ti−1 = Si−1]

=
∑

S∈Ti

µi
S · E [g(T1, . . . , Tk) | T1 = S1, . . . , Ti−1 = Si−1, Ti = S] ,

hence the sequence of conditional expectations

(E[g(T1, . . . , Tk) | T1 = S1, . . . , Ti = Si])i∈{1,...,k}

is non-increasing by the choice in (3), because
∑

S∈Ti
µS = 1. Thus, it remains to observe

that the conditional expectations in (3) can be computed. To this end, observe that

E [g(T1, . . . , Tk) | T1 = S1, . . . , Tℓ = Sℓ]

=
ℓ∑

i=1
c(E[Si]) +

k∑
i=ℓ+1

E[c(E[Ti])] +
∑

v /∈
⋃ℓ

i=1
V [Si]

P

[
v /∈

k⋃
i=ℓ+1

V [Ti]
]

c(ev) + 1
2 · cLP ,

and we can readily compute

E[c(E[Ti])] =
∑

T ∈Ti

µi
T c(E[T ]) and P

[
v /∈

k⋃
i=ℓ+1

V [Ti]
]

=
k∏

i=ℓ+1
(1 − yi

v) . ◀
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3 Extending to several independent total orders: Proving Theorem 2

In this section, we show how our approach can be extended to TSP-PC with a specific
structure of precedence constraints that corresponds to having total orders on disjoint subsets
D1, . . . , Dℓ ⊆ V of the input graph G = (V, E).

As mentioned in the introduction, our approach is inherently tied to handle total orders
– which is why, in the aforementioned setup, our solutions will not interleave vertices from
different chains Dj , but rather treat the chains Dj one after another. Still, our approach
allows to do better than simply constructing OTSP solutions for all subinstances (G, c, Dj)
in a black-box way and concatenating them with appropriate shortcutting. The latter
would lead to an immediate (3/2 + 1/e)ℓ-approximate solution by using Algorithm 1 on each
subinstance. Instead, we observe that after solving the OTSP LP relaxation and sampling
trees for each subinstance as in Algorithm 1, we may join all edges obtained this way and
only once need to connect remaining singletons and do parity correction. This leads to
Algorithm 2 as stated below.

Note that, deviating from the above outline, Algorithm 2 starts by guessing a root node d0
among the minimal nodes in all sets Dj with respect to ≺; this node is used as a common
anchor of the given partial orders and results in connectivity of the multigraph containing
all sampled trees. To be able to compare the obtained solution to an optimal solution, we
need d0 to be, among the minimal nodes in all sets Dj , the first one to appear on an optimal
solution. We remark that for one j ∈ {1, . . . , ℓ}, we already have d0 ∈ Dj . For the sake of
uniform notation, we still add a copy of d0 to Dj in Line 2 of Algorithm 2.

Algorithm 2 Approximating a special case of TSP-PC.

Input: TSP-PC instance (G, c, ≺) on graph G = (V, E), where ≺ precisely induces
total orders on disjoint subsets D1, . . . , Dℓ ⊆ V .

1 Guess a root node d0 among the minimal nodes in Di with respect to ≺.
2 foreach j ∈ {1, . . . , ℓ} do
3 Compute an optimal solution (xji, yji)i∈{0,1,...,|Dj |} to the OTSP LP relaxation

for the OTSP instance (G, c, {d0} ∪̇ Dj) with an order given by ≺ extended by
d0 ≺ Dj .

4 foreach i ∈ {0, 1, . . . , |Dj |} do
5 Apply Lemma 5 to decompose (xji, yji) into trees Tji with weights µji.
6 Sample one tree Tji from Tji with marginals given by µji.

7 Compute a minimum-cost edge set F ⊆ E such that the multigraph

H :=
(

V, F ∪
⋃̇ℓ

j=1

⋃̇
i∈{1,...,|Dj |}

E[Tji]
)

is connected.
8 Let Q = odd(H) and compute a minimum cost Q-join J in G.
9 return Shortest spanning cycle C in G (over all guesses of d0) that visits d0,

D1 \ {d0}, . . . , Dℓ \ {d0} in this order (while respecting ≺ in each Di) and is
obtained from H ∪̇ J through Lemma 10.
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We show that this algorithm gives the guarantee claimed by Theorem 2 in expectation,
and that it can be derandomized using the method of conditional expectations in a way
analogous to the derandomization of Algorithm 1.

Proof of Theorem 2. Let cOPT denote the cost of an optimal solution of the given TSP-
PC instance. For every j ∈ {1, . . . , ℓ}, note that the value cj

LP of the optimal solution
(xji, yji)i∈{1,...,|Dj |} to the OTSP instance (G, c, {d0}∪̇Dj) generated in Line 2 of Algorithm 2
satisfies cj

LP ≤ cOPT. For every j ∈ {1, . . . , ℓ}, denote

Hj :=
(

V,
⋃̇|Dj |

i=0
E[Tji]

)
.

Every such graph is composed of trees from a connecting tree distribution. Hence, by Item i
of Lemma 8, Hj consists of a large connected component that contains a walk with visits
at d0 and all vertices of Dj in the desired order, and potentially isolated vertices. For all
v /∈ {d0} ∪ Dj , Item ii of Lemma 8 implies that

P[v is isolated in Hj ] ≤ 1
e .

Also, observe that

E[c(E[Hj ])] =
|Dj |∑
i=0

E[c(Tji)] =
|Dj |∑
i=0

∑
T ∈Tji

µji
T c(E[T ]) =

|Dj |∑
i=0

c⊤xji = cj
LP ≤ cOPT .

Consequently, the multigraph H0 :=
⋃̇

j∈{1,...,ℓ}Hj has total edge cost at most ℓ · cOPT.
Furthermore, H0 has one large connected component that contains a walk with visits at d0,
D1 \ {d0}, . . . , Dj \ {d0} in this order (obtained by concatenating the walks obtained in
the graphs Hj above), i.e., a walk that respects ≺. Also, because the graphs H1, . . . , Hℓ are
independent,

P[v is isolated in H0] =
ℓ∏

j=1
P[v is isolated in Hj ] ≤ 1

eℓ
.

Hence, by Item i of Lemma 9, the cost of the minimum-cost edge set F connecting H0, as
constructed in Line 2 of Algorithm 2, can be bounded as follows:

E[c(F )] ≤
∑

v isolated in H0

P[v is isolated in H0] · c(ev) ≤ 1
eℓ

· c(T ) ≤ 1
eℓ

· cOPT .

Here, we used that for any j ∈ {1, . . . , ℓ}, we have c(T ) ≤ cj
LP by Item i of Corollary 4,

and cj
LP ≤ cOPT as mentioned above. Similarly, by Item ii of Corollary 4, we know that

the cost of a cheapest odd(H)-join J in the multigraph H = H0 ∪ F can be bounded by
c(E[J ]) ≤ 1

2 · cj
LP for any j ∈ {1, . . . , ℓ}, hence c(E[J ]) ≤ 1

2 · cOPT.
Altogether, we obtain a connected Eulerian multigraph H ∪̇ J together with a walk that

has visits at d0, D1 \ {d0}, . . . , Dj \ {d0} in the order given by ≺, and

E[c(E[H ∪̇ J ])] ≤
(

ℓ + 1
2 + 1

eℓ

)
· cOPT .

Thus, by Lemma 10, we can efficiently find a cycle with visits at d0, D1 \ {d0}, . . . , Dj \ {d0}
in the order given by ≺ of at most the above expected cost.
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Finally, to derandomize the random selection of trees Tji in Algorithm 2, we observe that
the present randomized analysis relies on a bound of the form

c(C) ≤
ℓ∑

j=1

|Dj |∑
i=0

c(Tji) +
∑

v /∈
⋃̇

j∈{1,...,ℓ}

⋃̇
i∈{1,...,|Dj |}

V [Tji]

c(ev) + 1
2 · cOPT .

The conditional expectations of this bound with respect to fixing any subset of the trees Tji

can be readily computed. Thus, the derandomization works analogously to Algorithm 1 by
the method of conditional expectations, in each iteration fixing one of the Tji. To complete
the proof of Theorem 6, we observe that all steps of Algorithm 2 can be implemented to run
in polynomial time. ◀

▶ Remark 11. We remark that the analysis of Algorithm 2 above is with respect to the actual
cost cOPT of an optimal TSP-PC solution. Alternatively, after guessing a root node d0,
one could also write an LP relaxation generalizing the OTSP LP relaxation by introducing
independent copies of the variables for each chain {d0} ∪ Dj and minimizing the cost of a
point x ∈ PHK(G) that dominates the edge usage within each of the copies. For the ease of
presentation, though, we decided to present the above analysis only.

4 Proof of Lemma 5

As mentioned earlier, we derive Lemma 5 from a closely related result used by Blauth and
Nägele [5, Lemma 4.2]. We restate their result here in a slightly simplified form that follows
immediately from the original formulation.

▶ Lemma 12 ( [5, Lemma 4.2]). Let G = (V, E) be a graph with r ∈ V , let (x, y) ∈ RE
≥0 ×RV

≥0
be feasible for the system

x(δ(v)) = 2yv ∀v ∈ V

x(δ(S)) ≥ 2yv ∀S ⊆ V \ {r}, v ∈ S

yr = 1 ,

(4)

and assume that there is a vertex u ∈ V \ {r} such that yu = 1 and e0 = {u, r} satisfies
xe0 ≥ 1. We can in polynomial time construct a set T of trees that all contain the vertices r

and u, and weights µ ∈ [0, 1]T with
∑

T ∈T µT = 1 and the following properties.
(i) The point x ∈ RE

≥0 is a conic combination of the trees in T with weights µ and the edge
e0, i.e.,

x =
∑
T ∈T

µT χE[T ] + χe0 .

(ii) For every v ∈ V \ U ,∑
T ∈T : v∈V [T ]

µT = yv .

The proof of Lemma 12 relies on the well-known splitting-off technique (see, e.g., [16,30,31])
applied in the graph G with weights x. Indeed, the constraints in the system (4) can be
interpreted as r-v connectivity requirements for all v ∈ V \ {r}, hence splitting-off allows to
remove a vertex from the graph while preserving the connectivity properties of the remaining
graph. An inductive construction of the desired family of trees is then achieved by reverting
the splitting-off operations and extending trees appropriately. For a complete proof, we refer
to Blauth and Nägele [5].
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To deduce Lemma 5 from Lemma 12, we note that a point (x, y) ∈ Ps-t stroll can be easily
transformed into a point (x′, y′) satisfying the assumptions of Lemma 12 by adding one
unit to x{s,t} and adjusting ys and yt accordingly. Note that intuitively, this corresponds to
closing an s-t stroll to obtain a tour by adding a copy of the edge {s, t}.

Proof of Lemma 5. Given (x, y) ∈ Ps-t stroll, we assume without loss of generality that
e0 := {s, t} ∈ E and define x′ := x + χ{s,t} and y′ = y + 1

2 (χs + χt). We claim that (x′, y′)
with r = s and u = t satisfy the assumptions of Lemma 12. Indeed, y′

s = y′
t = 1, and

x′
e0

= xe0 + 1 ≥ 1. Moreover, for v /∈ {s, t}, we have x′(δ(v)) = x(δ(v)) = 2yv; for v ∈ {s, t},
we have x′(δ(v)) = x(δ(v)) + 1 = 2 = 2y′

v, hence the degree constraints in (4) are satisfied.
Finally, to verify that the cut constraints of (4) are satisfied, too, let S ⊆ V \ {r} and v ∈ S.
If t /∈ S, then x′(δ(S)) = x(δ(S)) ≥ 2yv = 2y′

v follows from the corresponding constraint of
Ps-t stroll. If otherwise t ∈ S, we know that x(δ(S)) ≥ 1, hence

x′(δ(S)) = x(δ(S)) + 1 ≥ 2 ≥ 2y′
v ,

where we use that y′
v = yv ≤ 1 is implied by the constraints of Ps-t stroll for v ∈ V \ {s, t}

(see Footnote 5), and y′
s = y′

t = 1.
Consequently, by applying Lemma 12 to (x′, y′), we obtain in polynomial time a set T of

trees that all contain s and t, and weights µ ∈ [0, 1]T with
∑

T ∈T µT = 1 such that

x + χe0 = x′ =
∑
T ∈T

µT χE[T ] + χe0 ,

i.e., x =
∑

T ∈T µT χE[T ], and, for every v ∈ V \ {s, t},∑
T ∈T : v∈V [T ]

µT = y′
v = yv . ◀
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Abstract
In the Time-Windows TSP (TW-TSP) we are given requests at different locations on a network;
each request is endowed with a reward and an interval of time; the goal is to find a tour that
visits as much reward as possible during the corresponding time window. For the online version of
this problem, where each request is revealed at the start of its time window, no finite competitive
ratio can be obtained. We consider a version of the problem where the algorithm is presented with
predictions of where and when the online requests will appear, without any knowledge of the quality
of this side information.

Vehicle routing problems such as the TW-TSP can be very sensitive to errors or changes in the
input due to the hard time-window constraints, and it is unclear whether imperfect predictions can
be used to obtain a finite competitive ratio. We show that good performance can be achieved by
explicitly building slack into the solution. Our main result is an online algorithm that achieves a
competitive ratio logarithmic in the diameter of the underlying network, matching the performance of
the best offline algorithm to within factors that depend on the quality of the provided predictions. The
competitive ratio degrades smoothly as a function of the quality and we show that this dependence
is tight within constant factors.
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1 Introduction

Many optimization problems exhibit a large gap in how well they can be optimized offline
versus when their input arrives in online fashion. In order to obtain meaningful algorithmic
results in the online setting, a natural direction of investigation is to consider “beyond
worst case” models that either limit the power of the adversary or increase the power of the
algorithm. A recent line of work in this direction has considered the use of predictions in
bridging the offline versus online gap. Predictions in this context are simply side information
about the input that an online algorithm can use for its decision making; the true input is
still adversarially chosen and arrives online. The goal is to show that on the one hand, if
the predictions are aligned with the input, the algorithm performs nearly as well as in the
offline setting (a property known as consistency); and on the other hand, if the predictions
are completely unrelated to the input, the algorithm nevertheless performs nearly as well as
the best online algorithm (a.k.a. robustness). Put simply, good predictions should help, but
bad predictions should not hurt, and ideally we should reap the benefits without any upfront
knowledge about the quality of the predictions.
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Predictions have been shown to effectively bypass lower bounds for a variety of different
online decision-making problems including, for example, caching [30, 31, 25], scheduling [12,
24, 3], online graph algorithms [4], load balancing [27, 28], online set cover [6], matching
problems [17], k-means [19], secretary problems [1, 18], network design [20, 33, 9] and more.1

In this paper, we consider a problem whose objective function value is highly sensitive
to changes in the input, presenting a significant challenge for the predictions setting. In
the Traveling Salesman Problem with Time Windows (TW-TSP for short), we are given
a sequence of service requests at different locations on a weighted undirected graph. Each
request is endowed with a reward as well as a time window within which it should be serviced.
The goal of the algorithm is to produce a path that maximizes the total reward of the requests
visited within their respective time windows. In the online setting, the requests arrive one at
a time at the start of their respective time windows, and the algorithm must construct a
path incrementally without knowing the locations or time windows of future requests.

Vehicle routing problems such as the TW-TSP that involve hard constraints on the lengths
of subpaths (e.g. the time at which a location is visited) are generally more challenging than
their length-minimization counterparts. In particular, a small bad decision at the beginning
of the algorithm, such as taking a slightly suboptimal path to the first request, can completely
obliterate the performance of the algorithm by forcing it to miss out on all future reward.
In the offline setting, this means that the approximation algorithm has to carefully counter
any routing inefficiency in some segments by intentionally skipping reachable value in other
segments. In the online setting, this means that no sublinear competitive ratio is possible.

Given the sensitivity of the TW-TSP objective to small routing inefficiencies, is it possible
to design meaningful online algorithms for this problem using imperfect predictions?

We consider a model where the algorithm is provided with a predicted sequence of requests
at the beginning, each equipped with a predicted location and a predicted time window. The
true sequence of requests is revealed over time as before. Of course if the predicted sequence
is identical to the true request sequence, the algorithm can match the performance of the
best offline algorithm. But what if the predictions are slightly off? Could these small errors
cause large losses for the online algorithm? Can the algorithm tolerate large deviations?

Our main result is an online algorithm for the TW-TSP based on predictions whose
performance degrades smoothly as a function of the errors in prediction. We obtain this
result by explicitly building slack into our solution and benchmark. In a slight departure
from previous work on TW-TSP, we require the server to spend one unit of idle “service time”
at each served request. We show that this is necessary to obtain a sublinear approximation
even with predictions (Theorem 9). (However, in the absence of predictions, the setting
with service times continues to admit a linear lower bound on the competitive ratio; See
Theorem 8.) We then use service times judiciously in planning a route and accounting for
delays caused by prediction errors.

There are two primary sources of error in predictions: (1) the predicted locations of
requests may be far from the true locations; and, (2) the predicted time windows may be
different from the true time windows. The competitive ratio of our algorithm depends linearly
on each of these components, taking the maximum error over each predicted request and
normalizing appropriately.2 This dependence is tight to within constant factors. Besides this

1 A comprehensive compendium of literature on the topic can be found at [29].
2 Formally, the competitive ratio depends linearly on the ratio of the maximum location error of any

predicted request to the minimum service time, as well as the ratio of the maximum time window error
to the minimum time window length.
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dependence on the prediction error, the competitive ratio depends logarithmically on the
diameter of the underlying network, matching the performance of the best known offline
algorithm for TW-TSP.

Although our competitive ratio is stated in terms of the maximum location or time
window errors, where the maximum is taken over all requests in the instance, our algorithm
performs well even when some of the errors are large and most errors are small. In particular,
our algorithm’s performance is simultaneously competitive against the maximum achievable
reward over any subset of requests, scaled down by the maximum prediction error over
that subset. (See “Extensions” in Section 3 for a formal statement.) In this respect, our
guarantees fall within the framework of metric error with outliers proposed by [4]. On the
other hand, when all or most requests are predicted poorly, our algorithm also inevitably
performs poorly as it inherits lower bounds from fully online instances.

Importantly, our algorithm requires little to no information about how the predictions
match up against the true requests. For the purpose of analysis, we measure the error
in predictions with respect to some underlying matching between the predicted and true
requests – the error parameters are then defined in terms of the maximum mismatch between
any predicted request and its matched true request. This matching is never revealed to
the algorithm and in fact the performance of the algorithm depends on the quality of the
best possible matching between the predicted and true requests. The only information the
algorithm requires about the quality of the predictions is the location error – the maximum
distance between any prediction and its matched true request. Even for this parameter, an
upper bound suffices (and at a small further loss, a guess suffices).

Our overall approach has several components. The first of these is to construct an instance
of the TW-TSP over predicted requests that requires the server to spend some idle time at
each request as a “service delay”. We then extend offline TW-TSP algorithms to this service
delay setting, obtaining a logarithmic in diameter approximation. We then follow and adapt
this offline solution in the online setting. Every time the offline solution services a predicted
request, we match this request to a previously revealed true request, take a detour from the
computed path to visit and service the true request, and then resume the precomputed path.
Altogether this provides the desired competitive ratio.

Our results further generalize to a setting where predictions are coarse in that each single
predicted location captures multiple potential true requests that are nearby. We show that
with prediction errors defined appropriately, we can again achieve a competitive ratio for
this “many to one matching” setting that is logarithmic in the diameter of the graph and
polynomial in the prediction error.

Finally, our algorithm and analysis incorporates error in estimating rewards of requests
in a straightforward manner achieving the optimal dependence on this third source of error.

Further related work
Using predictions in the context of online algorithm design was first proposed by [30] for
the well-studied caching problem. Since that work, the literature on online algorithm design
with predictions has grown rapidly. We point the interested reader to a compendium at [29]
for further references.

Metric error with outliers

Azar et al. [4] initiated the study of predictions in the context of online graph optimization
problems, and proposed a framework for quantifying errors in predictions, called metric error
with outliers, that we adapt. The idea behind this framework is to capture two sources of

APPROX/RANDOM 2024
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error: (1) Some true requests may not be captured by predictions and some predictions may
not correspond to any true requests; (2) For requests that are captured by predictions, the
predictions may not be fully faithful or accurate. The key observation is that it is possible
to design algorithms with performance that depends on these two sources of error without
explicit upfront knowledge of the (partial) correspondence between predicted and true requests.

In this work, we focus mostly on the second source of error, which we further subdivided
into three kinds of error in order to obtain a finer understanding of the relationship between
the competitive ratio and different kinds of error. As in the work of Azar et al. [4], we assume
that the correspondence between predicted and true requests is never explicitly revealed to
the algorithm. The performance of the algorithm nevertheless depends on the error of the
best matching between predicted and true requests. In Section 3 we describe how the first
source of error in Azar et al.’s framework can also be incorporated into our bounds.

TSP with predictions

Recently a few papers [10, 23, 22] have considered the online TSP and related routing
problems with predictions. The input to the online TSP is similar to ours: requests arrive
over time in a graph, and a tour must visit each request after its arrival time. However,
the objective is different. In our setting, requests also have deadlines, and the algorithm
cannot necessarily visit all requests. The goal therefore is to visit as many as possible. In
the online TSP, there are no deadlines, and so the objective is to visit all requests as quickly
as possible, or in other words to minimize the makespan. This makespan minimization
objective is typically much easier than the deadline setting, as evidenced by constant factor
approximations for it in the offline, online, and predictions settings, as opposed to logarithmic
or worse approximations for the latter problem.

The algorithmic idea of precomputing an offline path based on the predictions and then
adapting it to the online input has also been used in [10, 23]. The main challenge in the
setting that our works considers, is that due to the existence of deadlines, our algorithm
needs to be careful on how it adapts its path, as taking a large detour could result in entirely
missing the time-windows of future (unrevealed) requests. We circumvent this issue by
introducing appropriately large idle times on the predicted requests that our offline solution
visits.

TW-TSP without predictions

The (offline) TW-TSP problem has a rich literature and has been studied for over 20 years.
The problem is known to be NP-hard even for special cases, e.g. on the line [32], and when
all requests have the same release times and deadlines (a.k.a. Orienteering) [11]. Orienteering
admits constant factor approximations [11, 7, 14], and even a PTAS when requests lie in
a fixed dimensional Euclidean space [2, 16]. For general time windows, constant factor
approximations are only known for certain special cases: e.g. constant number of distinct
time windows [15]; and on line graphs [32, 26, 8, 21]. For general graphs and time-windows,
the best approximations known are logarithmic in input parameters [7, 14].

To the best of our knowledge, the online setting for TW-TSP has only been considered
by Azar and Vardi [5]. Azar and Vardi assume that service times are non-zero and present
competitive algorithms under the assumption that the smallest time window length Lmin
is comparable to the diameter D of the graph, as no sublinear competitive ratio can be
achieved if Lmin < D/2. We are able to beat this lower bound by relying on predictions.
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Organization of the paper
We formally define the problem and our error model in Section 2. Section 3 describes our
results and provides an outline for our analysis. All of our main results are covered in that
section. Proofs of these results can be found in subsequent sections. In particular, Sections 4,
5, and 6 fill in the details of our upper bound, and Section 7 proves the stated lower bounds.
Proofs omitted from the main body of this paper can be found in the appendix of the full
version [13].

2 Definitions

2.1 The Traveling Salesman Problem with Time-Windows
An instance of the TW-TSP consists of a network G and a (finite) sequence of service requests
I. Here, G = (V, E, ℓ) is an undirected network with edge lengths {ℓe}e∈E . Extending the
notion of distance to all vertex pairs in G, we define ℓ(u, v) for u, v ∈ V to be the length of
the shortest path from u to v. We assume without loss of generality that G is connected
and that the edge lengths ℓe are integers. A service request σ = (vσ, rσ, dσ, πσ) consists of a
vertex vσ ∈ V at which the request arrives, a release time rσ ∈ Z+, a deadline dσ ∈ Z+ with
dσ > rσ, and a reward πσ ∈ Z+. We use Σ ⊆ V × Z+ × Z+ × Z+ to denote the set of all
possible client requests and I ⊂ Σ to denote the set of requests received by the algorithm.

The solution to TW-TSP is a continuous walk on G that is allowed to remain idle on the
vertices of the graph.3 Formally, the walk starts from some vertex at time t = 0; at every
time-step that it occupies a vertex u ∈ V , it can either remain idle on u for some number
of time-steps or it can move to some v ∈ V by spending time t = ℓ(u,v); we comment that
while the path is mid-transition, no more decisions can be made. Notice that this creates
a notion of a discrete time-horizon that will be important towards formalizing the online
variant of the problem.

We use W(G) to denote the set of all walks on G. Given a request σ ∈ Σ, we say that
a walk W covers it if W remains idle on vertex vσ for at least one time-step,4 starting on
some step τ ∈ [rσ, dσ − 1]. For a sequence of requests I ⊂ Σ, we use Cov(W, I) ⊆ I to denote
the set of requests in I that are covered by W . Then, the reward obtained by walk W is
denoted by Rew(W, I) :=

∑
σ∈Cov(W,I) πσ. The objective of TW-TSP is to compute a walk

W ∈ W(G) of maximum reward. We denote this by OPT(G, I) := maxW ∈W(G) [Rew(W, I)].

2.2 The offline, online, and predictions settings
We assume that the network G is known to the algorithm upfront in all of the settings we
consider. In the offline version of the problem, the sequence of requests I is given to the
algorithm in advance. In the online version, requests σ ∈ I arrive in an online fashion;
specifically, each request σ ∈ I is revealed to the algorithm at its release time rσ.

In the predictions setting, the true sequence of requests I arrives online, as in the online
setting. However, the algorithm is also provided with a predicted sequence I ′ ⊂ Σ in advance,
where every request σ′ ∈ I ′ is endowed with a location, a time window, and a reward. The

3 To keep our exposition simple, we do not specify a starting location for the walk. However, all of our
algorithms can be adapted without loss to the case where a starting location is fixed, as described
towards the end of Section 3.

4 As we mentioned in the introduction, this requirement of a minimal one-unit service time is necessary
in order to achieve any sublinear approximation for the online TW-TSP even with predictions. See
Theorem 9 in Section 7.
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2:6 Online Time-Windows TSP with Predictions

quality of predictions is expressed in terms of their closeness to true requests. To this end,
we define three notions of mismatch or error. For a true request σ and predicted request σ′,
the location error, time windows error, and reward error are defined as:

LocErr(σ, σ′) := ℓ(vσ, vσ′)
TWErr(σ, σ′) := max{|rσ − rσ′ |, |dσ − dσ′ |}
RewErr(σ, σ′) := max{πσ/πσ′ , πσ′/πσ}

We extend these definitions to the entire sequences I and I ′ through an underlying (but
unknown to the algorithm) matching between the requests in the two lists:

▶ Definition 1. Given two request sequences I, I ′ ⊂ Σ with |I| = |I ′| and a perfect matching
M : I 7→ I ′, we define the location, time window, and reward errors for the matching M as:

ΛM := max
σ∈I

LocErr(σ, M(σ))

τM := max
σ∈I

TWErr(σ, M(σ))

ρM := max
σ∈I

RewErr(σ, M(σ))

We use n = |V | to denote the number of vertices in G, D to denote the diameter of
the graph, and Lmin and Lmax to denote the size of the smallest and largest time windows
respectively (of a true or predicted request) in the given instance; that is, we denote
Lmin = minσ∈I∪I′ |dσ − rσ| and Lmax = maxσ∈I∪I′ |dσ − rσ|. The competitive ratios of the
algorithms we develop depend on these parameters.

Knowns and unknowns

We denote an instance of the TW-TSP with predictions by (G, I, I ′, M). All components of
the instance are chosen adversarially. As mentioned earlier, the network G and the predicted
sequence I ′ are provided to the algorithm at the start. The sequence I arrives online. We
assume that the algorithm receives no direct information about the matching M , but is
provided with an upper bound on the error ΛM . We will also assume that the algorithm
knows the parameter Lmin, although this is without loss of generality as the parameter can
be inferred within constant factor accuracy from the predictions.5

2.3 The TW-TSP with service times
At a high level our algorithm has two components: an offline component that computes a
high-reward walk over the predicted locations of requests, and an online component that
largely follows this walk but takes “detours” to cover the arriving true sequence of requests.
In particular, as the algorithm follows the offline walk, for each predicted location it visits
where a “close by” true request is available, the algorithm takes a “detour” to this true
request, returns back to the predicted location, and resumes the remainder of the walk. In
order to incorporate the time spent taking these detours in our computation of the offline
walk, we require the walk to spend some “service time” at each predicted location it covers.
Accordingly, we define a generalization of the TW-TSP:

5 In particular, assuming τM ≤ Lmin/2, which is necessary for our results to hold, the time window of
any true request can be no shorter than half the smallest time window of any predicted request.
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▶ Definition 2. The TW-TSP with Service Times (TW-TSP-S) takes as input a network G,
a sequence of service requests I, and a service time S ∈ Z+, and returns a walk W ∈ W(G).
We say that W covers a request σ ∈ I, denoted σ ∈ Cov(W, I, S), if it remains idle on vertex
vσ for at least S time steps, starting at some step t ∈ [rσ, dσ − S]. We define the reward of
W as Rew(W, I, S) :=

∑
σ∈Cov(W,I,S) πσ. The optimal value of the instance is given by:

OPT(G, I, S) := max
W ∈W(G)

[Rew(W, I, S)].

Note that the original version of TW-TSP as defined previously simply corresponds
to the special case of TW-TSP-S with service time S = 1, and in particular, we have
Rew(W, I) = Rew(W, I, 1), and OPT(G, I) = OPT(G, I, 1).

3 Our results and an outline of our approach

Our main result is as follows.

▶ Theorem 3. Given any instance (G, I, I ′, M) of the TW-TSP with predictions whose errors
satisfy τM ≤ Lmin/2 and ΛM ≤ (Lmin− 1)/4, there exists a polynomial-time online algorithm
that takes the tuple (G, I ′, ΛM ) as offline input and I as online input, and constructs a walk
W ∈ W(G) such that

E[Rew(W, I)] ≥ 1
O(ΛM · ρ2

M · log min(D, Lmax)) ·OPT(G, I).

As mentioned previously, our algorithm consists of two components. The offline component
constructs a potential walk in the network with the help of the predicted requests. Then an
online component adapts this walk to cover true requests that arrive one at a time. We break
up the design and analysis of our algorithm into four steps. The first two steps relate the
offline instance we solve to the hindsight optimal solution for the online instance. The third
step then applies an offline approximation to the predicted instance with appropriate service
times. The final step deals with the online adaptation of the walk to the arriving requests.

The following four lemmas capture the four steps. First, we show (Section 4) that
introducing a service time of S hurts the optimal value by at most a factor of 2S − 1. As
we prove in Lemma 14 of Section 4, this dependency on S is tight. Observe that we require
S ≤ Lmin, as for any tour to feasibly cover a request, the service time for that request must
fit within its time window.

▶ Lemma 4. For any instance (G, I) of the TW-TSP with service times, and any integer
S ≤ Lmin, we have

OPT(G, I, S) ≥ 1
2S − 1 ·OPT(G, I, 1).

Our second step (also in Section 4) relates the value of the optimal solution over the true
requests I to the optimum over the predicted sequence I ′. In both cases, we impose some
service time requirements. Note that this argument needs to account for the discrepancy in
locations, time windows, as well as the rewards of the true and predicted requests.

▶ Lemma 5. Let (G, I, I ′, M) be an instance of the TW-TSP with predictions, where ΛM ,
ρM , and τM denote the maximum location, reward, and time window errors of the instance
respectively. Define S := 4ΛM + 1 and S′ := 2ΛM + 1. Then, if τM ≤ Lmin/2 and
ΛM ≤ (Lmin − 1)/4, we have

OPT(G, I ′, S′) ≥ 1
3ρM

·OPT(G, I, S).
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Our third step (Section 5) captures the offline component of our algorithm: computing
an approximately optimal walk over the predicted requests with the specified service times.
For this we leverage previous work on the TW-TSP without service times and show how to
adapt it to capture the service time requirement.

▶ Lemma 6. Given any instance (G, I ′, S′) of the TW-TSP with service times, there exists
a polynomial time algorithm that returns a walk W ∈ W(G) with reward

Rew(W, I ′, S′) = 1
O (log min(D, Lmax)) ·OPT(G, I ′, S′).

Finally, the fourth component (Section 6) addresses the online part of our algorithm.
Given a walk computed over the predicted request sequence, it solves an appropriate online
matching problem to construct detours to capture true requests. As in Lemma 5, this part
again needs to account for the discrepancy in locations, time windows, as well as the rewards
of the true and predicted requests.

▶ Lemma 7. Given an instance (G, I, I ′, M) of the TW-TSP with predictions satisfying
τM ≤ Lmin/2 and ΛM ≤ (Lmin − 1)/4; a walk W ′ ∈ W(G); and any integer S′ ≥ 2ΛM + 1,
there exists an online algorithm (Algorithm 1) that returns a walk W ∈ W(G) with expected
reward

E [Rew(W, I, 1)] ≥ 1
6ρM

· Rew(W ′, I ′, S′).

Theorem 3 follows immediately by putting Lemmas 4, 5, 6 and 7 together.

Lower bounds and tightness of our results
We show that the online TW-TSP does not admit sublinear competitive algorithms in the
absence of predictions if Lmin < D, even with non-zero service times. Furthermore, if the
service times are all 0, no sublinear competitive ratio is possible even using predictions that
are accurate in all respects except the request location. Therefore, in order to achieve a
nontrivial competitive ratio, it is necessary to use predictions as well as to impose non-zero
service times on the optimum. The proofs are presented in Section 7.

▶ Theorem 8. The competitive ratio of any randomized online algorithm for Online TW-TSP
on instances with Lmin ≤ D and all service times equal to 1 is at most 1/n.

▶ Theorem 9. For any S > 0, there exists an instance (G, I, I ′, M) of the TW-TSP with
predictions and service times 0, satisfying τM = 0, ρM = 1, and ΛM = S, such that any
randomized online algorithm taking the tuple (G, I ′, ΛM ) as offline input and I as online
input achieves a reward no larger than O(1/n) · OPT(G, I, 0). Here n is the number of
vertices in G.

As mentioned earlier, the best known approximation factor for the offline TW-TSP
is O(log Lmax) (which we show can be improved slightly to O(log min(D, Lmax))). We
inherit this logarithmic dependence on D and Lmax in the predictions setting. Furthermore,
any improvements to the offline approximation would immediately carry through into our
competitive ratio as well. In particular, given an offline TW-TSP algorithm that achieves a
competitive ratio of α(D, Lmax), we obtain an online algorithm that achieves a competitive
ratio of O(ΛM · ρ2

M · α(D, Lmax)).
The dependence of our bound on ρM can easily be seen to be tight – consider a star

graph with requests on leaves, and edge lengths and time windows defined in such a manner
that any feasible walk can cover at most one request. Then an uncertainty of a factor of
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ρM in the predicted rewards can force any online algorithm to obtain an Ω(ρ2
M ) competitive

ratio even if the predictions are otherwise perfect. Finally, we show in Section 7.2 that the
dependence of our competitive ratio on ΛM is also tight:

▶ Theorem 10. For any S > 0, there exists an instance (G, I, I ′, M) of the TW-TSP with
predictions satisfying τM = 0, ρM = 1, and ΛM = S such that the competitive ratio of any
randomized online algorithm taking the tuple (G, I ′, ΛM ) as offline input and I as online
input asymptotically approaches 1/(S + 1).

Extensions and generalizations

We now describe some ways in which we can weaken the assumptions in Theorem 3 while
maintaining its competitive ratio guarantee:

Lack of knowledge of ΛM . Our algorithm continues to work as intended if it is
provided with an upper bound on ΛM rather than the exact value of the parameter, with
the performance of the algorithm degrading linearly with the upper bound, as in the
theorem above. One such upper bound is simply Lmin/4. Moreover, by guessing ΛM

within a factor of 2 in the range [0, Lmin/4], we can obtain the claimed approximation
with a further loss of O(log Lmin). Thus, our algorithm can achieve non-trivial guarantees
that scale with the location error even in settings where no information is given about
any of the prediction errors ΛM , τM , ρM .

Assumptions on τM and ΛM . It is easy to see that it is necessary to assume
ΛM ≤ Lmin to obtain a nontrivial competitive ratio, as predictions with a location error
larger than the time window size are of no value to the online algorithm. On the other
hand, assuming τM ≤ Lmin is not necessary. We can accommodate larger time window
errors by following one out of roughly τM /Lmin different time shifts of the offline walk.
This worsens our approximation factor by an additional factor of τM /Lmin. In particular,
this algorithm achieves a competitive ratio of O(ΛM · ρ2

M · τM /Lmin · log min(D, Lmax)).

Random rewards. Our results also hold in the case of random rewards. Specifically,
consider a setting where the rewards {πσ}σ∈I are drawn from some joint (not necessarily
product) distribution D over RI

+. In that case, we define Rew(W, I) :=
∑

σ∈Cov(W,I) E[πσ],
and OPT(G, I) as the maximum reward obtained by any walk W ∈ W(G).6 Finally, we
define RewErr(σ, σ′) as the mismatch between π′

σ and E[πσ]. Our analysis provides the
same approximation as before in this setting. See the full version for a formal proof.

▶ Corollary 11. Given an instance (G, I, I ′, M) of the TW-TSP with predictions where
requests have randomly drawn rewards, and predictions errors satisfy that τM ≤ Lmin/2
and also ΛM ≤ (Lmin−1)/4, there exists a polynomial-time online algorithm that takes the
tuple (G, I ′, ΛM ) as offline input and I as online input, and constructs a walk W ∈ W(G)
such that

E[Rew(W, I)] ≥ 1
O(ΛM · ρ2

M · log min(D, Lmax)) ·OPT(G, I)

6 Note that we do not allow the optimal walk to adapt to instantiations of rewards. Adaptive walks
cannot be competed against in an online setting even with predictions.
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Rooted instances. Next, we consider the case where a starting vertex v0 is also specified,
and the solution space W(G) includes all walks on G that start on vertex v0 at t = 0.
We can easily see that this setting is essentially equivalent to its unrooted counterpart,
under the extra assumption that each request σ = (vσ, rσ, dσ, πσ) satisfies the conditions
ℓ(v0, vσ) ≤ rσ. This is a reasonable assumption as no algorithm can visit a request σ

before time ℓ(v0, vσ) anyway. Clearly, for any rooted instance (G, I, v0), the unrooted
optimal OPT(G, I) is an upper bound on the rooted optimal OPT(G, I, v0). On the other
hand, the unrooted path computed by our algorithm can be transformed to a path of
same reward rooted at v0 by going directly from v0 to the predicted request serviced first,
as this distance is at most equal to the request’s release time.

Partial matching. Next we consider the case where not all true requests are captured
by the predicted requests and, on the flip side, where some predicted requests do not
correspond to true requests at all. Following the framework of [4], we consider partial
matchings between I and I ′, and define ∆M

1 to be the total reward of all true requests
that are unmatched, and ∆M

2 to be the total predicted reward of predicted requests that
are unmatched. Then, it is easy to see that our analysis goes through for the subsets of I

and I ′ that are matched to each other, costing us an additive amount of no more than
∆M

1 + ∆M
2 . See the full version for a formal proof.

▶ Corollary 12. Given an instance (G, I, I ′) of the TW-TSP with predictions, let M be any
(incomplete) matching between I and I ′, and let the error parameters ΛM , ρM , τM , ∆M

1 ,

and ∆M
2 be defined as above. Then, there exists an online algorithm that takes (G, I ′, ΛM )

as offline input and I as online input, and returns a walk W ∈ W(G) such that

E [Rew(W, I)] ≥ Ω
(

1
ΛM · ρ2

M · log min(D, Lmax)

)
·
(
OPT(G, I)−∆M

1
)
− ∆M

2
ρM

.

Many to one matching. Consider a setting where predictions are coarse in that each
single predicted location captures multiple potential true requests. We can model such a
setting within our predictions framework and obtain almost the same guarantee as in
Theorem 3. In particular, for this setting, let M be a many-to-one matching from I to I ′.
We define the location error of a predicted request σ′ ∈ I ′ as the length of the shortest
path that starts at σ′, visits all of the locations of the true requests that are preimages of
σ′ in M , spending one unit of time at each, and returns back to σ′. Observe that this
location error is the length of the optimal solution to an orienteering problem rooted at σ′.
Correspondingly, we want the reward associated with σ′ to capture the total reward of all
the true requests matched to σ′, and define its reward error accordingly. Finally, the time
window error is defined as before, as a maximum over all pairs σ and σ′ that are matched
to each other. Our algorithm for the setting of Theorem 3 constructs a matching between
I ′ and I in an online fashion. For this one to many setting, we solve instances of the
orienteering problem rooted at each predicted request we visit. The performance of the
algorithm accordingly worsens by a small constant factor and we achieve a competitive
ratio of O(ΛM ρ2

M log min(D, Lmax)) as before. Due to space limitations, the details of
the proof are omitted from this version. See Section 8 of the full version [13] for further
details.
▶ Theorem 13. Given an instance (G, I, I ′, M) of the TW-TSP with predictions where
M is a many-to-one matching with errors as defined above, and satisfying τM ≤ Lmin/2
and ΛM ≤ Lmin/2, there exists a polynomial-time online algorithm that takes the tuple
(G, I ′, ΛM ) as offline input and I as online input, and constructs a walk W ∈ W(G) such
that

E[Rew(W, I)] ≥ 1
O(ΛM · ρ2

M · log min(D, Lmax)) ·OPT(G, I).
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4 Relating the Optima

In this section we provide the proofs of Lemmas 4 and 5 that relate the optima over the
true and the predicted request sequences, using service times as a mechanism to capture the
prediction errors. We begin by proving that a service time of S can hurt the optimal by at
most a factor of 2S − 1.

▶ Lemma 4. For any instance (G, I) of the TW-TSP with service times, and any integer
S ≤ Lmin, we have

OPT(G, I, S) ≥ 1
2S − 1 ·OPT(G, I, 1).

Proof. Let W ∈ W(G) be the walk that achieves the optimum OPT(G, I, 1), and let the
requests in I that are covered by W be denoted as σi = (vi, ri, di, πi) and ordered in the
sequence in which they are covered by W . The lemma follows directly from the simple
observation that if we don’t service the (S − 1)-requests prior and after some request σi,
then we can save enough time to service σi for S time-steps within its time window.

Formally, if ti ∈ [ri, di − 1] is the step at which W begins servicing request σi, then by
skipping the idle times on the (S − 1)-previous and next requests we can remain idle on vi

from step ti− (S − 1) until step ti + S (since W already remained idle on vi for 1 step) while
still being able to keep up with walk W . Since S ≤ Lmin, it is easy to verify that at least S

of these time-steps are going to fall in the time-window [ri, di].
We now partition the requests σi = (vi, ri, di, πi) into 2S− 1 sub-sequences, each of which

starts at some request i ∈ [S], and covers the requests σi, σi+(2S−1), σi+2(2S−1), and so forth.
Each such sequence can be covered with a walk, with idle times built in as above, so as to be
feasible for the instance (G, I, S). Clearly, one of these walks obtains a reward of at least
OPT(G, I, 1)/(2S − 1), completing the proof. ◀

In the appendix of the full version, we show that the above lemma obtains a tight gap
between the optima at different service times.

▶ Lemma 14. For any pair of integers (L, S) such that L ≥ 2S− 2 ≥ 1, there exists a rooted
instance (G, I) of the TW-TSP with service costs such that Lmin = L and

OPT(G, I, S) = 1
2S − 1 ·OPT(G, I, 1).

Next, we provide the proof of Lemma 5 that relates the optima between the predicted
and true request sequences, by appropriately addressing all three possible types of prediction
errors.

▶ Lemma 5. Let (G, I, I ′, M) be an instance of the TW-TSP with predictions, where ΛM ,
ρM , and τM denote the maximum location, reward, and time window errors of the instance
respectively. Define S := 4ΛM + 1 and S′ := 2ΛM + 1. Then, if τM ≤ Lmin/2 and
ΛM ≤ (Lmin − 1)/4, we have

OPT(G, I ′, S′) ≥ 1
3ρM

·OPT(G, I, S).

Proof. Let W be the walk that achieves the optimum OPT(G, I, S), and let the requests
in I covered by W be denoted as σi = (vi, ri, di, πi) and ordered in the sequence in which
they are visited by W . Let σ′

i = (v′
i, r′

i, d′
i, π′

i) denote the predicted request matched to σi,
that is, σ′

i = M(σi). Observe that the total reward of all requests {σ′
i} corresponding to

σi ∈ Cov(W, I, S) is at least Rew(W, I, S)/ρM .
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We will consider a walk W ′ in G defined as follows. The walk W ′ follows W , visiting
the requests σi in sequence. As soon as W starts servicing σi, W ′ takes a detour to
visit σ′

i; remains idle at σ′
i for S′ time steps; returns back to σi; remains idle at σi for

S−2ℓ(vi, v′
i)−S′ ≥ 0 time steps; and then resumes the walk W . Observe that W ′ is identical

to W outside of the detours it takes to visit the σ′
i’s.

Our goal is to feasibly capture all of the reward contained in the σ′
is. The problem is

that the walk W ′ may miss some of this reward due to the mismatch in the time windows of
the true and predicted requests. To this end, we will consider two variations of the walk W ′.
Let K := Lmin/2 ≥ τM . The walk W ′

1 is identical to W ′ except that it starts K steps after
W ′ starts, and accordingly visits every location exactly K steps after W ′ visits it. The walk
W ′

2 is identical to W ′ except that it starts K steps before W ′ starts,7 and accordingly visits
every location exactly K steps before W ′ visits it.

Now consider some σ′
i corresponding to a request σi covered by W in the instance (G, I, S).

We claim that at least one of the walks W ′, W ′
1, and W ′

2 covers σ′
i in (G, I ′, S′). Let t be

the time at which W ′ arrives at v′
i; recall that W ′ remains at the node until at least t + S′.

Note that t ≥ ri and t + S′ ≤ di due to σi ∈ Cov(W, I, S).
First, suppose that r′

i ≤ t and d′
i ≥ t + S′, then σ′ is covered by W ′ in (G, I ′, S′). Next

suppose that r′
i > t. Then, W ′

1 arrives at v′
i at time t + K ≥ ri + K ≥ ri + τM ≥ r′

i. On
the other hand, it remains at v′

i until time t + K + S′ < r′
i + K + S′ ≤ r′

i + Lmin ≤ d′
i.

Therefore, σ′
i is covered by W ′

1. Finally, suppose that d′
i < t + S′. Then, W ′

2 arrives at v′
i at

time t−K > d′
i − S′ −K ≥ d′

i − Lmin ≥ r′
i. On the other hand, it remains at v′

i until time
t−K + S′ ≤ di −K ≤ di − τM ≤ d′

i. Therefore, σ′
i is covered by W ′

2.
We get that at least one of W ′, W ′

1, or W ′
2 obtains at least a 1/3ρM fraction of

OPT(G, I, S), where the factor of ρM is lost due to the mismatch in the predicted rewards.
The lemma follows directly from this. ◀

5 The offline approximation

In this section, we design an O(log min(D, Lmax)) deterministic and polynomial-time ap-
proximation algorithm for the TW-TSP with service times, providing the proof of Lemma 6.
Our proof relies on a series of reductions between different offline problems, applications of
existing algorithms as well as the design of novel algorithmic components. We break up our
argument into a series of lemmas. Due to space limitations, all the proofs are moved to the
appendix of the full version [13].

1. First, we designing an O(log min(D, Lmax)) approximation algorithm for TW-TSP
(without service times). Since the work of [14] already provides a O(log Lmax) ap-
proximation for the setting with integer time-windows (see Lemma 5.3 of [14]), it suffices
to prove the following:
▶ Lemma 15. Given an instance of the TW-TSP (without service times) with Lmin ≥ 4D,
there exists a polynomial time algorithm that achieves an O(1) approximation.
Our proof relies on the observation that when time-windows are sufficiently large compared
to the diameter of the graph, the problem essentially reduces to an instance of the
well-studied Orienteering problem, for which constant approximation algorithms are

7 To be precise, this walk starts at the location where W ′ is at at step K.
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known. We comment that similar ideas have been used in [5]. Then, it is straight-
forward to combine this algorithm together with the algorithm of [14] to acquire an
O(log min(Lmax, D)) approximation of TW-TSP.
▶ Lemma 16. There exists an O(log min(D, Lmax)) approximation algorithm for the
TW-TSP problem.

2. Next, we design a simple approximation-preserving reduction from TW-TSP with service
times to TW-TSP (without service times). The main idea behind this reduction is to
treat service times as edge lengths in an augmented graph whose diameter is roughly
D + S. For instances with S ≤ D, this increase becomes negligible and thus by combining
our reduction with Lemma 16, we immediately get the following:
▶ Lemma 17. Given an instance (G, I, S) of the TW-TSP with service times such that
S ≤ D, there exists a polynomial time algorithm that achieves an O(log min(D, Lmax))
approximation.

3. Finally, we handle the case of large service times, specifically S ≥ D. In that case, it
turns out that we can reduce the instance to one over a uniform complete graph. Then,
the TW-TSP-S essentially becomes equivalent to the well-studied Job Scheduling problem,
for which constant approximations are known.
▶ Lemma 18. Given an instance (G, I, S) of the TW-TSP with service costs such that
S ≤ D, there exists a polynomial time algorithm that achieves an O(1) approximation.

The proof of Lemma 6 follows immediately from Lemma 17 and Lemma 18. We comment that
any improvement in the best known approximation algorithm for TW-TSP will immediately
imply an improvement for all the results that this work presents. Lemma 18 essentially
enables us to assume that in all instances of interest, S ≤ D. Under this assumption,
our reduction used in the proof of Lemma 17 essentially states that TW-TSP-S becomes
equivalent to TW-TSP in graphs of diameter O(D) and maximum window size O(Lmax).
As an immediate corollary, given an offline TW-TSP algorithm that achieves a competitive
ratio of α(D, Lmax), we immediately obtain an offline O(α(D, Lmax)) approximation for
TW-TSP-S, that can be used in order to substitute Lemma 6 in our analysis and improve
the competitive ratio of Theorem 3.

6 The online algorithm

In this section we present an online algorithm that takes as input a pre-computed walk over
the predicted request sequence and solves an appropriate online matching problem in order
to construct detours that capture true requests, while taking into account the possible errors
in the predictions. The formal guarantee of our algorithm is given in Lemma 7, which we
restate for the reader’s convenience:

▶ Lemma 7. Given an instance (G, I, I ′, M) of the TW-TSP with predictions satisfying
τM ≤ Lmin/2 and ΛM ≤ (Lmin − 1)/4; a walk W ′ ∈ W(G); and any integer S′ ≥ 2ΛM + 1,
there exists an online algorithm (Algorithm 1) that returns a walk W ∈ W(G) with expected
reward

E [Rew(W, I, 1)] ≥ 1
6ρM

· Rew(W ′, I ′, S′).
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We begin by establishing some notation. Let W ′ ∈ W(G) be any walk that services some
predicted requests in I ′ with a service time of S′. We use σ′

i = (v′
i, r′

i, d′
i, π′

i) to denote the
predicted requests in I ′ that are covered by W ′, ordered in the sequence in which they are
visited by W ′. Likewise, we use σi = (vi, ri, di, πi) ∈ I to denote the true request matched
to the prediction σ′

i, that is, σ′
i = M(σi).

At a high level, our algorithm follows the walk W ′, but when it reaches a predicted
request σ′

i, it considers taking a detour to service a true request that is available at that
point of time. To this end, we define the set of “reachable” true requests as follows.

▶ Definition 19. Given a partial walk W that is at request σ′
i ∈ I ′ at time t, we define the

set of reachable requests Ri(W, t) to be the set of all σ ∈ I such that:
1. rσ ≤ t ≤ dσ − ℓ(v′

i, vσ)− 1, and
2. 2ℓ(v′

i, vσ) + 1 ≤ S′.

Our algorithm considers all of the reachable requests that have not been covered by the
walk as yet, chooses the one with the highest reward, and takes a detour to visit and cover
the request, before returning to σ′

i and resuming the walk. In order to deal with time window
errors, our algorithm starts the walk a little early, or on time, or a little late, as in the proof
of Lemma 5. The algorithm is described below formally.

Algorithm 1 Online algorithm for TSP-TW with predictions.
Offline input: Graph G, predicted requests I ′, walk W ′ ∈ W(G), service times S′.
Online input: True requests I.
Output: Walk W ∈ W(G).

1: Let K = Lmin/2. Select ϵ uniformly at random from {−1, 0, 1}.
2: Define the set of covered requests C = ∅.
3: for i← 1 to |Cov(W ′, I ′, S′)| do
4: Let t′

i denote the time at which W ′ visits σ′
i.

5: Set ti ← t′
i + ϵK.

6: Visit v′
i at time ti.

7: Construct the set Ri(W, ti) of requests in I reachable at time ti.
8: if Ri(W, ti) \ C = ∅ then
9: Do nothing.

10: else
11: Let σ̂ be the highest reward request in Ri(W, ti) \ C.
12: Visit vσ̂; spend one unit of idle time at vσ̂; return to v′

i.
13: Set C ← C ∪ {σ̂}.

We begin our analysis by noting that the walk W constructed by the algorithm is always
able to visit the vertices v′

i corresponding to requests σ′
i ∈ Cov(W ′, I ′, S′) feasibly at the

desired times ti. This is because, by construction, the length of the detours that the walk
W takes in Step 12 is always at most S′ – the amount of idle time W ′ spends at v′

i – by
virtue of the fact that σ̂ ∈ Ri(W, ti) and therefore, 2ℓ(v′

i, vσ̂) + 1 ≤ S′. Therefore, all of the
requests σ̂ visited in Step 12 are indeed visited by the walk W .

We now relate the total reward covered by W to the reward contained in the true
requests σi corresponding to σ′

i ∈ Cov(W ′, I ′, S′). To do so, we first note that with constant
probability each such request is reachable by W .

▷ Claim 20. For each i, σi ∈ Ri(W, ti) with probability at least 1/3.
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Proof. Recall that by definition we have σ′
i = M(σi) and so, 2ℓ(v′

i, vi) + 1 ≤ 2ΛM + 1 ≤ S′.
So the request σ always satisfies the second requirement in the definition of the reachable
set Ri(W, ti). Let us now consider the first requirement and recall that ti = t′

i + ϵK where
ϵ ∈ {−1, 0, 1}. We will now argue that ti ∈ [ri, di − 1− ℓ(v′

i, vi)] for at least one of the three
choices of ϵ. The claim then follows from the uniformly random choice of ϵ.
1. If t′

i ∈ [ri, di − 1− ℓ(v′
i, vi)], then the claim holds for ϵ = 0 and ti = t′

i.

2. Suppose that t′
i < ri. Then, for ϵ = 1 we have that ti = t′

i + K ≥ r′
i + τM ≥ ri, and also

ti = t′
i + K < ri + K < di−Lmin + Lmin/2 and thus ti = t′

i + K ≤ di− 1− ℓ(v′
i, vi) since

ℓ(v′
i, vi) ≤ ΛM ≤ Lmin/2. Thus, in this case we have ti = t′

i + K ∈ [ri, di − 1− ℓ(v′
i, vi)]

with the choice of ϵ = 1.

3. Finally, suppose that t′
i > di − 1− ℓ(v′

i, vi). Then, for ϵ = −1 we have that ti = t′
i −K ≤

d′
i−S′−τM ≤ di−S′ and thus t′

i−K ≤ di−1−ℓ(v′
i, vi) since S′ ≥ 2ΛM +1 ≥ ℓ(v′

i, vi)+1.
Also, ti = t′

i −K > di − 1 − ℓ(vi, v′
i) − Lmin/2 > ri + Lmin/2 − ℓ(vi, v′

i) − 1 and thus
t′
i −K ≥ ri, since ℓ(vi, v′

i) ≤ ΛM ≤ Lmin/2. Thus, in this case we have obtained that
ti = t′

i −K ∈ [ri, di − 1− ℓ(v′
i, vi)] with the choice of ϵ = −1. ◁

We are now ready to prove Lemma 7 via a matching-type argument. To account for the
reward covered by the walk W constructed by the algorithm, we will employ a standard
charging scheme. Every time the algorithm takes a detour to cover some true request σ̂ from
a predicted request σ′

i in Step 12, we will credit half of the earned reward πσ̂ to σ̂ itself, and
half of the reward to the request σi. Formally, let Cr(σ) denote the total credit received by
σ ∈ I. Then during Step 12 we will increment both Cr(σ̂) and Cr(σi) by πσ̂/2.

Now consider some σi ∈ I corresponding to σ′
i ∈ Cov(W ′, I ′, S′). By Claim 20, this

request is in Ri(W, ti) with probability at least 1/3. If at time ti, the request has already
been covered by W , then we get Cr(σi) ≥ πi/2. Otherwise, we pick a σ̂ ∈ Ri(W, ti) with
πσ̂ ≥ πi, and therefore, once again we get Cr(σi) ≥ πi/2.

Putting everything together, we get

E[Rew(W, I, S)] = E
[∑

σ∈I

Cr(σ)
]
≥

∑
i:σ′

i
∈Cov(W ′,I′,S′)

E
[πi

2 1[σi ∈ Ri(W, ti)]
]

≥ 1
3 ·

∑
i:σ′

i
∈Cov(W ′,I′,S′)

πi

2

≥ 1
6 ·

1
ρM
·

∑
i:σ′

i
∈Cov(W ′,I′,S′)

π′
i

= 1
6ρM

· Rew(W ′, I ′, S′)

This completes the proof of the lemma.

7 Lower bounds

In this section, we present lower bounds that complement our results. First, we will motivate
the need for predictions in Section 7.1. Then, in Section 7.2 we will show that the competitive
ratio of TW-TSP with predictions must scale linearly with the error in locations. Finally, in
Section 7.3 we argue the need for non-zero service times in the definition of TW-TSP with
predictions.
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7.1 Lower bounds for online TW-TSP without predictions

We argue that Online TW-TSP does not admit any reasonable competitive ratio in the
absence of predictions. In the case of deterministic algorithms where their entire behavior
is predictable, simple instances with only 2 vertices and appropriately small time-windows
suffice to argue that no bounded guarantee for the approximation ratio is achievable.

▶ Lemma 21. The competitive ratio of any deterministic online algorithm for Online
TW-TSP on instances with Lmin ≤ D is unbounded.

Proof. Let Det be any deterministic algorithm and let G be the line graph with just two
vertices v1, v2 connected via an edge of length D. Since Det is deterministic, we can assume
knowledge of its position at any step t as soon as we have specified all requests with release
time ≤ t. We will now construct a request sequence I that uses the information.

For the first D time-steps, we don’t release any request. Then, at t = D, let vD ∈ {v1, v2}
be the position that Det’s walk is currently at and likewise let v′

D be the other vertex of
G. We construct the first request to be σ = (v′

D, D, D + L, 1) for any L ≤ D. Clearly, Det
cannot service this request as even for L = D it arrives on v′

D at deadline and cannot service
it for one step. Then, we don’t release any new request for the next 2D steps, and at t = 3D

we repeat the same process, by requesting the vertex that Det doesn’t currently occupy.
Likewise, we repeat the same process at t = 5D, t = 7D etc. Independently of the size of our
request sequence, the total reward collected by Det is 0.

On the other hand, it is not hard to see that if our request sequence I has N requests in
total, then OPT(G, I, 1) = N . This is due to the fact that requests are spaced 2D-steps from
each other, and thus an optimal offline algorithm that had knowledge of the entire sequence
in advance would always be able to arrive at each request on time, servicing it within its
respective time-window. ◀

For randomized algorithms, a slight improvement can be achieved. In particular, the
randomized algorithm that picks a vertex uniformly at random and then remains idle on it
for the entire sequence achieves a competitive ratio of 1/n. It turns out that this is actually
the best possible ratio that a randomized algorithm can achieve on Online TW-TSP:

▶ Theorem 8. The competitive ratio of any randomized online algorithm for Online TW-TSP
on instances with Lmin ≤ D is at most 1/n.

Proof. Let G(V, E, ℓ) be the uniform complete graph of n = |V | vertices, where all edges have
a length of D. Fix any integer N and let vertices v1, v2, . . . , vN ∈ V be drawn independently
and uniformly at random. Next, we fix any window length L ≤ D and consider the (random)
request sequence on these vertices I = {σi}N

i=1 for σi = (vi, (2i−1)D, (2i−1)D +L, 1). From
Yao’s mininmax principle, a lower bound on the (expected) competitive ratio of deterministic
algorithms on this randomized instance will imply the same lower bound for randomized
algorithms.

Since the time-windows are spaced 2D-away from each other, it is not hard to see that
for any realization of I, OPT(G, I, 1) = N . On the other hand, since D ≥ L, we get that the
only way to service a request is to be on its corresponding vertex on release time. Since the
vertices are random, for any deterministic algorithm this happens with probability precisely
1/n, and thus the expected reward of any deterministic algorithm on this instance is N/n,
proving the claim. ◀
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7.2 Tight dependence on location error

In this section we show that a linear dependency on the location error is unavoidable for any
randomized online algorithm for the TW-TSP with predictions, even assuming exponential
computational power. In other words, we formally prove Theorem 10, which we re-state for
the reader’s convenience:

▶ Theorem 10. For any S > 0, there exists an instance (G, I, I ′, M) of the TW-TSP with
predictions satisfying τM = 0, ρM = 1, and ΛM = S such that the competitive ratio of any
randomized online algorithm taking the tuple (G, I ′, ΛM ) as offline input and I as online
input asymptotically approaches 1/(S + 1).

Proof. Fix any S > 0 and let K, C and N be integer parameters that will be specified later.
We construct a graph G = ∪N−1

i=0 Gi that consists of N copies G0, . . . , GN−1 of the complete
graph on C vertices with all edge lengths equal to S, arranged in a way so that each vertex
in Gi connects to each vertex in Gi+1 with an edge of length KS. A pictorial example for
small values of C and N is shown in Figure 1.

Figure 1 An example of G for C = 3 and N = 4. Black edges have a length of S and red edges
have a length of KS.

Next, we select independently and uniformly at random one vertex vi from each sub-
graph Gi and construct the (randomized) request sequence I = {σi}N−1

i=0 where we denote
σi = (vi, ri, ri + KS, 1) for ri = i · (KS + 1). As for the predictions, we simply construct a
second instance I ′ in the same manner and offer it as an offline prediction for I. Observe that
for all possible constructions of I and I ′ it holds that there exists a matching M between
them with τM = 0, ρM = 1 and ΛM = S, namely the matching that pairs together vertices
from the same sub-graphs. This prediction provides no information to the algorithm other
than the fact that the (true) instance I was constructed via the above randomized approach.
Also, notice that the location error ΛM can be arbitrarily small compared to the window
length L = KS by choosing appropriately large K.

It is easy to see that for all possible realizations of I it holds that OPT(G, I, 1) = N .
Indeed, consider the walk that starts from the (random) vertex v0, remains idle for 1 step and
then visits vertex v1, remains idle for one step, visits v2, etc. Such a walk would visit each
vertex vi at step t = i ·KS + i = ri and thus would service all the requests in I, achieving
a total reward of N . Next, we will show that the expected reward of any deterministic
algorithm on the random sequence I approaches N/S. Using Yao’s minimax principle, this
will immediately translate to a lower bound that approaches 1/S for randomized algorithms,
completing the proof of the theorem.
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Fix any deterministic algorithm for TW-TSP with predictions on instance (G, I, I ′, M).
Note that since the predictions I ′ supply zero information, it suffices to analyze the algorithm
as a deterministic online algorithm for Online TW-TSP on instance I. The key observation
is that due to the fact that both the time windows of the requests and the edges that connect
different sub-graphs have a length of KS, it is impossible for the algorithm to know on what
vertex vi of subgraph Gi the request is going to arrive before visiting some possibly different
vertex of the same subgraph. In particular, if the algorithm is in subgraph Gj for j < i at
time ri, then it cannot reach vertex vi before the time window of request i ends. Thus, in
order for any deterministic algorithm to serve the request on sub-graph Gi, it first has to
visit some vertex v′

i of Gi. If it so happens that v′
i = vi then it can immediately service the

request, otherwise it has to travel a distance of S in order to reach vi.
We partition the set of requests into two sets N+ and N− based on whether the determ-

inistic algorithm happens to arrive on the correct vertex of the sub-graph or not. All the
requests in N+ can be serviced without any extra delay, exactly as done by the optimal walk.
On the other hand, servicing a request in N− requires the algorithm to spend an extra time
of S in order to transition to the right vertex. Since the time-windows have a length of KS,
this can be done at most K times before the algorithm runs out of slack to spare. When this
happens, the algorithm would have to skip the next S requests in order to recover enough
slack to fix its next mistake.

Formally, consider the last request in N− that the algorithm feasibly serves, call it l.
Let A be the number of requests in N− the algorithm serves through extra delay prior to l,
and let B be the number of requests the algorithm skips in N+ or N− prior to l. Then in
order for the algorithm to have reached l before its time window ends, it must be the case
that the total extra delay incurred by the algorithm, namely AS −B, is no more than KS.
Rearranging we get:

A(S + 1)− (A + B) ≤ KS, or, A ≤ A + B

S + 1 + KS

S + 1 <
N

S + 1 + K

Thus, we get that the total expected reward gathered by the algorithm is at most

E[|N+|] + A + 1 ≤ E[|N+|] + N

S + 1 + K + 1

Finally, using the fact that E[|N+|] = N/C, we get that the competitive ratio of any
deterministic algorithm on the random instance I is at most

1
C

+ K + 1
N

+ 1
S + 1

Choosing N >> K and C sufficiently large, we can make this competitive ratio asymptotically
approach 1/(S + 1) as desired. ◀

7.3 Comparing the optimal with and without service times
As we saw in Lemma 4, the gap between OPT(G, I, 1) and OPT(G, I, S) depends linearly on
the service time S. In this section, we study the gap between OPT(G, I, 1) and OPT(G, I, 0),
showing that there exists a much sharper separation between them.

▶ Theorem 22. For any integers L and D, L ≤ D, there exists an offline instance (G, I) of
the TW-TSP where D is the diameter of the network and every request has a time window
length equal to L, such that OPT(G, I, 1) ≤ L

D+1 ·OPT(G, I, 0).
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Proof. Consider the line graph G with vertices v0 through vD connected sequentially via
edges of length 1. Clearly, the diameter of G is D. Next, consider the sequence of (D + 1)-
requests I = {σi}D

i=0 where σi = (vi, i, L + i, 1). Observe that OPT(G, I, 0) = D + 1 as
simply following the walk from v0 to vD will cover all the requests if the service costs are 0.

On the other hand, it is not very hard to see that OPT(G, I, 1) = L. First, observe that
without loss we can assume that the optimal walk starts on v0. If not, let σi be the first
request served by the optimal. Since σi cannot be served prior to step ri = i, we could
instead start at v0 and take i steps in order to reach vi and then follow the original walk,
achieving precisely the same reward.

Our argument is completed by the simple observation that any walk that starts from v0
and has served x requests with service cost 1 cannot visit vertex vj prior to step j + x. Thus,
as soon as x becomes L all the future time-windows will be missed. ◀

Theorem 22 states that OPT(G, I, 0) is a much stronger benchmark than OPT(G, I, 1).
However, it doesn’t exclude the possibility of designing an algorithm that is competitive
against this stronger benchmark OPT(G, I, 0). We will next show that no randomized online
algorithm with predictions can obtain a better than linear competitive ratio against this
benchmark. Intuitively, requiring the algorithm to spend non-zero time at each request
also allows the algorithm to recover from possible mistakes due to the prediction errors by
skipping requests that the optimum services with a delay of 1. A similar approach is not
possible in the 0 service time setting.

▶ Theorem 9. For any S > 0, there exists an instance (G, I, I ′, M) of the TW-TSP with
predictions and service times 0, satisfying τM = 0, ρM = 1, and ΛM = S, such that any
randomized online algorithm taking the tuple (G, I ′, ΛM ) as offline input and I as online
input achieves a reward no larger than O(1/n) · OPT(G, I, 0). Here n is the number of
vertices in G.

Proof. We construct the same graph G = ∪N−1
i=0 Gi as in Theorem 10, that consists of N

copies of the complete graph with edge lengths S, connected sequentially with edges of length
KS (see Figure 1). As for the request sequence, we once again select independently and
uniformly at random one vertex vi from each sub-graph Gi and construct the (randomized)
request sequence I = {σi}N−1

i=0 where σi = (vi, iKS, (i + 1)KS − 1, 1); notice that release
times are slightly different from Theorem 10 to account for the absence of service costs.

For the predictions, we simply construct a second instance I ′ in the same manner and
offer it as an offline prediction for I. By matching the requests on the same sub-graph
together, we get τM = 0, ρM = 1 and ΛM = S. As it clearly holds that OPT(G, I, 0) = N

for any realization of I, to prove our theorem it suffices to argue that any deterministic
algorithm for TW-TSP with predictions on instance (G, I, I ′, M) gets an expected reward of
O(N/n) and apply Yao’s minimax principle. Furthermore, since the prediction I ′ does not
provide any information on I, it suffices to bound the reward of deterministic algorithms for
Online TW-TSP on (online) instance I.

Fix any deterministic algorithm for Online TW-TSP on instance I. Observe that since
edges between different sub-graphs have a length of KS and time-windows have a length of
KS − 1, it is impossible for the algorithm to service some request σi unless at t = ri it is
already in some vertex of sub-graph Gi. For the same reason, it is not possible to service any
request σj after servicing some other request σi with i > j. Finally, since all requests can
be reached by their release time if the algorithm starts from a vertex in G0, we can assume
without loss that this is indeed the case.
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We partition our set of N requests into two sets N+ and N− based on whether the
deterministic algorithm happens to arrive on the correct vertex of the sub-graph before the
request’s release time or not. From the random construction of our instance, we have that
E[|N+|] ≤ N/C. For requests in N−, if the algorithm wishes to service them it has to take
a detour of length S in order to reach the correct vertex. Our proof relies on the fact that
after servicing K requests in N−, the algorithm can no longer service any other request. To
see this, let vj be the K-th request in N− that was serviced by the deterministic algorithm.
As we can already established, any request vi with i < j can no longer be serviced. On
the other hand, since without loss the algorithm starts at a vertex of G0, just reaching a
vertex in Gi while taking K detours of length S requires at least iKS + K > di time-steps.
Putting everything together, we get that the expected reward of the algorithm is at most
N/C + K = O(N/n) by setting K = O(1) and N = 2K, since n = NC. ◀
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Abstract
While much of network design focuses mostly on cost (number or weight of edges), node degrees
have also played an important role. They have traditionally either appeared as an objective, to
minimize the maximum degree (e.g., the Minimum Degree Spanning Tree problem), or as constraints
that might be violated to give bicriteria approximations (e.g., the Minimum Cost Degree Bounded
Spanning Tree problem). We extend the study of degrees in network design in two ways. First, we
introduce and study a new variant of the Survivable Network Design Problem where in addition to
the traditional objective of minimizing the cost of the chosen edges, we add a constraint that the
ℓp-norm of the node degree vector is bounded by an input parameter. This interpolates between
the classical settings of maximum degree (the ℓ∞-norm) and the number of edges (the ℓ1-degree),
and has natural applications in distributed systems and VLSI design. We give a constant bicriteria
approximation in both measures using convex programming. Second, we provide a polylogarithmic
bicriteria approximation for the Degree Bounded Group Steiner problem on bounded treewidth
graphs, solving an open problem from [17] and [12].
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1 Introduction

The overarching theme of network design problems is to find “inexpensive” subgraphs that
satisfy some type of connectivity constraints. The notion of “inexpensive” is often either the
number of edges (unweighted cost) or the sum of edge costs (weighted cost). However, it
has long been recognized that in many applications vertex degrees matter as much (or more)
than cost. This is particularly true in the context of networking and distributed systems,
where the degree of a node often corresponds to the “load” on that node, as well as in VLSI
design. So there has been a significant amount of work on handling degrees, either instead of
or in addition to cost, which has led to many seminal papers and results. With degrees as an
objective, these include the well known local search approach of Fürer and Raghavachari [8]
for the Minimum Degree Spanning Tree problem and the Minimum Degree Steiner Tree
problem. With degrees as a constraint, these include the iterative rounding [16] approach of
Singh and Lau [23] for the Minimum-Cost Bounded-Degree Spanning Tree problem, as well
as many extensions (most notably to Survivable Network Design with degree bounds [20],
but see [19] for many other examples).
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3:2 Degrees and Network Design: New Problems and Approximations

In this paper we extend the study of degrees in network design in two ways. First, we
introduce what is (to the best of our knowledge) a new class of problems. Instead of bounding
the cost and individual degrees as in [23, 20], our objective is to obtain minimum cost while
satisfying a bound on the ℓp-norm of the node degree vector. This interpolates between
the maximum degree (the ℓ∞-norm) and the total number of edges or unweighted cost
(the ℓ1-degree). Second, we solve a well known open problem: We give a poly-logarithmic
bicriteria approximation for the Group Steiner Tree problem with degree bounds on bounded
treewidth graphs.

ℓp-Objective. While the maximum degree is often a reasonable objective, as is minimizing
the total cost (either with or without degree bounds), there are many natural situations
where none of these approaches are fully satisfactory. If we simply ignore the degrees and
focus on cost (weighted or unweighted), then we might end up with a solution with highly
imbalanced degrees, leading to large load at particular nodes. If we ignore costs and simply
optimize the maximum degree, then we might return a solution with far more edges than
are needed: if the structure of the graph forces some node to have large degree, then if we
simply try to minimize the maximum degree we will not even try to make the degrees of
other nodes small. Finally, optimizing under individual degree bounds implicitly assumes
that nodes “really have” these degree bounds, i.e., they come from some external constraint.
But this is of course not always the case: often we do not have real bounds on individual
nodes, but rather a more vague desire to “keep degrees small”.

Hence we want some way of making sure that the maximum degree is small, but also
encouraging few edges. A natural function that simultaneously accomplishes both of these
goals is the ℓp-norm of the degree vector, i.e., the function

(∑
v∈V (degv)p

)1/p for p ≥ 1 (and
in particular for p = 2), where degv is the degree of v in the output subgraph. When p = 1
this is simply (twice) the number of edges (i.e., the unweighted cost), and when p =∞ this
is the maximum degree. But for intermediate values of p, it discourages very large degrees
(in particular the maximum degree) since p > 1 implies that large degrees have a larger effect
on the norm than smaller degrees, while still also being effected on a non-trivial way by the
smaller degrees. So we can either use the ℓp-norm as an objective function, or we can use it
as a constraint that is far more flexible than having simple degree constraints at every node.

This intuition, that the ℓp-norm takes into account both the maximum and the distribution
simultaneously, is one reason why the ℓp-norm has been an important objective function
for combinatorial problems. For example, the Set Cover problem was studied under the ℓp

norm of the vector of number of elements assigned to each set [10]. It was also extensively
studied in scheduling problems (see for example [1, 2, 18, 15]). To the best of our knowledge,
the ℓp norm has not been studied in the context of network design, with the notable recent
exception of graph spanners [6, 5], where the direct applications of spanners to distributed
systems led to exactly this motivation. Similarly, MST with ℓp norm is very important for
VLSI design, since in many such settings we are forced to use spanning trees and hence the
number of edges is fixed. So minimizing the ℓp norm will likely derive a balanced degree
vector which is of key importance for these VLSI application (see, for example, [24, 22]).

Motivated by the above discussion, we introduce and give the first approximation for
the Survivable Network design problem with low cost under a bound on the ℓp norm of the
degree vector.

Group Steiner Tree with Degree Bounds. In addition to the study of ℓp-norm problems,
we also make significant progress on a known open problem: approximating Group Steiner
Tree with degree bounds on bounded treewidth graphs. The Group Steiner Tree problem
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(without degree bounds) is a classical optimization problem [9] which has played a central
role in network design. In this problem there is a designated root node r, and a collection
of (not necessarily disjoint) groups of vertices. The goal is to find a subtree which connects
at least one vertex from each group to r, while minimizing the total cost of all edges in the
subtree. The Degree Bounded Group Steiner problem was first raised by Hajiaghayi in [13]
(in the 8th Workshop on Flexible Network Design), motivated by the online version of the
problem and applications to VLSI design. In particular, while low cost is highly desirable,
this cost is payed only once, while later the VLSI circuit is applied (evaluated) constantly.
Low degrees imply that the computation of the value of the circuit can be done faster. See a
discussion of why low degrees are important for Group Steiner in [17].

Unfortunately, despite significant recent interest in this problem [12, 17], progress has
been elusive. In particular, polylogarithmic bicriteria approximations were not even known
for simple classes such as series-parallel graphs, i.e., for graphs with treewidth 2. We go far
beyond series-parallel graphs, and give results for bounded treewidth graphs.

1.1 Our Results and Techniques
We begin in Section 2 with a study of the ℓp-Survivable Network Design problem. We
are given the input graph G = (V, E), with edge costs c ∈ RE

≥0. There is a connection

requirement vector r ∈ Z(V
2 )

≥0 , a number p ≥ 1 and a bound A on the ℓp norm of the degree
vector of the output graph. The goal of the problem is to find the minimum-cost subgraph
H of G satisfying the following:

(connection requirements) for every u, v ∈ V with u ̸= v, there are at least ru,v edge
disjoint paths between u and v in H, and
(degree constraint)

(∑
v∈V dp

H(v)
)1/p ≤ A, where dH(v) is the degree of v in H.

We assume the input instance is feasible; that is, there is a valid sub-graph H satisfying
both requirements. Let opt be the minimum cost of a valid subgraph H. The main theorem
we prove for the problem is the following:

▶ Theorem 1. There is a (randomized) algorithm which, given an instance of ℓp-Survivable
Network Design, outputs a subgraph H satisfying the connection requirements and which
has the following properties.

The expected cost of H is at most 2 · opt.
The expectation of the ℓp-norm of the degree vector is at most 21/p51−1/p ·A.

For the special case of ℓp-Spanning Tree problem, where ruv = 1 for all u, v ∈ V , we
improve the expected cost to at most opt (rather than 2 · opt) and the expectation of the
ℓp-norm of the degree vector to at most 21−1/p ·A.

Our main approach is to leverage the fact that the ℓp-norm is convex. This allows us to
write a convex relaxation for the problem, which can then be solved efficiently using standard
convex programming techniques. We then round this solution using an iterative rounding
approach. Making this work requires overcoming a number of issues, possibly the trickiest
of which is handling fractional degrees that are less than 1. Note that a fractional solution
could have many nodes with very small fractional degree (e.g., 1/n). Due to the structure of
the ℓp-norm, such small values contribute far less to the ℓp-norm than they “should” (in an
integral solution). To get around this, we actually change the ℓp-constraint in a way that
acts differently for values less than 1, while still maintaining convexity. With this change in
place, we can solve the relaxation, interpret the fractional degrees “as if” they are true degree
bounds, and then round using existing results on iterative rounding for degree-bounded
network design.

APPROX/RANDOM 2024



3:4 Degrees and Network Design: New Problems and Approximations

We then move to our second problem, Group Steiner Tree with Degree Bounds on bounded
treewidth graphs. In the problem, we are given a graph G = (V, E) with treewidth tw, a
cost vector c ∈ RE

≥0, a root r, and k sets S1, S2, · · · , Sk. We are additionally given a degree
bound dbv ∈ Z>0 for every v ∈ V . The goal of the problem is to choose a minimum-cost
subgraph H of G such that for every t ∈ k, H contains a path from r to some vertex in St,
and dH(v) ≤ dbv for every v ∈ V . By minimality, the optimum H is always a tree. We solve
an open problem from [12] and [17] by giving a polylogarthmic bicriteria algorithm as long
as the treewidth is bounded. In particular, we prove the following theorem.

▶ Theorem 2. There is an nO(tw log tw)-time randomized algorithm for the Group Steiner Tree
with Degree Bounds problem on bounded treewidth graphs which has O(log2 n) approximation
ratio and O(log2 n)-degree violation.

In order to achieve this result, we reduce the problem to a “tree labeling” problem in
Section 3, which has been used in prior results [11, 12, 21]. There is a rooted full binary
tree, and we need to give a label ℓu for each node u in the tree from a subset Lu of potential
labels. For every internal node u with two children v and v′ there are some consistency
constraints on the labels, which say that the triple (ℓu, ℓv, ℓv′) must be from some given
subset Γu ∈ Lu × Lv × Lv′ . Then we have some covering constraints, each specified by a set
S of labels: the constraint requires that at least one node has its label in S. Finally, we have
many cost constraints. For each such constraint, a label is given a cost, and we require that
the total cost of all labels used is at most 1. For this problem we give a randomized algorithm
that outputs a labeling that satisfies all consistency constraints, and approximately satisfies
the covering and cost constraints with reasonable probability, assuming the given instance
is feasible. It runs in polynomial time when the depth of the tree is O(log n) and each Lu

has O(1)-size. The main techniques of the algorithm are adaptations of the LP-rounding
algorithm in [12] for their degree-bounded network design problem. We introduce the tree
labeling problem as a host for these techniques, and adapt them for the problem.

Due to space limitations, we leave the reduction of Group Steiner Tree with Degree
Bounds on bounded treewidth graphs to this tree labeling problem to Appendix B, and
give a high-level idea here. Let tw be the treewidth of the graph; it is known from [3] that
we can assume the decomposition tree of G is an O(log n)-depth binary tree, with bag size
O(tw). This decomposition tree will be the tree in the tree-labeling instance. For each bag
in the tree, a label will contain the set of edges we take from the bag, and some connectivity
information on the vertices in the bag. We define the consistency constraints so that if they
are satisfied, then the connectivity information is correct. A group being connected can be
captured by a covering constraint in the tree labeling instance, and the edge cost constraint
and degree constraints can be formulated as cost constraints in the instance. Using the
algorithm for the tree labeling instance, we obtain a tree with small cost that satisfies degree
bounds approximately, and connects a group with reasonable probability. The final output
then is obtained by running the procedure many times and taking the union.

1.2 Other Related Work
For the survivable network design problem without any degree constraints, the classic result
of Jain [16] gives a 2-approximation algorithm using the iterative rounding method. In [9]
an O(log2 n) approximation is given for the Group Steiner problem on tree inputs, and an
O(log3 n) for the Group Steiner problem (without degree constraints) for bounded treewidth
graphs. The approximation for trees is almost the best possible, unless NP problems can
be solved in quasi-polynomial time [14]. [12] gave a bicriteria approximation for the Group
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Steiner Tree Problem with degree bounds on tree inputs, with approximation ratio O(log2 n)
and degree violation O(log n)). Both bounds are nearly optimal [14, 7]. In [4] the authors
gave an O(log2 n)-approximation ratio for Group Steiner problem on bounded treewidth
graphs (without degree bounds). In [17] an O(log2 n) approximation is given for the Group
Steiner problem with minimum maximal degree, but without costs.

Notations. Given a graph H and a vertex v in H, we shall use δH(v) to denote the set
of edges in H incident to v, and dH(v) = |δH(v)| to denote its degree. Given a rooted tree
T and a vertex v in T , we use ΛT (v) to denote the set of children of v in T , and Λ∗

T (v) to
denote the set of descendants of v in T (including v itself). When H and T are clear from
the context, we shall omit them in the subscript. For example, this happens when H = G is
the input graph. For a real vector z over some domain, and a subset S of elements in the
domain, we define z(S) :=

∑
i∈S zi to denote the sum of z values of elements in S.

2 ℓp-Survivable Network Design

In this section, we give our iterative rounding algorithm for ℓp-survivable network design
problem. Recall that we are given a graph G = (V, E) with cost vector c ∈ RE

≥0, a connection

requirement vector r ∈ Z(V
2 )

≥0 , and a bound A on the ℓp norm of the degree vector.

▶ Definition 3. We say a polytope P ∈ [0, 1]E is good if it is upward-closed 1 and the
following holds: For every vector x ∈ {0, 1}E, we have that x ∈ P if and only if the graph
(V, {e ∈ E : xe = 1}) satisfies the connection requirements.

Notice that the above definition does not capture the degree constraints. This is done using
the following definition. For a real vector B ∈ [1,∞]V , we define QB := {x ∈ [0, 1]E : ∀v ∈
V, x(δ(v)) ≤ Bv} to be the set of all vectors satisfying the degree bounds defined by B.

▶ Definition 4. Let α ≥ 1 and β ≥ 0 be two real numbers and P be a good polytope. We say
P is (α, β)-integral if for every B ∈ [1,∞]V , every non-integral extreme point x of P ∩QB

satisfies at least one of the following two properties:
(4a) there exists an edge e ∈ E with 1/α ≤ xe < 1,
(4b) there is a vertex v ∈ V such that x(δ(v)) = Bv and |{e ∈ δ(v) : xe > 0}| ≤ Bv + β.

It is well known that for Survivable Network Design there is a (2, 3)-integral polytope P
[20]. For the special case of spanning tree, i.e, r ≡ 1, there is a (1, 1)-integral polytope [23].

We will use these polytopes in our algorithm, and will show that that their existence
implies good approximation algorithms. More formally, we prove the following theorem.

▶ Theorem 5. Assuming the existence of an (α, β)-integral polytope, there is a randomized
algorithm which outputs a subgraph H of G satisfying the connection requirements. The
expected cost of H is at most α · opt and the expectation of the p-norm of degree vector is at
most α1/p(α + β)1−1/pA; recall that opt is the value of the instance.

Note that this theorem, together with the existence of a (2, 3)-integral polytope for the
general case and a (1, 1)-integral polytope for the spanning tree case, imply Theorem 1. So
we focus on proving Theorem 5.

1 This means for every x ∈ P and x′ ∈ [0, 1]E with x′ ≥ x, we have x′ ∈ P.
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(a) The function f for p = 2.

1: Solve LP(1) to obtain a solution x

2: let Bv ← max{x(δ(v)), 1} for every v ∈ V

3: while true do
4: randomly choose an extreme point x′ of P ∩QB

such that E[x′] = x

5: x← x′

6: if x is integral then return x

7: if case a happens for some e = (u, v) ∈ E then
8: xe ← 1, Bv ← x(δ(v)), Bu ← x(δ(u))
9: else ▷ case b happens for some v

10: Bv ←∞
(b) Iterative Rounding Algorithm for Network Design.

Figure 1 The function f and the iterative rounding algorithm.

2.1 The Convex Program

Define a function f : R≥0 → R≥0 as follows: f(x) =
{

x if x ∈ [0, 1]
xp if x > 1

. Figure (1a) shows

this function for p = 2. This is a convex function for p ≥ 1.
Let P be an (α, β)-integral polytope. The following is our convex programming relaxation

for the problem:

min
∑
e∈E

cexe s.t. x ∈ P ,
∑
v∈V

f(x(δ(v))) ≤ Ap. (1)

Recall that using our notation, x(δ(v)) is the sum of x values of edges incident to v in G. (1)
is a convex program and can be solved efficiently. Since the indicator vector of the optimum
subgraph H satisfies all the constraints, the value of the convex program is at most opt.

We note that if we instead used the function f(x) = xp (i.e., without handling the
0 ≤ x ≤ 1 case separately), we would still have a convex relaxation of our problem. However,
it is not hard to show that this relaxation has an extremely large integrality gap (even if we
are allowed to violate the ℓp-norm constrain by a polylogarithmic factor). Treating 0 ≤ x ≤ 1
differently from x > 1 is one of the key ideas in our approximation algorithm.

2.2 The Iterative Rounding Algorithm
Our iterative rounding algorithm is described in Figure (1b). In Step 1, we solve the convex
relaxation (1) to obtain an extreme solution x, which can be done in polynomial time using
standard techniques. Then in Step 2 we define Bv = max{x(δ(v)), 1} for every v to be the
upper bound on the degree of v. So, before Loop 3, we have x ∈ P ∩QB . We shall maintain
this property before and after each iteration of the loop.

In each iteration of Loop 3, we randomly choose a vertex point x′ of P ∩QB such that
E[x′] = x (Step 4) and then update x to be the x′ (Step 5). This is possible since at the
beginning of the iteration we have x ∈ P ∩QB . If x is integral, we then return x in Step 6.
If we did not return, by that P is (α, β)-integral, either a or b happens. In the former case,
we update xe to 1, and change Bv and Bu for the two end vertices u, v of e so that we still
have Bv′ = max{x(δ(v′)), 1} for every v′ ∈ V (Step 8). In the latter case, we change Bv to
∞ so that there will be no degree constraint for v from now on. Notice that in either case,
we maintain the invariant that x ∈ P ∩QB as P is upward-closed.
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Notice that once xe becomes 0 or 1 in some iteration, it will remain unchanged. This holds
since for E[x′

e] = xe ∈ {0, 1} to hold, we must always have x′
e = xe. When the algorithm

terminates, it returns an integral x which satisfies the connectivity requirements. This holds
since we have x ∈ P and P is good. The algorithm will terminate in O(|E|) iterations since
in every iteration, we either fixed the value of some xe to 1, or changed some Bv from a
finite number to ∞.

2.3 Analysis of the Algorithm
We now begin to analyze the algorithm. As discussed, the algorithm will terminate with a
subgraph which satisfies the connectivity requirements. To prove Theorem 5, we need to
analyze the total cost and the ℓp-norm of the degrees.

In Step 8, we say that we round the edge e. In Step 10, we say we relax the vertex v.
At any time of the algorithm, we define a vector x̄ ∈ [0, 1]E as follows. If e has not been
rounded yet, then let x̄e = xe. Otherwise, let x̄e be the value of xe right before Step 8 in
which we round e. Thus, from the moment, x̄e remains unchanged.

Let T be the number of iterations we run Loop 3; notice that this is a random variable.
For every integer t ∈ [0, T ], we let xt, x̄t, Bt to be the values of x, x̄, B at the end of the t-th
iteration of the Loop 3. So xT is the output of the algorithm.

▶ Observation 6. The following statements are true.
(6a) During Loop 3, we always have x̄e ≤ xe ≤ αx̄e for every e ∈ E.
(6b) Assume x0(δ(v)) < 1 for a vertex v ∈ V . Then at the first moment when x(δ(v)) ≥ 1

holds, we have x̄(δ(v)) ≤ 1.
(6c) x̄(δ(v)) does not change from the first moment x(δ(v)) ≥ 1 holds, until the moment v

is relaxed, or the end of the algorithm if this does not happen.

Proof. x̄e ≤ xe by the definition of x̄e. Moreover, xe ≤ αx̄e as if xe > x̄e, then xe = 1 and
xe ≥ 1

α . So a holds.
To prove b, we consider two scenarios. In the first scenario, the moment is after Step 5 in

some iteration. In this scenario, x̄(δ(v)) = x(δ(v)) = 1 since Bv = 1 at the moment. In the
second scenario, the moment is after we round some edge e ∈ δ(v) in Step 8. In this case
x̄(δ(v)) is the same as x(δ(v)) before the step, which is strictly less than 1.

c holds since we maintained Bv = x(δ(v)) from the moment x(δ(v)) becomes at least 1.
If x̄e ̸= xe at some time, it must be the case that xe = 1. In this case, both xe and x̄e will
not change in the future. ◀

We can now analyze the expected cost of the algorithm. First, though, we will need a
structural result.

▶ Lemma 7. For every edge e ∈ E, the sequence x̄0
e, x̄1

e, · · · , x̄T
e is a martingale.

Proof. Focus on an iteration t ≥ 1 and edge e ∈ E, and we fix the sequence x̄0
e, x̄1

e, · · · , x̄t−1
e .

For simplicity we use E′[·] to denote E[·|x̄0
e, x̄1

e, · · · , x̄t−1
e ]. We need to prove E′[x̄t

e] = x̄t−1
e .

If we rounded e in iteration t or before, then x̄t
e = x̄t−1

e happens with probability 1. So, we
can assume that e has not been rounded by the end of iteration t. In this case, x̄t−1

e = xt−1
e .

So, in iteration t, either a happens for some e′ ≠ e, or b happens. In either case, we
have E′[x̄t

e] = E′[xt
e] = xt−1

e = x̄t−1
e by the way we define the distribution for x′ in Step 4.

Therefore, x̄0
e, x̄1

e, · · · , x̄T
e is a martingale. ◀

▶ Corollary 8. E
[∑

e∈E cexT
e

]
≤ α

∑
e∈E cex0

e.
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Proof.

E

[∑
e∈E

cexT
e

]
≤ αE

[∑
e∈E

cex̄T
e

]
= α

∑
e∈E

cex̄0
e = α

∑
e∈E

cex0
e.

The inequality is by a and the first equality used Lemma 7. ◀

Now that we understand the expected cost, it only remains to analyze the degree constraint.
From now on we fix a vertex v ∈ V . We upper bound xT (δ(v)), which will in turn give an
upper bound on E

[
(xT (δ(v)))p

]
. The main lemma we prove is

▶ Lemma 9. For every v ∈ V , we have E
[
(xT (δ(v)))p

]
≤ α(α + β)p−1 · f(x0(δ(v))).

Proof. We first consider the case x0(δ(v)) ≥ 1. Let t be the iteration in which v is relaxed,
or let t = T if v is not relaxed during the algorithm. By Property c, x̄(δ(v)) does not change
until the end of iteration t. Then, we have xT (δ(v)) ≤ xt(δ(v)) + β ≤ αx̄t(δ(v)) + β =
αx̄0(δ(v)) + β = αx0(δ(v)) + β. Notice that this happens with probability 1.

Notice that E[xT (δ(v))] ≤ αE[x̄T (δ(v))] = αx̄0(δ(v)) = αx0(δ(v)) by Lemma 7. We have:

E
[
(xT (δ(v)))p

]
≤ αx0(δ(v))

αx0(δ(v)) + β
(αx0(δ(v)) + β)p = αx0(δ(v))(αx0(δ(v)) + β)p−1,

E
[(

xT (δ(v))
)p]

f(x0(δ(v))) ≤ αx0(δ(v))(αx0(δ(v)) + β)p−1

(x0(δ(v)))p
= α

(
α + β

x0(δ(v))

)p−1

≤ α(α + β)p−1.

Now we consider the second case: x0(δ(v)) < 1. We prove that with probability 1, we have
xT (δ(v)) ≤ α + β. Assume x(δ(v)) ≥ 1 happens at some time of the algorithm. By b, at the
first moment when x(δ(v)) ≥ 1, we have x̄(δ(v)) ≤ 1. By c, from the moment until the moment
v becomes relaxed (or until the end of the algorithm if v is never relaxed), x̄(δ(v)) does not
change. Therefore, immediately after v becomes relaxed, we have x̄(δ(v)) ≤ 1. Thus xT (δ(v))
is at most the value of x(δ(v)) + β at this moment, which is at most αx̄(δ(v)) + β ≤ α + β.
If x(δ(v)) ≥ 1 never happens, then xT (δ(v)) < 1 ≤ α + β.

As in the first case, we have E[xT (δ(v))] ≤ αx0(δ(v)). So

E
[
(xT (δ(v)))p

]
≤ αx0(δ(v))

α + β
(α + β)p = αx0(δ(v))(α + β)p−1,

E
[
(xT (δ(v)))p

]
f(x0(δ(v))) ≤ αx0(δ(v))(α + β)p−1

x0(δ(v)) = α(α + β)p−1.

So, we always have E
[
(xT (δ(v)))p

]
≤ α(α + β)p−1f(x0(δ(v))). This implies

E[
∑

v(xT (δ(v)))p] ≤ α(α + β)p−1Ap. ◀

Corollary 8 and Lemma 9 imply Theorem 5, which in turn implies Theorem 1.

3 A Tree Labeling Problem

In this section, we describe the tree labeling problem to which we reduce the Group Steiner
Tree problem with degree bounds on bounded-treewidth graphs; the problem has served as a
building block in many prior results [11, 12, 21]. We are given a full binary tree T = (V, E)
rooted at r ∈ V.2 For every vertex u ∈ V, we are given a finite set Lu of labels for u; we

2 It is not important to require the binary tree to be full; our algorithm works when some internal nodes
have only one child. Assuming every internal node have 2 children is only for notational convenience.
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assume Lu’s are disjoint and let L :=
⋃

u∈V Lu. The output is a labeling ℓ⃗ = (ℓu ∈ Lu)u∈V
of the vertices V, that satisfies the constraints described below.

(consistency constraints) For every internal node u of T with two children v and v′,
we are given a set Γu ⊆ Lu × Lv × Lv′ . A valid labeling ℓ⃗ must satisfy (ℓu, ℓv, ℓv′) ∈ Γu.
(covering constraints) We are given k subsets S1, S2, · · · , Sk ⊆ L. A valid labeling ℓ⃗

needs to satisfy that for every t ∈ [k], ℓ(V)∩St ≠ ∅, where ℓ(V) is defined as {ℓu : u ∈ V}.
In words, ℓ(V) needs to intersect every St.
(cost constraints) We are given m ≥ 0 linear constraints defined by the costs (ci

ℓ ∈
[0, 1])i∈[m],ℓ∈L. For every i ∈ [m], a valid labeling ℓ⃗ needs to satisfy

∑
u∈V ci

ℓu
≤ 1. In

words, there are m types of resource, and we have 1 unit of each type. Setting the label
of u to ℓ will use ci

ℓ units of type i-resource.

We say a labeling ℓ⃗ = (ℓu ∈ Lu)u∈V is consistent if it satisfies the consistency constraints.
Given a consistent labeling ℓ⃗, we say it covers group St if ℓ(V)∩ St ̸= ∅. We define its type-i
cost to be costi(ℓ⃗) :=

∑
u∈V ci

ℓu
. So a valid labeling ℓ⃗ for the instance is a consistent one

that covers all groups, and has costi(ℓ⃗) ≤ 1 for every i ∈ [m].
Given a label tree instance, we let n = |V|, D be the height of T (the maximum number

of edges in a root-to-leaf path in T) and ∆ = maxu∈V |Lu| be the maximum size of any Lu.
The main theorem we prove is the following:

▶ Theorem 10. Assume we are given a feasible label tree instance (T = (V, E), r, (Lu)u,

(Γu)u, (St)t∈[k], A ∈ [0, 1]m×L), i.e., there is a valid labeling. There is a randomized algorithm
that in time poly(n) ·∆O(D) outputs a consistent labeling ℓ⃗ such that the following holds.
(10a) For every t ∈ [k], we have Pr[ℓ⃗ covers group St] ≥ 1

D .
(10b) For every i ∈ [m], we have E

[
exp

(
ln(1 + 1

2D ) · costi(ℓ⃗)
)]
≤ 1 + 1

D .
Property b gives a tail concentration bound on costi(ℓ⃗). The remaining part of this section
is dedicated to the proof of Theorem 10.

3.1 Construction of a super-tree T ◦

In this section, we construct a rooted tree T ◦ = (V ◦, E◦) of size O(n)∆O(D) such that a
consistent labeling of T corresponds to what we call a consistent sub-tree. So we can reduce
the problem to finding the latter object. The root of T ◦ is r. Each internal node of T ◦ is
either a selector node, or a copier node; their meanings will be clear soon. Each node p ∈ V ◦

is associated with a node u in T . Each non-root selector node or leaf node is associated with
a label ℓ ∈ Lu. We shall use p and q and their variants to denote nodes in T ◦, and u and v

and their variants to denote nodes in T.
The algorithm for constructing T ◦ is described in Algorithm 1, which calls the procedure

construct-tree described in Algorithm 2. See Figure 2 for the illustration of the construction
of T ◦ from T. For a node p ∈ V ◦, we use Λ(p) denotes the set of children of p in T ◦, and
Λ∗(p) denotes the set of descendants of p in T ◦, including p itself.

Algorithm 1 Main algorithm for the construction of T ◦.

1: create a node r associated with r as the root of T ◦, and let r be a selector node
2: for every ℓ ∈ Lr do:
3: create a child p of r, associated with node r and label ℓ

4: call construct-tree(p, r, ℓ)

APPROX/RANDOM 2024
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r

a

c

b

d

r selectors

copiers
Lr = {1, 2, 3}

1 2 3

La = {4, 5} Lb = {6, 7, 8}

Lc = {9, 10}
Ld = {11, 12}

4 6 5 6 5 7

9 11 9 12 10 11

associated with r

associated with a

T T◦

leaves

Figure 2 An example for the construction of T ◦. The tree on the left side is T, and the tree on
the right side is T◦. The labels of the nodes in T are shown besides them. In T ◦, selectors, copiers
and leaves are denoted as empty circles, solid circles and empty squares respectively. The nodes in
the two yellow polygons are associated with r and a respectively. The numbers in the circles and
squares indicate the labels associated with the nodes. In the example, the triples in Γr with the
first coordinate being 1 are (1, 4, 6), (1, 5, 6) and (1, 5, 7). The triples in Γa with the first coordinate
being 5 are (5, 9, 11), (5, 9, 12) and (5, 10, 11).

Algorithm 2 construct-tree(p, u, ℓ). ▷ p ∈ V ◦, u ∈ V, ℓ ∈ Lu

1: if u has no children then return ▷ p is a leaf node.
2: let p be a selector node, let v and v′ be the two children of u in T
3: for every ℓ′ ∈ Lv, ℓ′′ ∈ Lv′ such that (ℓ, ℓ′, ℓ′′) ∈ Γu do
4: create a child p′ of p, associated with u, let p′ be a copier node,
5: create two children q and q′ of p′, associate q with node v and label ℓ′, associate q′

with node v′ and label ℓ′′

6: call construct-tree(q, v, ℓ′) and construct-tree(q′, v′, ℓ′′)

Now we can define consistent sub-trees of T ◦:

▶ Definition 11 (Consistent sub-trees). Given a sub-tree T of T ◦ that contains r, we say T

is consistent if the following conditions hold.
Every selector node p in T has exactly one child in T .
If p is a copier node in T , then both of its children in T ◦ are in T .

The definition explains the names “selector” and “copier”: a selector node p in T needs to
select one of its children in T ◦ and add it to T , and the children of a copier node p will follow
the node p to enter T .

It is easy to see a one-to-one correspondence between consistent labelings ℓ⃗ = (ℓu ∈ Lu)u∈V
of T, and consistent sub-trees T of T ◦. Given the consistent labeling ℓ⃗, the correspondent
sub-tree T of T ◦ can be constructed as follows. First, we add r and its child p associated
with label ℓr to T . Then we grow the tree from p using a recursive procedure. Assume
p is associated with node u in T and label ℓ ∈ Lu. If u is a leaf, we stop the procedure.
Otherwise let v and v′ be the two children of u, then we add the copier child p′ of p that
corresponds to the tuple (ℓr, ℓv, ℓv′) to T . We also add its two children q and q′ to T . Then
we run the procedure recursively over q and q′. Conversely, given a consistent sub-tree T of
T ◦, we can recover a consistent labeling ℓ⃗ of T.
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For convenience, we extend the costs (ci
ℓ)i∈[m],ℓ∈L to vertices in V ◦: For every non-root

selector node or leaf node p ∈ V ◦ associated with a label ℓ, we define ci
p = ci

ℓ for every i ∈ [m].
For the root or a copier node p, we define ci

p = 0. For a consistent sub-tree T = (V, E) of T ◦,
and i ∈ [m], we define its type-i cost to be costi(T ) =

∑
p∈V ci

p. This will be the same as
costi(ℓ⃗), for the labeling ℓ⃗ correspondent to T .

We also extend the groups S1, S2, · · · , Sk to node sets in T ◦: for every t ∈ [k], S′
t contains

the set of nodes p ∈ V ◦ whose associated label is in St. Then, a consistent labeling ℓ⃗ covers a
group St if and only if the correspondent sub-tree T = (V, E) covers S′

t, namely, V ∩ S′
t ̸= ∅.

Therefore, we are guaranteed that there is a consistent sub-tree T ∗ of T ◦ that covers
all groups S′

1, S′
2, · · · , S′

k, and has costi(T ∗) ≤ 1 for every i ∈ [m]. Our goal is to output a
random consistent sub-tree T satisfying the conditions correspondent to a and b. This is
done using an LP-based algorithm.

3.2 The LP relaxation for finding T = (V, E)

Now we describe the LP relaxation that we use to find T = (V, E). For every vertex p ∈ V ◦,
we use xp to indicate if p is in T , i.e., p ∈ V . For every t ∈ [k] and q ∈ S′

t, we use yt
q to

indicate if q is the node in T we choose to cover S′
t. There might be multiple nodes in V ∩S′

t,
and in this case, we only choose one node in the set to cover S′

t; the choice can be arbitrary.
The LP is as follows.

xr = 1 (2)∑
q∈Λ(p)

xq = xp,∀ selector p ∈ V ◦ (3)

xq = xp,∀ copier p ∈ V ◦, q ∈ Λ(p) (4)
xp ≥ 0, ∀p ∈ V ◦ (5)

∑
q∈Λ∗(p)∩S′

t

yt
q ≤ xp,∀p ∈ V ◦, t ∈ [k] (6)

∑
q∈S′

t

yt
q = 1, ∀t ∈ [k] (7)

∑
q∈Λ∗(p)

ci
qxq ≤ xp,∀p ∈ V ◦, i ∈ [m] (8)

Constraints (2)-(5) in the LP are for the consistency requirements. (2) says the root
is always in T . (3) says if a selector node p is in T , then exactly one of its children is in
T . (4) says if a copier node p is in T , and q is a child of p, then q is also in T . (5) is the
non-negativity condition. (6) and (7) deal with the covering requirements. (6) says if p is
in T , then we choose at most one descendant of p to cover the group S′

t; notice that the
constraint implies yt

p ≤ xp if p ∈ S′
t. (7) says we choose exactly one node in T to cover S′

t. (8)
handles the cost requirement: If p is included in T , then the type-i cost of the descendants
of p in T is at most 1.

3.3 The rounding algorithm

The rounding algorithm is based on [9]. We solve LP(2) to obtain a solution x ∈ [0, 1]V ◦ .
We add r to T and call recursive-rounding(r) to obtain a sub-tree T = (V, E). The procedure
is defined in Algorithm 3.

▶ Observation 12. T is always consistent. For every p ∈ V ◦, we have Pr[p ∈ V ] = xp.

Proof. For a selector node p in T , we always choose exactly one child of p and add it to T .
For a copier node p added to T and one of its child q, q is added to T with probability 1. By
the probabilities we add nodes to T , we can see that Pr[p ∈ V ] = xp for every p ∈ V ◦. ◀
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Algorithm 3 recursive-rounding(p).

1: if p is a selector node then
2: choose one vertex q ∈ Λ(p) randomly, so that q is chosen with probability xq

xp

3: add q to T , and call recursive-rounding(q)
4: else ▷ p is a copier or leaf node
5: for every q ∈ Λ(p) do
6: with probability xq

xp
= 1: add q to T , and call recursive-rounding(q)

4 Analysis of probabilities of group coverage

We fix t ∈ [k] and analyze the probability that T coves the group S′
t; or equivalently, the

correspondent labeling covers the group St. This will prove Property a. For every vertex
p ∈ V ◦, we define zp :=

∑
q∈Λ∗(p)∩S′

t
yt

q, which indicates whether S′
t is covered by vertices in

the sub-tree rooted at p. By (6), we have zp ≤ xp. By (7), we have zr = 1 = xr.
We define the height of a node p ∈ V ◦ to be the maximum number of copier nodes in a

path from p to one of its descendant leaves. We prove in Appendix A the following lemma:

▶ Lemma 13. Assume p ∈ V ◦ has height h. Then Pr
[
Λ∗(p) ∩ V ∩ S′

t ̸= ∅
∣∣p ∈ V

]
≥ 1

h+1
zp

xp
.

Notice that the height of the root r of T ◦ is D− 1. Applying the above lemma with p = r,
we have that T covers group S′

t with probability at least 1
D ·

zr

xr
= 1

D . So, the correspondent
ℓ⃗ covers St with probability at least 1

D , proving Property a.

4.1 Concentration bound on costs
In this section, we prove Property b. We fix an index i ∈ [m] and analyze the type-i cost of
T = (V, E). For notation convenience, we use cp to denote ci

p, and cost for type-i cost.
For every vertex p ∈ V ◦, let wp =

∑
q∈Λ∗(p) cqxq be the fractional cost incurred by the

sub-tree of T ◦ rooted at p. By (8), we have wp ≤ xp. Let Wp =
∑

q∈Λ∗(p)∩V cq be the cost
of T incurred by descendants of p. So, we have E[Wp] = wp.

As is typical, we shall introduce a parameter s > 0 and consider the expectation of
the random exponential variables esWp . Later we shall set s = ln(1 + 1

2D ), but the main
lemma holds for any s > 0. We define an αh for every integer h ≥ 0 as α0 = es and
αh = eαh−1−1, ∀h ≥ 1. Notice that α0, α1, . . . is an increasing sequence.

In this section, we count selector nodes in the definition of heights: the height of a node
p ∈ V ◦ is the maximum number of selector nodes in a path from p to its descendant leaf.

▶ Lemma 14. For any node p in T ◦ of height h, we have E
[
esWp

∣∣p ∈ V
]
≤ α

wp/xp

h .

Proof. We prove the lemma for nodes p from bottom to top of the tree T ◦. Focus on a node
p of height h. If p is a copier or leaf node, all children of p has height at most h. We have

E
[
esWp

∣∣p ∈ V
]

= escp

∏
q∈Λ(p)

E
[
esWq

∣∣q ∈ V
]

= α
cpxp/xp

0

∏
q∈Λ(p)

α
wq/xp

h ≤ α
cpxp/xp

h

∏
q∈Λ(p)

α
wq/xp

h = α
wp/xp

h .

The last inequality used that α0 ≤ αh, and the last equality used that wp = cpxp+
∑

q∈Λ(p) wq.
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Now suppose p is a selector. Then all children of p have height at most h−1. Conditioned
on p ∈ V , the rounding procedure adds exactly one child q of p to V . Then, we have

E
[
esWp

∣∣p ∈ V
]

= escp ·
∑

q∈Λ(p)

xq

xp
E

[
esWq

∣∣q ∈ V
]

= escp ·
∑

q∈Λ(p)

xq

xp
α

wq/xq

h−1

≤ escp

((
wp

xp
− cp

)
· αh−1 +

(
1− wp

xp
+ cp

))
= escp

(
1 +

(
wq

xq
− cp

)
(αh−1 − 1)

)
≤ escp · exp

((
wp

xp
− cp

)
(αh−1 − 1)

)
= escp · αwp/xp−cp

h ≤ α
wp/xp

h .

To see the inequality in the second line, we notice the following four facts: (i) αθ
h−1 is

a convex function of θ, (ii) wq/xq ∈ [0, 1] for every q ∈ Λ(p), (iii)
∑

q∈Λ(p)
xq

xp
= 1 and (iv)∑

q∈Λ(p)
xq

xp
· wq

xq
=

∑
q∈Λ(p)

wq

xp
= wp

xp
− cp. The equality in the last line is by the definition of

αh. The last inequality used that es = α0 ≤ αh. ◀

The height of the root r is D.3 Now, we set s = ln(1 + 1
2D ).

▶ Lemma 15. For every h ∈ [0, D], we have αh ≤ 1 + 1
2D−h .

Proof. By definition, α0 = es = 1 + 1
2D and thus the statement holds for h = 0. Let

h ∈ [1, D] and assume the statement holds for h− 1. Then, we have

αh = eαh−1−1 ≤ e
1

2D−h+1 ≤ 1 + 1
2D − h + 1 +

(
1

2D − h + 1

)2

= 1 + 2D − h + 2
(2D − h + 1)2 ≤ 1 + 1

2D − h
.

The first inequality used the induction hypothesis and the second one used that for every
θ ∈ [0, 1], we have eθ ≤ 1 + θ + θ2. ◀

To wrap up, we apply Lemma 14 on p = r. Notice that r ∈ V always happens, at
Wr = costi(T ). We have E

[
exp

(
ln

(
1 + 1

2D

)
· costi(T )

)]
≤ α

wr/xr

D ≤ 1 + 1
D by Lemma 15

and that wr ≤ xr = 1. Using the correspondence between sub-trees of T ◦ and labelings of T
proves Property b.
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A Proof of Lemma 13

We repeat the lemma below:

▶ Lemma 13. Assume p ∈ V ◦ has height h. Then Pr
[
Λ∗(p) ∩ V ∩ S′

t ̸= ∅
∣∣p ∈ V

]
≥ 1

h+1
zp

xp
.

Proof. If p ∈ S′
t then Pr

[
Λ∗(p)∩V ∩S′

t ≠ ∅
∣∣p ∈ V

]
= 1 ≥ zp

xp
. The inequality holds trivially.

So, we can assume p /∈ S′
t, and we prove the lemma for nodes p from bottom to top in the

tree T ◦. Suppose p is a leaf; then h = 0, and zp = 0 as we assumed p /∈ S′
t. The inequality

trivially holds.
So we can assume p to be a non-leaf node of height h and assume the lemma holds for

every q ∈ Λ(p). First, assume p is a selector node. Then all children of p have height at
most h.

Pr
[
Λ∗(p) ∩ V ∩ S′

t ̸= ∅
∣∣p ∈ V

]
≥

∑
q∈Λ(p)

xq

xp
· 1

h + 1 · zq

xq
≥

∑
q∈Λ(p)

1
h + 1 · zq

xp
= 1

h + 1 · zp

xp
.

Then consider the case that p is a copier node. All children of p have height at most h− 1.
Even though p has exactly two children, our analysis works if it has any number of children.

Pr
[
Λ∗(p) ∩ V ∩ S′

t ̸= ∅
∣∣p ∈ V

]
≥ 1−

∏
q∈Λ(p)

(
1− 1

h
· zq

xq

)
= 1−

∏
q∈Λ(p)

exp
(
− 1

h
· zq

xp

)

= 1− exp
(
− 1

h
· zp

xp

)
≥ 1

h
· zp

xp
− 1

2

(
1
h
· zp

xp

)2
≥ 1

h
· zp

xp
− 1

2

(
1
h

)2
zp

xp

=
(

2h− 1
2h2

)
zp

xp
≥ 1

h + 1 ·
zp

xp
.

The first equality in the first line used that xq = xp for every q ∈ Λ(p). The second equality
used that zp =

∑
q∈Λ(p) zq as p /∈ S′

t. The first inequality in the second line used that
e−θ ≤ 1− θ + θ2

2 for every θ ≥ 0. The second inequality used that zp

xp
≤ 1. ◀

B Reduction of Degree-Bounded Group Steiner Tree on
Bounded-Treewidth Graphs to Tree-Labeling Problem

In this section, we prove Theorem 2, by reducing Group Steiner Tree with degree bounds on
bounded treewidth graphs to the tree labeling problem studied in Section 3. Recall the input
of the problem contains a graph G = (V, E) with edge costs c ∈ RE

≥0, a root r, k groups
S1, S2, · · · , Sk of vertices, and a degree bound dbv ∈ Z>0 for every v ∈ V . Without loss of
generality, we assume {r}, S1, S2, · · · , Sk are mutually disjoint. Again, we use opt to denote
the minimum cost of a valid subgraph H.

Let T = (B, E) be the tree decomposition of the graph G = (V, E). Every b ∈ B is called
a bag and let Xb ⊆ V be the set of vertices contained in the bag b. We can add the root r to
all the bags, which increases the maximum size of a bag by at most 1. It was shown in [3]
that we can assume T is a rooted binary tree of depth O(log n), by sacrificing the bag size
by an O(1) factor. We summarize the properties as follows:

T is a full binary tree rooted at r, with depth O(log n).
|Xb| ≤ O(1) · tw for every b ∈ B.
For every edge (u, v) ∈ E, there is some b ∈ B with {u, v} ⊆ Xb.
For every v ∈ V , the set of bags b with v ∈ Xb is connected in T.
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For every e ∈ E, let be be the highest node b such that Xb contains both end vertices of
e. This is well-defined due to the last property in the above list. For every b ∈ B, we let
Eb = {e ∈ E : be = b}. So, (Eb)b∈B forms a partition of E.

Notations on Partitions. Given two partitions Π and Π′ of a common set X, we say Π′

refines Π if any two elements in X that are in the same set in Π′ are also in the same set
in Π. We use Π′ ≤ Π to denote that Π′ refines Π. Given two partitions Π and Π′ of X, we
use Π ∨Π′ to denote the join of Π and Π′ w.r.t the relation ≤. That is, we define a graph
where there is an edge between u and v if they are in the same set in Π or Π′. Then two
vertices u and v are in the same set in the partition Π ∨ Π′ if and only if they are in the
same connected component in the graph.

Abusing notations slightly, if an element v is not included in a partition Π, we treat {v}
as a singleton set in Π. This allows us to extend the operators ≤ and ∨ to two partitions
Π and Π′ with different ground sets. Given a partition Π and a set X, we let Π[X] be the
partition Π restricted to the ground set X: two elements u, v ∈ X are in the same set in
Π[X] if and only if they are in the same set in Π.

For any set F ⊆ E of edges, we define CC(F ) to be the partition of the vertices incident
to F , such that u and v are in the same set in CC(F ) if and only if they are in the same
connected component in (V, F ).

Construction of Labels and Consistency Triples. The tree T for the tree-labeling instance
is the same as the decomposition tree T. (This is the reason we use the same notion T.)
So we have V = B. Now we fix a bag b ∈ B and define the set Lb of labels for b. To define
the labels, we let H = (VH , EH) be any sub-graph of G, which we should think of as the
output of the GST problem. Fix a bag b ∈ B, let Λ∗(b) be the set of descendants of b in T,
including b itself. We then make the following definitions:

Fb(H) := EH ∩ Eb is the set of edges from Eb that are included in H.
Π↓

b(H) is the partition of Xb so that two vertices u, v ∈ Xb is in the set in Π↓
b(H) if and

only if they are connected in the graph (VH , EH ∩
⋃

b′∈Λ∗(b) Eb′).
Π↑

b(H) is the partition of Xb so that two vertices u, v ∈ Xb is in the set in Π↓
b(H) if and

only if they are connected in the graph (VH , EH ∩
⋃

b′∈B\Λ∗(b)∪{b} Eb′).
In words, Π↓

b(H) and Π↓
b(H) respectively indicate the partition of Xb correspondent to the

edges of H in bags below and above b respectively.
Without knowing H , we can define the label set Lb for b to be all tuples (Fb, Π↓

b , Π↑
b) such

that (Fb, Π↓
b , Π↑

b) = (Fb(H), Π↓
b(H), Π↑

b(H)) for some valid output graph H. We then define
the consistency tuples Γb’s so that a consistent labeling gives a valid outputs sub-graph H.

Formally, let Lb be the set of all tuples (Fb, Π↓
b , Π↑

b) such that
Fb ⊆ Eb is a forest over Xb, CC(Fb) ≤ Π↓

b and CC(Fb) ≤ Π↑
b ,

if b = r, then Π↑
b = CC(Fb), and

if b is a leaf, then Π↓
b = CC(Fb).

Then we define the set Γb of triples, for an inner vertex b in T with two children b′ and
b′′. We have

(
(Fb, Π↓

b , Π↑
b), (Fb′ , Π↓

b′ , Π↑
b′), (Fb′′ , Π↓

b′′ , Π↑
b′′)

)
∈ Γb if and only if

Π↓
b =

(
Π↓

b′ ∨Π↓
b′′ ∨ CC(Fb)

)
[Xb],

Π↑
b′ =

(
Π↑

b ∨Π↓
b′′ ∨ CC(Fb′)

)
[Xb], and

Π↑
b′′ =

(
Π↑

b ∨Π↓
b′ ∨ CC(Fb′′)

)
[Xb′′ ].
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▷ Claim 16. Let {(Fb, Π↓
b , Π↑

b)}b∈B be a consistent labeling of the tree T. Let H =
(V,

⋃
b∈B Fb). Then we have Π↓

b [H] = Π↓
b and Π↑

b [H] = Π↑
b for every b ∈ B.

The claim says that if the labels are consistent, then Π↓
b and Π↑

b represent their true values.

Construction of Covering and Cost Constraints. The requirement that all groups are
connected to r can be captured by the covering constraint in the tree-labeling problem. For
every t ∈ [k], a label (Fb, Π↓

b , Π↑
b) ∈ Lb for some b ∈ B can satisfy the group St if for some

s ∈ St we have (s, r) are in the same set in the partition Π↓
b ∨Π↑

b .
The edge costs and degree constraints can be captured by the cost constraints in the

tree-labeling instance. Consider the costs first. Using binary search, we assume we know
the optimum cost C∗ for the instance. For every bag b ∈ B and every label (Fb, Π↓

b , Π↑
b), the

cost of the label is c(Fb) :=
∑

e∈Fb
ce. We disallow this label by removing it if c(Fb) > C∗.

Scaling all costs by C∗ so that all costs are in [0, 1]. So, the cost being at most C∗ in the
group Steiner tree instance is equivalent to that the cost of all labels is at most 1.

Finally, we consider the degree constraints dH(v) ≤ dbv for every v ∈ V . For every v ∈ V ,
we define a cost constraint in the tree-labeling instance. For every bag b ∈ B with v ∈ Xb,
and every label (Fb, Π↓

b , Π↑
b), the cost of the label is |δ(v) ∩ Fb|, where δ(v) is the incident

edges of v in G. Again, we disallow the label if |δ(v) ∩ Fb| > dbv, and we scale the costs by
dbv so that all costs are in [0, 1]. Then the degree constraint on v is reduced to this cost
requirement in the tree labeling instance.

Wrapping Up. We then run the algorithm in Theorem 10 on the constructed tree-labeling
instance. Let (Fb, Π↓

b , Π↑
b) be the label of a bag b, and let H = (V,

⋃
b∈B Fb). By Claim 16, the

consistency constraints guarantee that the Π↓
b and Π↑

b truthfully represent the connectivity
of the graph G. So, if the covering constraint for a group St is satisfied, then H indeed
connects r and St. Recall that D = O(log n) is the depth of the tree T. By Properties a and
b, we have

For every t ∈ [k], H connects r and St with probability at least 1
D .

E
[

exp(ln(1 + 1
2D ) · c(H)

C∗ )
]
≤ 1 + 1

D .
E

[
exp(ln(1 + 1

2D ) · dH (v)
dbv

)
]
≤ 1 + 1

D for every v ∈ V .

We run the algorithm for M = Θ(D log n) = Θ(log2 n) times, with a large hidden constant
in the O(·) notation, and output the union H of all sub-graphs constructed by the M times.
With high probability, all groups are connected to r in H. E[exp(ln(1 + 1

2D ) · dH (v)
dbv

)] ≤
(1 + 1

D )M = nO(1). Using Markov inequality, we have exp(ln(1 + 1
2D ) · dh(v)

dbv
) ≤ nO(1) for

every v ∈ V with high probability. That is, dh(v) ≤ O(dbv log n ·D) = O(log2 n)dbv with
high probability. Similarly, with high probability, we have c(H) ≤ O(log2 n)C∗.

We then analyze the running time of the algorithm. The key parameter deciding the
running time is ∆, the maximum size of a label set Lb. As we assumed Fb is a forest over
Xb and |Xb| ≤ O(tw), there are twO(tw) different possibilities for Fb. There are also twO(tw)

possibilities for each of Π↓
b and Π↑

b . So, |Lb| ≤ twO(tw) for every b ∈ B. Therefore, the
running time of the algorithm is poly(n) ·∆O(D) = poly(n) · (twO(tw))O(log n) = nO(tw log tw).
This finishes the proof of Theorem 2.
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4:2 Hybrid k-Clustering: Blending k-Median and k-Center
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Figure 1 Two disks of radius 2 cover all except four points that are colored red. The total sum
of distances from these points to the yellow disks is 2(1 +

√
8 − 2).

1 Introduction

Suppose we want to install a set of k access points (APs) at certain locations to provide
wireless internet (Wi-Fi) coverage to a group of people belonging to a certain area. Each AP
is capable of providing Wi-Fi within a circular-shaped region (i.e., a disk) of fixed radius r,
and it may not be possible to cover the entire region with k such disks. Thus, after placing
k APs, some people may be outliers, that lie outside any of the k disks and do not receive
Wi-Fi coverage. We can model this scenario as the classical k-Center with Outliers
problem, which is a crude model since it only cares about the number of outliers. However,
our scenario is more nuanced. All people that lie within any of the k disks of radius r already
receive Wi-Fi, whereas a person lying outside all of the k disks must travel to the boundary of
the nearest disk in order to receive coverage. Naturally, we would like to minimize the total
distance traveled by people. Motivated by this and several other problems in computational
geometry/clustering, we consider the following clustering problem, which encompasses two
fundamental variants of clustering: k-Center and k-Median. Given a set P of points in
some metric space and integer k and real r ≥ 0, our objective is to position k closed balls of
radius r in a way that minimizes the sum of distances from points uncovered by the balls to
their closest balls. In Figure 1, we provide an example of such clustering with k = 2 and
r = 2.

To define the new clustering formally, we need some definitions. We consider Euclidean
inputs, i.e., all points belong to Rd for some d ≥ 1 and the distance function dist(·, ·) is given
by the Euclidean (ℓ2) distance. For a point p ∈ P and a finite set of points Q ⊂ Rd, we
define dist(p, Q) := minq∈Q dist(p, q). Further, for x, y ∈ P , and a real r ≥ 0, we define the
shorthand distr(x, y) := max {dist(x, y)− r, 0}.

Hybrid k-Clustering

Input. A set P ⊂ Rd of n points, an integer k ≥ 1, and a real r ≥ 0.
Task. Find a set F ⊂ Rd of size at most k, that minimizes:

costr(P, F ) :=
∑
p∈P

distr(p, F ) (1)
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We denote an instance of Hybrid k-Clustering as I = (P, k, r, d), where d denotes the
dimension. When r = 0, the optimal cost of Hybrid k-Clustering equals the optimal
k-Median clustering cost of the instance. Thus in this case, Hybrid k-Clustering reduces
to k-Median. However, when r > 0, distr(·, ·) does not form a metric, and hence we cannot
simply reduce the problem to k-Median. On the other hand, the minimum value r that
guarantees the cost of Hybrid k-Clustering to be zero is equal to the optimal k-Center
value. In this sense, Hybrid k-Clustering reduces to k-Center.

r⋆

r

p

c

distr

Figure 2 Left: k-Center clustering, a special case of Hybrid k-Clustering with r = r⋆. All
points are covered by k balls of radius r⋆ and OPTr⋆ = 0. Right: k-Median clustering, a special
case of Hybrid k-Clustering with r = 0, and every point contributes its distance to the closest
center (some are shown as brown arrows). Middle: A general instance of Hybrid k-Clustering
lies somewhere in between the two cases, where points outside radius-r balls contribute the distance
to the boundary (shown in blue).

1.1 Our Result and Techniques
The main result of this paper is a bicriteria approximation algorithm for Hybrid k-
Clustering. An α-approximation to an instance I = (P, k, r, d) is a subset F ⊂ Rd

of size k with costr(P, F ) ≤ α · OPTr, where OPTr := costr(P, F ∗) denotes the cost of an
optimal solution F ∗ ⊂ Rd of size at most k. Furthermore, an (α, β)-bicriteria approximation
is a solution F ⊂ Rd with costβr(P, F ) ≤ α · OPTr. Here, costβr(P, F ) =

∑
p∈P distβr(P, F ).

Consider the special case of r = r∗, where r∗ is the optimal radius for k-Center. Then,
OPTr∗ = 0. Therefore, a (α, 1)-bicriteria approximation would return a solution of cost
α · OPTr∗ = 0 using radius 1 · r∗, i.e., an optimal solution for k-Center. On the other
hand, a (1, β)-bicriteria approximation, for the special case of r = 0, would return an
optimal-cost solution using the radius of βr = 0. That is, such an algorithm would optimally
solve k-Median. Combining these observations with the established lower bounds from the
literature for k-Median and k-Center in Euclidean spaces, implies the following bounds
for Hybrid k-Clustering.

▶ Proposition 1. The following holds for Hybrid k-Clustering even when the input is
from R2.

For any α ≥ 1, there exists no FPT in k algorithm that returns an (α, 1)-approximation,
unless FPT = W[1] [27].
For any finite β ≥ 1, there exists no polynomial-time algorithm that returns a (1, β)-
approximation unless P = NP [29].

Further, assuming the Exponential-Time Hypothesis (ETH), if the input is from Rd with
d ≥ 4, then there exists no no(k) time algorithm that returns a (1, β)-approximation, for any
finite β ≥ 1 [10].

APPROX/RANDOM 2024
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Given these results, a natural question arises: Can we achieve a (1+ε, 1+ε)-approximation
for Hybrid k-Clustering, running in time f(k, ε) · nO(1), particularly in low-dimensional
Euclidean spaces? Our main theorem answers this question.
▶ Theorem 2. Let 0 < ε < 1. There exists a randomized algorithm that, given an instance
of Hybrid k-Clustering in Rd, runs in time 2( kd

ε )O(1)
· nO(1), and returns a (1 + ε, 1 + ε)-

approximation with probability at least a positive constant.
This randomized algorithm and the proof of correctness are described in Section 2. Here

we discuss some of the main ideas. Recall that our objective, as the problem name suggests,
is a “hybrid” of k-Center and k-Median. In our preprocessing steps, we first handle the
inputs that behave almost like either of the two problems. Suppose we (approximately) know
the optimal value of Hybrid k-Clustering for the given set of points P , called OPTr.
First, in Lemma 4, if r > OPTr, then we show that an approximate solution can be found
using techniques used for approximating k-Center. Specifically, for each of the k centers in
the optimal solution, we find a “nearby” center within distance ϵr via overlaying a fine grid
in the space. Thus, we can assume that r ≤ OPTr. Next, we consider the case when r is too
small compared to OPTr, namely, when r < εOPTr

n , and show that in this case, the input
behaves like k-Median– an approximate k-Median solution is also an approximation for
Hybrid k-Clustering (Lemma 5). In this manner, we preprocess to handle inputs that
resemble k-Center and k-Median, we obtain a relation between r and OPTr, which can be
used to discretize the distances, which can be used to bound the aspect ratio (i.e., the ratio
of maximum to minimum positive distance) (Lemma 6).

After the preprocessing step, we obtain inputs that are not immediately reducible to
k-Center/Median. To handle such inputs, we design an intricate recursive algorithm that,
at each step, tries to simultaneously handle parts (i.e., clusters) of the input that can be
handled by either of the two techniques. This algorithm is inspired by the sampling approach
of Kumar, Sabharwal, and Sen [24, 25] (also Jaiswal, Kumar, and Sen [23]). In this approach,
one first takes a large enough sample that can be used to pin down the location of the largest
cluster center. Then, one removes enough points from the vicinity of this center, so that the
next largest cluster becomes dominant, and hence a subsequent sample contains sufficiently
many points from the second cluster, and so on.

However, our scenario is more intricate and challenging for several reasons due to the
peculiar nature of the objective. Nevertheless, in principle, one can classify each cluster as
either being more 1-center-like, or more 1-median like (see Figure 3 for an illustration). In a
1-center-like cluster, a large fraction of points lie within a ball of radius O(r/ε). On the other
hand, in a 1-median-like cluster, a vast majority of points lie outside the O(r/ε)-radius ball.
Note that any such point loses very little due to the “−r” term in the clustering cost, i.e., its
distr and dist values are approximately equal. Hypothetically, if we knew the partition of
the input points into k clusters, then we could use this classification to handle each type of
cluster separately – an almost-optimal center of a 1-center-like cluster can be found using
a grid, whereas one can use an approximation for 1-median (as a black box) to handle a
1-median-like cluster. However, the actual clusters are obviously unknown to the algorithm.
Hence, the algorithm has to carefully navigate between the two types of clusters based on the
random sample obtained, and must simultaneously handle both scenarios using branching
(i.e., recursion). The analysis of the algorithm is also much more involved due to the various
cases in which the distinction between two types of clusters is murkier. Nevertheless, we are
able to show that the algorithm returns a (1+ε, 1+ε)-approximation in time 2(kd/ε)O(1) ·nO(1)

with good probability. Note that we incur an exponential dependence on the dimension d

due to “grid-arguments” used to handle 1-center-like clusters, unlike the approach of [24].
However, such dependence seems unavoidable using our approach.
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dist dist≈

p

c

O(r/ε)

r

r

Figure 3 Example of two different types of clusters. In each figure, we show the cluster center in
red, a ball of radius r around the center in green, and a larger ball of radius O(r/ϵ) in cyan with
a dashed outline. Left: A 1-center-like cluster. Note that a large chunk of points lies within the
radius O(r/ε) ball around the center. Right: A 1-median-like cluster. Note that most of the points
lie outside the O(r/ϵ) radius ball around c, and for any such point, e.g., p that is outside the O(r/ε)
radius ball, distr(p, c) ≈ dist(p, c).

1.2 Related Problems

Euclidean Clustering. An extensive body of literature exists on approximation algorithms
for k-Center and k-Median in the Euclidean space. For k-Median in Rd, Polynomial-
Time Approximation Schemes (PTASes) with a running time of nf(ϵ,d) have been developed,
leveraging local search techniques [18, 12]. Additionally, various Fixed-Parameter Tractable
Approximation Schemes (FPT-AS) with a running time of f(k, d, ϵ) · nO(1) are known for
this problem [11, 13, 25, 23]. The dependence on dimension d can be eliminated through
dimensionality reduction techniques [26, 9].

For k-Center, an FPT-AS was introduced by Agarwal and Procopiuc in [4], with a
runtime of O(n log k) + (k/ε)O(dk1−1/d) in Rd. Subsequent work by Badoiu, Har-Peled, and
Indyk [5] improved the running time to 2O(k log k)/ϵ2 .

In [30], Tamir introduces a common generalization of the two clustering problems, namely,
ℓ-centrum. In this problem, one ignores ℓ closest points from the cost. Notably, k-Median
ignores 0 points, and k-Center ignores all but one point. While this problem is related to
Hybrid k-Clustering, their objectives differ. Ordered k-Median, a further generalization
of ℓ-Centrum, also does not align with our objective. Approximation algorithms for this
problem and some variants were developed in [2, 1, 6, 7].

k-center clustering with outliers. In k-Center clustering, we are given sets P (clients) and
F (facilities) of points. Given an integer k, the task is to identify k centers F ⊆ F minimizing
the maximum distance of any point in P from its closest center. A popular variant of k-center
is a formulation that considers outliers. For a selected parameter x, up to x points are
allowed not to be allocated to any center. A plethora of approximation algorithms for this
problem, and the related problems of covering points by disks and minimum enclosing balls
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with outliers, exist in the literature [5, 14, 8, 19, 15, 16, 21, 28]. Hybrid k-Clustering
could be seen as a variant of k-Center with outliers, where we focus on the sum of distances
to outliers rather than their numbers.

Shape fitting. A natural problem arising in machine learning, statistics, data-mining, and
many other fields is to fit a shape γ to a set of points P in Rd. Har-Peled in [20] introduces the
following formalization of this problem. For a family of shapes F (points, lines, hyperplanes,
spheres, etc.) we seek for a shape γ ∈ F with the best fit to P . The typical criteria for
measuring how well a shape γ fits a set of points P could be the maximum distance between
a point of P and its nearest point on γ (L∞-fitting), sum of the distances from P to γ

(L1-fitting) or the sum of the squares of the distances (L2-fitting). In this setting, Hybrid
k-Clustering is the problem of L1-fitting to a shape from F , where F is the family of
shapes defined by unions (not necessarily disjoint) of k balls in Rd. Some relevant work in
this direction includes [3, 20, 22, 31].

2 Bicriteria FPT Approximation Scheme in Euclidean Spaces

We first set up some notation and define an important subroutine. For Y ⊂ Rd, and y ∈ Y ,
let cl(y, Y ) ⊆ P denote the subset of points of P , whose closest point in Y is y. Ties are
broken arbitrarily. Note that {cl(y, Y ) : y ∈ Y } forms a partition of P .

Let p ∈ Rd be a point and λ ≥ 0, let B(p, λ) =
{

q ∈ Rd : d(p, q) ≤ λ
}

denote the ball
of radius λ centered at p. For 0 ≤ τ ≤ λ, let Grid(p, λ, τ) be the outcome of the following
procedure: we place a grid of sidelength τ/

√
d (of arbitrary offset). From each grid cell L

that (partially) intersects with B(p, λ) (i.e., L contains a point q with d(p, q) ≤ λ), we pick
an arbitrary point from L and add it to the set Grid(p, λ, τ). Note that Grid(p, λ, τ) can be
computed in time proportional to the size of the output. We have the following observations
that follow from simple geometric arguments.

▶ Observation 3.
1. |Grid(p, λ, τ)| ≤ O((

√
dλ/τ)d), where d is the dimension.

2. For any q ∈ B(p, λ), there exists some q′ ∈ Grid(p, λ, τ) such that d(q, q′) ≤ τ .

2.1 Preprocessing
Suppose we know an estimate of OPTr up to a constant factor – this can be done by an
exponential search or by first finding a bicriteria (constant) approximation. For simplicity of
exposition, we assume that we know OPTr exactly.

Step 1. Obtaining OPTr ≥ r ≥ εOPTr

2n .
First, in the following lemma, we handle k-center-like instances, which we can handle

using “grid arguments”. If this is not applicable, we obtain that r ≤ OPTr. 1

▶ Lemma 4 (♠). If r > OPTr, then in time
(

d
ε

)O(dk) · nO(1)one can find a set F ⊂ Rd of
size k, such that, cost(1+ε)r(P, F ) ≤ (1 + ε)OPTr.

1 Due to space constraints, some proofs are omitted in this extended abstract. They can be found in the
full version of the paper [17]. The statements with missing proofs are marked by ♠.
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In the following lemma, we handle k-median-like instances, where r is very small compared
OPTr. We directly reduce such instances to k-Median (where r = 0). If this is not applicable,
then we obtain that r is not “too small” compared to OPTr.

▶ Lemma 5 (♠). Let 0 < ε < 1. Suppose for an instance I, OPTr ≥ 2nr
ε . Then,

OPT0 ≤ (1 + ε/2) · OPTr ≤ (1 + ε/2) · OPT0. Furthermore, if F ⊂ Rd satisfies that
cost0(P, F ) ≤ (1 + ε/3) · OPT0. Then, costr(P, F ) ≤ (1 + ε) · OPTr. Such a set F can be
found in time 2(k/ε)O(1) · nd.

For a given input P , we try the procedures from Lemma 4 and 5 and keep them as
candidate solutions. However, if P does not satisfy the conditions required to apply these
lemmas, then we must have that εOPTr

2n ≤ r ≤ OPTr. In this case, we use the next step
before proceeding to the main algorithm.

Step 2. Bounding the aspect ratio.
In this step, we suitably discretize the distances in order to bound the aspect ratio of the

metric (i.e., the maximum ratio of inter-point distances) by O( n2

ε ). This procedure preserves
the cost of an optimal solution up to a factor of 1 + ε.

▶ Lemma 6 (♠). Let P be a set of points satisfying εOPTr

2n ≤ r ≤ OPTr. Then, in polynomial
time we can obtain another (multi)set of points P ′ such that, for any solution F ⊂ Rd,

costr(P ′, F ) ∈ (1± ε) · costr(P, F ), and maxp,q∈P ′ dist(p, q)
minp,q∈P ′:dist(p,q) ̸=0 dist(p, q) ≤

4n2

ε
.

Bounding the aspect ratio by O( n2

ε ) means that an exponential search over distances
has at most log2

(
n2

ε

)
= O

(
log(n)

ε

)
levels, which will be useful in our main algorithm. By

slightly abusing the notation, we continue to use P for referring to the discretized (multi)set
P ′ returned by Lemma 6. If there are any co-located points in P , we will treat them as
separate points, and hence use set terminology instead of multiset terminology.

After the two preprocessing steps, we now proceed to the description of the main algorithm.

2.2 Main Algorithm
Our goal is to prove Theorem 2, that is, to design a randomized bicriteria FPT approximation
for Hybrid k-Clustering. We define some parameters. Let δ := ε

10k < 1
2 , δ′ := δ

3 and
r′ := (1 + δ′)r.

Algorithm 1 is a recursive algorithm, and is called HybridClustering. It takes three
parameters F ′, k, and m. F ′ ⊂ Rd is a subset of centers added to the solution so far and
has size k −m. Further, k is the total size of the solution, and m is an upper bound on the
remaining solution (since we have already added k −m centers). At a high (and imprecise)
level, the goal of each recursive step is to find an approximate replacement for each center in
an unknown optimal solution.

In line 2, we check whether m = 0, i.e., whether we have used our budget of k centers,
and if so, we return the same set F ′ of centers built through the recursive process. Otherwise
(line 4 onward), we assume that m > 0, i.e., we are yet to add a set of centers. Throughout
this process (line 4 to 13, we will build a set R consisting of candidate centers, at least one of
which will be an approximate replacement of an unseen center (i.e., one whose approximate
replacement has not already been found) from an optimal solution. Finally, in line 15, we
will make a recursive call by adding each candidate to the current solution F ′. Now we
discuss how we build the set R.
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4:8 Hybrid k-Clustering: Blending k-Median and k-Center

Algorithm 1 HybridClustering(F ′, k, m).

F ′ ⊆ Rd is a subset of centers of size at most k −m added to the solution so far
β = 1

δc′ as required in Proposition 13 and β′ := β · 150k
δ3 .

1: if m = 0 then
2: return F ′

3: end if
4: R←

⋃
c′∈F ′ Grid(c′, 16r, δr)

5: for each q of the form 2j in the range [8r, distmax] do
6: Pq := P \

(⋃
c′∈F ′ B(c′, q)

)
7: Let Sq be a sample of size β′ chosen uniformly at random from Pq

8: R← R ∪
⋃

p∈Sq
Grid(p, 8r

δ , δr)
9: for each S ⊆ Sq of size β do

10: c′ ← ApproxSolutionOnSample(S, δ/8) ▷ Algorithm from Proposition 13
11: R← R ∪ {c′}
12: end for
13: end for
14: for each c ∈ R \ F ′ do
15: Call HybridClustering(F ′ ∪ {c} , k, m− 1)
16: end for
17: Call HybridClustering(F ′, k, m− 1)
18: return solution F̃ minimizing costr′(P, F̃ ) over recursive calls made in lines 15 and 17

First, in line 4, for each center c′ ∈ F ′ added so far, we add a set of “nearby” centers by
placing a grid. This handles the case when an unseen optimal center is close to one of the
already chosen centers in F ′. Next, in the outer for loop (line 5 to 13), we handle the case
when all new optimal centers are relatively far from the already chosen centers. In this for
loop, we iterate over a range of values for the parameter q via exponential search. Parameter
q tries to approximate half of the minimum distance between the already chosen and new
optimal centers. Thus, for the “correct” value of q, the set of points Cq lying “far” from the
centers of F ′ (line 6), leaves all of the m unseen optimal clusters untouched. At this point,
we aim to use a sample of faraway size (chosen in line 7), to find an approximate replacement
for one of these m unseen centers. We do this by using the sample in two different ways, to
handle two different situations. First, if our sample happens to contain a point “nearby” an
unseen center, say c⋆, then the points chosen from the fine grid in line 8 will find such an
approximate replacement for c⋆. Otherwise, the idea is that, if we have removed a significant
fraction of points from the “seen” clusters in line 6, by virtue of being close to F ′, then the
sample contains sufficiently many (i.e., at least β) points from the largest unseen cluster,
say C⋆, with reasonable probability, and these points can be used to find an approximate
replacement of the cluster center (using Proposition 13). However, a priori we do not know
which subset of the sample comes from C⋆. Therefore, we iterate over all subsets of size β in
the inner for loop (lines 9 to 12) to find such a subset of size β that comes entirely from
C⋆ and use a known subroutine, called ApproxSolutionOnSample, to find an approximate
replacement. Finally, in 15, we make a recursive call by adding each center from R \ F ′, and
in line 17, we make a recursive call by not adding any new center (to handle a particular
case). In line 18, we return the minimum-cost solution found over all recursive calls. This
completes the description of the algorithm.
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2.3 Analysis

The crux of the analysis is to establish that Algorithm 1 satisfies the following invariant.

Invariant

Let 0 ≤ m ≤ k and 0 < α < 1 be a constant. Suppose for the given F ′ of size at most k−m,
there exists some F = F ′ ⊎ Fo ⊂ Rd, such that
1. |Fo| ≤ m, and
2. ∑

c∈F ′

costr′(cl(c, F ), c) +
∑
c∈Fo

costr(cl(c, F ), c) ≤ (1 + δ)k−m · OPTr (2)

Then, with probability at least αm, the algorithm returns a solution F̃ ⊂ Rd, such that
1. |F̃ | ≤ k,
2. F ′ ⊆ F̃ , and
3. ∑

c∈F̃

costr′(cl(c, F ), c) ≤ (1 + δ)k · OPTr. (3)

Proof of Correctness

The proof is by induction on m. For the base case, consider m = 0. In the base case
(Algorithm 1), we return the same F ′ = F with probability one. In this case, the invariant
tells us that costr′(P, F ) ≤ (1 + δ)k ·OPTr, which is what we need to prove. Now we assume
that the claim is true for some m − 1 ≥ 0 and we prove it for m by considering different
cases.

Easy case: F = F ′. This is a much simpler case since we have already found the desired
set. In this case, any solution F̃ returned by a recursive call always contains F = F ′ as a
subset. Then, in this case, we have that:

costr′(P, F̃ ) ≤ costr′(P, F ) ≤ (1 + δ)k−m · OPTr ≤ (1 + δ)k · OPTr

Here, the first inequality follows from the assumption that F̃ ⊇ F = F ′, and the second
inequality follows from (2) of the invariant. Note that we do not need to rely on the induction
here.

Main case: F ′ ⊊ F . This is the case where we are yet to discover some subset (namely,
F \ F ′) of centers. We will analyze this case by considering different scenarios based on the
inter-center distances, as well as their relative sizes.

First, since F ′ ⊊ F , there exists some c ∈ F \F ′. Now, let c ∈ F \F ′ and c′ ∈ F ′ be the pair
of centers with the smallest distance, i.e., (c, c′) is a pair realizing minc1∈F \F ′,c2∈F ′ dist(c1, c2).
Now we consider different cases depending on dist(c, c′), namely the closest distance between
an already chosen center c′ ∈ F ′, and an “unseen center” c ∈ F \ F ′.
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16r ⋆

c′

c

c̃

×
×

δr

×

Figure 4 Illustration for Case 1. Centers in F ′ are shown as red squares and unseen centers of
F \ F ′ are shown as purple crosses. c is the closest center to F ′ and dist(c, c′) ≤ 16r. Then, a nearby
center c̃′ can be found using a δr grid.

Case 1. Nearby center: dist(c, c′) ≤ 16r. In this case, via Observation 3, we conclude
that there exists some c̃ ∈ Grid(c′, 16r, δr) with dist(c̃, c) ≤ δr. Let F̃ = F ′ ∪ {c̃}. Then, the
proof follows from the following claim (see Figure 4).

▷ Claim 7. Let c1 ∈ Fo and let c̃1 ∈ Rd be such that dist(c1, c̃1) ≤ δ′r. Then, with
probability at least αm−1, HybridClustering(F ∪ c̃1, k, m − 1) returns a solution F̃ that
satisfies the required properties.

Proof. Consider c1, c̃1 as defined in the statement. Let A = cl(c1, F ). For any point p ∈ A,
dist(p, c̃1) ≤ dist(p, c1) + dist(c1, c̃1) ≤ dist(p, c1) + δ′r. This implies that, distr′(p, c̃1) ≤
distr′(p, c1). Define Fnew := F ′

new ⊎ F ′
o, where F ′

new := F ′ ∪ {c̃1} and F ′
o := Fo \ {c1}. First,

we show the following inequality.∑
c∈F ′

new

costr′(cl(c, F ), c)+
∑
c∈F ′

o

costr(cl(c, Fnew), c)

≤
∑
c∈F ′

costr′(cl(c, F ), c) +
∑
c∈Fo

costr(cl(c, F ), c) (4)

We construct an assignment of clients to the centers in Fnew, where we may not assign a
client to its closest center. To construct this assignment, we consider different cases. For
c ∈ F ′ ∪ Fo \ {c1}, we assign all points p ∈ cl(c, F ) to c. The contribution of all such points
is the same as the right-hand side of (4). Finally, we assign all points in cl(c1, F ) to c̃1. By
the choice of c̃1, costr′(cl(c1, F ), c̃1) ≤ costr(cl(c1, F ), c1), which is the contribution of such
points on the right-hand side. Since the cost on the left-hand side is no larger than the cost
of the assignment thus constructed, it shows (4).
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×

×

c′ t

c

×
q⋆

q⋆

q⋆

Figure 5 Illustration for Case 2. Centers of F ′ are shown as red squares and unseen centers of
F \ F ′ are shown as purple crosses. Balls of radius q⋆ around F ′ are shown in dashed orange. P ′

are the points lying outside these balls. Among the points of P ′, D is the set of points belonging
to clusters around F ′, and shown as green-orange filled dots. Finally, the cluster around c is the
largest unseen cluster (marked in dashed blue shape), L. We analyze different cases depending on
the relative sizes of L and D.

Note that the right-hand side of (4) is at most (1+ δ)k−m ·OPTr due to the invariant, and
hence Fnew satisfies the properties required to apply the inductive hypothesis for m− 1. This
implies that with probability at least αm−1 the recursive call Recursive(F ′ ∪ {c̃1} , k, m− 1)
returns a solution F̃ satisfying costr′(P, F̃ ) ≤ (1 + δ)k · OPTr. ◁

Case 2. Faraway center: 16r < dist(c, c′) ≤ distmax. Let t = dist(c, c′) and q⋆ be the
largest power of 2 that is at most t/2. Consider Pq⋆ = P \

(⋃
c1∈F ′ B(c1, q⋆)

)
. Let c⋆ ∈ F \F ′

denote the center of the maximum-size cluster, i.e., c⋆ = arg maxc1∈F \F ′ |cl(c1, F )|, and
L := cl(c⋆, F ) denote the largest cluster. Finally, let D :=

⋃
cold∈F ′ cl(cold, F ) ∩ Pq⋆ denote

the set of clients that are distant from the respective centers in F ′. Let us summarize some
consequences of these definitions in the following observation (its proof is essentially discussed
above). Also see Figure 5.

▶ Observation 8.
1. Pq⋆ = D ⊎

⊎
c1∈F \F ′

cl(c1, F ) ∩ Pq⋆ .

2. In particular, cl(c, F ), cl(c⋆, F ) ⊆ Pq⋆ .
We consider different sub-cases based on the relative sizes of L and D.

Case 2.1. New cluster is tiny: |L| ≤ δ2/4 · |D|. Let N := cl(c, F ). Note that the
definition of c⋆, combined with the case assumption, implies that |N | ≤ |L| ≤ δ2

4 · |D|. We
summarize a few technical consequences of these definitions in the following claim.
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▷ Claim 9.

costr(N, c′) ≤ δ · costr(D, F ) + (1 + δ) · costr(N, c) (5)

Proof. Note that for each p ∈ D, dist(p, F ) ≥ t
4 . Thus, distr(p, c′) ≥ t

4 − r ≥ 3t
16 , where the

last inequality follows from the case assumption, namely t > 16r. Thus, each point p ∈ D

contributes at least 3t
16 to costr′(P, F ), and their total contribution to costr(P, F ) is

costr(D, F ) :=
∑
p∈D

distr(p, c′) ≥ |D| · 3t

16 (6)

Now we upper bound the cost of assigning points of N to c′. To this end, we
partition N = Nnear ⊎ Nfar, where Nnear := {p ∈ A : dist(p, c) ≤ 2r/δ} and Nfar :=
{p ∈ A : dist(p, c) > 2r/δ}. Note that, for each p ∈ Nfar, distr(p, c) = dist(p, c) − r ≥
dist(p, c)− δ

2 · dist(p, c), which implies that, for each p ∈ Nfar,

dist(p, c) ≤
(

1
1− δ

2

)
· distr(p, c) ≤ (1 + δ) · distr(p, c) (7)

Now consider,

costr(N, c′) ≤
∑
p∈N

dist(p, c′) (Since distr(·, ·) ≤ dist(·, ·))

≤
∑
p∈N

dist(p, c) + dist(c, c′) (Triangle inequality)

= |N | · dist(c, c′) +
∑

p∈Nnear

dist(p, c) +
∑

p∈Nfar

dist(p, c)

≤ δ2

8 · |D| · t +
∑

p∈Nnear

4r
δ +

∑
p∈Nfar

(1 + δ) · distr(p, c)

(From case assumption and (7))

= δ2

4 · |D| · t + 4r
δ · |Nnear|+ (1 + δ) · costr(N, c)

≤ δ2

4 · |D| · t + δ · |D| · t
16 + (1 + δ) · costr(N, c)

(|Nnear| ≤ |N | ≤ δ2

4 and t > 16r)
≤ |D| · 3t

16 · δ ·
( 4δ

3 + 1
3
)

+ (1 + δ) · costr(N, c)
≤ δ · costr(D, F ) + (1 + δ) · costr(N, c) (8)

Where the last inequality follows from (6) and δ < 1/2. ◁

Thus, consider the solution F \ {c}. To upper bound costr(P, F \ {c}), we assign all
points in N = cl(c, F ) to c′. The cost of this solution can be upper bounded as follows

costr(P, F \ {c}) ≤ costr(P, F )− costr(N, c) + costr(N, c′)
≤ costr(P, F ) + δ · costr(D, F ) + δ · costr(N, c) (From (5))
≤ costr(P, F ) + δ · costr(P, F ) (Since D ⊎N ⊆ P )
≤ (1 + δ)k−m+1 · OPTr (9)

Where the last inequality follows from the invariant. Further, observe that c ∈ F \ F ′,
which implies that |(F \ {c}) \ F ′| ≤ m − 1. This, combined with (9), shows that the
solution F \ {c} = F ′ ⊎ (Fo \ {c}) satisfies the conditions of the invariant for m − 1.
Then, by using inductive hypothesis, HybridClustering(F, k, m − 1), with probability
at least αm−1 ≥ αm, returns a solution F̃ such that (a) |F̃ | ≤ k, (b) F ⊆ F̃ , and (c)
cost(1+δ)r′(F, F̃ ) ≤ (1 + δ)k · OPTr, completing the induction.
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Case 2.2. New cluster is large enough: |L| > δ2/4 · |D|. That is, the largest “untouched”
cluster is at least an δ fraction of the remaining points. Since L = cl(c⋆, F ) is the largest
“untouched” cluster, |L| ≥ |cl(c1, F )| for all c1 ∈ F \ F ′. Then, by Observation 8, we have
that,

|Pq⋆ | = |D|+
∑

c1∈F \F ′

|cl(c1, F )| ≤ |D|+ |F \ F ′| · |L| ≤ 4
δ2 · |L|+ k · |L| ≤ 5k

δ2 · |L|

In other words, |L| ≥ δ2

5k · |Pq⋆ |.
In the next claim, we summarize some properties of the sample S chosen in line 7 of the

algorithm, in the current case, i.e., when |L| ≥ δ2

5k |Cq⋆ |.

▷ Claim 10. Consider the iteration of the for loop of Algorithm 1, when q = q⋆, and the
corresponding sample Sq obtained in Algorithm 1. The following statements hold.
1. With probability at least 1/2, Sq contains at least β points of L.
2. Sq ∩L has the same distribution as selecting |Sq ∩L| points uniformly at random from L.
3. Let L′ ⊆ L be an arbitrary subset of size at least δ

10 |L|. Then, with probability at least
1/2, Sq contains at least 1 point from L, i.e., Sq ∩ L′ ̸= ∅.

Proof. Recall that β′ = β · 150k
δ3 and |L| ≥ δ2

5k |Cq⋆ |. So, the first item follows, say, via Markov’s
inequality 2. The second item is an easy consequence of conditional distributions. The proof
of the third item is analogous to the first item, combined with the bound on |L′|. ◁

Now we condition on the event that |Sq⋆ ∩ L| ≥ β, which, by Claim 10 happens with
probability at least 1

2 . Then, let S′ ⊆ S ∩ L be such a subset of size β. Let L = Lnear ⊎ Lfar,
where Lnear =

{
p ∈ L : dist(p, c⋆) ≤ 8r

δ

}
and Lfar =

{
p ∈ L : dist(p, c⋆) > 8r

δ

}
. We consider

different cases depending on the relative sizes of Lnear and Lfar. In the first case below
(2.2.1), when |Lnear| is not very tiny compared to |Lfar|, we show that our sample contains
at least one point from Lnear with good probability, and hence an εr grid around that point
will contain an approximate center. In the complementary case (2.2.2), |Lnear| is very tiny
compared to |Lfar|, and in this case, we argue that, instead of finding an approximate Hybrid
1-Median, we can focus on finding an approximate 1-Median, which can be found using
the sample. Now we formally analyze each of these cases.

Case 2.2.1. |Lnear| > δ
8 · |Lfar|. In this case, letting L′ ← Lnear in Claim 10, we infer

that with at least probability 1/2, S′ ∩ Lnear ̸= ∅. We condition on this event. Then, since
dist(p, c⋆) ≤ 8r

δ , it follows that there exists a c̃⋆ ∈ Grid(p, 8r
δ , δr), such that dist(c̃⋆, c⋆) ≤ δr.

Since we branch on each point in
⋃

p′∈S Grid(p, 8r
δ , δr), we will branch on c̃⋆ in particular.

Then, by Claim 7, HybridClustering(F ′ ∪ {c̃⋆} , k, m − 1) returns a solution F̃ , with
probability at least 1/2 · αm−1 ≥ αm.

Case 2.2.2. |Lnear| ≤ δ
8 · |Lfar|. We prove two claims, namely Claim 11, and Claim 12.

The latter essentially reduces the problem to finding an approximate solution to 1-median on
L. Intuitively speaking, this follows from the following two reasons: (1) As we show in (10),
a similar statement holds for the points in Lfar. This essentially follows from the fact that,
since each point of Lfar has distance at least 8r

δ to c, the subtraction of r from their distances
has little effect on the cost, and (2) Due to the case assumption, the points of Lfar vastly
outnumber the points of Lnear. Hence, the preceding claim also translates to the points of
L = Lfar ∪ Lnear, at a further small approximation error.

2 In fact, a closer inspection reveals that the probability is much closer to 1, but “at least 1/2” suffices for
our purpose.
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▷ Claim 11.
∑
p∈L

distr(p, c⋆) ≤
∑
p∈L

dist(p, c⋆) ≤ (1 + 3δ
4 ) ·

∑
p∈L

distr(p, c⋆).

Proof. First, consider,∑
p∈Lfar

distr(p, c⋆) =
∑

p∈Lfar

dist(p, c⋆)− r ≥
∑

p∈Lfar

dist(p, c⋆)− δ
8 · dist(p, c⋆)

(Since dist(p, c⋆) ≥ 8r
δ > r)

Then, the inequality between the first and the last term can be rewritten as,∑
p∈Lfar

dist(p, c⋆) ≤ 1
1− δ/8 ·

∑
p∈Lfar

distr(p, c⋆) ≤ (1 + δ
4 ) ·

∑
p∈Lfar

distr(p, c⋆) (10)

The following inequality will be used later to show that the contribution of points of
Lnear is negligible to the overall cost.∑

p∈Lfar

dist(p, c⋆) ≥
∑

p∈Lfar

distr(p, c⋆) ≥
∑

p∈Lfar

(1− δ
8 ) · dist(p, c⋆) (From (10))

≥ (1− δ
8 ) · 8r

δ · |Lfar| (Definition of Lfar)
≥ 1

2 ·
8r
δ ·

8
δ · |Lnear|

(Case assumption: |Lfar| ≥ 8
δ · |Lfar|)

= 4
δ ·

8r
δ · |Lnear|

≥ 4
δ ·

∑
p∈Lnear

distr(p, c⋆) (11)

Where the last inequality follows from the definition of Lnear.
The next sequence of inequalities shows a bound similar to (10), but when the sum is

taken over all points of L (instead of only the points of Lfar, as in Equation (10)).∑
p∈L

distr(p, c⋆) ≤
∑
p∈L

dist(p, c⋆) =
∑

p∈Lnear

distr(p, c⋆) +
∑

p∈Lfar

distr(p, c⋆)

= (1 + δ
4 ) ·

∑
p∈Lfar

dist(p, c⋆) (From (11))

≤ (1 + δ
4 ) · (1 + δ

4 ) ·
∑

p∈Lfar

distr(p, c⋆) (From (10))

≤ (1 + 3δ
4 ) ·

∑
p∈L

distr(p, c⋆) (12)

Where the last inequality follows from (i) (1 + δ
4 ) · (1 + δ

4 ) ≤ 1 + 3δ
4 and (ii) Lfar ⊆ L. This

completes the proof of the claim. ◁

Using this claim, we prove the following claim, which shows that it is sufficient to find an
approximate 1-median solution for L, which will also be a good approximation for Hybrid
1-Median for L. To this end, let c̃⋆ ∈ Rd denote the optimal 1-median for L.

▷ Claim 12. Let c1 be an (1 + δ
8 )-approximation for 1-Median for L, i.e.,

∑
p∈L dist(p, c1) ≤

(1 + δ
8 ) ·

∑
p∈L dist(p, c̃⋆). Then, it is also a (1 + δ)-approximation for Hybrid 1-Median for

L, i.e.,∑
p∈L

distr(p, c1) ≤ (1 + δ) ·
∑
p∈L

distr(p, c⋆) (13)



F. V. Fomin, P. A. Golovach, T. Inamdar, S. Saurabh, and M. Zehavi 4:15

Proof. Let c1, c̃⋆ ∈ Rd as defined above. Then,∑
p∈L

distr(p, c1) ≤
∑
p∈L

dist(p, c1) ≤ (1 + δ
8 ) ·

∑
p∈L

dist(p, c̃⋆) (By definition of c1)

≤ (1 + δ
8 ) ·

∑
p∈L

dist(p, c⋆)

(Since c1 ∈ Rd is an optimal 1-median and c⋆ ∈ Rd is a feasible median)

≤ (1 + δ
8 ) · (1 + 3δ

4 ) ·
∑
p∈L

distr(p, c⋆) (From Claim 11)

≤ (1 + δ) ·
∑
p∈L

distr(p, c⋆) ◁

Thus, now the task reduces to finding a 1 + δ
8 -approximate 1-Median solution for L. To this

end, we have the following result from [24, 25].

▶ Proposition 13 ([24, 25]). Let X ⊂ Rd be a set of n points and 0 < δ < 1. Let S ⊆ X be a
uniform sample chosen from X of size β =

( 1
δ

)c′

. Then, there exists an algorithm that runs
in time 2O(1/δc)d, and with probability at least α′, returns an (1 + δ)-approximate 1-median
for X. Here, c, c′ are absolute constants independent of the dimension d.

We combine the properties of the sample Sq⋆ proved in Claim 10 along with the previous
proposition, to complete the proof. To this end, note that the first item of Claim 10
implies that, with probability at least 1/2, Sq⋆ contains at least β = 1

δc points from L.
Then, we use the algorithm of Proposition 13, that returns with probability at least α′, a
(1 + δ

8 )-approximate 1-median c1 ∈ Rd for L. It follows that,∑
c∈F ′∪{c1}

costr′(cl(c, F ), c) +
∑

c∈Fo\{c⋆}

costr(cl(c, F ), c)

≤
∑
c∈F ′

costr′(cl(c, F ), c) +
∑
c∈Fo

costr(cl(c, F ), c)− costr(cl(c⋆, F ), c⋆) +
∑
p∈L

distr(p, c1)

≤
∑
c∈F ′

costr′(cl(c, F ), c) +
∑
c∈Fo

costr(cl(c, F ), c)− costr(cl(c⋆, F ), c⋆)

+ δ ·
∑
c∈Fo

costr(cl(c, F ), c) (From Claim 12)

≤(1 + δ) ·
(∑

c∈F ′

costr′(cl(c, F ), c) +
∑
c∈Fo

costr(cl(c, F ), c)
)

≤(1 + δ)k−m+1 · OPTr (14)

Then, by induction hypothesis, HybridClustering(F ′ ∪ {c1} , k, m − 1), with probability
at least αm−1, returns a solution F̃ such that costr′(P, F̃ ) ≤ (1 + δ)k · OPTr. The overall
probability of this event is at least 1

2 · α
′ · αm−1 = αm, completing the induction.

This finishes the case analysis, and thus we have established the invariant using induction.
Using the invariant, we can show the following key lemma.

▶ Lemma 14. HybridClustering(∅, k, k) returns a (1 + ε, 1 + ε)-bicriteria approximation
solution to the given instance of Hybrid k-Clustering with probability at least αk for some
constant 0 < α < 1.
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Proof. We first show the following:

▷ Claim 15. |R| ≤
(

k
√

d
δ

)O(d)
+ k log n

δO(1) ·
((√

d
δ

)O(d)
+
(

β′

β

))
≤ (log n) · 2(kd/δ)O(1)

.

Proof. First, in Algorithm 1, we add the points returned by Grid(c′, 16r, δr) for each c′ ∈ F ′.

The number of such points is
(

16r
√

d
δr

)d

=
(√

d
δ

)O(d)
. Next, there are at most log n

δO(1) values
for q (this follows from the second preprocessing step, cf. Lemma 6), corresponding to each
iteration of the for loop. In each iteration, we take a sample S of size β′ = O

(
150kβ

δ3

)
. Then,

for each p ∈ S, we add to R the points of Grid(p, 8r/δ, δr), and the number of such points is

at most
(

8
√

d
δ2

)d

=
(√

d
δ2

)O(d)
. In addition, we iterate over each subset S′ ⊆ S of size β, and

the number of such subsets is
(

β′

β

)
≤
(

eβ′

β

)β

=
(

k
δ3·β

)β

=
(

k
δ3

)(1/δ)O(1)

= k1/δO(1) . Thus,

overall, the size of R is bounded by (log n) · 2(kd/δ)O(1) . ◁

To bound the running time of the algorithm, let T (m) denote an upper bound on
HybridClustering(F ′, k, m) for any F ′ ⊂ Rd. Note that we make a recursive call on each
point in R. Further by Proposition 13, the time taken to compute a center in Algorithm 1
is at most 2(1/δ)O(1) ; and this algorithm is used in each of the at most k log n

(1/δ)O(1) ·
(

β′

β

)
≤

(log n) · k(1/δ)O(1) . Thus, T (m) can be bounded by the following recurrence.

T (m) ≤ |R| · T (m− 1) + (log n) · k(1/δ)O(1)
· nO(1)

≤ (log n) · 2( kd
δ )O(1)

· T (m− 1) + k(1/δ)O(1)
· nO(1)

It can be shown that this recurrence solves to T (m) ≤ 2( kd
δ )O(1)

· nO(1) – here we use the
standard argument that (log n)k ≤ kO(k) · nO(1).

Finally, note that our first call to the recursive algorithm is HybridClustering(F ′ =
∅, k, k). At this point, the precondition of the invariant is satisfying setting Fo ← F ∗, an
optimal solution satisfying costr(P, F ∗) = OPTr. Then, the correctness of the invariant
implies that, with probability at least αk, the algorithm returns a solution F̃ of size at most
k, that is a (1 + ε, 1 + ε)-bicriteria approximation – here we use that δ = ε

10k , which implies
that (1 + δ)k ≤ (1 + ε). ◀

We now conclude with the following theorem, which is restated for convenience.

▶ Theorem 2. Let 0 < ε < 1. There exists a randomized algorithm that, given an instance
of Hybrid k-Clustering in Rd, runs in time 2( kd

ε )O(1)
· nO(1), and returns a (1 + ε, 1 + ε)-

approximation with probability at least a positive constant.

Proof. From Lemma 14, the success probability of the algorithm is αk for some constant
α > 0. Thus, we need to repeat the algorithm α−k times to boost the probability to at least
a positive constant, which gets absorbed in the 2( kd

ε )O(1)
factor. ◀

A Hybrid of k-Center and k-Means

We note that an almost identical algorithm also implies a (1+ε, 1+ε) bicriteria approximation
for an analogous generalization of k-Center and k-Means. In this problem, the objective
of (1) is replaced by the following: costr(C, F ) :=

∑
p∈C distr(p, C)2. Let us refer to this

problem as Hybrid (k, 2)-Clustering – the “2” in the name refers to the squares of the
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distance-thresholds that feature in the objective. Most of the analysis can be adapted to deal
with the squares of the distances, by appropriately changing the sizes and distance-thresholds.
The only significant change is that instead of Proposition 13, one needs to use an algorithm
that computes an approximate 1-Means solution given a large enough uniform sample of
the cluster – such an algorithm can also be found in [25]. Then, one obtains the following
theorem.

▶ Theorem 16. Let 0 < ε < 1. There exists a randomized algorithm that, given an
instance of Hybrid (k, 2)-Clustering in Rd, runs in time 2( kd

ε )O(1) · nO(1) and returns a
(1 + ε, 1 + ε)-approximation with probability at least a positive constant.

More generally, one can also define Hybrid (k, z)-Clustering analogously, where the
threshold-distances feature the z-th power of distances. Again, our approach easily extends
to this problem, modulo a version of Proposition 13 for the vanilla (k, z)-Clustering in
Euclidean spaces. To the best of our knowledge, such an algorithm is not explicitly known in
the literature; however, it may be possible to obtain such an algorithm using the approach
of [23, 25].

3 Conclusion and Future Directions

In this paper, we proposed a novel clustering objective and defined a new problem, called
Hybrid k-Clustering, that generalizes both k-Median and k-Center. For d-dimensional
euclidean inputs, we designed a randomized (1 + ε, 1 + ε)-bicriteria approximation scheme
for Hybrid k-Clustering running in time 2(kd/ε)O(1) , for any ε > 0. Further, essentially
the same algorithm also generalizes for a hybrid objective of k-Center and k-Means. We
remind that improving either of the two (1 + ε) factors to 1 would imply an exact FPT
algorithm for k-Center/Median(/Means) in Euclidean spaces, which is unlikely to exist.

Our work opens up several interesting research directions. An immediate question
is whether improving or removing the FPT dependence on the dimension d is possible,
similar to the approach in [25] for k-Median/Means. One potential direction for achieving
this could be the recent result that imports the famous Johnson-Lindenstrauss dimension
reduction technique to k-clustering problems [26]. Another intriguing question is the design
of coresets for Hybrid k-Clustering, which could also have some implications for the
previous problem via the approach of [9]. However, at a high level, designing coresets for
Hybrid k-Clustering appears to be challenging, since a priori we do not know which
points belong inside the radius-r balls (and thus contribute 0 to the cost), and which ones lie
outside, and hence their cost needs to be approximately preserved.

Finally, considering Hybrid k-Clustering with inputs from arbitrary metric spaces, a
primal-dual algorithm from [7] can be adapted to obtain an (α, β)-bicriteria approximation
in polynomial time, for some constants α and β 3. Exploring the best possible constants in
the bicriteria approximation would be an interesting avenue for future research.
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Abstract
We study information aggregation in networks when agents interact to learn a binary state of the
world. Initially each agent privately observes an independent signal which is correct with probability
1
2 + δ for some δ > 0. At each round, a node is selected uniformly at random to update their public
opinion to match the majority of their neighbours (breaking ties in favour of their initial private
signal). Our main result shows that for sparse and connected binomial random graphs G(n, p) the
process stabilizes in a correct consensus in O(n log2 n/ log log n) steps with high probability. In
fact, when log n/n ≪ p = o(1) the process terminates at time T̂ = (1 + o(1))n log n, where T̂ is
the first time when all nodes have been selected at least once. However, in dense binomial random
graphs with p = Ω(1), there is an information cascade where the process terminates in the incorrect
consensus with probability bounded away from zero.
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1 Introduction

Our opinions and actions we take as individuals are often influenced by both our private
knowledge of the world and the information we obtain through our interactions with others.
For example, a voter deciding which candidate’s economics policies would decrease inflation,
might have an initial belief based on her own past expenditure and later might be swayed
by her friends’ opinions. Now more than ever, with the advent of social media and online
platforms, our interactions have increased many folds and our social networks are massive.
Hence, an important research question is to understand if and how the structure of the social
network and the dynamics of the interactions impact the (mis)information propagated [35].
Do our social networks enable successful information aggregation and lead to social learning,
or do they amplify incorrect beliefs leading to an information cascade?

There has been extensive work modeling these opinion dynamics formally to study the
network effects on information aggregation; see Section 1.4. In this paper, we focus on the
model of asynchronous majority dynamics, where agents in a network (asynchronously) update
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5:2 Asynchronous Majority Dynamics on Binomial Random Graphs

their opinions to match the majority opinion amongst their neighbours. In particular, each
agent initially has a private belief over a binary state of the world and no publicly announced
opinion. At each time step, an agent is chosen uniformly at random to announce/update
her opinion and she does so by simply copying the majority of the neighbours’ current
announced opinions, breaking ties with her initial belief. Majority dynamics is clearly a naïve
learning model, as the agents do not reason about potential information redundancy due to
interaction between one’s neighbours. Such naïve learning (non-Bayesian) models are a more
faithful abstraction of everyday interactions between agents with bounded rationality (e.g.,
voters and consumers), while Bayesian models are a better abstraction of rational agents
or interactions about high-stakes information (e.g., traders and scientists). We consider
asynchronous updates which are more suitable to capture human decision making. Moreover,
asynchronous emergence of announcements also captures an initial information diffusion
phase before conventional social learning starts.

In our model, there is a correct opinion (i.e., the true state of the world) and each
agent’s initial private belief is independently drawn and is biased towards being correct (with
probability 1/2 + δ). So initially, in a large network, there is enough information so that an
omniscient central planner can infer the true state (with very high probability). However,
agents in the network are updating their opinions based on local heuristics, so the network
structure can crucially alter the final outcome of the dynamics. For example, in a complete
graph, with a constant probability all the nodes converge to the wrong opinion. On the other
hand, in a star graph with high probability all the nodes converge to the correct opinion.
This brings us to the main question of interest:

“What network structures enable efficient social learning, where the dynamics stabilizes
with every agent in the network reaching the correct opinion?”

Feldman et al. [20], who initiated the study of asynchronous majority dynamics, showed
that when the network is sparse (has bounded degree) and expansive, a correct consensus is
reached with high probability. More recently, Bahrani et al. [4] studied networks that have
certain tree structures (like preferential attachment trees and balanced m-ary trees) and
showed that the dynamics stabilizes in a correct majority. Both results heavily rely on these
particular assumptions on the network. For example, to even establish that a majority of the
nodes have the correct opinion at some point in the process, it is crucial that the network is
either a bounded degree graph or is a tree. In this paper, our goal is to extend the guarantees
of asynchronous majority dynamics beyond these assumptions and to develop techniques
applicable to more general networks formed through random graph models.

1.1 The Model
Consider any undirected graph G = (V, E) on n = |V | nodes. Individuals initially have
one of two private beliefs which we will refer to as “Correct” (or 1) and “Incorrect” (or
0). Formally, each v ∈ V (G) receives an independent private signal X(v) ∈ {0, 1}, and
Pr(X(v) = 1) = 1/2 + δ, for some universal constant δ ∈ (0, 1/2). Individuals also have a
publicly announced opinion which we will simply refer to as an announcement or opinion.
We define Ct(v) ∈ {⊥, 0, 1} to be the public announcement of v ∈ V at time t. Initially, no
announcement have been made, that is, C0(v) =⊥ for all v ∈ V . In each subsequent step,
a single node vt is chosen uniformly at random from V , independently from the history of
the process. In particular, as in the classical coupon collector problem, some nodes will be
chosen many times before others will get lucky to get chosen for the first time. In step t, vt

updates her announcement using majority dynamics, while announcements of other nodes
stay the same. To be specific, for any i ∈ {⊥, 0, 1} and v ∈ V , let N t

i (v) denotes the number
of neighbours of v that have opinion i at time t. Then,
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Ct(v) =


1 if N t−1

1 (v) > N t−1
0 (v) and v = vt,

0 if N t−1
1 (v) < N t−1

0 (v) and v = vt,

X(v) if N t−1
1 (v) = N t−1

0 (v) and v = vt,

Ct−1(v) if v ̸= vt.

Finally, for any i ∈ {⊥, 0, 1}, let Y t
i be the number of nodes that have opinion i at time t,

that is, Y t
i = |{v ∈ V : Ct(v) = i}|.

As shown in [20], it is easy to see that in any network this process stabilizes with high
probability in O(n2) steps. In fact, the process stabilizes in O(n log n + n · d(G)) where d(G)
is the diameter of the graph [4]. That is, the network reaches a state at some time T where
no node will want to change its announcement and thus the process terminates. Our goal
is to understand what fraction of nodes converges to the correct opinion, that is, what the
value of Y T

1 /n is.

1.2 Our Results
The main contribution of this paper is the proof that the asynchronous majority dynamics
on binomial random graph G(n, p) converges to the correct opinion, provided that the graph
is sparse (that is, the average degree np = o(n)) and connected (that is, np − log n ≫ 1). If
np ≫ log n, then the process converges to the correct opinion as quickly as it potentially
could.

▶ Theorem 1. Let δ ∈ (0, 1/10]. Let ω′ = ω′(n) = o(log n) be any function that tends
to infinity as n → ∞. Suppose that p = p(n) ≪ 1 and p ≫ log n/n, and consider the
asynchronous majority dynamics on G(n, p).

Then, asymptotically almost surely (a.a.s.) after n(log n + ω′) = (1 + o(1))n log n rounds
the process terminates with all nodes announcing the correct opinion. In fact, it happens
exactly at time T̂ , where T̂ is the first time when all nodes are selected at least once.

For sparser (but still connected) graphs, the process also converges to the correct opinion.
In this case, we do not aim to show that it happens at time T̂ and we only provide an upper
bound for the number of rounds. It remains an open problem to determine if the process
terminates at time T̂ or it needs more time to converge.

▶ Theorem 2. Let δ ∈ (0, 1/10]. Let ω′ = ω′(n) = o(log n) be any function that tends to
infinity as n → ∞. Suppose that p = p(n) ≤ ω′ log n/n and p ≥ (log n + ω′)/n, and consider
the asynchronous majority dynamics on G(n, p).

Then, a.a.s. after O(n(log n)2/(log log n)) rounds the process terminates with all nodes
announcing the correct opinion.

These results are best possible in the following sense. If p ≤ (log n − ω′)/n, then a.a.s.
G(n, p) is disconnected. In fact, a.a.s. there are at least ω′ isolated nodes which announce
their own private believes. As a result, a.a.s. some nodes announce the correct opinion but
some of them announce the incorrect one. Indeed, the probability that all isolated nodes
converge to the same opinion is at most o(1) + (1/2 + δ/2)ω′ + (1/2 − δ/2)ω′ = o(1). On the
other hand, if p ∈ (0, 1] is a constant separated from zero, then with positive probability the
process converges to the correct opinion and with positive probability it converges to the
incorrect opinion.

APPROX/RANDOM 2024
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▶ Theorem 3. Let δ ∈ (0, 1/2). Let ω′ = ω′(n) = o(log n) be any function that tends to
infinity as n → ∞. Suppose that p ∈ (0, 1] is a constant, and consider the asynchronous
majority dynamics on G(n, p).

Then, the following is true for i ∈ {0, 1}: with probability at least pi, after n(log n + ω′) =
(1 + o(1))n log n rounds the process terminates with all nodes announcing opinion i, where

p1 = (1/2 + δ) exp
(

− log(1/p)(1/p)
)

> 0

p0 = (1/2 − δ) exp
(

− log(1/p)(1/p)
)

> 0.

Finally, let us mention that for some technical reason, in Theorems 1 and 2 it is assumed
that δ ≤ 1/10. However, it is easy to couple the process with δ ≤ 1/10 with the one with
δ ∈ (1/10, 1/2) to show that the result holds for any δ ∈ (0, 1/2) – see Subsection 2.3 for
more details.

1.3 Future Directions
Let us highlight a few potential directions one might want to consider.

As already mentioned above, for very sparse graphs (np − log n → ∞ and np = O(log n)),
it would be interesting to determine if the process terminates at time T̂ or it needs more
time to converge to the correct opinion – see Theorem 2.
Theorem 2 holds as long as pn = log n + ω for some ω = ω(n) → ∞ as n → ∞. It is
known that if pn = log n + c for some constant c ∈ R, then with probability bounded
away from one and from zero the graphs is disconnected. As a result, there is no hope to
extend the result for this range of p. But it is plausible that a.a.s. it holds right at the
time the random graph process creates a connected graph. This would be an optimal
“hitting time” result.
For disconnected graphs (np − log n → −∞), it would be interesting to investigate the
process run on the giant component of G(n, p).
For dense graphs, it is not true that a.a.s. all nodes converge to the correct opinion – see
Theorem 3. Having said that, it is reasonable to expect that a.a.s. all nodes converge to
the same opinion (for example, [21] show that a consensus is reached in this case in a
synchronous setting). Is is true in our asynchronous setting? In any case, what is the
asymptotic value of the probability that all nodes converge to the correct opinion?
It would be interesting to investigate other random graph models that are able to generate
graphs with power-law degree distributions as the Chung-Lu model [16] or the classical
configuration model. More challenging, but an important and interesting, direction would
be to understand the learning process on a network with a community structure such as
the ABCD (Artificial Benchmark for Community Detection) model [30] which produces a
random graph with community structure and power-law distribution for both degrees
and community sizes. In this model, small communities might create echo chambers,
environments in which participants encounter beliefs that amplify or reinforce their
preexisting beliefs inside a community and insulated from rebuttal.

1.4 Related Work
In this section, we briefly discuss prior work on social learning mainly focusing on the setting
with a binary state of the world and the agents initially have a correct opinion independently
with probability 1/2 + δ. We refer to some recent surveys on social learning and opinion
dynamics [37, 8, 11] for a more detailed literature review.
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Majority dynamics falls under a wide class of naive or non-Bayesian models, where agents
use a simple local heuristic to update their opinions, to capture simple behaviours exhibited
by non-expert decision makers. Prior works have studied majority dynamics under a variety
of modeling assumptions, to understand when a consensus is possible and when there is
social learning – that is, the consensus (or the majority) is correct. These works study a
variety of networks such as k-regular trees [28, 32, 4], bounded degree graphs [20], random
regular graphs [23], “symmetric” graphs and expanders [39]. In [44], a different perspective
on social learning asks when is it possible to “recover the correct opinion” at the end of the
dynamics through any function (not just a consensus or majority vote). Prior work has also
considered models with different notions of bias towards correct opinion, for example, each
node updates to the correct opinion with some probability [3], or the initial configuration of
the network has some n/2 + δ correct opinions [45, 46].

Recently, there has been a series of work studying synchronous majority dynamics in
binomial random graphs [10, 21, 15], with a focus to showing that 99% of the nodes converge
to the same opinion (with high probability) for sparse random graphs, with p = Ω(log n/n3/5)
being the best known lower bound for the average degree. Moreover, [47] showed that a correct
consensus is reached with high probability for binomial random graphs with p = Ω(log n/n).
In contrast to these works, we focus on asynchronous dynamics and prove that a correct
consensus is reached with high probability for p = Ω(log n/n) and p = o(1). Binomial random
graphs are also studied under label propagation [34] which is a special case of synchronous
majority dynamics with non-binary opinion in [0, 1].

Many of the works mentioned above focus on synchronous updates, where all agents
update their opinions synchronously in each round. Majority dynamics with synchronous
updates leads to a correct consensus for all networks that are sufficiently connected [39],
whereas with asynchronous updates the network structure can have a huge impact on social
learning. This is best illustrated by the complete graph. With asynchronous updates, once
the first agent announces their opinion (which can be wrong with probability 1/2−δ) everyone
will copy this. Hence, with a probability bounded away from zero all the nodes converge to
the wrong opinion. In contrast, if all agents were to update synchronously, then the majority
of the round one updates will be correct with high probability, so there will be a correct
consensus in round two. Recent work [5], studies the DeGroot model with uninformed agents,
to capture the different phases of information diffusion and social learning, which is a key
phenomena that occurs in our asynchronous model.

Other non-Bayesian dynamics have also been extensively studied. In the Voter model,
agents choose a random neighbour and copy their opinion [17, 27]. A similar dynamics called
k-majority model are studied in the distributed computing literature, where agents choose
k-neighbours at random and copy their majority [9, 25, 24, 18, 1]. In the DeGroot Model, an
agent’s opinion lies in [0, 1] (as opposed to binary {0, 1}) and agents update to the average
of their neighbours [19, 26]. A key difference between these works and majority dynamics
is that in these models a consensus is reached with probability 1 for any connected graphs.
This is not the case in majority dynamics even with synchronous updates.

While our focus is in non-Bayesian dynamics, there has also been a long line of work
studying Bayesian models, where agents update their beliefs rationally given their (local)
observations exhibiting more sophisticated decision-making. Seminal works [7, 12] introduced
the study of Bayesian dynamics and identified conditions that lead to information cascades.
Here, the agents arrive sequentially and observe all the announcements (i.e., they form
a complete graph), and many other subsequent works consider Bayesian dynamics under
different assumptions and variations [43, 6, 14]. Bayesian dynamics in general social networks
were first studied in [2]. There is also a long line of work studying Bayesian learning with
repeated interactions [22, 42, 31, 41, 40, 38].

APPROX/RANDOM 2024
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2 Preliminaries

2.1 Notation
Let us first precisely define the G(n, p) binomial random graph. G(n, p) is a distribution over
the class of graphs with the set of nodes [n] := {1, . . . , n} in which every pair {i, j} ∈

([n]
2
)

appears independently as an edge in G with probability p. Note that p = p(n) may (and
usually does) tend to zero as n tends to infinity. We say that G(n, p) has some property
asymptotically almost surely or a.a.s. if the probability that G(n, p) has this property tends
to 1 as n goes to infinity. For more about this model see, for example, [13, 29, 33].

Given two functions f = f(n) and g = g(n), we will write f(n) = O(g(n)) if there
exists an absolute constant c ∈ R+ such that |f(n)| ≤ c|g(n)| for all n, f(n) = Ω(g(n))
if g(n) = O(f(n)), f(n) = Θ(g(n)) if f(n) = O(g(n)) and f(n) = Ω(g(n)), and we
write f(n) = o(g(n)) or f(n) ≪ g(n) if limn→∞ f(n)/g(n) = 0. In addition, we write
f(n) ≫ g(n) if g(n) = o(f(n)) and we write f(n) ∼ g(n) if f(n) = (1 + o(1))g(n), that is,
limn→∞ f(n)/g(n) = 1.

2.2 Concentration Tools
In this section, we state a few specific instances of Chernoff’s bound that we will find useful.
Let (Z1, . . . , Zn) be a sequence of independent Bernoulli(p) random variables. For each
j ∈ [n], let Xj =

∑j
i=1 Zi. In particular, Xn ∈ Bin(n, p) is a random variable distributed

according to a Binomial distribution with parameters n and p. Then, a consequence of
Chernoff’s bound (see e.g. [29, Theorem 2.1]) is that for any t ≥ 0 we have

P(Xn − E[Xn] ≥ t) ≤ exp
(

− t2

2(E[Xn] + t/3)

)
(1)

P(E[Xn] − Xn ≥ t) ≤ exp
(

− t2

2E[Xn]

)
. (2)

Moreover, let us mention that the above bounds hold in a more general setting as well,
that is, for any sequence (Zj)1≤j≤n of independent random variables such that for every
j ∈ [n] we have Zj ∈ Bernoulli(pj) with (possibly) different pj-s (again, see e.g. [29] for more
details).

Finally, we note that Xn −E[Xn] in (1) can be replaced with max1≤j≤n(Xj −E[Xj ]) and
E[Xn] − Xn in (2) can be replaced with max1≤j≤n(E[Xj ] − Xj). That is, we have

P( max
1≤j≤n

(Xj − E[Xj ]) ≥ t) ≤ exp
(

− t2

2(E[Xn] + t/3)

)
(3)

P( max
1≤j≤n

(E[Xj ] − Xj) ≥ t) ≤ exp
(

− t2

2E[Xn]

)
. (4)

This is a consequence of a standard martingale bound (see e.g. [36] for more details).

2.3 Coupling
Suppose that at some point of the process, the public announcement is captured by Ct(v),
v ∈ V . Let Ĉt(v) be any sequence of opinions such that the following properties hold: (a) if
Ĉt(v) = 1, then Ct(v) = 1, (b) if Ĉt(v) = 0, then Ct(v) ∈ {0, 1, ⊥}, (c) if Ĉt(v) =⊥, then
Ct(v) =⊥. In other words, we get the auxiliary sequence Ĉt(v) by modifying some of the
opinions 1 and ⊥ in Ct(v) to 0. Hence, the process starting from Ct(v) can be coupled with
the auxiliary process starting from Ĉt(v) such that all the properties (a)–(c) are satisfied in
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every step of the process. In particular, if the auxiliary process converges to all nodes having
opinion 1, then so does the original process. This easy observation will turn out to be useful
in analyzing the process.

Similarly, suppose private beliefs in the auxiliary process are dominated by private beliefs
in the original process: for any v ∈ V , X̂(v) ≤ X(v). If the two processes are coupled,
then properties (a)–(c) hold again. As before, if the auxiliary process converges to all nodes
having opinion 1, then so does the original process. In particular, as mentioned above, the
assumption that δ ∈ (0, 1/10] in Theorems 1 and 2 can be relaxed to δ ∈ (0, 1/2).

3 Sparse Random Graphs

In this section, we consider sparse random graphs, that is, we will assume that p = o(1).
Let ω = ω(n) be a function that tends to infinity as n → ∞, arbitrarily slowly. In
particular, each time we refer to ω, we will assume that ω ≪ pn and ω ≪ (1/p)1/2 so that
1/p ≫ 1/(pω) ≫ 1/(pω2) ≫ 1.

We will consider a few phases. During the first phase (Subsection 3.1), most of the nodes
that are chosen have not yet announced their opinions (Ct−1(vt) =⊥) and none of their
neighbours have announced (N t−1

1 (vt) = N t−1
0 (vt) = 0). Hence, the announcement of vt

will typically coincide with its private belief. Moreover, most of the nodes selected will not
be chosen again during this phase. During the second phase (Subsection 3.2), it is still the
case that most selected nodes are selected for the first time but this time they might have
neighbours that announced their opinions. As a result, the argument is more involved but
the conclusion is that at the end of the second phase more nodes have correct opinion than
not.

The analysis of the first two phases can be applied for all sparse graphs, even below the
threshold for connectivity. The analysis of the final steps of the process is slightly more
involved. We first present an easy argument for not very sparse graphs (Subsection 3.3), that
is, when the asymptotic expected degree degree satisfies pn ≫ log n. Very sparse graphs
for which pn = Θ(log n) (but, of course, above the connectivity threshold) are considered in
Subsection 3.4.

Overview

A key phenomena in asynchronous dynamics is that the process involves both information
diffusion and conventional social learning. Intuitively, the process initially produces some
independent beliefs/opinions pop up sporadically throughout the network. These opinions
then diffuses in the network during the process as more nodes are selected to announce/update
their opinion by learning from their neighbours. With this in mind, our analysis considers
multiple phases of the process. We provide a brief description of the different phases below.

Phase 1. In the first few time steps, most nodes that are selected to announce have
not been selected earlier and, more importantly, do not have neighbours who have been
selected before. So almost all of the opinions in the network at the end of phase one are
just the independent private beliefs of the selected nodes. Since the private signals are
biased towards being correct, a strict majority of the opinions are correct at the end of
the first phase. In particular, we show that at time T1 = δ/2p, the number of nodes with
opinion 1 is at least (1/2 + 3δ/5)T1 and opinion 0 is represented at most (1/2 − 3δ/5)T1
times. Moreover, T1(1 − o(1)) nodes have made some announcement in this phase, that
is, very few nodes were selected more than once.

APPROX/RANDOM 2024



5:8 Asynchronous Majority Dynamics on Binomial Random Graphs

Phase 2. In the second phase, again most nodes that are selected to announce have not
been selected earlier. In particular, we show that at any time t during the second phase
(i.e., after time T1 but before time T2 = n/ω), the number of nodes that were selected
twice before time t is o(t). Moreover, since a super majority of the opinions at the end of
the previous phase were correct, we prove that nodes that are selected to announce for
the first time are more likely to learn the correct opinion even if we pretend that the few
nodes that are selected again were to change their opinion to 0.
Phase 3 (a). For not very sparse graphs, we are able to show all nodes which were not
selected in the first two phases have more neighbours with opinion 1 than not. Again,
very few nodes who were selected before are selected again before time T3 = n/

√
ω, so

even if all of them announce 0 all nodes who make their first announcement between time
T2 and time T3 announce the correct opinion. Finally, even if all the nodes that were
selected before time T2 are to have opinion 0 and all nodes that were selected for the first
time between time T2 and time T3 have opinion 1, we show that a.a.s. all announcements
after time T3 are always correct.
Phase 3 (b). For very sparse graphs, the proof of the last phase is more involved as
there might be nodes whose degree is too small to guarantee that a majority of their
neighbours have opinion 1, even though there is a super majority of opinion 1 in the
network. However, we may bound the number of nodes with small degrees and show that
no large degree node has more than one small degree neighbour. With this in hand, we
show that after every batch of O(n log n) many time steps the number of large degree
nodes with opinion 0 shrinks by at least (log log n)1/4 factor. Hence, after o(log n) many
such batches all large nodes have opinion 1. Finally, we show that no two small degree
nodes are adjacent to each other, and hence all the small degree nodes will also switch to
opinion 1 by copying the opinions of their large degree neighbours.

We highlight a few simple techniques that help us in the analysis. Firstly, separating the
randomness of the graph, the node selection process and the opinion formation. For example,
we wait to reveal the edges adjacent to a node only when she is selected to announce for
the first time. Second, considering an auxiliary dynamics that is coupled with the actual
dynamics in order to ignore problematic but rare events such as the repeated nodes in the first
two phases. Finally, finding independent sequences of random variables that stochastically
dominate the opinion dynamics sequence in order to compute probability bounds more easily.

3.1 Phase 1: T1 = δ/(2p)

In the analysis of the process, it will be convenient to ignore opinions of a small fraction of
nodes, and consider the following auxiliary dynamics. We will use Dt(v) ∈ {⊥, ?, 0, 1} to
denote the auxiliary announcement of v ∈ V at time t. For any i ∈ {⊥, ?, 0, 1}, let Zt

i be the
number of nodes that have auxiliary opinion i at time t, that is, Zt

i = |{v ∈ V : Dt(v) = i}|.
We will explain how the values of Dt(v) are determined soon but the auxiliary dynamics
will be coupled with the original one and, in particular, we will make sure that the following
property holds.

▶ Property 4. If Dt(v) = i for some i ∈ {⊥, 0, 1} and time t, then Ct(v) = Dt(v). On
the other hand, if Dt(v) =?, then Ct(v) ∈ {0, 1}. As a result, for i ∈ {0, 1} and any time t

during the first phase, we have

Zt
i ≤ Y t

i ≤ Zt
i + Zt

?. (5)



D. Mohan and P. Prałat 5:9

The first phase takes T1 = δ/(2p) = Θ(1/p) ≫ ω2 ≫ 1 rounds. In order to keep the
analysis easy, we postpone exposing edges of G(n, p) for as long as possible, and keep the
following useful property.

▶ Property 5. At any time t, only edges of G(n, p) with both endpoints in the set {v :
Dt(v) ̸=⊥} are exposed.

The auxiliary dynamics, coupled with the original one, that we aim to understand is
defined as follows. Consider a node vt chosen at time t. For all other nodes v ̸= vt we have
Dt(v) = Dt−1(v). For vt we have,

Dt(vt) =


? if Dt−1(vt) ̸=⊥,

? if ∃ node v such that v ∈ N(vt) and Dt−1(v) ̸=⊥,

X(vt) otherwise.

That is, if vt had announced her opinion at least once before time t (Dt−1(vt), Ct−1(vt) ̸=⊥),
then we fix Dt(vt) =?. On the other had, if vt has not announced her opinion yet (that
is, Dt−1(vt) = Ct−1(vt) =⊥), then we expose edges of G(n, p) between vt and the set
{v : Dt−1(v) ̸=⊥}. If no edge between vt and the set {v : Dt−1(v) ̸=⊥} is present, then
no neighbour of vt has an announced opinion and so Dt(vt) = Ct(vt) = X(vt) is fixed to
the private belief of vt. Otherwise (that is, at least one edge is present), then we simply
fix Dt(vt) =?. Let us note that, an alternative approach would be to investigate the value
of Ct(vt) and then fix Dt(vt) = Ct(vt). However, we expect at most pt ≤ pT1 = δ/2 edges
between vt and {v : Dt−1(v) ̸=⊥}, and so there will not be many nodes vt of this type. As a
result, we may simply ignore the announcements of such nodes, thus simplifying our analysis.

Moreover, a useful implication of this approach is that in order to estimate the values
of Zt

⊥ and Zt
? in this process, we do not need to uncover nodes’ private believes (X(v)’s).

Hence, we may postpone exposing private beliefs of nodes with Dt(v) ̸∈ {⊥, ?} to the very
end of this phase, and only then expose this information to determine how many nodes
satisfy DT1(v) = 1 and how many of them satisfy DT1(v) = 0. Finally, it is easy to see that
Property 4 is satisfied at time T1 and Property 5 is satisfied in any point of the process.

Here is the main result of this subsection.

▶ Proposition 6. Suppose that p = p(n) ≪ 1 and p ≫ 1/n. Set T1 = δ/(2p). Let
ω = ω(n) ≪ min{pn, (1/p)1/2} be any function that tends to infinity as n → ∞. Then, a.a.s.
the following holds:

ZT1
? ≤ δT1

4 (1 + O(1/ω)) (6)

ZT1
1 ≥ (1/2 + 3δ/5) T1 (7)

ZT1
? + ZT1

1 + ZT1
0 = T1 (1 − O(1/ω)) . (8)

As a result, by Property 4,

Y T1
1 ≥ (1/2 + 3δ/5) T1

Y T1
0 ≤ (1/2 − 3δ/5) T1

Y T1
1 + Y T1

0 = T1 (1 − O(1/ω)) .

Proof. Let us start with investigating ZT1
? . Recall that in our auxiliary dynamics, there

are two ways node vt could change its state to Dt(vt) =? at time t. Let It be the indicator
random variable that this happens because Dt−1(vt) ̸=⊥, and let I =

∑T1
t=1 It. Similarly, let

Jt be the indicator random variable that Dt−1(vt) =⊥ but there is an edge between vt and
the set {v : Dt−1(v) ̸=⊥}. Let J =

∑T1
t=1 Jt.
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Note that, at most t − 1 distinct nodes have made an announcement before round
t. In particular, at most one node can change its state from Dt−1(v) =⊥ to Dt(v) ̸=⊥,
deterministically, at any round t of the process. So, the number of nodes with Dt−1(v) ̸=⊥
is n − Zt−1

⊥ ≤ t − 1. We get that

Pr(It = 1) =
n − Zt−1

⊥
n

≤ t − 1
n

,

and so I can be stochastically upper bound by Î =
∑T1

t=1 Ît where (Ît)1≤t≤T1 are independent
variables and for every t ∈ [T1] we have Ît ∈ Bernoulli((t − 1)/n). Note that, since pn ≫ ω,

E[Î] =
T1∑

t=1

t − 1
n

= (T1 − 1)T1

2n
∼ δT1

4pn
≪ T1

ω
. (9)

It follows from Chernoff’s bound (Eq. (1)) (and the comment right after it) applied with
t = T1/ω = Θ(1/(pω)) ≫ ω ≫ 1 that

Pr(Î ≥ E[Î] + t) ≤ exp
(

− t2

(2/3 + o(1))t

)
= exp (−Θ(t)) = o(1).

So a.a.s. I ≤ Î = O(T1/ω). Similarly, since pt ≤ pT1 = δ/2 < 1/4,

Pr(Jt = 1) =
Zt−1

⊥
n

(
1 − (1 − p)n−Zt−1

⊥

)
≤ 1−(1−p)t = 1−

(
1 − pt + p2

(
t

2

)
− . . .

)
≤ pt.

As before, we stochastically upper bound J by Ĵ =
∑T1

t=1 Ĵt, where Ĵt ∈ Bernoulli(pt). We
get that

E[Ĵ ] =
T1∑

t=1
pt = p(T1 + 1)T1

2 = pT 2
1

2 (1 + O(1/T1)) = δT1

4 (1 + O(1/ω)) ,

and Chernoff’s bound (Eq. (1)) (applied with t = E[Ĵ ]/ω) implies that

Pr(Ĵ ≥ E[Ĵ ]+t) ≤ exp
(

− E[Ĵ ]
(2 + o(1))ω2

)
= exp

(
−Θ(T1/ω2)

)
= exp

(
−Θ(1/(pω2))

)
= o(1).

Hence, a.a.s. J ≤ Ĵ ≤ δT1
4 (1 + O(1/ω)) and so a.a.s. ZT1

? ≤ I + J ≤ δT1
4 (1 + O(1/ω)). This

proves (6).
It remains to investigate ZT1

0 and ZT1
1 . Let us summarize the situation at time T1. The

number of rounds when nodes were not chosen for the first time is at most I = O(T1/ω) a.a.s.
Hence, a.a.s. the number of nodes that were chosen at least once is equal to T1 − O(T1/ω).
This proves (8). Moreover, it implies that a.a.s. the number of nodes with DT1(v) ̸∈ {⊥, ?}
is equal to

ZT1
1 + ZT1

0 = T1 − O(T1/ω) − ZT1
? ≥ (1 − δ/4)T1 (1 + O(1/ω)) .

More importantly, as mentioned above, in the analysis so far we did not use their opinions
which are consistent with their private beliefs. We conveniently deferred this information up
to now. After exposing this information, we get that ZT1

1 is stochastically lower bounded by
the random variable Ẑ1 ∈ Bin((1 − δ/4)T1 − cT1/ω, 1/2 + δ), where c > 0 is a large enough
constant. After applying Chernoff’s bound (Eq. (2)) (with t = T1/ω) we get that

ZT1
1 ≥ Ẑ1 = (1/2 + δ)(1 − δ/4)T1(1 + O(1/ω))

≥ (1/2 + δ − δ/4)T1(1 + O(1/ω))
≥ (1/2 + 3δ/5)T1
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with probability at least

1 − exp(−Θ(T1/ω2)) = 1 − exp(−Θ(1/(pω2))) = 1 − o(1).

This proves (7).
The conclusion for Y T1

1 follows immediately from Property 4, and the bound for Y T1
0

is a trivial implication of the fact that Y T1
1 + Y T1

0 ≤ T1. The proof of the proposition is
finished. ◀

3.2 Phase 2: T2 = T2(n) such that ω/p ≤ T2 ≤ n/ω

By Proposition 6, since we aim for a statement that holds a.a.s., we may assume that at the
beginning of Phase 2,

Y T1
1 ≥ (1/2 + 3δ/5) T1

Y T1
0 ≤ (1/2 − 3δ/5) T1

Y T1
1 + Y T1

0 = T1 (1 + O(1/ω)) .

As in the previous phase, it will be convenient to ignore opinions of some problematic nodes
and assign auxiliary announcements Dt(v) =? to such nodes. We will continue using Zt

i to
denote the number of nodes that have auxiliary opinion i at time t. We fix DT1(v) = CT1(v)
for all v so, initially, auxiliary announcements coincide with the truth announcements.
However, this time we assign Dt(vt) =? only if Dt−1(vt) ̸=⊥ (that is, the node chosen at time
t has made an announcement in the past); otherwise, the auxiliary announcement Dt(vt) is
determined immediately pretending that all neighbours v of vt with Dt−1(v) =? announced 0.
More formally, for each node v and i ∈ {0, 1, ⊥, ?} let N̂ t

i (v) denote the number of neighbours
v′ of v with auxiliary opinion Dt(v′) = i at time t. Then we have,

Dt(vt) =


? if Dt−1(vt) ̸=⊥,

1 if N̂ t−1
1 (vt) > N̂ t−1

0 (vt) + N̂ t−1
? (vt),

0 if N̂ t−1
1 (vt) < N̂ t−1

0 (vt) + N̂ t−1
? (vt),

X(vt) if N̂ t−1
1 (vt) = N̂ t−1

0 (vt) + N̂ t−1
? (vt).

As a consequence, Dt(v) and Ct(v) are coupled so that the following property is satisfied.

▶ Property 7. If Dt(v) = i for some i ∈ {⊥, 1} and time t, then Ct(v) = Dt(v). On the
other hand, if Dt(v) = i for some i ∈ {0, ?}, then Ct(v) ∈ {0, 1}. As a result, for any time t

during the second phase, we have Y t
1 ≥ Zt

1.

As before, it is easy to see that Property 5 is also satisfied during this phase. Here is the
main result of this subsection.

▶ Proposition 8. Suppose that p = p(n) ≪ 1 and p ≫ 1/n. Let ω = ω(n) ≪
min{pn, (1/p)1/2} be any function that tends to infinity as n → ∞. Set T2 = T2(n) such that
ω/p ≤ T2 ≤ n/ω. Then, a.a.s. the following holds:

ZT2
? = O(T2/ω)

ZT2
1 ≥ (1/2 + δ/2) T2

ZT2
? + ZT2

1 + ZT2
0 = T2 (1 − O(1/ω)) .
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5:12 Asynchronous Majority Dynamics on Binomial Random Graphs

As a result, by Property 7,

Y T2
1 ≥ (1/2 + δ/2) T2

Y T2
0 ≤ (1/2 − δ/2) T2

Y T2
1 + Y T2

0 = T2 (1 − O(1/ω)) .

Before we move to the proof of this proposition, let us make some simple but useful
observations. First, note that only a negligible fraction of the nodes have opinion that we do
not control. The proof is deferred to the full version.

▶ Lemma 9. Suppose that p = p(n) ≪ 1 and p ≫ 1/n. Let ω = ω(n) ≪ min{pn, (1/p)1/2}
be any function that tends to infinity as n → ∞. Set T2 = T2(n) such that ω/p ≤ T2 ≤ n/ω.
Then, a.a.s., for any t such that T1 ≤ t ≤ T2, Zt

? ≤ 2t/ω.

Let us fix k ∈ N and consider random variable Xk ∈ Bin(k, 1/2 + δ/2). We will need to
understand the following sequence of constants (the connection to our problem will become
clear soon):

qk := P(Xk > k/2) + P(Xk = k/2) · (1/2 + δ). (10)

Clearly, q0 = 1/2 + δ and q1 = 1/2 + δ/2. For any other value of k ≥ 2, qk ≥ 1/2 + 51δ/100
as we show in the next technical lemma. The proof can be found in the full version.

▶ Lemma 10. Fix k ∈ N such that k ≥ 2, and δ ∈ (0, 1/10]. Then,

qk ≥ 1
2 + 51

100δ.

Now, we are ready to go back to analyzing the behaviour of the process during the second
phase.

Proof of Proposition 8. Our goal is to show that a.a.s. the following inequalities hold for
any t such that T1 ≤ t ≤ T2:

Zt
1

Zt
0 + Zt

?
≥ 1/2 + δ/2

1/2 − δ/2 (11)

Zt
? ≤ 2t/ω. (12)

Formally, we define the stopping time S to be the minimum value of t ≥ T1 such that
either (11) fails, (12) fails or t = T2. (A stopping time is any random variable S with
values in {T1, T1 + 1, . . . , T2} such that, for any time t̂, it is determined whether S = t̂ from
knowledge of the process up to and including time t̂.)

Property (12) is trivially satisfied at the beginning of the second phase as ZT1
? = 0. By

Proposition 6, since we aim for a statement that holds a.a.s., we may assume that (11) is
satisfied at the beginning of the second phase. In fact,

ZT1
1

ZT1
0 + ZT1

?
= Y T1

1

Y T1
0 + 0

≥ 1/2 + 101δ/200
1/2 − 101δ/200 ≥ 1/2 + δ/2

1/2 − δ/2 .

It will be convenient to define Zt = Zt
1 + Zt

0 + Zt
?; that is, Zt is the number of nodes that

announced their opinions by time t. If (12) is satisfied, then only a negligible fraction of
nodes were selected more than once and we get that Zt = t(1 − O(1/ω)) ∼ t.

Let us first show that if (11) and (12) are satisfied at time t and the node selected at
time t + 1 was not selected before (that is, Dt(vt+1) = Ct(vt+1) =⊥), then the probability
that vt+1 announces an auxiliary opinion 1 is at least 1/2 + 101/200δ.
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We first expose edges from vt+1 to the set {v : Dt(v) ̸=⊥} (see Property 5) and let us
define pk to be the probability that vt+1 has precisely k neighbours in that set. In particular,
we have

p1 = Ztp(1 − p)Zt−1 = λ(1 − p)λ/p−1

≤ λe−λ/(1 − p)
≤ 1/e + o(1) < 1/2, (13)

where λ = pZt = pt(1 − O(1/ω)) and the second inequality follows because xe−x ≤ e−1 and
p = o(1).

Now, condition on vt having exactly k neighbours that already announced their opinion.
Note that we did not expose the neighbours yet (only the number of them) so neighbours form
a random set of cardinality k from the set {v : Dt−1(v) ̸=⊥}. Let rk to be the probability
that vt announces auxiliary opinion 1 in this conditional probability space. It happens if
more than k/2 neighbours of vt have Dt−1(v) = 1. Moreover, if exactly k/2 neighbours have
this property, then vt announces opinion 1 with probability 1/2 + δ, which is the probability
that its private belief is 1. Since (11) holds, rk can be lower bounded by qk which we defined
in (10). It follows that the probability that vt announces 1 is asymptotic to

∑
k≥0

rk · pk ≥
∑
k≥0

qk · pk = q1p1 +
∑

k≥0,k ̸=1
qk · pk

≥
(

1
2 + δ

2

)
p1 +

(
1
2 + 51

100δ

)
(1 − p1)

=
(

1
2 + 51

100δ

)
− p1

(
1

100δ

)
≥ 1

2 + 101
200δ, (14)

where the second inequality follows from Lemma 10 and the last one from (13).
Let s be the number of rounds t in the second phase in which vt was not selected before, i.e.,

Dt−1(vt) =⊥, and let t1, t2, . . . , ts denote such round. Clearly, s ≤ T2 − T1 = T2(1 − O(1/ω))
but, in fact, a.a.s. we have s = T2(1 − O(1/ω)) by Lemma 9. For i ∈ [s], let Li be the
indicator random variable for the event that vti announced an auxiliary opinion 1, that is,
Li = Zti

1 − Zti−1
1 . If both (11) and (12) hold at time ti − 1, then P(Li = 1) ≥ 1/2 + 101δ/200

but, of course, we cannot condition on these two properties to hold. Instead, we will use a
small trick and consider an auxiliary sequence of random variables after the stopping time S

when one of the properties fails.
Fix p̂ = 1/2 + 101δ/200 and let M1, . . . , Ms be a sequence of independent Bernoulli

variables with parameter p̂. For each i ∈ [s], we define L′
i = Li if both (11) and (12) hold at

times t < ti and otherwise L′
i = Mi. That is, the process “stops” at our stopping time S

which, in our context, means that it simply follows part of the sequence (Mi)s
i=1 (namely,

(Mi)s
i=S+1) from that point on, ignoring the behaviour of the original process. Thus, defining

L′
≤j =

∑j
i=1 L′

i and M≤j =
∑j

i=1 Mi, (14) implies that one can couple L′
≤j and M≤j such

that L′
≤j ≥ M≤j for all j ∈ [s].

Note that E[M≤j ] = p̂j = (1/2 + 101δ/200)j for any j ∈ [s]. If follows from Chernoff’s
bound (4),
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P
(

∃1≤j≤s E[M≤j ] − M≤j ≥ δ

400(T1 + j)
)

≤
∑
a≥1

P
(

max
(2a−1−1)T1<j≤(2a−1)T1

(
E[M≤j ] − M≤j

)
≥ 2a−1 δ

400T1

)
≤
∑
a≥1

exp (−Θ(2aT1)) = exp (−Θ(T1)) = o(1),

since T1 = Θ(1/p) → ∞. In other words, a.a.s. for any j ∈ [s],

L′
≤j ≥ M≤j ≥

(
1
2 + 101

200δ

)
j − δ

400(T1 + j).

Since L≤j = L′
≤j for any j ∈ [s] such that tj < S, and Zt

1 can decrease by at most one in a
single round, a.a.s.

ZS
1 ≥ ZS−1

1 − 1
≥ ZT1

1 + L≤S−T1−O(S/ω) − O(S/ω)

≥
(

1
2 + 101

200δ

)
T1 +

(
1
2 + 101

200δ

)
(S − T1 − O(S/ω)) − δ

400(S − O(S/ω))−O(S/ω)

≥
(

1
2 + 201

400δ

)
S − O(S/ω)

≥
(

1
2 + δ

2

)
S,

implying that (11) holds at time S. Indeed, there were ZT1
1 nodes with auxiliary opinion 1

at the beginning of the second phase. By Lemma 9, S − T1 − O(S/ω) nodes were selected for
the first time before the stopping time and L≤S−T1−O(S/ω) of them announced 1 at that time.
Finally, at most O(S/ω) nodes that already announced their opinion were selected again. It
implies that a.a.s. the process does not “stop” because of (11) failing. By Lemma 9, a.a.s. it
also does not stop because of (12). Hence, a.a.s. S = T2 and the proof of the proposition is
finished. ◀

3.3 Not Very Sparse Random Graphs
In this subsection, we provide a relatively easy argument that works for random graphs with
pn ≫ log n. In particular, we show that a.a.s. after round T2 but before round T3 = n/

√
ω

all nodes that are selected for the first time announce 1. Moreover, after round T3 every
node selected announces 1 a.a.s.

Proof of Theorem 1. Let ω = ω(n) ≪ min{(pn/ log n)1/2, pn, (1/p)1/2} be any function
that tends to infinity as n → ∞. In particular, pn ≥ ω2 log n. Fix T2 = T2(n) = n/ω.
It follows from Proposition 8 that a.a.s. at the end of the second phase, there are Y T2

1 ≥
(1/2 + δ/2)T2 nodes that announced opinion 1, and so Y T2

0 ≤ (1/2 − δ/2)T2 nodes announced
opinion 0; moreover, Y T2

1 + Y T2
0 = T2(1 + O(1/ω)).

Let Vi = {v : Ct(v) = i} be the set of nodes with opinion i ∈ {0, 1} at time T2. Note
that, by Property 5, we may assume that only edges within V0 ∪ V1 are exposed at that stage
of the process. We will first show that a.a.s. all nodes v /∈ V0 ∪ V1 have substantially more
neighbours in V1 than in V0. Indeed, this is a simple consequence of the Chernoff bounds (1)
and (2): for any v /∈ V0 ∪ V1:
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P
(

|N(v) ∩ V1| ≤ |N(v) ∩ V0| + δT2p/2
)

≤ Pr
(

|N(v) ∩ V1| ≤ (1/2 − δ/4)T2p + δT2p/2 or |N(v) ∩ V0|≥(1/2−δ/4)T2p
)

≤ P
(

|N(v) ∩ V1| ≤ (1/2 + δ/4)T2p
)

+ P
(

|N(v) ∩ V0| ≥ (1/2 − δ/4)T2p
)

= P
(

Bin(|V1|, p) ≤ (1/2 + δ/4)T2p
)

+ P
(

Bin(|V0|, p) ≥ (1/2 − δ/4)T2p
)

≤ 2 exp
(

− Θ(T2p)
)

= 2 exp
(

−Ω
(

n

ω
· ω2 log n

n

))
= O(1/n2),

where the first inequality follows simply by observing that |N(v) ∩ V1| > c + δT2p/2 and
|N(v) ∩ V0| < c implies |N(v) ∩ V1| > |N(v) ∩ V0| + δT2p/2. The final inequality follows since
E[Bin(|V1|, p)] ≥ (1/2 + δ/2)T2p and E[Bin(|V0|, p)] ≤ (1/2 − δ/2)T2p. The desired property
holds by the union bound over all nodes v /∈ V0 ∪ V1.

Fix T3 = T3(n) = n/
√

ω. The third phase will last till time T3. Let V ′
1 ⊆ V1 be

the set of nodes from V1 that were selected during the third phase. Note that each node
from V1 is selected during the third phase with probability at most (T3 − T2)/n ≤ 1/

√
ω.

Hence, E[|V ′
1 |] ≤ |V1|/

√
ω and so a.a.s. |V ′

1 | ≤ |V1|/ω1/3 by Markov’s inequality. A simple
but important observation is that V ′

1 is determined exclusively by the selection process
(coupon collector process); in particular, it does not depend on the random graph nor the
opinion dynamics. Hence, we can use Chefnoff’s bound again to show that a.a.s. all nodes
v /∈ V0 ∪ V1 have very few neighbours in V ′

1 . Indeed, note that for any v /∈ V0 ∪ V1, the
number of neighbours of n in V ′

1 can be stochastically upper bounded by Bin(|V1|/ω1/3, p)
with expectation |V1|p/ω1/3 = Θ(np/ω4/3) = Ω(n2/3 log n) ≫ log n. Hence, |N(v) ∩ V ′

1 | =
O(|V1|p/ω1/3) = O(T2p/ω1/3) = o(T2p) with probability 1 − O(1/n2), and so a.a.s. all nodes
v /∈ V0 ∪ V1 satisfy this property.

Combining the two properties together, we get that a.a.s. for all nodes v /∈ V0 ∪ V1 we
have

|N(v) ∩ (V1 \ V ′
1)| > |N(v) ∩ (V0 ∪ V ′

1)|. (15)

Let W1 be the set of nodes outside of V0 ∪ V1 that were selected during the third phase
(possibly multiple times). If property (15) is satisfied, then (deterministically) all nodes in
W1 announce 1 in this phase. Indeed, even if all nodes from V ′

1 changed their opinion to 0 in
the meantime, nodes in V1 still have majority of their neighbours with opinion 1.

Let us summarize the situation at the beginning of the fourth (and the last) phase.
Recall that W1 consists of nodes that were selected for the first time during the third
phase. Let W0 = V0 ∪ V1 be the set of nodes that were selected before the third phase
(that is, during the first or the second phase). A.a.s. nodes in W1 have opinion 1 and
|W1| = (T3 − T2) + O(T 2

3 /n) ∼ T3. We may assume that nodes in W0 have opinion 0 and
a.a.s. |W0| = T2(1 + O(1/ω)) ∼ T2 = o(T3). Again, it is important to notice that W1 and W0
are determined exclusively by the selection process. (V1 and V0 do not posses this property
and that was the main reason we needed to consider the third phase.) We may then use
Chernoff’s bound again, on the number of neighbours in W1 and W0 of any given node, to
show that a.a.s. all nodes (not only outside of W1 ∪ W0!) have more neighbours in W1 than
in W0. It means that every node that is selected during this last phase announces opinion 1.
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Since a.a.s. every node is selected at least once during the next n(log n + ω′/2) rounds,
the process is over after at most that many rounds with everyone converging to opinion 1.
Hence, a.a.s. the entire process takes at most T3 + n(log n + ω′/2) ≤ n(log n + ω′) rounds.
In fact, the expected number of nodes that were selected before the last phase but were not
selected in the first T ′

4 = n(log n − log ω/4) rounds of the last phase is equal to

T3

(
1 − 1

n

)T ′
4

≤ n√
ω

exp(− log n + 1
4 log ω) = ω−1/4 = o(1),

and so a.a.s. all nodes selected before the last phase are selected again during the first T ′
4

rounds of the last phase. On the other hand, a.a.s. there are still some nodes not selected
at all after T3 + T ′

4 rounds. Indeed, this follows immediately from the well studied coupon
collector concentration bound for T̂ : P(T̂ < n log n − cn) < e−c. The conclusion is that a.a.s.
all nodes are selected at least once between round T3 and T̂ , and the proof is finished. ◀

3.4 Very Sparse Random Graphs
In this subsection, we investigate random graphs that are close to the threshold for connectivity
but are still connected, that is, we assume that pn ≤ ω log n and pn ≥ log n + ω for some
ω = ω(n) → ∞ as n → ∞.

First, we will show that at time T3 = T3(n) = 2n log n, every node announced its opinion
at least once, and only at most nω/ log n = o(n) nodes have opinion 0. The proof is deferred
to the full version.

▶ Proposition 11. Let ω = ω(n) = o(log n) be any function that tends to infinity (sufficiently
slowly) as n → ∞. Suppose that p = p(n) ≤ ω log n/n and p ≥ (log n + ω)/n. Set
T3 = T3(n) = 2n log n and s = s(n) = nω/ log n. Then, a.a.s. all nodes announced their
opinion at time T3, and at most s of them have opinion 0.

We will call a node v to be of small degree, if its degree is at most k = 5 log n/(log log n)1/2.
Nodes of degree larger than k will be called of large degree. Before we continue investigating
the process, we need to show a well-known fact that small degree nodes are not too close to
each other.

▶ Lemma 12. Let ω = ω(n) = o(log n) be any function that tends to infinity (sufficiently
slowly) as n → ∞. Suppose that p = p(n) ≤ ω log n/n and p ≥ (log n + ω)/n. Then, the
following property holds a.a.s. in G(n, p): any two small degree nodes are at distance at least
2 from each other.

Proof. Since np > log n and k = o(log n),
(

n
i

)
pi is an increasing sequence for 0 ≤ i ≤ k and

hence we have

P(deg(v) ≤ k) ≤
k∑

i=0

(
n

i

)
pi(1 − p)n−i ≤ (k + 1)

(
n

k

)
pk(1 − p)n−k.

We obtain the following upper bound on the probability that a node v has small degree:

P(deg(v) ≤ k) ≤ (k + 1)
(

n

k

)
pk(1 − p)n−k

≤ (k + 1)
(

en

k
· ω log n

n

)k

exp
(

− pn + pk)
)

≤ (k + 1)
(

ω(log log n)1/2
)k

exp
(

− log n − ω + o(1)
)

≤ (k + 1) exp
(

5 log n

(log log n)1/2 · log log log n − log n

)
= n−1+o(1).
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Hence, we expect no(1) small degree nodes and so a.a.s. we have only no(1) of them. More
importantly, using similar computations one can show that the expected number of small
degree nodes that are adjacent to each other is equal to(

n

2

)
· p ·

(
n−1+o(1)

)2
= n−1+o(1) = o(1).

Similarly, the expected number of small degree nodes that are at distance two from each
other is equal to(

n

2

)
· n · p2 ·

(
n−1+o(1)

)2
= n−1+o(1) = o(1).

Hence, a.a.s. any two nodes of small degree are at distance at least two from each other, and
the proof of the lemma is finished. ◀

Our next observation is that the number of large degree nodes that have opinion 0 is
decreasing. The proof is deferred to the full version.

▶ Proposition 13. Let ω = ω(n) = o(log n) be any function that tends to infinity (sufficiently
slowly) as n → ∞. Suppose that p = p(n) ≤ ω log n/n and p ≥ (log n + ω)/n. Then, the
following property holds a.a.s. for all phases.

Suppose that at the beginning of a phase, s = (nω/ log n) · (log log n)−(i−1)/4 large degree
nodes have opinion 0 for some i ∈ N. Then, after 2n log n rounds all nodes announced their
opinion at least once more, and at most u = s/(log log n)1/4 = (nω/ log n) · (log log n)−i/4

large degree nodes have opinion 0.

Finally, we are ready to show that all nodes eventually converge to opinion 1.

Proof of Theorem 2. The proof is an easy consequence of Propositions 11, 13, and Lemma 12.
Indeed, a.a.s. at time T3 = T3(n) = 2n log n, all but at most s = s(n) = nω/ log n nodes
have opinion 1 (Proposition 11). Most of them are of large degree but some of them may be
of small degree. By Proposition 13, the number of large degree nodes that have opinion 0
decreases: a.a.s. at time 2n log n · O(log n/ log log n) = O(n(log n)2/(log log n)) no large
degree node has opinion 0. There could possibly be still some nodes of small degree that have
opinion 0 but everyone converges to opinion 1 after additional O(n log n) rounds. Indeed,
every node is selected at least once during that time period a.a.s. Large degree nodes have
many neighbours but at most one neighbours of small degree (Lemma 12). So they will not
change their opinion and stay with opinion 1. On the other hand, by the same lemma, no
small degree node has a neighbour of small degree. Hence, such nodes will switch to opinion 1
once they are selected again. This finishes the proof of the theorem. ◀

4 Dense Random Graphs

In this section, we prove that for dense graphs (that is, when p ∈ (0, 1] is a constant) it is
not true that all nodes converge to the correct opinion a.a.s. On the contrary, there maybe
an information cascade where all the nodes converge to the wrong opinion with constant
probability.

Proof of Theorem 3. Fix any p ∈ (0, 1). We will consider the easy case p = 1 at the end.
Trivially, the first node announces its private belief, that is, it announces opinion 1 with

probability 1/2 + δ; otherwise, it announces 0. Since nodes are selected by the process
(“coupon collector”) independently of the graph, we may postpone exposing edges of the
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random graph till the first time a node is selected. Each time this happens, we expose edges
from vt to all nodes that already announced their opinion. If every single time at least one
edge is present, then all nodes are going to announce the opinion of the very first node. It
follows that

p1 ≥ (1/2 + δ)
n∏

i=1

(
1 − (1 − p)i

)
.

It is easy to see that for any x ∈ [0, 1 − p],

f(x) = 1 − x ≥ exp
(

− log(1/p)
1 − p

x

)
= g(x).

(Note that f(0) = g(0), f(1 − p) = g(1 − p), and g(x) is convex.) Hence,

p1 ≥ (1/2 + δ) exp
(

− log(1/p)
1 − p

n∑
i=1

(1 − p)i
)

≥ (1/2 + δ) exp
(

− log(1/p)
∞∑

i=0
(1 − p)i

)
= (1/2 + δ) exp

(
− log(1/p)(1/p)

)
.

The same argument works for p0 with the only difference that the probability of the first node
announcing 1 (1/2 + δ) needs to be replaced with the probability of announcing 0 (1/2 − δ).

Finally, note that if p = 1, then the graph is (deterministically) the complete graph and
(again, deterministically) all nodes are going to adopt the opinion of the very first node.
Thus, we immediately get p1 = 1/2 + δ and p0 = 1/2 − δ (which matches the general formula
that works for p ∈ (0, 1]). This finishes the proof of the theorem. ◀
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Abstract
In a disk graph, every vertex corresponds to a disk in R2 and two vertices are connected by an
edge whenever the two corresponding disks intersect. Disk graphs form an important class of
geometric intersection graphs, which generalizes both planar graphs and unit-disk graphs. We study
a fundamental optimization problem in algorithmic graph theory, Bipartization (also known as
Odd Cycle Transversal), on the class of disk graphs. The goal of Bipartization is to delete
a minimum number of vertices from the input graph such that the resulting graph is bipartite. A
folklore (polynomial-time) 3-approximation algorithm for Bipartization on disk graphs follows from
the classical framework of Goemans and Williamson [Combinatorica’98] for cycle-hitting problems.
For over two decades, this result has remained the best known approximation for the problem (in
fact, even for Bipartization on unit-disk graphs). In this paper, we achieve the first improvement
upon this result, by giving a (3 − α)-approximation algorithm for Bipartization on disk graphs, for
some constant α > 0. Our algorithm directly generalizes to the broader class of pseudo-disk graphs.
Furthermore, our algorithm is robust in the sense that it does not require a geometric realization of
the input graph to be given.
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1 Introduction

Disk graphs refer to intersection graphs of disks in the plane R2. Formally, in a disk graph,
every vertex corresponds to a disk in R2 and two vertices are connected by an edge whenever
the two corresponding disks intersect. As a rather general class of geometric intersection
graphs, disk graphs simultaneously generalize two important graph classes, unit-disk graphs
and planar graphs, both of which have been extensively studied over decades. Many central
problems in algorithmic graph theory have been considered on disk graphs, including Vertex
Cover [8, 28, 41], Independent Set [8], Maximum Clique [5], Feedback Vertex
Set [26, 28], Dominating Set [13], etc.

© Daniel Lokshtanov, Fahad Panolan, Saket Saurabh, Jie Xue, and Meirav Zehavi;
licensed under Creative Commons License CC-BY 4.0

Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques
(APPROX/RANDOM 2024).
Editors: Amit Kumar and Noga Ron-Zewi; Article No. 6; pp. 6:1–6:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:daniello@ucsb.edu
https://orcid.org/0000-0002-3166-9212
mailto:F.panolan@leeds.ac.uk
https://orcid.org/0000-0001-6213-8687
mailto:saket@imsc.res.in
https://orcid.org/0000-0001-7847-6402
mailto:jiexue@nyu.edu
https://orcid.org/0000-0001-7015-1988
mailto:meiravze@bgu.ac.il
https://orcid.org/0000-0002-3636-5322
https://doi.org/10.4230/LIPIcs.APPROX/RANDOM.2024.6
https://arxiv.org/abs/2407.09356
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


6:2 Bipartizing (Pseudo-)Disk Graphs

In this paper, we investigate a fundamental optimization problem on the class of disk
graphs, called Bipartization. In this problem, the input is a graph G and the goal is
to delete a smallest number of vertices from G such that the resulting graph is bipartite.
There has been a long line of work studying Bipartization (e.g., see [10, 20, 34, 36, 37] and
citations therein). Observe that the edge counterpart of the Bipartization problem, Edge
Bipartization, where we need to find fewest edges whose deletion results in a bipartite graph,
is equivalent to the classical Maximum Cut problem (which has been studied for over five
decades [14, 39]). It is known that Edge Bipartization (and Maximum Cut) reduces to
Bipartization [42], and both problems find applications in computational biology [42, 38],
VLSI chip design [18], genome sequence assembly [32], and more. Bipartization is of
particular interest also due to the following observation: a graph is bipartite if and only if it
does not contain any odd cycle. As such, it can be formulated as hitting all odd cycles in the
graph (using fewest vertices). For this reason, the Bipartization problem is also known
as Odd Cycle Transversal, and belongs to the family of cycle-hitting problems, one of
the most well-studied topics in algorithmic graph theory. Besides Bipartization, other
important cycle-hitting problems that have been studied on disk graphs include Feedback
Vertex Set, Triangle Hitting, Short Cycle Hitting, etc.

There is no surprise that Bipartization is NP-complete. In fact, it is NP-complete even
on graphs of maximum degree 3 and planar graphs of maximum degree 4 [6]. As such, the
study of the problem is mainly in the context of approximation algorithms and parameterized
algorithms. On the parameterized front, it was known that Bipartization can be solved in
2O(k) · nO(1) time where k is the solution size [20, 25, 35]. On planar graphs and unit-disk
graphs, there exist improved algorithms with running time kO(

√
k) ·nO(1) [2, 3, 29, 31], which

are almost tight assuming the Exponential-Time Hypothesis (ETH). On disk graphs, it was
not known whether Bipartization admits a subexponential-time parameterized algorithm,
until very recently Lokshtanov et al. gave a kO(k27/28) · nO(1)-time algorithm [26].

From the perspective of approximation algorithms (which is the focus of this paper),
Bipartization is one of the trickiest problems in the sense that no polynomial-time ap-
proximation scheme (PTAS) was known on any (nontrivial) graph classes, but at the same
time no inapproximability results was known except for general graphs. On general graphs,
Bipartization cannot admit any (polynomial-time) constant-approximation algorithm
assuming the Unique Games Conjecture [4], and the best known approximation ratio is
O(
√

log opt) due to Kratsch and Wahlström [24], improving the earlier bounds of O(log n) [9]
and O(

√
log n) [1]. It has been a long-standing open question whether Bipartization

admits a PTAS on planar graphs or unit-disk graphs. On planar graphs, the currently best
approximation for Bipartization is still the 9

4 -approximation algorithm given in the seminal
work of Goemans and Williamson [15] more than two decades ago. This result immediately
gives a 3-approximation algorithm for Bipartization on disk graphs (and in particular,
unit-disk graphs) by the well-known fact that triangle-free disk graphs are planar [22].

▶ Theorem 1 (folklore). There exists a polynomial-time 3-approximation algorithm for
Bipartization on the class of disk graphs.

Proof. Let G be the input disk graph. We repeat the following step until G contains no
triangles: find a triangle in G, add its three vertices to the solution, and remove them
from G. Denote by S the set of vertices added to the solution and by G′ = G − S the
resulting triangle-free graph, which is planar [22]. Now apply the algorithm of Goemans
and Williamson [15] on G′ to obtain a 9

4 -approximation solution S′. Note that S ∪ S′ is
a 3-approximation solution (for G). Indeed, any solution of Bipartization must hit all
triangles in G and thus contains at least |S|/3 vertices in S. Also, it contains at least |S′|/ 9

4
vertices in V (G′). So its size is at least |S|/3 + |S′|/ 9

4 ≥ |S ∪ S′|/3. ◀
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For over two decades, this has remained the best approximation algorithm for Biparti-
zation on disk graphs (in fact, even on unit-disk graphs). Thus, there is a natural question
to be asked: can we achieve an approximation ratio better than 3 for the problem? Note
that one cannot achieve this by improving the approximation ratio 9

4 for Bipartization
on planar graphs. Indeed, even if we had a PTAS on planar graphs, the above argument
still only gives us a 3-approximation algorithm on disk graphs. Therefore, the number 3
here is truly a bottleneck of the approximation ratio of the problem. In this paper, we break
this bottleneck and answer the above question affirmatively by giving the first algorithm for
Bipartization on disk graphs with an approximation ratio better than 3. Specifically, our
main result is the following.

▶ Theorem 2. There exists a polynomial-time (3− α)-approximation algorithm for Biparti-
zation on the class of disk graphs, for some constant α > 0.

We remark that Theorem 2 should be viewed as a proof of concept, rather than the
quantitative improvement. Our algorithm in Theorem 2 is robust in the sense that it does
not require the geometric realization of the input disk graph to be given. Furthermore,
our algorithm directly generalizes to the broader class of pseudo-disk graphs, which are
the intersection graphs of topological disks in which the boundaries of every two of them
intersect at most twice. (Note that the 3-approximation algorithm in Theorem 1 also works
for pseudo-disk graphs as triangle-free pseudo-disk graphs are planar [22].) Again, this
generalized algorithm is robust.

▶ Theorem 3. There exists a polynomial-time (3− α)-approximation algorithm for Biparti-
zation on the class of pseudo-disk graphs, for some constant α > 0.

Finally, we observe that our technique not only works for the Bipartization problem.
In fact, it can be applied to a large category of vertex-deletion problems on (pseudo-)disk
graphs, resulting in (3− α)-approximation algorithms. Although at this point it only yields
interesting results for Bipartization (mainly because most well-studied problems in the
category already have algorithms on disk graphs with approximation ratio better than 3),
this demonstrates that our technique could possibly have further applications in the future.
We shall briefly discuss this part in Section 4.

Other related work

NP-complete optimization problems on disk graphs and other geometric intersection graphs
have received considerable attention over years. Here we only summarize some recent
work on this topic. The work of de Berg et al. [7] gave a framework for designing ETH-
tight exact algorithms on (unit-)disk graphs or more generally (unit-)ball graphs, which
works for a variety of classical optimization problems. Bonamy et al. [5] presented the first
EPTAS and subexponential-time algorithm for Maximum Clique on disk graphs. Fomin
et al. [11] designed almost ETH-tight parameterized algorithms for various cycle-packing
and cycle-hitting problems on unit-disk graphs; in a follow-up paper [12], the same authors
improved some of their algorithms to be ETH-tight. Recently, Lokshtanov et al. [26, 28]
proposed frameworks for subexponential parameterized algorithms and EPTASes for various
vertex-deletion problems on disk graphs (the framework for EPTASes does not work for
Bipartization, while the one for subexponential parameterized algorithms works). A very
recent work by the same authors [27] gave a 1.9999-approximation for Vertex Cover on
string graphs (i.e., intersection graphs of arbitrary connected geometric objects in the plane),
which has the same flavor as this paper.
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6:4 Bipartizing (Pseudo-)Disk Graphs

Besides the aforementioned algorithmic research on Bipartization, the problem was
also studied in the context of kernelization complexity. The seminal work by Kratsch and
Wahlström [23] showed that Bipartization admits a randomized polynomial kernel with
respect to k. Later, for planar graphs, it was shown to admit a deterministic polynomial
kernel by Jansen et al. [17]. Moreover, the kernelization complexity of Bipartization was
studied also with respect to some structural parameterizations [16].

On a related note, we remark that structural properties of odd cycles in a graph has also
received significant attention from various combinatorial points of view. While the survey of
these results is beyond the scope of this paper, as an illustrative example, let us mention the
study of Erdős–Pósa properties for odd cycles (see e.g., [10, 19, 33, 40]).

2 Preliminaries

Let G be a graph. We use V (G) and E(G) to denote the vertex set and edge set of G,
respectively. For a subset V ⊆ V (G), denote by G[V ] the subgraph of G induced by V , and
by G− V the subgraph of G induced by V (G)\V . For a vertex v, we use NG(v) to denote
the set {x ∈ V (G) \ {v} : (x, v) ∈ E(G)}. For a vertex subset S, we use NG(S) and NG[S]
to denote the sets

⋃
z∈S NG(z) \ S and S ∪ NG(S), respectively. For a vertex v in G, we

use dG(v) to denote the degree of v (i.e., |NG(v)|) in G. A vertex subset I ⊆ V (G) is a
distance-d independent set in G, if for any two distinct vertices x and y in I, the distance
between x and y in G is strictly more than d. Here, the distance between two vertices is the
number of edges in a shortest path between those vertices. Let S be a collection of subsets
of V (G). A packing of S is a sub-collection S ′ such that S ∩ S′ = ∅ for all S, S′ ∈ S ′ with
S ̸= S′. We say a packing S ′ ⊆ S is maximal if any S ′′ ⊆ S satisfying S ′ ⊊ S ′′ is not a
packing of S, and is maximum if any subset S ′′ ⊆ S satisfying |S ′| < |S ′′| is not a packing of
S. Any maximum packing of S has the same size.

An odd cycle transversal (or OCT for short) of G is a subset S ⊆ V (G) such that G− S

is a bipartite graph. A triangle in G refers to a set T = {u, v, w} of three vertices of G such
that (u, v), (v, w), (w, u) ∈ E(G). We use ∆(G) to denote the family of all triangles in G.
For a set T of triangles in G, we denote by V (T ) the set of vertices of all triangles in T , i.e.,
V (T ) =

⋃
T ∈T T . The notation tri(T ) denotes the size of a maximum packing of T .

3 Our algorithm

In this section, we present our approximation algorithm for Bipartization on disk graphs.
Our algorithm first takes a simple preprocessing step, which reduces the general problem
to the problem on K4-free disk graphs (i.e., disk graphs without cliques of size 4). Then
in the main part of our algorithm, we solve Bipartization on K4-free disk graphs. For a
cleaner exposition, we shall present a randomized version of our algorithm, as it is more
intuitive and yields a better approximation ratio. The derandomization can be found in the
full version of the paper.

3.1 Preprocessing: reducing to the K4-free case
For a graph G, let K4(G) be the set of all K4’s in G. The following lemma allows us to
reduce the problem to Bipartization on K4-free disk graphs.

▶ Lemma 4. Let G be a graph and C be a packing of K4(G). Let S be a ρ-approximation
solution for Bipartization on G − V (C). Then, S ∪ V (C) is a max{2, ρ}-approximation
solution for Bipartization on G.
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Proof. First, it is clear that S ∪V (C) is an OCT of G, since G−S ∪V (C) = (G−V (C))−S

contains no odd cycles. Let S∗ be an optimal OCT of G. For every K4 in C, S∗ must contain
at least 2 vertices in the K4 (for otherwise G− S∗ contains a triangle). Since the K4’s in C
are disjoint, we have |S∗ ∩ V (C)| ≥ 2|C| = |V (C)|/2. Furthermore, S∗ ∩ (V (G)\V (C)) is an
OCT of G− V (C), which implies |S∗ ∩ (V (G)\V (C))| ≥ |S|/ρ. Therefore,

|S∗| = |S∗ ∩ V (C)|+ |S∗ ∩ (V (G)\V (C))| ≥ |V (C)|
2 + |S|

ρ
≥ |S|+ |V (C)|

max{2, ρ}
.

As |S ∪ V (C)| = |S|+ |V (C)|, we have |S ∪ V (C)| ≤ max{2, ρ} · |S∗|. ◀

One reason for why this reduction helps us is the degeneracy of a K4-free disk graph.
Recall that a graph G is c-degenerate if we can sort its vertices as v1, . . . , vn such that each
vi is neighboring to at most c vertices in {v1, . . . , vi−1}. A c-degenerate graph of n vertices
has at most cn edges and thus has average degree at most 2c. We prove that every K4-free
disk graph is 11-degenerate. To prove this we use the following known result.

▶ Lemma 5 ([30]). Let D be a disk of radius r. Let S be a set of pairwise non-overlapping
disks of radius r such that every disk in S intersects with D. Then, |S| ≤ 5.

▶ Lemma 6. Every K4-free disk graph is 11-degenerate.

Proof. To prove the lemma, it is enough to prove that for any K4-free disk graph, there is a
vertex of degree at most 11. Let G be a K4-free disk graph with a realization D, and let
Dv ∈ D be the disk representing the vertex v ∈ V (G). Let u be a vertex in G such that disk
Du has the smallest radius among the disks in D. We will prove that dG(u) ≤ 11. Let r be the
radius of Du. Notice that for each v ∈ NG(u), the radius of Dv is at least r. Now we construct
a graph H with vertex set NG[u] such that H is a unit disk graph, H is a subgraph of G (and
hence K4-free), and dG(u) = dH(u). The construction of H is as follows. For each v ∈ NG(u),
construct a disk D′

v of radius r which is fully contained in the disk Dv and intersects Du.
The graph H is the geometric intersection graph of D′ = {Du} ∪ {D′

v : v ∈ NG(u)}. It is
easy to see that H is a unit disk graph, H is a subgraph of G and dG(u) = dH(u). For
each v ∈ V (H) \ {u}, let Lv be the line segment between the centers of Du and D′

v. Let
{v1, . . . vt} = NG(u) such that the line segments Lv1 , Lv2 , . . . , Lvt

are in the clockwise order.
We claim that t ≤ 11. For the sake of contradiction assume that t ≥ 12. Suppose there
exists two distinct i, j ∈ {1, 3, 5, 7, 9, 11} such that D′

vi
intersects with D′

vj
. This implies that

D′
vi+1

or D′
vj+1

intersects both D′
vi

and D′
vj

. Let w ∈ {vi+1, vj+1} be the vertex such that
D′

w intersects both D′
vi

and D′
vj

. Then, H[{u, w, vi, vj}] is a complete graph on 4 vertices,
which is a contradiction because H is K4-free. Then, the disks D′

v1
, D′

v3
, D′

v5
, D′

v7
, D′

v9
, D′

v11

are pairwise non-overlapping, which is a contradiction to Lemma 5. Thus, we proved that
t ≤ 11 and hence dH(v) = dG(v) ≤ 11. That is, the degeneracy of G is at most 11. ◀

3.2 The main algorithm
Our main algorithm for Bipartization on K4-free disk graphs is presented in Algorithm 1.
At the beginning, it takes an arbitrary maximal triangle packing T of G (line 1) and defines
O as the triangles in G that have at least one vertex outside V (T ). In a high-level, our
algorithm computes three different solutions S1, S2, S3 and returns the best one.

The first solution S1 is computed in exactly the same way as the 3-approximation
algorithm described in the introduction. Specifically, we include in S1 all vertices in the
triangle packing T , and an OCT X1 of G− V (T ) computed by a sub-routine PlanarBip
(line 3), which is an algorithm for Bipartization on planar graphs.
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6:6 Bipartizing (Pseudo-)Disk Graphs

The second solution S2 is constructed in a more involved way. First, in each triangle
T ∈ T , we randomly sample one vertex vT ∈ T (line 6); here the function random(T ) returns
each vertex in T with probability 1

3 and different calls of random are independent. Let R

be the vertices in V (T ) not sampled (line 7). Then we include in S2 all vertices in R, all
vertices in an arbitrary maximal triangle packing T ′ of G−R (line 8), and an OCT X2 of
G− (R ∪ V (T ′)) computed by PlanarBip.

If O is nonempty, we need to construct our third solution S3. We take a maximal packing
T ′′ of the triangles in O (line 12). Then we include in S3 all vertices in V (T ′′) ∩ V (T ) and
an OCT X3 of G− (V (T ′′) ∩ V (T )) recursively computed by our algorithm (line 13).

Finally, we return the best one among S1, S2, S3 (line 15); here min{S1, S2, S3} returns
the set of smallest size among S1, S2, S3. If S3 is not computed, we simply return min{S1, S2}.
It is obvious that each of S1, S2, S3 is an OCT of G and thus the algorithm always returns a
correct solution. The quality of the solution obtained will be analyzed in the next section.
Also, one can easily see that Algorithm 1 runs in polynomial time. Indeed, except the
recursive call of OCT in line 13, all the other steps can be done in polynomial time. Line 13
will only be executed when O ≠ ∅. In this case, T ′′ ̸= ∅ and V (T ′′) ̸= ∅. Thus, the graph
G− (V (T ′′) ∩ V (T )) has at most n− 1 vertices where n = V (G), and the running time of
Algorithm 1 satisfies the recurrence T (n) ≤ T (n− 1) + nO(1) which solves to T (n) = nO(1).

Algorithm 1 Bipartization(G). ▷ G is a K4-free disk graph

1: T ← a maximal packing of ∆(G)
2: O ← {T ∈ ∆(G) : T ⊈ V (T )}

3: X1 ← PlanarBip(G− V (T )) ▷ construct the first solution S1
4: S1 ← V (T ) ∪X1

5: for every T ∈ T do ▷ construct the second solution S2
6: vT ← random(T )
7: R←

⋃
T ∈T (T\{vT })

8: T ′ ← a maximal packing of ∆(G−R)
9: X2 ← PlanarBip(G− (R ∪ V (T ′)))

10: S2 ← R ∪ V (T ′) ∪X2

11: if O ̸= ∅ then ▷ construct the third solution S3
12: T ′′ ← a maximal packing of O
13: X3 ← Bipartization(G− (V (T ′′) ∩ V (T )))
14: S3 ← (V (T ′′) ∩ V (T )) ∪X3

15: return min{S1, S2, S3} ▷ if S3 is undefined, simply return min{S1, S2}

3.3 Analysis
In this section, we analyze the (expected) approximation ratio of Algorithm 1. We denote
by ρ this ratio and aim to establish an upper bound for ρ. Consider a given disk graph G

which is K4-free. Let opt be the minimum size of an odd cycle transversal of G, and T ,O
be the two sets of triangles as in Algorithm 1. The output of Algorithm 1 is the best one
among three OCT solutions S1, S2, S3. Therefore, to analyze the approximation ratio of our
algorithm, we have to consider the approximation ratios of S1, S2, S3. It turns out that each
solution Si individually may be of size 3opt or even larger in worst case. However, as we will
see, the best one among them always admits an approximation ratio strictly smaller than 3.
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In order to analyze the three solutions, we define two important parameters: a = |T |/opt
and b = tri(O)/opt (recall that tri(O) is the size of a maximum packing of O). Note that
a, b ∈ [0, 1] because both |T | and tri(O) are at most the size of a maximum triangle packing
in G, which is smaller than or equal to opt. The analysis of S1, S2, S3 will be done in terms
of a and b, that is, we shall represent the approximation ratios of S1, S2, S3 as functions of a

and b. Roughly speaking, we shall show that S1 is good when a is small, S2 is good when b

is small, and S3 is good when both a and b are large. For convenience, we use the notation
ρ0 to denote the approximation ratio of the PlanarBip sub-routine used in Algorithm 1.

3.3.1 The quality of S1

The solution S1 is computed using exactly the 3-approximation algorithm described in the
introduction. A more careful analysis shows that its approximation ratio is related to the
parameter a: the smaller a is, the better S1 is.

▶ Lemma 7. |S1| ≤ (3a + ρ0(1− a)) · opt.

Proof. Since a = |T |/opt, and T is a triangle packing, we get that |V (T )| = 3|T | = 3a · opt.
Since T is a triangle packing, any odd cycle transversal contains at least |T | vertices from
V (T ), the size of a minimum odd cycle transversal in G−V (T ) is at most opt−|T | = (1−a)opt.
Therefore, |S1| = |V (T )|+ |X1| ≤ (3a + ρ0(1− a)) · opt. ◀

3.3.2 The quality of S2

Figuring out the quality of S2 is the most involved part in our analysis. Basically, what
we shall show is that whenever the parameter b is sufficiently small, S2 always gives us a
better-than-3 approximation no matter what the value of a is. The analysis in this section
shall explicitly use the fact that G is K4-free. Let vT , R, and T ′ be as in Algorithm 1. We
first need the following simple observation, which will allow us to bound the expected size of
S2 using the expected size of T ′.

▶ Observation 8. E[|R ∩ Sopt|] ≥ 1
3 |R| and |V (T ′) ∩ Sopt| ≥ |T ′|.

Proof. Since Sopt is an OCT of G, it contains at least one vertex in every triangle T ∈ T .
Thus, E[|(T\{vT }) ∩ Sopt|] ≥ 2

3 . By the linearity of expectation, we have

E[|R ∩ Sopt|] =
∑
T ∈T

E[|(T\{vT }) ∩ Sopt|] ≥
2
3 |T | =

1
3 |R|.

The fact |V (T ′) ∩ Sopt| ≥ |T ′| follows from the fact that T ′ is a triangle packing: Sopt
contains at least one vertex in every triangle T ∈ T ′. ◀

The above observation implies that E[|(R∪V (T ′))∩Sopt)|] ≥ 1
3 |R|+E[|T ′|]. Therefore, we

have E[|Sopt\(R∪V (T ′))|] ≤ opt− 1
3 |R|−E[|T ′|] and hence E[|X2|] ≤ ρ0 ·(opt− 1

3 |R|−E[|T ′|]).
It follows that

E[|S2|] = |R|+ E[|V (T ′)|] + E[|X2|]

≤ |R|+ 3 · E[|T ′|] + ρ0 ·
(

opt− 1
3 |R| − E[|T ′|]

)
=

(
1− ρ0

3

)
· |R|+ ρ0 · opt + (3− ρ0) · E[|T ′|]

(1)
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6:8 Bipartizing (Pseudo-)Disk Graphs

We say a vertex v ∈ V (T ) is dead if v /∈ R and v is not contained in any triangle in
G[V (T )\R]. Let D denote the set of all dead vertices, which is a random subset of V (T )
as it depends on the random vertices vT . For each v ∈ V (T ), let deg(v) denote the degree
of v in G[V (T )]. Recall that a = |T |/opt and b = tri(O)/opt. It is easy to see the following
relation between |T ′| and |D|.

▶ Observation 9. |T ′| ≤ (a + b) · opt− |R|
3 −

|D|
3 .

Proof. Since T ′ is a triangle packing, we have |T ′ ∩ O| ≤ tri(O) = b · opt. On the other
hand, all elements in T ′\O are triangles in G[V (T )\R]. However, dead vertices cannot be
the vertex of any triangle in G[V (T )\R]. Thus, the vertices of the triangles in T ′\O must
lie in V (T )\(R ∪D). We have |V (T )\(R ∪D)| = 3 · |T | − |R| − |D| = 3a · opt− |R| − |D|,
which implies |T ′\O| ≤ a · opt− |R|

3 −
|D|
3 . Because |T ′| = |T ′ ∩ O|+ |T ′\O|, we have the

inequality in the observation. ◀

Combining the above observation with Equation 1, we have

E[|S2|] ≤
(

1− ρ0

3

)
· |R|+ ρ0 · opt + (3− ρ0) · E[|T ′|]

=
(

1− ρ0

3

)
· |R|+ ρ0 · opt + (3− ρ0) ·

(
(a + b) · opt− |R|3 −

E[D]
3

)
= (ρ0 + (3− ρ0)(a + b)) · opt− (3− ρ0) · E[|D|]

3 .

(2)

To show that S2 has an approximation ratio below 3 when b is small, the crucial observation
is that we have a large number of dead vertices in expectation.

▶ Observation 10. Pr[v is dead] ≥ ( 1
3 ) 3

8 deg(v)+ 1
4 for all v ∈ V (T ). Thus, we have E[|D|] ≥

( 1
3 ) 3

8 d+ 1
4 (3a · opt), where d is the average degree of G[V (T )].

Proof. Let v ∈ V (T ) and T0 ∈ T be the triangle containing v. Denote by N(v) the
set of neighbors of v in V (T ) (excluding v itself). We then have |N(v)| = deg(v) and
|N(v)\T0| = deg(v)− 2. Observe that the graph G[N(v)] is triangle-free. Indeed, if G[N(v)]
contains a triangle T , then T ∪ {v} forms a clique in G of size 4, which contradicts with the
fact that G is K4-free. As G[N(v)] is triangle-free, it is planar. In particular, G[N(v)\T0] is
planar. It was known that every n-vertex planar graph has a vertex cover of size at most 3

4 n

(indeed, a planar graph is 4-colorable, so it has an independent set of size at least n
4 and

thus a vertex cover of size at most 3
4 n). Thus, G[N(v)\T0] has a vertex cover C ⊆ N(v)\T0

with |C| ≤ 3
4 |N(v)\T0| = 3

4 (deg(v)− 2).
Next, we notice that if v /∈ R and C ⊆ R, then v is a dead vertex. Indeed, if v is contained

in a triangle {v, u, w} in G[V (T )\R], then at least one of u and w must be in C, since C is a
vertex cover of N(v)\T0 (note that u, w /∈ T0 for otherwise v ∈ R). Let T1 ⊆ T (resp., T2 ⊆ T )
consist of the triangles that contain one vertex (resp., two vertices) in C. Note that no triangle
in T can contain three vertices in C because G[C] is triangle-free. Therefore, C ⊆ R if and
only if vT /∈ C for all T ∈ T1 ∪ T2. The events vT /∈ C for all T ∈ T1 ∪ T2 are independent,
and happen with probability 2

3 if T ∈ T1 and with probability 1
3 if T ∈ T2. It follows that

Pr[C ⊆ R] = ( 2
3 )|T1| · ( 1

3 )|T2|. We have the inequality |T1| + 2|T2| = |C| ≤ 3
4 (deg(v) − 2).

Subject to |T1| ≥ 0, |T2| ≥ 0, and |T1|+ 2|T2| ≤ 3
4 (deg(v)− 2), the quantity ( 2

3 )|T1| · ( 1
3 )|T2|

is minimized when |T1| = 0 and |T2| = 3
8 (deg(v)− 2), and is equal to ( 1

3 ) 3
8 (deg(v)−2). Thus,

we have Pr[C ⊆ R] ≥ ( 1
3 ) 3

8 (deg(v)−2). Furthermore, the events v /∈ R and C ⊆ R are
independent because whether v /∈ R happens only depends on the choice of vT0 ∈ T0. We
have Pr[v /∈ R] = 1

3 and Pr[C ⊆ R] ≥ ( 1
3 ) 3

8 (deg(v)−2). Since v is a dead vertex if both
v /∈ R and C ⊆ R happen, we finally have Pr[v is dead] ≥ ( 1

3 ) 3
8 deg(v)+ 1

4 . By the linearity of
expectation and the fact |V (T )| = 3|T | = 3a · opt, we then have



D. Lokshtanov, F. Panolan, S. Saurabh, J. Xue, and M. Zehavi 6:9

E[|D|] =
∑

v∈V (T )

Pr[v is dead] ≥
∑

v∈V (T )

(
1
3

) 3
8 deg(v)+ 1

4

≥
(

1
3

) 3
8 d+ 1

4

(3a · opt).

where d =
∑

v∈V (T ) deg(v)/|V (T )|. ◀

At the end, we can establish the bound for E[|S2|].

▶ Lemma 11. E[|S2|] ≤ (ρ0 + (1− ( 1
3 ) 3

8 d+ 1
4 )(3− ρ0)a + (3− ρ0)b) · opt, where d denotes the

average degree of G[V (T )].

Proof. Combining Observation 10 with Equation 2 completes the proof. ◀

According to Lemma 6, we have d ≤ 22, and thus the above lemma gives us a good
bound for E[|S2|]: as long as b is sufficiently small, no matter what a is, we can have that
E[|S2|] ≤ (3− α) · opt for some constant α > 0.

3.3.3 The quality of S3

Finally, we analyze the quality of S3. Given S1 is good when a is small and S2 is good when
b is small, we clearly want S3 to be good when both a and b are large.

▶ Lemma 12. If ρ ≥ 2, then E[|S3|] ≤ ( 2b
3 + ρ(2− a− b

3 )) · opt.

Proof. Let r = |T ′′|/opt. Since T ′′ is a maximal packing in O, V (T ′′) is a hitting set of O,
which implies 3|T ′′| = |V (T ′′)| ≥ tri(O) and thus r ≥ tri(O)

3·opt = b
3 .

▷ Claim 13. E[|X3|] ≤ ρ(2− a− r)opt.

Proof. Let S∗ be an optimal OCT of G. So |S∗| = opt. We call a triangle T ∈ T ′′ bad
if S∗ contains a vertex from V (T ) \ V (T ). Since T is a triangle packing, we also know
that |S∗ ∩ V (T )| ≥ |T | = a · opt. Thus, the number of bad triangles in T ′′ is at most
(1− a)opt, because S∗ contains at most (1− a)opt vertices outside of V (T ), and any such
vertex can be part of at most one triangle in T ′′. That is, the number of good triangles
in T ′′ is at least (r − (1 − a))opt. For each good triangle T ∈ T ′′, S∗ contains a vertex
from V (T ) ∩ V (T ). This implies that |S∗ ∩ (V (T ′′) ∩ V (T ))| ≥ (r − (1 − a))opt, and
hence |S∗ \ (V (T ′′) ∩ V (T ))| ≤ opt − (r − (1 − a))opt = (2 − a − r)opt. Also, notice that
S∗ \ (V (T ′′) ∩ V (T )) is an OCT of G− (V (T ′′) ∩ V (T )). Thus, the size of an optimal OCT
of G− (V (T ′′) ∩ V (T )) is at most (2− a− r)opt, which implies E[|X3|] ≤ ρ(2− a− r)opt.

◁

Since each triangle T ∈ T ′′ is also in O, we have |V (T ) ∩ V (T )| ≤ 2. This implies that
|V (T ′′) ∩ V (T )| ≤ 2r · opt. Now we are ready to deduce

E[|S3|] = E[|V (T ′′) ∩ V (T )|+ |X3|]
= |V (T ′′) ∩ V (T )|+ E[|X3|]
≤ (2r · opt) + ρ(2− a− r)opt (By Claim 13 and |V (T ′′) ∩ V (T )| ≤ 2r · opt)
= (2− ρ)r · opt + ρ(2− a)opt

≤ (2− ρ) b

3opt + ρ(2− a)opt (Because r ≥ b

3 , and 2− ρ < 0)

≤
(

2b

3 + ρ

(
2− a− b

3

))
· opt.

This completes the proof of the lemma. ◀
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3.3.4 Putting everything together
Given the analyses for S1, S2, and S2 in the previous sections, we are ready to bound
the (expected) approximation ratio ρ of the entire algorithm. Let ρ1 = 3a + ρ0(1 − a),
ρ2 = ρ0 + (1− ( 1

3 ) 3
8 d+ 1

4 )(3− ρ0)a + (3− ρ0)b, ρ3 = 2b
3 + ρ(2− a− b

3 ) be the approximation
ratios of S1, S2, S3 given in Lemmas 7, 11, 12, respectively1. As the output is the best one
among S1, S2, S3, we have

ρ ≤ E[min{|S1|, |S2|, |S3|}]
opt ≤ min{E[|S1|],E[|S2|],E[|S3|]}

opt ≤ min{ρ1, ρ2, ρ3}.

Note that ρ1, ρ2, ρ3 can be viewed as linear functions of a and b, when the other numbers d,
ρ0, ρ are all fixed. So we first figure out the values of a and b that maximizes min{ρ1, ρ2, ρ3}.
With calculation, we have

min{ρ1, ρ2, ρ3} ≤
(3− ρ0)(2ρ− ρ0)

(3− ρ0 + ρ) + (ρ− 2) · 3−( 3
8 d+ 5

4 ) + ρ0, (3)

and the upper bound is achieved when

a = (2ρ− ρ0)
(3− ρ0 + ρ) + (ρ− 2) · 3−( 3

8 d+ 5
4 ) and b = (2ρ− ρ0) · 3 3

8 d+ 1
4

(3− ρ0 + ρ) + (ρ− 2) · 3−( 3
8 d+ 5

4 ) ,

in which case ρ1 = ρ2 = ρ3. Now combine Equation 3 with the inequality ρ ≤ min{ρ1, ρ2, ρ3}
and re-arrange the terms in the inequality, we deduce

(3−( 3
8 d+ 5

4 ) + 1) · ρ2 − ((2 + ρ0) · 3−( 3
8 d+ 5

4 ) + 3) · ρ + (2ρ0 · 3−( 3
8 d+ 5

4 )) ≤ 0.

The left-hand side of the above inequality is a quadratic function of ρ in which the coefficient
of the quadratic term is positive. Therefore, in order to make the quadratic function
non-positive, ρ must be smaller than its larger root, i.e.,

ρ ≤
((2 + ρ0) · 3−( 3

8 d+ 5
4 ) + 3) +

√
((2 + ρ0) · 3−( 3

8 d+ 5
4 ) + 3)2 − (3−( 3

8 d+ 5
4 ) + 1)(8ρ0 · 3−( 3

8 d+ 5
4 ))

2 · (3−( 3
8 d+ 5

4 ) + 1)
.

By Lemma 6, G[V (T )] is 11-degenerate and thus d ≤ 22. Furthermore, using the 9
4 -

approximation algorithm [15] for planar bipartization, we can set ρ0 = 9
4 . Plugging in these

values to the above inequality, we have ρ ≤ 2.99993033741.
Our entire algorithm first applies Lemma 4 with a maximal packing C of K4(G) to reduce

the problem to G− V (C), which is a K4-free disk graph, and then applies Algorithm 1 on
G − V (C). By Lemma 4 and the above analysis, this algorithm solves Bipartization on
disk graphs with an expected approximation ratio at most 2.99993033741. By repeating the
algorithm polynomial number of times, we can also obtain a randomized algorithm that
achieves the same approximation ratio with high probability.

▶ Theorem 14. There exists a polynomial-time randomized algorithm for Bipartization
on the class of disk graphs that gives a (3− α)-approximation solution with high probability,
for some α > 10−5.

1 In Lemma 12, the bound for E[|S3|] has a condition ρ ≥ 2. But we can assume this is always the case,
for otherwise our algorithm is already a 2-approximation algorithm.
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With some efforts, we can derandomize our algorithm to obtain a deterministic (3− α)-
approximation algorithm for Bipartization on disk graphs. In fact, in Algorithm 1, only
the construction of the set R is randomized. We show in the full version how to construct
R deterministically while still guaranteeing the nice properties of R (the key point is to
guarantee that there are many dead vertices). The approximation ratio of our deterministic
algorithm is slightly worse than the randomized one (while it is still smaller than 3).

▶ Theorem 2. There exists a polynomial-time (3− α)-approximation algorithm for Biparti-
zation on the class of disk graphs, for some constant α > 0.

4 Generalizations

In this section, we discuss some generalizations of our result. First, we observe that our
algorithm directly generalizes to pseudo-disk graphs. A set of geometric objects in the plane
are called pseudo-disks if each of them is homeomorphic to a disk and the boundaries of any
two objects intersect at most twice. A graph is a pseudo-disk graph if it can be represented
as the intersection graph of a set of pseudo-disks.

In our Bipartization algorithm, we only exploit two properties of disk graphs: (i)
triangle-free disk graphs are planar, and (ii) K4-free disk graphs are c-degenerate for some
constant c. In fact, pseudo-disk graphs also satisfy these two properties.

▶ Fact 15 ([22]). Triangle-free pseudo-disk graphs are planar.

▶ Fact 16. K4-free pseudo-disk graphs are c-degenerate for some constant c.

Proof. We show that any Kr-free pseudo-disk graph of n vertices only has O(rn) edges, which
implies the fact. Let G be a Kr-free pseudo-disk graph realized by a set S of pseudo-disks.
We say an edge (S, S′) of G is an inclusion edge if S ⊆ S′ or S′ ⊆ S. We first observe that
G has O(rn) inclusion edges. Indeed, a pseudo-disk S ∈ S cannot be contained in r − 1 (or
more) other pseudo-disks in S, for otherwise there is a copy of Kr in G. Thus, if we charge
every inclusion edge (S, S′) to the smaller one of S and S′, every pseudo-disk is charged at
most r− 2 times. This implies that G has O(rn) inclusion edges. Now we bound the number
of other edges in G. Note that if (S, S′) is a non-inclusion edge in G, then the boundaries
of S and S′ intersect. So it suffices to bound the total number of intersection points of the
boundaries of the pseudo-disks in S. The depth of an intersection point x is the number of
pseudo-disks in S containing x. It is well-known that in a set of n pseudo-disks, the number
of boundary intersection points of depth at most d is bounded by O(dn) [21]. Since G is
Kr-free, every intersection point is of depth at most r. Thus, the total number of boundary
intersection points is O(rn), implying that G has O(rn) edges. ◀

Therefore, our algorithm directly generalizes to pseudo-disk graphs.

▶ Theorem 3. There exists a polynomial-time (3− α)-approximation algorithm for Biparti-
zation on the class of pseudo-disk graphs, for some constant α > 0.

Next, we observe that our techniques apply to not only the specific problem of Biparti-
zation. In fact, it works for a wide class of vertex-deletion problems on (pseudo-)disk graphs.
Recall that in a vertex-deletion problem, the goal is to delete a minimum set S of vertices
from a graph G such that G− S satisfies some desired property P. In Bipartization, the
property P is “being bipartite”. Our technique applies to any vertex-deletion problem that is
(i) hereditary, i.e., if a graph satisfies P then all its induced subgraphs also satisfy P, and
(ii) triangle-conflicting, i.e., a graph satisfies P only if it is triangle-free.

APPROX/RANDOM 2024
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▶ Theorem 17. If a hereditary and triangle-conflicting vertex-deletion problem admits a
(3− δ)-approximation algorithm on the class of planar graphs for some δ > 0, then it admits
a (3− α)-approximation algorithm on the class of (pseudo-)disk graphs for some α > 0.

Proof. We just replace the PlanarBip sub-routine in Algorithm 1 with the (3 − δ)-
approximation algorithm for the problem on planar graphs. As one can easily verify,
our analysis only depends on the fact that the vertex-deletion problem is hereditary and
triangle-conflicting. Thus, the same analysis shows that this is a (3 − α)-approximation
algorithm for the problem on (pseudo-)disk graphs. ◀

Well-studied instances of hereditary and triangle-conflicting vertex-deletion problems
(other than Bipartization) include Vertex Cover, Feedback Vertex Set, Triangle
Hitting, etc. Most of these problems already have (3 − δ)-approximation algorithms on
disk graphs, and some of them do not have known (3 − δ)-approximation algorithms on
planar graphs. Thus, at this point, we can only obtain interesting results for Bipartization.
However, we believe that this is not the full power of Theorem 17. To provide some evidences,
let us consider a vertex-deletion problem, Planarization&Bipartization, in which the
desired property P is “being planar and bipartite”. This problem is clearly hereditary and
triangle-conflicting. On planar graphs, it is equivalent to Bipartization and thus admits
a (3− δ)-approximation algorithm. Therefore, Theorem 17 gives a (3− α)-approximation
algorithm for Planarization&Bipartization on (pseudo-)disk graphs. Although this
problem itself is somehow artificial and not well-studied, it reveals that Theorem 17 could
possibly have further applications in the future.
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Abstract
A linearly ordered (LO) k-colouring of a hypergraph assigns to each vertex a colour from the
set {0, 1, . . . , k − 1} in such a way that each hyperedge has a unique maximum element. Barto,
Batistelli, and Berg conjectured that it is NP-hard to find an LO k-colouring of an LO 2-colourable
3-uniform hypergraph for any constant k ≥ 2 [STACS’21] but even the case k = 3 is still open.
Nakajima and Živný gave polynomial-time algorithms for finding, given an LO 2-colourable 3-uniform
hypergraph, an LO colouring with O∗(

√
n) colours [ICALP’22] and an LO colouring with O∗( 3√n)

colours [ACM ToCT’23]. Very recently, Louis, Newman, and Ray gave an SDP-based algorithm
with O∗( 5√n) colours. We present two simple polynomial-time algorithms that find an LO colouring
with O(log2(n)) colours, which is an exponential improvement.
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1 Introduction

Given a graph G, the graph k-colouring problem asks to find a colouring of the vertices of
G by colours from the set {0, 1, . . . , k − 1} in such a way that no edge is monochromatic.
The approximate graph colouring problem asks, given a k-colourable graph G, to find an
ℓ-colouring of G, where ℓ ≥ k. For k = 3, the state-of-the-art results are NP-hardness of the
case ℓ = 5 [2] and a polynomial-time algorithm for finding a colouring with ℓ = O(n0.19747)
colours, where n is the number of vertices of the input graph G [9]. For non-monochromatic
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7:2 A Logarithmic Approximation of Linearly-Ordered Colourings

colourings of hypergraphs, it is known that finding an ℓ-colouring of a k-colourable r-uniform
hypergraph is NP-hard for any constant ℓ ≥ k ≥ 2 and r ≥ 3 [7], and also some positive
results are known for colourings with super-constantly many colours, e.g. [11, 10, 6].

A new variant of hypergraph colourings was identified in [1]. Given a 3-uniform hypergraph
H, a colouring of the vertices of H with colours from the set {0, 1, . . . , k − 1} is called a
linearly ordered (LO) k-colouring if every edge e of H satisfies the following: if two vertices
of e have the same colour then the third colour is larger. More generally, a colouring of a
hypergraph H is an LO colouring if every edge of H has a unique maximum colour. (Note
that the two definitions coincide for 3-uniform hypergraphs.) Barto et al. conjectured
that finding an LO ℓ-colouring of a 3-uniform hypergraph that admits an LO k-colouring is
NP-hard for every constant ℓ ≥ k ≥ 2 [1] but even the case k = 2 and ℓ = 3 is open. Nakajima
and Živný established NP-hardness for some regimes of the parameters k, ℓ, r [13, 14] and,
very recently, Filakovký et al. [8] showed NP-hardness of the case k = 3, ℓ = 4, r = 3. More
importantly for this paper, Nakajima and Živný also considered finding an LO f(n)-colouring
of an LO 2-colourable 3-uniform hypergraph with n vertices and presented polynomial-time
algorithms with f(n) = O(

√
n log log n/ log n) [13] and f(n) = O( 3

√
n log log n/ log n) [14].

Very recently, Louis, Newman, and Ray [12] have given a polynomial-time SDP-based
algorithm with f(n) = O∗( 5

√
n) colours.

As our main result, we improve their results by an exponential factor.

▶ Theorem 1. There is an algorithm which, if given a 3-uniform hypergraph H with n ≥ 4
vertices and m edges that admits an LO 2-colouring, finds an LO log2(n)-colouring of H in
time O(n3 + nm).

In fact we present two different algorithms that return colourings using O(log n) colours.
Both are based on solving the natural system of linear equations implied by the existence of
an LO 2-colouring. In one case, the system is solved modulo 2, and in the other case, the
system is solved over the rationals.

While the H which we are given as input is 3-uniform, we will need the notion that follows
in greater generality; hence we define it for general hypergraphs. For each edge {x1, . . . , xr}
of H, we write an equation vx1 + · · · + vxr

= 1 where we initially use equality modulo 2 but
as stated above we later use the same system over the rational numbers. Let A be this set of
equations, written as a matrix with m rows and n columns. (Note that A is the incidence
matrix of H.) Thus v is a solution if and only if Av = 1m. Clearly a valid LO 2-colouring
gives one solution but in the general case, the system has a large dimensional affine space as
its set of solutions and the desired solution is hard to find.

2 Algorithm based on equations modulo 2

In this section all linear equations are taken modulo 2. For the following, given a set S of
positive integers, an S-uniform hypergraph is a hypergraph where all edges have sizes taken
from S. We first prove the following subprocedure of the main algorithm.

▶ Lemma 2. There is an algorithm which, if given a {2, 3}-uniform hypergraph H with n

vertices and m edges that admits an LO 2-colouring and such that the implied linear system
of equations Av = 1m does not fix the value of any variable, outputs a subset T of vertices
that intersects edges of size three in zero or two vertices and edges of size two in exactly one
vertex. Moreover, we have |T | ≥ n/2. The algorithm runs in O(n3 + nm) time.
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Proof. We first describe a randomised version of our algorithm, and then derandomise it.
The set of solutions to Av = 1m is an affine space and hence a generic solution can be
written as v = v0 +

∑r
i=1 aiv

i for a basic solution v0, linearly independent solutions to the
homogeneous system vi, and field elements (in this case bits) ai. The fact that no variable is
fixed implies that for each vertex x there is some positive i such that vi

x = 1.
For the randomised algorithm choose a1, . . . , ar to be independent identically distributed

uniformly random bits, and set T to be the set of variables x, such that vx = 0. Clearly T

satisfies the conclusion of the lemma as in each edge we have an odd number of ones. Since
for every vertex x there exists positive i such that vi

x, due to the influence of aiv
i
x we see

that x is included in T with probability 1/2. Thus, on average T contains half the vertices.
Now, we derandomise this algorithm using the method of conditional expectations. Go

through the variables ai in increasing order and fix its value once and for all. Fixing the
value of ai determines the value of some vx while other values remain undetermined. For
each value being determined vi

x = 1 and hence one value of ai gives the final value 0 and the
other gives final value 1. Set ai such that at least half the determined values are 0. After we
have fixed all ai this way, we have a final solution with at least n/2 zeroes.

The bottleneck of the running time of this algorithm is solving the linear system of
equations. This can be done in the advertised running time since every equation has O(1)
entries. ◀

Proof of Theorem 1. As a preliminary step, we eliminate any variable determined by the
system Av = 1m. Note that if the colour of a vertex is determined by the system Av = 1m,
then this vertex must have that same colour in all LO 2-colourings. Fix these variables once
and for all and eliminate them from the equation system. For all vertices that have been
given the colour 1, we set the colours of the two other vertices in all of its edges to be 0.
This process of identifying fixed variables and eliminating them is then repeated until the
system Av = 1m contains no variables fixed to a constant. At any fixed point of this process,
for every edge, either all vertices in that edge are fixed (and the edge has a unique maximum
as required), or exactly one vertex in it is fixed to 0.

Now, remove all coloured vertices from the hypergraph H, shrinking the edges they
belonged to. The remaining hypergraph will no longer be 3-uniform, but importantly it will
still be LO 2-colourable. Our goal is still to LO colour the remaining hypergraph, since any
edge partially coloured by the preliminary step above must have had exactly one vertex v

fixed to 0; and hence, if we LO colour the edge that resulted from removing v, this leads to
an LO colouring of the original hypergraph when v is assigned 0.

Consider the following algorithm, where i starts at 0.
1. If the hypergraph H has at most, say, 20 vertices, find an LO-colouring of H by brute

force using colours i and i + 1. (It exists since H is LO 2-colourable.)
2. Otherwise, find the subset T guaranteed by Lemma 2.
3. Colour the vertices in T by colour i. Remove the vertices in T from H . Remove all edges

that intersect T from H. Increment i by 1.
4. Repeat.
Note that |T | ≥ n/2 and thus within −4 + log2 n repetitions we reach the first case. Each
step adds one colour and we get two additional colours from the final brute-force colouring
for a total of at most log2 n colours. The output is correct as the first time some vertex in
an edge is coloured, for edges with three vertices exactly one more vertex in the same edge
is coloured at the same time, and for edges with two vertices only that vertex is coloured
at that time. The remaining vertex is given a higher colour and hence the edge is correctly
coloured. For the time complexity, we again note that it is dominated by the time needed to
solve the linear system of equations. ◀
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Note that the number 20 selected above can be increased to any number that is O(log n)
and the algorithm remains polynomial time (since we must compute the colouring for a
subgraph of this size by brute force). If we stop the algorithm at B vertices, then we save
log B + Θ(1) colours, since this is how many colours the algorithm would have used to colour
the last B vertices. By setting B = Θ(log n), we can thus save Θ(1) + log log n colours while
keeping run time of the algorithm polynomial in n.

A slight variant can be obtained by instead counting the number of remaining edges with
no coloured vertex. Once we have no more such vertices, we colour all remaining vertices
with the next colour. For such edge, a random solution v gives the four sets of values (0, 0, 1),
(0, 1, 0), (1, 0, 0) and (1, 1, 1) with equal probabilities. Thus the number of edges decreases,
on average, by a factor 4 for each iteration. (Note that all the edges of size 2 are solved in the
first iteration, so there is no need to count them.) It is easy to achieve this deterministically
by conditional expectations. We state the conclusion as a theorem.

▶ Theorem 3. There is an algorithm which, if given a 3-uniform hypergraph H with n vertices
and m ≥ 1 edges that admits an LO 2-colouring, finds an LO (2 + 1

2 log2(m))-colouring of H

in time O(n3 + nm).

▶ Remark 4. Our algorithm has some similarity with algorithms for temporal CSPs [3]. Note
that an LO ω-colouring (which means an LO-colouring, but with no restriction on the number
of colours) is a temporal CSP; to solve it, one finds a subset that could be the smallest colour
(by solving mod-2 equations as above), sets that colour, then continues recursively. The
difference is that for an LO ω-colouring one does not care about the number of colours, so
one can find any nonempty set of vertices to set the lowest colour to, whereas in our problem
we are trying to find a large set of this kind. We note that the algorithm of [14] also uses
this approach when setting “small colours”.

▶ Remark 5. We remark that the subprocedure of our algorithm computes the exclusive or
of two vectors of bits. Thus the algorithm runs very fast in practice – on most architectures
hundreds of operations of this kind are done at one time by (i) packing the bits within a
larger word and (ii) using SIMD instructions.

3 Algorithm using Q

In this section we present a more complicated algorithm which uses more colours. This
might seem pointless, and indeed it might be. On the other hand the ideas used are slightly
different and hence there might be situations where the ideas of this section can turn out to
be useful. It is also curious to see that we can use the same system of linear equations, now
over the rationals, in a rather different way. The algorithm here is in fact essentially saying
that we can always use the unbalanced case of [12]. As this eliminates many complications
and in particular makes it possible to completely avoid any semi-definite programming, we
state all facts needed in the current section rather than refer to the very similar statements
in [12]. As already stated, all arithmetic in this section is over the rational numbers. In this
situation, no variables can be determined as we can set v0 to have all coordinates equal to
1/3.

We study the homogeneous system Av = 0 and by the assumption of LO 2-colourability
it has a solution, w, with coordinates either − 1

3 or 2
3 . Let us first show how solutions over

the rational numbers can be used to find LO-colourings. This is the same lemma used in the
unbalanced case of [12].
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▶ Lemma 6. Suppose we have a solution, u, to the homogeneous system where M is the
maximal value of the absolute value of a coordinate and m > 0 is the minimal absolute value.
Then we can LO-colour with 2 + log2 (M/m) colours.

Proof. For notational convenience let us instead require that the minimal colour in each
edge should be unique. We can simply reverse the order of the colours at the end. By scaling
we can assume M = 1. We use even colours for positive coordinates and we give x the colour
2ℓ if vx is at most 2−(2ℓ−1) and strictly larger than 2−(2ℓ+1). For negative coordinates we use
2ℓ + 1 as the colour if vx is between −2−2ℓ (inclusive) and −2−(2ℓ+2) (non-inclusive). Let us
verify that this gives a correct colouring.

Take an edge (x, y, z) and suppose both x and y get the same colour 2ℓ. Then by the
linear equation of the edge vz < −2−2ℓ and thus z has a colour below 2ℓ. The case of two
vertices of odd colour is similar and as the bound on the number of colours is immediate, the
lemma follows. ◀

Let us choose the vectors (vi)r
i=1 giving the solutions to the homogeneous system to be of

unit length and orthogonal. Define u =
∑r

i=1 yiv
i where yi are independent normal variables

with mean 0 and standard deviation 1. The length of u is very close to
√

r but to be crude
we use that E[∥u∥2] = r and hence with probability 3

4 the length of u is at most 2
√

r.
Let cj = (v1

j , v2
j , . . . vr

j ) be the vector of dimension r given by the jth coordinates of each
vector vi. Using this notation we see that the jth coordinate of u is a normal variable with
standard deviation ∥cj∥. Recall that w is our assumed solution to Av = 0 with all coordinates
either − 1

3 or 2
3 . We can write w =

∑r
i=1 aiv

i for some numbers ai, and by orthonormality
∥a∥ = ∥w∥ which is at most 2

3
√

n. As

|wj | = |(cj , a)| ≤ ∥cj∥∥a∥,

using that |wj | is at least 1
3 we conclude that

∥cj∥ ≥ 1/(2
√

n).

The probability that a normal variable with standard deviation σ is of absolute value at
most δ is at most 2δ/(

√
2πσ). We conclude that for a suitable constant d the probability

that |uj | is below dn−3/2 is at most 1/(2n). Thus with probability at least 1/2 the absolute
value of any coordinate of u is at least dn−3/2. Thus with probability at least 1

4 , we can
apply Lemma 6 with M = 2n1/2 and m = dn−3/2 and we conclude.

▶ Theorem 7. Using the system of linear equations over the rational numbers we can find,
with probability at least 1

4 and in polynomial time, an LO-colouring with O(1) + 2 log2 n

colours.

This algorithm is less efficient compared to the algorithm of the previous section. The
main computational cost is still solving a linear system but this is more complicated over
the rational numbers as coefficients are likely to grow. Our bound for the number of colours
is also worse. Heuristically one could hope to have the ratio of the smallest and largest
coordinate of u to be Θ(n) but not better. Thus it is possible that we could eliminate the
multiplicative constant 2 in the theorem but to get substantially fewer than log n colours by
this method sounds unlikely.

As a final observation in this section let us note that defining a colouring by the sign of
the vector u we get a standard (non-monochromatic) 2-colouring of the hypergraph. This
gives an alternative algorithm to that of [5, 4].
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4 Concluding remarks

Our algorithms indicate that LO 2-colouring is quite different from many other colouring
problems. The key property that we use in our algorithm is that the constraint implies a
linear constraint. The analysis of the algorithms also heavily relies on the fact that we study
3-uniform hypergraphs.

It is tempting to think that the proposed methods would extend to other constraint
satisfaction problems where we are guaranteed that a solution must satisfy a linear constraint.
We have so far been unable to find an interesting such example.
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Abstract
Speed-robust scheduling is the following two-stage problem of scheduling n jobs on m uniformly
related machines. In the first stage, the algorithm receives the value of m and the processing times of
n jobs; it has to partition the jobs into b groups called bags. In the second stage, the machine speeds
are revealed and the bags are assigned to the machines, i.e., the algorithm produces a schedule where
all the jobs in the same bag are assigned to the same machine. The objective is to minimize the
makespan (the length of the schedule). The algorithm is compared to the optimal schedule and it is
called ρ-robust, if its makespan is always at most ρ times the optimal one.

Our main result is an improved bound for equal-size jobs for b = m. We give an upper bound of
1.6. This improves previous bound of 1.8 and it is almost tight in the light of previous lower bound
of 1.58. Second, for infinitesimally small jobs, we give tight upper and lower bounds for the case
when b ≥ m. This generalizes and simplifies the previous bounds for b = m. Finally, we introduce a
new special case with relatively small jobs for which we give an algorithm whose robustness is close
to that of infinitesimal jobs and thus gives better than 2-robust for a large class of inputs.
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1 Introduction

Speed-robust scheduling is a two-stage problem that was introduced by Eberle et al. [4]. The
eventual goal is to schedule on m uniformly related machines, however their speeds are not
known at the beginning. In the first stage, the algorithm receives the value of m and the
processing times of n jobs; it has to partition the jobs into b groups called bags. In the
second stage, the machine speeds are revealed and the bags are assigned to the machines,
i.e., the algorithm produces a schedule where all the jobs in the same bag are assigned to
the same machine. The objective is to minimize the makespan (the length of the schedule).
The algorithm is compared to the optimal schedule of the jobs on the machines with known
speeds; it is called ρ-robust, if its makespan is always at most ρ times the optimal one.

This problem is motivated by situations like the following one. Suppose that you have n

computational tasks that you want to solve. You have a computational cluster available, but
with unknown parameters. You only know that there will be (at most) m machines available
on the cluster. You do not know anything about the performance of the machines – some
of the machines might be faster than others; you only know that there will be (at most) m
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machines available on the cluster. Furthermore, you can submit at most b different tasks
to the cluster. Hence you will have to partition your n tasks into at most b groups. One
such group will then have to be executed on one machine. The cluster will then schedule the
groups optimally, knowing the speeds of the machines, and minimize the makespan.

Studying uncertainty in scheduling has a long history. In the classical online scheduling [10],
the machine environment is usually fixed and the uncertainty stems from job arrivals.
Considering uncertainty in the machine environment is less frequent. One early example is
the work of Csanád and Noga [7], where additional machines can be bought for a certain
cost. A substantial body of research with changing machine speeds is the area of dynamic
speed scaling, in particular in the context of minimizing the power consumption, see [1, 9];
however, note that here the changing speeds are not a part of the adversarial environment
but used by the algorithm to its advantage. Another direction considers online scheduling
with unavailability periods [3]. One-machine scheduling with adversarially changing machine
speed was considered in [5] in the context of unreliable machines.

Completely reversing the scenario with all jobs known from the beginning but uncertain
machine environment is a recent new model introduced by Stein and Zhong [11] and Eberle
et al. [4], see Section 1.2.

1.1 Formal definitions

Formally, in the first stage, we receive three positive integers n, m, b and n non-negative
real numbers p1, . . . , pn representing the processing times of n jobs. The total processing
time is denoted P =

∑m
j=1 pj . The output of our first-stage algorithm is a mapping

B : {1, . . . , n} → {1, . . . , b}, where B(j) = i represents the fact that the job j was assigned
to the bag i. The sum of the processing times of all the jobs assigned to bag i the size of
bag i and denoted ai =

∑
j:B(j)=i pj . The exact mapping B is not important for the second

stage since the makespan depends only on the bag sizes.
In the second stage, we are given the bag sizes a1, . . . , ab and the previously unknown

machine speeds s1, . . . , sm ≥ 0, not all equal to 0. We partition the bag indices {1, . . . , b}
into m sets M1, . . . , Mm, representing the assignment to the m machines. Machine i then
has a completion time Ci = (

∑
j∈Mi

aj)/si; for si = 0 we require Mi = ∅ and set Ci = 0, i.e.,
machine of speed 0 does not accept any jobs. Finally, Cmax = maxm

i=1 Ci is the makespan,
i.e., the length of the schedule.

Let C∗
max denote the makespan of the adversary, who does not have to create bags and

can assign jobs directly to machines. Alternatively and equivalently, the adversary also
creates bags, but with the knowledge of the speeds already in the first stage.

We call a first stage algorithm ρ-robust if, for all possible inputs and for all possible
choices of machine speeds, there exists a second-stage assignment of bags to machines such
that Cmax ≤ ρ · C∗

max. Intuitively, an algorithm is ρ-robust if it performs at most ρ times
worse than the adversary.

The previous definition implicitly assumes that the second stage is solved optimally. This
is reasonable, as the scheduling on uniformly related machines allows PTAS, see [6, 12], so
the chosen (presumably optimal) second-stage solution can be replaced by an arbitrarily good
approximation. Also, our proofs show that the second-stage algorithm can be implemented
by efficient greedy algorithms without any loss of performance, once the optimal makespan
or its approximation is known.

We call the special cases of the problem sand, bricks, rocks and pebbles. Sand, bricks,
and rocks were introduced by Eberle et al. [4]. These words represent the types of jobs.
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Rocks can be any shape or size and represent jobs of arbitrary processing time. This is
the most general setting.
Bricks are all the same and represent jobs with equal processing times.
Sand grains are very small and represent infinitesimally small processing times.
Pebbles represent jobs that are relatively small compared to the average load of all
machines. We call an instance of speed-robust scheduling q-pebbles if pj ≤ q · P

m holds
for all jobs j.

1.2 Previous results
The two-stage scheduling problem with uncertainty in the machine environment was intro-
duced by Stein and Zhong [11]. They focused on the case of m identical machines where in
the second stage some machine might fail and then do not process any tasks. This amounts
to a special case of speed-robust scheduling where si ∈ {0, 1} for 1 ≤ i ≤ m. They gave
lower bounds of 4/3 for equal-size jobs (bricks) and (

√
2 + 1)/2 ≈ 1.207 for infinitesimal jobs

(sand). Their algorithms were later improved by Eberle et al. [4] to algorithms matching the
lower bounds in both cases.

Our immediate predecessor, Eberle et al. [4], introduced the speed-robust scheduling for
general speeds, i.e., on uniformly related machines. They studied mainly the case b = m, i.e.,
the case when the number of bags is equal to the number of machines. For this case they
gave tight bounds for sand for every m, for large m the bound approaches e/(e− 1) ≈ 1.58.
For equal-size jobs (bricks), they have shown an upper bound of 1.8.

For the most general case of rocks, the strongest known result is the algorithm with the
robustness factor at most 1 + (m − 1)/b, which equals 2 − 1/m for b = m, given also by
Eberle et al. [4]. It remains an interesting open problem to improve this bound, in particular
to give an upper bound 2− ε for rocks and b = m.

1.3 Our results
We now describe our results and compare them to the previous ones in each of the scenarios.

Sand. For sand, we give matching lower and upper bounds for any b and m. Namely, for
b ≥ m we give an optimal algorithm which is ρ(m, b)-robust for

ρ(m, b) = mb

mb − (m− 1)b
= 1

1−
(
1− 1

m

)b
. (1.1)

This matches the results of Eberle et al. [4] who gave an algorithm with the robustness factor
equal to ρ(m, b) ≤ e/(e − 1) ≈ 1.58 for b = m, generalizes them to arbitrary b ≥ m and
significantly simplifies the proof.

An interesting case is when the number of bags is a constant multiple of m. For a fixed
α ≥ 1 and b = αm, our bound approaches 1/(1−e−α) from below for a large m. For example,
doubling the number of bags to b = 2m decreases the robustness factor from 1.58 to 1.16.

If b < m, the second-stage algorithm uses only the b fastest machines, so we can decrease
m to m′ = b and tight results with robustness factor ρ(m′, b) = ρ(b, b) follow already from [4].

Pebbles. For the new case of q-pebbles and b ≥ m, we give a (ρ(m, b) + q)-robust algorithm.
For p < 0.42, this gives an algorithm with the robustness factor below 2, i.e., below the
currently strongest known upper bound for rocks.
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Bricks. As our main result, we give a 1.6-robust algorithm for bricks for b = m. This
improves the bound of 1.8 from Eberle et al. [4].

Furthermore, as a direct application of our results for pebbles we give a (ρ(m, b) + m/n)-
robust algorithm for any n and b ≥ m. This improves and generalizes the ((1+m/n)ρ(m, m))-
robust algorithm for b = m given by Eberle et al. [4]. Namely, we improve the multiplicative
factor of (1 + m/n) to only an additive term of m/n.

Structure of the paper. We give some general preliminaries in Section 2. We give the
results for sand and pebbles in Sections 3 and 4. We focus on our main result for bricks in
Section 5. Some small cases need computer verification or tabulation of parameters, results
of these are given in the full version of the paper on arXiv [8].

2 Preliminaries

We assume that the processing times, the machine speeds, and the bag sizes are always listed
in a non-increasing order.

In the rest of this paper, we will make two assumptions below that restrict the speeds
to particular special cases. This is without loss of generality, leveraging the fact that the
algorithm must commit the bag sizes in the first phase without knowing the speeds.

The optimal makespan is equal to 1. This implies that the robustness factor is equal to
the makespan of the algorithm.
Scaling all the speeds does not change the ratio of the makespans of our algorithm and
the adversary. Thus for every instance of the problem, there exists another instance with
C∗

max = 1 that differs only in the speeds and the ratio of makespans of our algorithm and
the adversary remains the same. It follows that any first-stage algorithm that is ρ-robust
for instances with C∗

max = 1 is ρ-robust for general instances, too.
The sum of the processing times of all jobs equals to the sum of the speeds of all the
machines, i.e., P =

∑m
i=1 pi =

∑m
i=1 si. In other words, the adversary is fully utilizing all

the machines, and the completion time of all the machines with non-zero speed is equal
to 1, using the previous assumption.
If there is some machine i with si > 0 and completion time C∗

i < 1 in the optimal
schedule, we change its speed to s′

i = C∗
i si. This does not change the optimal makespan

of the adversary and the makespan of the algorithm can only increase. Once again, it
follows that any first-stage algorithm that is ρ-robust for these special instances is also
ρ-robust for general instances.

For the second stage, typically, we use a simple greedy algorithm for the second stage
instead of analyzing the optimal schedule. Technically, for an algorithm we need to know the
optimal makespan (to modify the speeds appropriately, according to the assumptions above).
However note that first we can approximate the makespan and second the algorithm is only
used as a tool in the analysis.

For sand and pebbles we use Algorithm GreedyAssignment (see below), a variant
of the well-known LPT algorithm. It is parameterized by ρ, the robustness factor to be
achieved. At the beginning, every machine is assigned a capacity equal to its speed multiplied
by ρ. The algorithm then goes through all the bags from large to small, assigns them on the
machine with the largest capacity remaining, and decreases the capacity appropriately. If
the capacities remain non-negative at the end, the makespan of the created assignment is at
most ρ since machine i has been assigned jobs of total processing times at most ρsi.

We use this to formulate the following sufficient condition for ρ-robustness of an algorithm
which is instrumental in proving the upper bounds for sand and pebbles.
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Algorithm GreedyAssignment.

Input: bag sizes a1 ≥ · · · ≥ ab; machine speeds s1 ≥ · · · ≥ sm; desired robustness factor ρ

for i← 1 to m do
ci ← ρsi ▷ Initialize the capacities of all machines
Mi = ∅ ▷ Initialize the assignment

for k ← 1 to b do
i← index of a machine with the largest ci

Mi ←Mi ∪ {k} ▷ Assign bag k to machine i

ci ← ci − ak ▷ Decrease the remaining capacity of the selected machine
return M1, . . . , Mm

▶ Theorem 2.1. If a first-stage algorithm always produces bag sizes satisfying inequalities

ak ≤
ρP −

∑k−1
j=1 aj

m
, for all k = 1, . . . , b, then the algorithm is ρ-robust.

Proof. Recall that we assume
∑m

i=1 si = P . We claim that the second-stage algorithm
GreedyAssignment produces an assignment with makespan at most ρ. We only need to
show that there is a machine with capacity at least ak when assigning the kth bag. The
initial total capacity was ρP and was already decreased by

∑k−1
j=1 aj at the time of assigning

bag ak. It follows that the remaining capacity is equal to ρP −
∑k−1

j=1 aj and thus there exists
a machine with capacity at least (ρP −

∑k−1
j=1 aj)/m ≥ ak. ◀

3 Sand

Intuitively, the case of sand corresponds to the limit case where n is large and all the jobs
are small and have equal sizes. One can view this as an infinite number of infinitesimal jobs.

More formally, we are given just m, b, and P as an input of the first stage. The result of
the first stage are b non-negative reals a1, . . . , ab whose sum equals P . The formulation of
the second stage remains the same.

The model of infinitesimally small jobs resembles preemptive scheduling. In the optimal
algorithm for preemptive scheduling [2], one needs to maintain the loads of machines in a
geometric sequence with common ratio m/(m− 1) for m machines, roughly speaking. The
proofs for sand show that here the same geometric sequence is also crucial, in particular
it is used for the bag sizes in the algorithm. We now describe the sequence and state its
properties useful both for the upper and lower bounds.

We define U = mb, L = mb − (m− 1)b and tj = mb−j(m− 1)j−1 for j ∈ {1, . . . , b}.
Observe that equation (1.1) defines ρ as ρ(m, b) = U/L.

▶ Lemma 3.1. For all k = 1, . . . , b, it holds that
∑k

j=1 tj = U − (m− 1)tk. In particular,∑b
j=1 tj = U − (m− 1)b = L.

Proof. We proceed by induction on k. The lemma holds for k = 1 since U = mt1 and thus
t1 = U − (m− 1)t1. Now suppose it holds for k. We can derive

k+1∑
j=1

tj = U − (m− 1)tk + tk+1 = U −mb−k(m− 1)k + mb−k−1(m− 1)k = U − (m− 1)tk+1

which completes the induction step. ◀
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a2a1 a3 a4

8

4

2
1

U = 16

L = 15

Figure 3.1 An example of bag sizes chosen for m = 2 and b = 4.

To get some intuition behind the algorithm for sand, it might be useful to consider the
case m = 2, see Figure 3.1. Suppose that P = L = 2b−1, choose the bag sizes ak = tk = 2b−k.
For m = 2 the sizes are powers of two, so it is easy to see that we can achieve the robustness
ratio of 1 + 1/(2b − 1) = 2b/(2b − 1) as follows: The adversary chooses any speeds s1, s2 such
that s1 + s2 = P = 2b− 1. The capacities of the machines (as in GreedyAssignment) then
satisfy c1 + c2 = 2b and thus ⌊c1⌋+ ⌊c2⌋ ≥ 2b − 1. We can express ⌊c1⌋ in binary, assign the
corresponding bags on the first machine and the remaining bags to the second machine.

3.1 Upper bound
We use a different approach than Eberle et al. [4] for the proof of the upper bound. We
choose the same bag sizes (for b = m) but we simplify the proof by use of Theorem 2.1.
Algorithm Sand describes the bag sizes. Note that the sum of bag sizes produced by Sand
is P , using Lemma 3.1.

Algorithm Sand.

Input: number of bags b; number of machines m; total amount of sand P

L← mb − (m− 1)b

for j ← 1 to b do aj ← tj
P
L

return a1, a2, . . . , ab

▶ Theorem 3.2. Algorithm Sand is ρ(m, b)-robust for sand, for ρ defined by (1.1).

Proof. We assume P = L since it does not change the ratio of our makespan and the
makespan of the adversary. Under this assumption, Sand produces bag sizes ak = tk.

It is sufficient to show that the bag sizes produced by Sand satisfy the condition of
Theorem 2.1. Let us prove the kth inequality in the assumption of the theorem. We have

ρ(m, b)P −
k−1∑
j=1

aj = U

L
L−

k−1∑
j=1

tj = U −
k∑

j=1
tj + tk .

According to Lemma 3.1, we can simplify the right-hand side as follows.

U −
k∑

j=1
tj + tk = U − (U − (m− 1)tk) + tk = mtk = mak .

The kth inequality in the assumption of Theorem 2.1 follows, in fact it holds with equality.
Theorem 2.1 now implies that there exists an assignment with makespan at most ρ(m, b).

◀
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3.2 Lower bound
The following proof is a slightly modified and generalized version of the proof by Eberle et
al. [4]. The main difference is that we do not require the number of bags and machines to be
the same.

▶ Theorem 3.3. No deterministic algorithm for sand may have a robustness factor smaller
than ρ(m, b), for ρ defined by (1.1).

Proof. Let us without loss of generality assume P = U (be aware that we assumed P = L

in the proof of the upper bound). Let us denote the chosen bag sizes by a1 ≥ · · · ≥ ab. We
will restrict the adversary to b different speed configurations indexed by k, where

Sk = {s1 = U − (m− 1)tk, s2 = tk, s3 = tk, . . . , sm = tk} .

See Figure 3.2 for an example. Note that the sum of machine speeds is equal to U in every
configuration and hence the makespan of the adversary is indeed 1 as we always assume. In
every speed configuration, there are m− 1 slow machines and one fast machine, since

s1 = U − (m− 1)tk =
k∑

j=1
tj ≥ tk .

s1 s2 s1 s2 s1 s2 s1 s2

15

1

14

12

2

4

8 8

Figure 3.2 An example of speed configurations considered by the adversary for m = 2 and b = 4.

Let kmax be the largest index such that akmax ≥ U
L tkmax . This index must exist since

b∑
j=1

aj = U = U

L
L = U

L

b∑
j=1

tj .

Now let the adversary choose the speed configuration Skmax . We distinguish two cases
depending on the bag assignment in the second stage.

Case 1. At least one of the bags a1, . . . , akmax is assigned to a slow machine. The makespan
is at least the completion time of this machine which is at least

aj

tkmax

≥ akmax

tkmax

≥ U

L
.
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Case 2. All of the bags a1, . . . , akmax are assigned to the fast machine. Total size of the
bags assigned to the fast machine is at least

kmax∑
j=1

aj = U −
b∑

j=kmax+1
aj .

By definition of kmax it holds that aj < U
L tj for j > kmax and we can bound

U −
b∑

j=kmax+1
aj ≥ U − U

L

b∑
j=kmax+1

tj .

Since
∑b

j=1 tj = L, we can rearrange the right-hand side as follows

U − U

L

b∑
j=kmax+1

tj = U − U

L

L−
kmax∑
j=1

tj

 = U

L

kmax∑
j=1

tj .

By Lemma 3.1 it holds that

U

L

kmax∑
j=1

tj = U

L
(U − (m− 1)tkmax) = U

L
s1

due to the choice of s1 in the configuration Skmax . Thus the makespan would be at least
U/L = ρ(m, b).

The makespan was at least U/L in both cases, hence the robustness factor is at least
U/L = ρ(m, b) and the theorem follows. ◀

4 Pebbles

Recall that an instance of our problem is called q-pebbles if the processing times satisfy

pj ≤ q · P

m
= q ·

∑n
ℓ=1 pℓ

m
.

This definition might seem a bit unnatural at the first glance, but there is a very intuitive
formulation. The expression P

m represents the average load of a machine. The definition of
pebbles says that the processing times are relatively small compared to the average load of
all machines.

Without loss of generality we assume in this section that the sum of processing times is
P = m. This transforms the condition for q-pebbles from the definition into

pj ≤ q ,

which is easy to work with.
We use similar ideas as in the optimal algorithm for sand. Recall the condition of

Theorem 2.1

ak ≤
ρP −

∑k−1
j=1 aj

m
.

As we have already noticed in Section 3.1, the optimal bag sizes for sand not only satisfy the
above inequality, they actually have equality there. The bag sizes for sand are given by the
recurrence

ak =
ρ(m, b)P −

∑k−1
j=1 aj

m
.
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When we in addition assume P = m, as in the case of pebbles, we get

ak = ρ(m, b)− 1
m

k−1∑
j=1

aj . (4.1)

Let a1, . . . , ab denote values given by the recurrence (4.1) for the rest of this section. Re-
member that the sum of a1, . . . , ab equals P . Let us denote the bag sizes we will be choosing
for pebbles d1, . . . , db. We again want to use Theorem 2.1. In other words, for the desired
robustness factor ρ, we want the bag sizes to satisfy

dk ≤ ρ− 1
m

k−1∑
j=1

dj . (4.2)

Consider the following algorithm. Place as many pebbles as you can into the first bag
while it satisfies the inequality (4.2). Then do the same for the second bag and so on until
the last bag (or until we run out of jobs). See Pebbles for pseudocode.

Algorithm Pebbles.

Input: processing times p1 ≥ · · · ≥ pm; number of machines m; number of bags b; desired
robustness factor ρ

B ← empty mapping
for k ← 1 to b do dk ← 0 ▷ dk represents the size of the kth bag
k ← 1 ▷ k represents index of currently considered bag
for j ← 1 to n do

while k ≤ b and dk + pj > ρ− 1
m

∑k−1
ℓ=1 dℓ do k ← k + 1

if k > b then break
B[j]← k

dk ← dk + pj

return B

▶ Theorem 4.1. There exists a (ρ(m, b) + q)-robust algorithm for q-pebbles, for ρ defined by
(1.1).

Proof. We show that Algorithm Pebbles puts every job in some bag for ρ = ρ(m, b) + q.
Suppose for a contradiction that the algorithm does not use all the jobs. Then the bag

sizes dk at the end of the algorithm must satisfy

dk + q > ρ− 1
m

k−1∑
j=1

dj .

Indeed, if for some k this inequality is not satisfied, adding one more job of size at most p to
bag k would not violate the inequality (4.2) and the algorithm would have done so.

Plugging in the expression for ρ gives us

dk > ρ(m, b)− 1
m

k−1∑
j=1

dj . (4.3)

We are going to show
k∑

j=1
dj ≥

k∑
j=1

aj , (4.4)
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for all k ∈ {0, . . . , b}. We prove this claim by induction. The case k = 0 is trivial since the
summations are empty and both sides are equal to 0. Let us now prove the induction step
for k using the equation (4.1) and the inequality (4.3).

dk − ak ≥

ρ(m, b)− 1
m

k−1∑
j=1

dj

−
ρ(m, b)− 1

m

k−1∑
j=1

aj

 = − 1
m

k−1∑
j=1

dj −
k−1∑
j=1

aj


We can now easily finish the induction step. We simplify

k∑
j=1

dj −
k∑

j=1
aj =

k−1∑
j=1

dj −
k−1∑
j=1

aj

 + (dk − ak)

≥

k−1∑
j=1

dj −
k−1∑
j=1

aj

− 1
m

k−1∑
j=1

dj −
k−1∑
j=1

aj

 = m− 1
m

k−1∑
j=1

dj −
k−1∑
j=1

aj

 ,

which is non-negative by the induction hypothesis for k − 1 and thus the claim (4.4) holds.
Using the claim (4.4) for k = b gives us

b∑
j=1

dj ≥
b∑

j=1
aj = P ,

which is a contradiction with the assumption that we did not use all jobs. ◀

It is interesting to take a look at the case b = m. Theorem 4.1 implies that there exists
an algorithm with robustness factor at most

e

e− 1 + q ≈ 1.58 + q .

The best know result for rocks gives robustness factor 2− 1/m. This gets arbitrarily close to
2 for large m. Hence we have obtained a stronger result for

q < 2− e

e− 1 ≈ 0.42 .

5 Bricks

In this section, we study the case of jobs with equal processing times. An important parameter
is the ratio of the number of jobs and the number of machines, which we denote λ = n/m.
We can scale the instance so that pj = 1 for all j, which we assume from now on. Note that
now P = n and the average load is P/m = n/m = λ.

Thus the instance satisfies the definition of p-pebbles for p = 1/λ. Theorem 4.1 immedi-
ately implies our first improved bound for bricks:

▶ Theorem 5.1. There exists an algorithm with robustness factor at most ρ(b, m) + m/n

solving the problem for n bricks, m machines and b bags. ◀

In the rest of this section we focus on our main result, the 1.6-robust algorithm for bricks
in case b = m. This will have the following ingredients:

For λ ≥ 60 we have e/(e − 1) + 1/60 < 1.6, so by Theorem 5.1 we can use Algorithm
Pebbles.
For λ < 60 we design a new algorithm Bricks. We split the analysis into two cases.
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For m ≥ 144, we modify its solution into a certain fractional solution, which is easier
to analyze, and bound the difference between the two solutions.
For m < 144, we have a finite number of instances, which we verify using a computer.

We stress that the analysis of instances for m < 144 shows that Algorithm Bricks works
here without any changes, too, i.e., it does not lead to an algorithm with exploding
number of cases tailored to specific inputs.

5.1 First stage algorithm Bricks
Our assumptions on the optimal solution explained at the beginning of Section 2 imply that
we can also restrict ourselves to instances with

∑m
i=1 si = n and furthermore the values of

speeds si are integral, as in the optimal solution the machine loads are necessarily integral.
(Recall that this is due to the fact that we can modify the speeds independently of the
first-stage algorithm.)

The key ingredient of the improved algorithm is to observe that the integrality of speeds
allows us to use the pigeonhole principle to create larger bags. Furthermore, with appropriate
accounting we can use the pigeonhole principle iteratively.

Let us demonstrate this on an example. Let n = 13, m = 10 and ρ = 1.6. The total
speed of 10 machines is 13, so one machine has speed at least 2. This means that one of the
machines will have capacity 2ρ = 3.2 and we can create and assign a bag of size ⌊2ρ⌋ = 3.
Without integrality of the speeds, only a machine with speed 1.3 would be guaranteed, so
the capacity would be just above 2.

To continue iteratively, we cannot reason about the capacity as in Algorithm GreedyAs-
signment. Instead, for each bag we reserve some integral amount of speed on one of the
machines. For this accounting, we represent the remaining unreserved total speed by coins.

In the example above, we pay 2 coins for a bag of size 3. This seems like an overpayment
compared to Algorithm GreedyAssignment, as the 2 coins correspond to capacity 3.2,
so we waste a capacity of 0.2. However, after this step, we are left with 11 coins among
the 10 machines, and using the integrality and the pigeonhole principle once more, we are
guaranteed to have one machine with 2 coins (these coins may be on a different machine or
they may be the ones remaining on the same machine). Thus we can create another bag of
size 3. Now there are only 9 coins remaining and we can only create a bag of size 1 at cost 1.
See Figure 5.1 for an illustration. Overall, the effect of integrality is more significant than
the overpayment due to rounding, and thus we are able to obtain an improved algorithm.

m 2m

Figure 5.1 Graphical representation of the first three chosen bags for n = 13, m = 10. The dots
represent coins and the boxes represent chosen bags. The number of coins inside a box represent the
cost of the bag. Vertical lines emphasize the multiples of m, which determine the bag costs.

Formally, we start Algorithm Bricks with c = n coins. In each round we pay z = ⌈c/m⌉,
create a bag of size ⌊z · ρ⌋ and continue with remaining coins on m machines. The cost of a
bag is the number of coins we pay for it, i.e., z in the algorithm.

If Algorithm Bricks produces bags of total size at least n, we say it is successful. If the
total sum of bag sizes exceeds n, we decrease the sizes of some bags to make the sum equal
to n. E.g., we can remove some of the last small bags and then decrease size of the last
non-empty bag as needed.
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Algorithm Bricks.

Input: number of bricks n; number of machines m; number of bags b; desired robustness
factor ρ

c← n ▷ The initial number of coins is n
for j ← 1 to b do

z ← ⌈c/m⌉ ▷ max guaranteed coins on a machine
aj ← ⌊z · ρ⌋ ▷ max integer such that cost(aj) = z

c← c− z

return a1, a2, . . . , ab

In Section 5.3 we show that this algorithm is sound, namely, we give a modification of the
second stage algorithm algorithm GreedyAssignment for which we show that a machine
with unused speed z always exists and thus we can assign all bags.

For a general instance, there is always a machine of speed at least ⌈n/m⌉ = ⌈λ⌉, and thus
the cost of the first bag is chosen as ⌈λ⌉. The cost will then decrease by 1 every time the
number of coins decreases below a multiple of m. Figure 5.2 illustrates this.

(⌈λ⌉ − 1)m ⌈λ⌉m

⌈λ⌉⌈λ⌉ − 1

Figure 5.2 Graphical representation of the first chosen bag of size ⌈λ⌉.

Note that the costs of the bags chosen by Bricks do not depend on ρ. The sizes of the
bags, however, do depend on ρ. See Figure 5.3 below for an example execution of Bricks
for n = 45 and m = 9. This execution shows that Bricks fails for ρ < 1.6 but succeeds for
ρ = 1.6.

5.2 Fractional solutions
In general, the cost of the first bag chosen will be ⌈λ⌉. The cost will then decrease by 1
every time the number of coins decreases below a multiple of m. Roughly speaking, we use
approximately m coins for bags of each size.

We need to show that the created b bags have total size at least n. If we would use
exactly m/z bags for each cost z, the total size of bags is easy to compute. However, the
integral number of bags of each cost causes rounding issues when the bag cost decreases and
these complicate the calculations.

To structure our analysis, we first modify the solution obtained by Bricks into a solution
that uses possibly non-integral number of bags of each size. In such a solution, we can
use fractions of bags (such as 4

5 of a bag of size 8 as in the Figure 5.4). We arrange the
modification so that the total size of bags of cost z is exactly m, except for the smallest
and largest bag costs. In the main part of our proof, we bound the rounding error, i.e., the
difference between the sizes of the integral and fractional solution. To complete the proof, we
calculate the total size of bags in the modified fractional solution, which is easy, and show
that it is well above n.

For the fractional solutions, it is better to use an alternative representation of the bags
by a function F that for each z gives the number F (z) of bags of cost z. The size of F is
then defined as the total size of bags. Recall that a bag of cost z has size ⌊z · ρ⌋. Formally:
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remaining coins c aj for ρ = 1.6 aj for ρ < 1.6
45 8 < 8
40 8 < 8
35 6 ≤ 6
31 6 ≤ 6
27 4 ≤ 4
24 4 ≤ 4
21 4 ≤ 4
18 3 ≤ 3
16 3 ≤ 3

46 ≤ 44

886644433

m 2m 3m 4m

Figure 5.3 Tabular and graphical representation of the execution of Bricks for n = 45, m = 9
and ρ = 1.6. The numbers above bags represent their sizes. The sum of bag sizes is actually
46 > n = 45, to solve this, we can for example replace one bag of size 3 with a bag of size 2.

8

4/5× 8

64443

19/20× 3

m 2m 3m 4m

6

1/4× 6

Figure 5.4 Fractional solution for n = 45, m = 9 and ρ = 1.6 produced by BricksFract. Notice
that we always use only one bag size (cost) between consecutive multiples of m. Compare this to
Figure 5.3 where bag cost 5 “overflows” the line at 4m coins.

▶ Definition 5.2. A fractional solution is a mapping F : N→ R+
0 satisfying

∑∞
z=1 F (z) = b.

The size of fractional solution F for robustness factor ρ is defined as

size(F, ρ) =
∞∑

z=1
F (z) · ⌊z · ρ⌋ .

We will sometimes use only size(F ) if ρ is clear from the context.

We start by reformulating Bricks so that it produces the solution directly in the
alternative representation, see Algorithm BricksAlt below. It is easy to see that Bricks
and BricksAlt are equivalent.

▶ Observation 5.3. Bricks and BricksAlt use each bag cost the same number of times.

Proof. One step of BricksAlt corresponds to several steps of Bricks. Bricks chooses
the bags one by one, and it may choose the same bag cost in several consecutive iterations.
BricksAlt in each step calculates how many bags of given cost would Bricks use. The key
observation is that the expression ⌈(c−m(z − 1))/z⌉ calculates how many bags of cost z are
needed to have at most m(z − 1) coins remaining. In other words, it calculates how many
bags of cost z Bricks uses before it starts using bags of cost z − 1 (or runs out of bags).
Hence both Bricks and BricksAlt use the same number of bags of cost z for each z. ◀

Algorithm BricksFract (see below) is obtained from BricksAlt by removing the
rounding in the calculation of the number of bags x.
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Algorithm BricksAlt.

Input: number of bricks n; number of machines m; number of bags b

Output: Fractional solution I

r ← b ▷ r is the remaining number of bags (integral)
c← n ▷ c is the remaining number of coins (integral)
I[z]← 0 for z ∈ N
while r > 0 and c > 0 do

z ← ⌈ c
m⌉ ▷ z is the bag cost

x← min
(

r, ⌈ c−m(z−1)
z ⌉

)
▷ x is the (integral) number of bags of cost z

r ← r − x

c← c− x · z
I[z]← x

return I

Algorithm BricksFract.

Input: number of bricks n; number of machines m; number of bags b

Output: Fractional solution F

r ← b ▷ r is the remaining number of bags (fractional)
c← n ▷ c is the remaining number of coins (fractional)
F [z]← 0 for z ∈ N
while r > 0 and c > 0 do

z ← ⌈ c
m⌉

x← min
(

r, c−m(z−1)
z

)
▷ x is the fractional amount of bags of cost z

r ← r − x

c← c− x · z
F [z]← x

return F

The following observation says that the algorithm follows our initial intuition, namely
that for bags of each cost we use exactly m coins, except for the first and last bag cost used.

▶ Definition 5.4. Let F be a fractional solution, then let zmin and zmax denote the smallest
and largest integers such that F (zmin) > 0 and F (zmax) > 0.

▶ Observation 5.5. Let F be a result BricksFract with input n and m. Then F (z) = m/z

for every z such that zmin < z < zmax.

Proof. Observe that in every step of the algorithm, except the last one, it holds that
x = (c−m(z − 1))/z and thus c− x · z = m(z − 1). It follows that in all the steps except for
the first and last ones x = (mz −m(z − 1))/z = m/z. ◀

Next we observe that the result of BricksFract scales, i.e., essentially it depends only
on λ. Note also that BricksFract is well defined even for non-integral m and n.

▶ Observation 5.6. Let α ∈ R+. Suppose BricksFract produces solution F with n and m

as an input and solution F̄ with inputs αn and αm. Then F̄ (z) = αF (z) for all z. It follows
that size(F̄ , ρ) = α · size(F, ρ).
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Proof. We go through the execution of BricksFract step by step. Suppose that we multiply
both m and n by α. Then in every iteration of the loop r is multiplied by α, c is multiplied
by α, z stays the same, and x is multiplied by α. ◀

Now we are ready to bound the difference between the solutions produced by Bricks-
Fract and BricksAlt, i.e., the rounding error.

▶ Lemma 5.7. Let F be the fractional solution produced by BricksFract and I the solution
produced by BricksAlt on the same input. Then

for λ ≤ 5 it holds that size(I, 1.6) ≥ size(F, 1.6) and
for λ ≤ 60 it holds that size(I, 1.6) ≥ size(F, 1.6)− 12.

Proof. We give an algorithm which transforms F into a solution F ′ that is almost integral
and very close to I. Set z̄ to be zmin of the solution F and note that zmax = ⌈λ⌉.

We go through the bag costs, denoted by z, from ⌈λ⌉ down to z̄ + 1. For each z, if F uses
non-integral amount of bags of cost z, round it up. This makes the number of bags of cost z

equal to their number in the solution I. Then decrease the number of bags of cost z − 1 so
that the total cost of all bags remains the same. Finally, increase the number of bags of cost
1 so that the total number of bags stays equal to b. See Figure 5.5 for an illustration.

864443

19/20× 3

m 2m 3m 4m

6 8

1/20× 1

8

4/5× 8

64443

19/20× 3

m 2m 3m 4m

6

1/4× 6

886644433

m 2m 3m 4m

F

F ′

I

Figure 5.5 Graphical representation of F , F ′ and I. In the first step of the transformation from
F to F ′, 9

5 is rounded up to 2 and the number of bags of cost 5 (and size 8) increases by 1
5 . In order

to keep the total cost the same, number of bags of cost 4 (and size 6) is decreased by 1
4 . As a result,

total number of bags decreased by 1
4 − 1

5 = 1
20 , hence we add 1

20 of a bag of cost 1 (and size 1). This
is actually the only step in which something happens since number of used bags of cost 4 and 3 is
already integral. We do not process the bags of cost 2, as z̄ = 2. Solution F ′ is almost identical to
the solution I, but has 1

20 of bag of cost 1 instead of 1
20 of bag of cost 2.

For z = z̄ + 1, the previous procedure could lead to a negative value of F ′(z̄). In this
special case we proceed slightly differently and instead of rounding G(z) up we only increase
it so that F ′(z̄) = 0.

We now describe one step of the process formally and analyze it. Let G denote the current
fractional solution and let H denote the result of one transformation step. Let z be the
current cost of bags.

We set H(z) = ⌈G(z)⌉, note that H(z)−G(z) < 1. We want the sum of costs of bags of
costs z − 1 and z to remain the same, hence we want

H(z) · z + H(z − 1) · (z − 1) = G(z) · z + G(z − 1) · (z − 1) (5.1)
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to hold. Rearranging (5.1) to an equivalent equation leads to (5.2), so we set

H(z − 1) = G(z − 1) + (G(z)−H(z)) · z

z − 1 . (5.2)

We claim that H(z − 1) > 0 for z − 1 > z̄. Indeed, as m > 144 and z ≤ ⌈λ⌉ ≤ 60 in the
considered case, we have G(z−1) = F (z−1) = m/(z−1) > 2 (using also z̄ = zmin < z−1 <

zmax). As H(z)−G(z) < 1, we get H(z − 1) > G(z − 1)− 1 > 0.
Now we describe the modification in the special case when H(z − 1) would become

negative. We have shown above that this can happen only for z = z̄ + 1, i.e., in the last step.
Then we set H(z − 1) = 0 and set

H(z) = G(z) + (G(z − 1)−H(z − 1))z − 1
z

.

This equation is equivalent to (5.1), which is in turn equivalent to (5.2), which thus also
holds. Furthermore, the fact that the previous procedure would lead to negative H(z − 1)
implies that now we have G(z) ≤ H(z) ≤ ⌈G(z)⌉ and thus H(z)−G(z) < 1 holds again.

In both cases, the total number of bags has decreased by

(G(z)−H(z)) + (G(z − 1)−H(z − 1)) = 1
z − 1(H(z)−G(z)) .

Thus we set

H(1) = G(1) + 1
z − 1(H(z)−G(z)) .

Note that in the transformation step, both the total number of bags and their total cost
remain constant.

Recall that the size of a bag of cost z is ⌊zρ⌋. It follows that

size(H)− size(G)
= (H(z)−G(z)) · ⌊zρ⌋+ (H(z − 1)−G(z − 1)) · ⌊(z − 1)ρ⌋+ (H(1)−G(1)) · ⌊ρ⌋

= (H(z)−G(z)) ·
(
⌊zρ⌋ − z

z − 1⌊(z − 1)ρ⌋+ 1
z − 1⌊ρ⌋

)
Note that the second factor in the expression above does not depend on the solution. We
call it the transformation factor and for z we denote it by

f(z) =
(
⌊zρ⌋ − z

z − 1⌊(z − 1)ρ⌋+ 1
z − 1⌊ρ⌋

)
.

If f(z) ≥ 0, the size of the solution could have only increased, as H(z) ≥ G(z), i.e., we
have size(H) ≥ size(G). If f(z) < 0, the size of the solution might have decreased – those
are the important (“bad”) cases we need to bound. We have H(z) − G(z) < 1, hence
size(H) ≥ size(G) + f(z) in case of negative f(z).

Now we sum these bounds over all steps for z from ⌈λ⌉ to 2 and get

size(F ′)− size(F ) ≥
⌈λ⌉∑
z=2

min(0, f(z))

We give a list of values of f(z) for z from 2 to 60 and ρ = 1.6 in the full version of the
paper on arXiv [8]. For z ≤ 5 the values f(z) are non-negative, thus for λ ≤ 5 we get
size(F ′) − size(F ) ≥ 0. It can be verified that the sum of all negative values of f(z) for
z ≤ 60 is larger than −12 and thus for λ ≤ 60 we get size(F ′)− size(F ) > −12.
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Examining the algorithms BricksAlt and BricksFract that generate the solutions I

and F , respectively, and the transformation process above shows that the solution F is step
by step transformed towards I. In particular, I(z) = F ′(z) for all values z ≥ z̄ (if the special
case does not apply) or (z ≥ z̄ + 1 if the special case applies). For the small values of z, the
only possible difference is that solution F ′ might have some amount of bags of size 1 instead
of some larger bags in solution I. (Note that the total number of bags does not change
during the transformation.) This implies size(I) ≥ size(F ′) and the lemma follows. ◀

To complete the proof we need to show that size(F ) is sufficiently large so that size(I) ≥ n.
Actually, as the previous transformation possibly gives I with a slightly smaller size than F ,
we need to compensate for this difference which is at most 12. Precisely, we need to prove
that size(F, 1.6) ≥ n for λ ≤ 5 and size(F, 1.6) ≥ n + 12 for 5 < λ ≤ 60 and m ≥ 144.

Since the fractional solution F scales when m and n are scaled, see Observation 5.6, it is
convenient to normalize by m and consider (size(F, 1.6)− n)/m in the following lemma. Let
us call this crucial quantity normalized brick surplus, as it measures how many bricks we are
able to put in the bags in the fractional solution in addition to n bricks, normalized by m.

▶ Lemma 5.8. Let F be a fractional solution produced by BricksFract. Then
For λ ≤ 4 it holds that size(F, 1.6) ≥ n.
For 4 ≤ λ ≤ 60 it holds that size(F, 1.6) ≥ n + 1

12 m.

Proof. By Observation 5.6, the normalized brick surplus size(F, 1.6) − n)/m is uniquely
determined by λ, i.e., multiplying both n and m by the same constant does not change it.

This means that the normalized brick surplus is a function of λ. Furthermore, we claim
that the function is piece-wise linear. Suppose we slowly increase λ, for example fix m and
increase n by δ. Then F (z) remains constant for all z except zmin and zmax by Observation
5.5. The number of the largest bags F (zmax) increases by δ/⌈λ⌉ and F (zmin) decreases by
the same amount; this amount is proportional to δ. The function size(F ) is linear in the
values of F (z). So the normalized brick surplus is piece-wise linear with possible breakpoints
between the segments at the values of λ when one of the values of zmin or zmax changes.

The value of zmax changes exactly when λ is an integer. The breakpoints where zmin
increases can be calculated in the following way: Execute BricksFract for all integer values
of λ ≤ 60. Let us denote one of such solutions F . Take a look at F (zmin), if we now slowly
increase λ, F (zmin) will decrease linearly as described above. Calculate at which point it
reaches 0; if it happens before λ increases above another integer, we found a point where
zmin changes. The first case of changing zmin is at λ = 11

3 when we stop using bags of cost 1,
see Figure 5.6.

m 2m 3m

1
2 × 6

43

1
2 × 3

Figure 5.6 Example of solution produced by BricksFract for n = 11, m = 3 and ρ = 1.6. Size
of this solution is 11.5 and normalized brick surplus is 1

6 . The solution does not use any bags of cost
1. However, if λ were smaller, the solution would use bags of size 1.

The computer-generated tables of values of the normalized brick surplus function are
given in the full version of the paper on arXiv [8]. The plot of the values is given in Figures 5.7
and 5.8 below.
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Figure 5.7 Plot of normalized brick surplus for small λ.
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Figure 5.8 Plot of normalized brick surplus for large λ.

The lemma now follows, since the normalized brick surplus is always non-negative and it
is at least 1/12 for λ ≥ 5. (Note that it is a constant function equal to 1/12 for λ ∈ [4, 6].) ◀

▶ Theorem 5.9. For ρ = 1.6 and λ ≤ 60, Algorithm Bricks always succeeds, i.e., outputs
bags of total size at least n.

Proof. For λ ≤ 5, the first claims in Lemmata 5.8 and 5.7 together prove size(I, 1.6) ≥
size(F, 1.6) ≥ n.

For 5 ≤ λ ≤ 60 and m ≥ 144 the second claims in Lemmata 5.8 and 5.7 together prove
size(I, 1.6) ≥ size(F, 1.6)− 12 ≥ n + m/12− 12 ≥ n + 144/12− 12 = n.

For λ ≤ 60 and m ≤ 144 there are only a finitely many instances and we verify
size(I, 1.6) ≥ n for them by computer, see the full version of the paper on arXiv [8]. ◀
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We note that our choice of the bounds in the previous two lemmata is somewhat arbitrary.
The plots of the normalized brick surplus suggest that we could bound it by an appropriate
linear function instead of a constant. Also, the bound on size(F ) − size(I) can be made
smaller for intermediate values of λ. These changes would decrease the number of cases we
need to check by a computer program, but would not improve the robustness factor.

5.3 Second stage

We need to show that if Bricks succeeds, in the second stage we can indeed achieve makespan
ρ. To do this, we cannot use Algorithm GreedyAssignment and Theorem 2.1. Instead we
modify it to Algorithm IntegralAssignment below, which copies the coins accounting
scheme from Bricks and thus follows the intuition behind it.

Algorithm IntegralAssignment.

Input: bag sizes a1 ≥ · · · ≥ ab; machine speeds s1 ≥ · · · ≥ sm; desired robustness factor ρ

for i← 1 to m do
ci ← si ▷ Machine i gets si coins at the beginning.
Mi = ∅ ▷ Initialize the assignment

for k ← 1 to b do
i← index of the machine with the largest ci

Mi ←Mi ∪ {k} ▷ Assign bag k to machine i

ci ← ci − ⌈ak/ρ⌉ ▷ Machine i pays for the bag k

return M1, . . . , Mm

▶ Theorem 5.10. Suppose the first-stage algorithm Bricks succeeds, i.e., outputs bags
of total size of at least n. Then IntegralAssignment in the second stage produces an
assignment with makespan at most ρ.

Proof. Imagine that Bricks and IntegralAssignment are running in parallel. Bricks
chooses the size of one bag and IntegralAssignment assigns it to a machine. Note that
the values of ci remain integral during the entire execution.

We claim that during the execution the value c in Bricks is at most
∑m

i=1 ci for ci’s in
IntegralAssignment. At the beginning, the quantities are equal. Suppose that Bricks
creates a bag of cost z and thus decreases c by z. Then the bag has size a = ⌊z · ρ⌋ ≤ zρ.
Thus IntegralAssignment decreases ci by ⌈a/ρ⌉ ≤ ⌈zρ/ρ⌉ = z. Thus the sum of ci’s
decreases by at most z and the claim follows.

The claim implies that in each step before creating/assigning a bag of cost z, there exists
a machine with ci ≥ z in IntegralAssignment. Indeed, Bricks chooses z = ⌈c/m⌉,
thus m(z − 1) < c ≤

∑m
i=1 ci using the previous claim. Hence there exists a machine with

ci > z − 1 and together with integrality of ci we get ci ≥ z.
It follows that ci’s remain non-negative during the execution. Thus IntegralAssign-

ment assigned to machine i bags of the total size at most si · ρ. It follows that the makespan
is at most ρ. ◀

Theorems 5.1, 5.9, and 5.10 immediately imply our main result.

▶ Theorem 5.11. There exists 1.6-robust algorithm for the case of bricks and b = m. ◀
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Conclusions

Our main result still leaves a small gap in the bounds for bricks (equal-length jobs) and b = m

between the lower bound of e/(e − 1) ≈ 1.58 and our upper bound of 1.6. Our algorithm
Bricks does not admit a smaller robustness factor than 1.6, as is shown for n = 45 and
m = 9 in Figure 5.3. So a smaller upper bound would need some additional techniques or
special handling of some cases. Eberle et al. [4] give an example that shows a lower bound
for bricks that is larger than ρ(m, m) for m = 6. Although the value of the bound is below
the limit value e/(e − 1), this may be taken as a weak evidence that matching the lower
bound may be hard.

The main open problem in this model remains to find a (2− ε)-robust algorithm for the
general case and b = m.
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Abstract
Dense subgraph discovery is an important problem in graph mining and network analysis with
several applications. Two canonical polynomial-time solvable problems here are to find a maxcore
(subgraph of maximum min degree) and to find a densest subgraph (subgraph of maximum average
degree). Both of these problems can be solved in polynomial time. Veldt, Benson, and Kleinberg [47]
introduced the generalized p-mean densest subgraph problem which captures the maxcore problem
when p = −∞ and the densest subgraph problem when p = 1. They observed that for p ≥ 1, the
objective function is supermodular and hence the problem can be solved in polynomial time. In this
work, we focus on the p-mean densest subgraph problem for p ∈ (−∞, 1). We prove that for every
p ∈ (−∞, 1), the problem is NP-hard, thus resolving an open question from [47]. We also show that
for every p ∈ (0, 1), the weighted version of the problem is APX-hard. On the algorithmic front,
we describe two simple 1

2 -approximation algorithms for every p ∈ (−∞, 1). We complement the
approximation algorithms by exhibiting non-trivial instances on which the algorithms simultaneously
achieve an approximation factor of at most 1
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and fraud detection [15, 48, 31]. Motivated by the needs of applications and theoretical
considerations, various density measures have been used and studied in the literature (see
[18, 25, 37, 45, 36] for some surveys). Each density definition leads to a corresponding
combinatorial optimization problem: given a graph G, find a subgraph of maximum density.
Two of the most popular density measures in the literature are (i) the minimum degree of the
subgraph and (ii) the average degree of the subgraph. These measures lead to the maxcore
problem and densest subgraph problem respectively. They are both polynomial-time solvable
and have been extensively studied. We briefly describe them before discussing a common
generalization that will be the focus of this work.

In the maxcore problem (maxcore), the goal is to find a subgraph with maximum
minimum degree. The optimum value of this problem is known as the degeneracy of the
graph and the subgraph achieving the optimum is known as a maxcore of the graph. A
k-core of a graph is a maximal connected subgraph in which all vertices have degree at least
k. Min-degree is a popular measure of density, commonly finding use in what is known as
the k-core decomposition, a nested sequence of subgraphs that captures k-cores for every
k. One nice feature of a k-core decomposition is that there is a simple linear-time peeling
algorithm to compute it. The peeling algorithm – denoted Greedy – produces an ordering of
the vertices by repeatedly removing the vertex with least degree in the current graph. This
ordering can in turn be used to solve maxcore. We refer the reader to [38] for a survey on
k-core decomposition and applications.

In the densest subgraph problem (DSG), the goal is to find a subgraph of maximum
average degree. DSG is widely used in graph mining applications. It is a well-studied problem
in combinatorial optimization and is polynomial time solvable via a variety of techniques
including network flow [40, 21], submodular function minimization (folklore), and linear
programming [9]. Even though DSG can be solved exactly, the algorithms are slow and this
has spurred the design of fast approximation algorithms [9, 5, 13, 8, 7, 10, 27]. Amongst these
approximation algorithms is a peeling algorithm introduced by Asahiro, Iwama, Tamaki,
and Tokuyama [3] which was shown to be a 1

2 -approximation by Charikar [9]. We note
that the peeling order of this algorithm is the same as the one for computing a maxcore,
namely Greedy; a second step of the algorithm returns the best subgraph induced by a suffix
of the peeling order (best in terms of average degree). The specific density measure for
DSG is used only in the second step. Charikar’s analysis has spurred the development and
analysis of a variety of peeling algorithms for several variants of DSG in both graphs and
hypergraphs [1, 46, 44, 30, 33, 47].

Veldt, Benson, and Kleinberg [47] introduced the generalized mean densest subgraph
problem that unifies maxcore and DSG. The input here is a real value p ∈ R ∪ {−∞,∞}
and an undirected graph G = (V, E). For a subset S ⊆ V of vertices, the density of the
subgraph G[S] induced by S is defined as:

Mp(S) :=
(

1
|S|
∑
v∈S

dS(v)p

)1/p

,

where dS(v) is the degree of vertex v in the subgraph G[S]. We note that M−∞(S) =
minv∈S dS(v) is the minimum degree in the induced subgraph G[S], while M∞(S) =
maxv∈S dS(v) is the maximum degree. For p = 0, the density of the subgraph G[S] is
M0(S) = (

∏
v∈S dS(v))1/|S| = exp( 1

|S|
∑

v∈S ln dS(v)). The goal is to find a subset S of
vertices with maximum Mp(S). We refer to this problem as the p-mean densest subgraph
problem (p-mean DSG). As p varies from −∞ to ∞, Mp(S) prioritizes the smallest degree
in S to the largest degree in S and consequently, p-mean DSG provides a smooth way to
generate subgraphs with different density properties.
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p-mean DSG generalizes to weighted graphs in a natural manner. For a graph G = (V, E)
with positive edge weights w : E → R+, we define dS(v) as the sum of the weight of edges
that are incident to vertex v in G[S] . For a subset S ⊆ V of vertices, its p-mean density
Mp(S) is defined using dS(v) as it was for the unweighted case. The goal again is to find a
subset S of vertices with maximum Mp(S). We refer to this problem as weighted p-mean
DSG.

Veldt, Benson, and Kleinberg made several contributions to p-mean DSG. They observed
that 1-mean DSG is equivalent to DSG and that (−∞)-mean DSG is equivalent maxcore.
For p ≥ 1, they observed that the set function fp : 2V → R≥0 defined by fp(S) :=∑

v∈S dS(v)p is a supermodular set function1. This implies that one can solve p-mean
DSG in polynomial time for all p ≥ 1 via a standard reduction to submodular set function
minimization, a classical polynomial-time solvable problem in combinatorial optimization
[41]. Motivated by the fact that exact algorithms are very slow in practice, they described
a greedy peeling algorithm, denoted Greedy-p, that runs in O(mn) time and achieves an
approximation factor of 1/(p + 1)1/p for p ≥ 1 (here m and n are the number of edges and
nodes of the graph). The peeling order of their Greedy-p algorithm is not the same as that of
Greedy – in particular, the peeling order depends on p. They supplement these theoretical
results with empirical evaluation, showing that Greedy-p returns solutions with desirable
characteristics for values of p in the range [1, 2]. We note that the function fp(S) is not
supermodular if p < 1, which partially stems from the fact that the univariate function
g(x) := xp is not convex if p < 1.

1.1 Our Results
We study the complexity and algorithmic status of p-mean DSG for p ∈ (−∞, 1) which was
mentioned as a compelling direction for future work by Veldt et al. [47]. It is intriguing that
p-mean DSG is polynomial-time solvable for for p = −∞ and p ≥ 1 while the status for
p ∈ (−∞, 1) is non-trivial to understand. Our work fills this gap.

Hardness of p-mean DSG for p ∈ (−∞, 1)

We prove that p-mean DSG is NP-Hard for every p ∈ (−∞, 1). We also show that weighted
p-mean DSG is APX-hard for every fixed constant p ∈ (0, 1). The hardness results are the
main contribution of this work. They are technically involved for two reasons. First, the
objective function is non-linear and does not fall into a clean and known class of functions.
Second, the problem is effectively an unconstrained problem. The initial inspiration for our
reduction came from a high-level connection to submodularity due to the concavity of the
univariate function xp for p ∈ (0, 1); constrained versions of submodular optimization are
NP-hard. However, the objective function for p-mean DSG is not a submodular function
and there are no constraints. Nevertheless, we are able to model it via a gadget. Although
the reduction is quite simple to describe, the proof of the reduction requires careful parameter
setting and a detailed case analysis. The reduction/analysis for the weighted case is somewhat
easier, however, we prove NP-Hardness for the unweighted case since it is of particular
interest. We prove APX-hardness for the weighted case, and only for p ∈ (0, 1), to mitigate
the calculations. It may be possible to extend our APX-hardness proof to the unweighted
case and also to the full range (−∞, 1).

1 A real-valued set function f : 2V → R is supermodular if f(A) + f(B) ≤ f(A ∪ B) + f(A ∩ B) for all
A, B ⊆ V . We recall that f is supermodular iff −f is submodular.
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Approximation algorithms for p ∈ (−∞, 1)

The NP-Hardness result for p-mean DSG motivates the search for approximation algorithms
for p ∈ (−∞, 1). We note that the peeling algorithm for p-mean DSG, namely Greedy-p,
given by Veldt, Benson, and Kleinberg [47] is well-defined only for p > 0. In the same paper,
the authors show empirical results for Greedy-p for p ∈ (0, 1) even though the corresponding
function fp is not supermodular; however, no approximation guarantee is known for Greedy-p
for p ∈ (0, 1). We describe two different and simple algorithms for p-mean DSG– one based
on simple greedy peeling and the other based on an exact solution to DSG. We show that
both algorithms achieve a 1

2 -approximation for all p ∈ (−∞, 1). These are the first algorithms
with approximation guarantees for p in the regime (−∞, 1). We complement the algorithms
by exhibiting tight instances on which both algorithms exhibit an approximation factor of at
most 1

2 , thus ruling out the possibility of improving the ratio by taking the best of the two
algorithms.

This paper builds upon and extends an earlier version [11] by two of the authors. The
previous version included results on faster algorithms for p-mean DSG for p > 1 and
empirical evaluation of several algorithms. A full version including those results will be made
available in the future.

Organization

We present the NP-hardness result in Section 2 and the APX-hardness result in Section 3.
We present our algorithmic results in Section 4. All proofs that are omitted from the main
body of the paper are given in the appendix.

Notation

Let G = (V, E) be a graph. For a subset S ⊆ V of vertices and a vertex v ∈ S, we recall
that dS(v) is the (weighted) degree of v in the induced subgraph G[S]. Let S be a subset of
vertices. We define fp(S) :=

∑
v∈S dS(v)p if p ∈ [−∞, 0)∪ (0,∞] and fp(S) :=

∑
v∈S ln dS(v)

if p = 0. We also define ρp(S) := fp(S)/|S| for all p. With these definitions, we have
Mp(S) = ρp(S)1/p for all p. Thus, finding a set S of vertices with maximum Mp(S) is
equivalent to finding a set S of vertices with maximum ρp(S) if p ≥ 0, and to finding a set S

of vertices with minimum ρp(S) if p < 0.

1.2 Other Related Work
DSG and the subfield of dense subgraph discovery is large. We point the reader to a recent
survey [36] and restrict our attention to discussing some closely related work, specifically on
sequential models and approximability.

As we remarked, DSG is poly-time solvable by several techniques including via maximum
flow. Although maximum flow now admits an almost-linear time algorithm [12], the existing
exact algorithms for DSG are slow in practice for large graphs. Thus approximation
algorithms have also been considered (especially before the recent developments on network
flow). In particular, there has been a line of work that obtained a (1 − ϵ)-approximation
in Õ(m · poly( 1

ϵ ))-time [5, 8, 10]; in particular, the algorithm in [10] runs in time Õ( m
ϵ ).

These faster approximation algorithms also have some limitations in practice for large graphs.
Several simpler iterative algorithms based on continuous optimization methods have been
developed – these include algorithms based on the Frank-Wolfe method [13], an algorithm
based on iterating Greedy called Greedy++ [7], and the projected gradient descent method [27].
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They are simple to implement and have been shown to converge quickly to near-optimal
solutions on large graphs, both synthetic and real-world, even though the known worst-case
theoretical convergence rates are fairly large.

We discuss some other measures of density considered in the literature. Given a graph
G = (V, E) and a finite collection of pattern graphs F , one can consider the problem of finding
a set S that maximizes f(S)/|S| where f : 2V → Z+ counts the number of occurrences of the
patterns from F in the induced subgraph G[S]. If we consider a single edge as the pattern,
then we obtain DSG. [46] considered the special case where F is a single triangle graph
and [44] considered the special case where F is a clique on k vertices. The densest subgraph
problem under the general notion of patterns was considered in [17]. Densest subgraph
has also been studied for hypergraphs with density of a set S of vertices being defined as
|E(S)|/|S| where E(S) is the set of hyperedges with all vertices in S [30]. We can reduce
the densest subgraph problem with pattern based densities to the densest subgraph problem
in hypergraphs by introducing a hyperedge for each occurrence of the pattern in the input
graph. Charikar’s analysis of Greedy can be generalized to show an approximation factor of
at least 1

r in rank r-hypergraphs. Veldt, Benson, and Kleinberg [47] showed that Greedy is
not a good worst-case algorithm for p-mean DSG when p > 1, and as we mentioned earlier,
they developed a different peeling algorithm. Chekuri, Quanrud and Torres [10] unified
several results by considering density measures of the form f(S)/|S| where f : 2V → R+ is
an arbitrary non-negative supermodular set function over a vertex set V . They showed that
there is a natural peeling algorithm for each f and derived an approximation bound in terms
of certain properties of f ; Greedy-p from [47] and its approximation bound are derived as
special cases. They also generalized Greedy++ to supermodular densities and showed that
the resulting algorithm converges to an optimum solution, partially answering a conjecture
from [7] (the conjecture has a strong convergence rate). See [27, 28] for additional insights.
One can also consider density measures of the form f(S)/g(S) where g : 2V → R+ is another
set function such as a concave or convex function of |S|. We refer the reader to [36, 10] for
results and pointers on this aspect.

Constrained versions of DSG such as the k-densest-subgraph (find a densest subgraph
with at most k vertices) are well-studied in theoretical computer science. k-densest-subgraph
is of particular importance due to its connection to various other problems, and due to the
intriguing difficulty in understanding its approximability. Since there is a large literature on
this problem and since constrained versions are not the focus of this paper, we point the
reader to some relevant papers on algorithms and hardness [19, 6, 39].

2 NP-hardness

In this section, we prove the following theorem.

▶ Theorem 1. p-mean DSG is NP-hard for all p ∈ (−∞, 1).

We reduce from the Exact ℓ-Cover problem.

▶ Problem 1. exact ℓ-cover: the input is a finite ground set U = {e1, e2, . . . , eℓn} of
cardinality ℓn for some positive integers ℓ and n, and a family of subsets S ⊆ 2U , where
each X ∈ S has cardinality ℓ. The goal is to determine whether there exist n disjoint sets
Si1 , Si2 , . . . , Sin

∈ S whose union is U .

We will say that the input instance (U ,S) of exact ℓ-cover has an exact ℓ-cover if
there exist n disjoint sets whose union is U . exact 3-cover is a well-known NP-complete
problem [22]. A standard padding approach reduces exact 3-cover to exact ℓ-cover for
every ℓ ≥ 3.
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▶ Theorem 2. exact ℓ-cover is NP-complete for every integer ℓ ≥ 3.

2.1 Reduction from exact ℓ-cover
We reduce exact ℓ-cover to p-mean DSG. Let U = {e1, e2, . . . , eℓn} and S =
{S1, S2, . . . , Sm} with Si ⊆ U for every i ∈ [m] be the input instance of exact ℓ-cover.
For a positive integer d (to be chosen later), we construct a graph Gd = (L ∪A, E), where
L := {vi : i ∈ [m]} and A := {uj : j ∈ [ℓ ·n]}. For every 1 ≤ i ≤ m and 1 ≤ j ≤ ℓ ·n, if the set
Si contains element ej , then we add an edge between vi and uj in graph Gd. Further, we add
edges between vertices in A to make Gd[A] to be a connected d-regular graph, where d will be
chosen appropriately (we may assume that n is even so that such a connected d-regular graph
always exists). See Figure 1. If p ̸= 0, then we set ρ∗ := ℓp+ℓ·(d+1)p

ℓ+1 and if p = 0, then we set
ρ∗ := ln ℓ+ℓ·ln(d+1)

ℓ+1 . We will show that there exist positive integers ℓ ≥ 3 and d such that the
input instance admits an exact ℓ-cover if and only if max{Mp(X) : X ⊆ V } ≥ (ρ∗)1/p.

Figure 1 Graph constructed in our reduction from exact ℓ-cover for ℓ = 3 and d = 5. The Exact
3-Cover instance consists of the ground set U := {e1, . . . , e3n} and the family S := {S1, . . . , Sm}.

Next, we prove the NP-hardness of p-mean DSG by casing on the value of p via the
above mentioned reduction. We prove NP-hardness for p ∈ (0, 1) in Section 2.2 (see Theorem
7). The missing proofs are given in the appendix. The proofs for p ∈ (−∞, 0] are given in
the full version owing to space limitations.

2.2 NP-hardness for p ∈ (0, 1)
We recall that ρp(X) = Mp(X)p for every subset X of vertices and hence, finding a set X of
vertices that maximizes Mp(X) reduces to finding a set X of vertices that maximizes ρp(X)
if p ∈ (0, 1). We define OPTGd

:= max
X⊆V

ρp(X). We observe that OPTGd
is a maximization

problem for p ≥ 0. Hence, in order to show correctness of our reduction, we will need an
upper bound on ρp(X) for p ≥ 0. The following lemma gives an upper bound.

▶ Lemma 3. Let Gd = (L ∪A, E) be the graph constructed in the reduction. Let S ⊆ L and
A′ ⊆ A. Then, for p > 0, we have that

ρp(S ∪A′) ≤
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
.

Moreover, the inequality above is strict if |A′| < |A|.
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Proof. For the case of p > 0, we note that

ρp(S ∪A′) = fp(S ∪A′)
|S ∪A′|

=
∑

u∈S dS∪A′(u)p +
∑

v∈A′ dS∪A′(v)p

|S|+ |A′|

≤
∑

u∈S dS∪A(u)p +
∑

v∈A′ dS∪A(v)p

|S|+ |A′|
(since p > 0)

=
ℓp · |S|+

∑
v∈A′ dS∪A(v)p

|S|+ |A′|
(since dS∪A(u) = ℓ)

=
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
. (since G[A] is a d-regular graph)

If |A′| < |A|, then there exists a vertex u ∈ A′ such that dA′(u) < dA(u) = d because
G[A] is connected, which implies that the inequality above is strict. ◀

We need the following technical lemma about the maximizer of a relevant function.

▶ Lemma 4. Let c ∈ R≥0. Let f : Rn
≥0 → R be defined as f(x) :=

∑n
i=1(c + xi)p. For

0 < p < 1, consider the following maximization problem parameterized by s ∈ N:

maximize
{

f(x) : x ∈ Zn, x ≥ 0,

n∑
i=1

xi ≤ s

}
.

Every maximizer for the above problem has µ coordinates set to ⌈s/n⌉−1 and n−µ coordinates
set to ⌈s/n⌉, where µ = n · ⌈s/n⌉ − s. If s is a multiple of n, then the maximizer has all
coordinates set to s/n.

Proof. Let x ∈ Zn and x ≥ 0 be a maximizer. If
∑n

i=1 xi < s, then by setting x′
n = xn + 1

and x′
k = xk for every k ∈ [n − 1], we have f(x′) > f(x), a contradiction to optimality of

f(x).
Suppose that

∑n
i=1 xi = s. We prove that all coordinates are in {⌈s/n⌉, ⌈s/n⌉ − 1}.

Assume that x has at least one entry not in {⌈s/n⌉, ⌈s/n⌉ − 1}. Then, there exists some
coordinate xi that is strictly larger than ⌈s/n⌉ or smaller than ⌈s/n⌉ − 1. Without loss of
generality, we assume that xi > ⌈s/n⌉. Consequently, there exists some index j ∈ [n] such
that xj < ⌈s/n⌉. Since xj < ⌈s/n⌉ < xi and xi, xj are both integers, we have xi − xj ≥ 2.
Because (c + x)p is a concave function of x, (c + xi)p + (c + xj)p < (c + xi−1)p + (c + xj + 1)p.
By setting x′

i = xi−1, x′
j = xj +1, and x′

k = xk for every k ∈ [n]\{i, j}, we have f(x′) > f(x),
a contradiction to optimality of f(x).

Hence, for every maximizer x ∈ Zn, we have
∑n

i=1 xi = s and xi ∈ {⌈s/n⌉, ⌈s/n⌉ − 1}
for every i ∈ [n]. This implies that (n − µ) coordinates are ⌈s/n⌉ and µ coordinates are
⌈s/n⌉ − 1, where µ = n · ⌈s/n⌉ − s. When s is a multiple of n, by Jensen’s inequality, we
have xi = s/n for every 1 ≤ i ≤ n. ◀

We will use the following lemma about the existence of an integer ℓ that satisfies two
inequalities simultaneously for every given p.

▶ Lemma 5. For every p ∈ (0, 1), there exists an integer ℓ ≥ 3 s.t the following two
inequalities hold:(

1− 1
2ℓ

)p

< 1− 1− 1/2p

ℓ + 1 and
(

1 + 1
2ℓ

)p

< 1 + 1− 1/2p

ℓ + 1 . (1)
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We need the following lemma about NO-instances of exact ℓ-cover.

▶ Lemma 6. Let p ∈ (0, 1) and ℓ ≥ 3 be an integer that satisfies the two inequalities in
(1). Consider an instance of exact ℓ-cover with ground set U of size ℓn and family
S ⊆ 2U . Suppose that the instance has no exact ℓ-cover. Then, for every non-negative
integers s, a′ ∈ Z≥0 with s ≤ |S|, a′ ≤ ℓn, and s + a′ ≥ 1 and every non-negative integer
vector X ∈ Za′

≥0 with
∑a′

i=1 Xi ≤ ℓs, we have that

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp + ℓ · (2ℓ)p

ℓ + 1 . (2)

Moreover, if there exists i ∈ [a′] such that Xi ̸= ℓs/a′, then the above inequality is strict.

Proof. We case on the value of the ratio s/a′.
Case 1. Suppose ℓ · s = a′. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤
ℓp · s + a′ · (2ℓ− 1 + ℓ·s

a′ )p

s + a′ (by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · a′/ℓ + a′ · (2ℓ)p

a′/ℓ + a′ (since ℓ · s = a′)

= ℓp + ℓ · (2ℓ)p

ℓ + 1 .

By Lemma 4, if there exists i ∈ [a′] such that Xi ̸= ℓs/a′, then the above inequality is strict.
Case 2. Suppose ℓ · s = β · a′ for some 0 ≤ β < 1. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp · s + βa′ · (2ℓ)p + (1− β)a′ · (2ℓ− 1)p

s + a′

(by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p

β + ℓ
. (since ℓ · s = β · a′)

We define h : [0, 1]→ R as

h(β) := ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p

β + ℓ
,

which implies that the left hand side expression in the lemma is at most h(β). By differenti-
ating the function h with respect to β, we have

d

dβ
h(β) = (ℓp + ℓ · (2ℓ)p − ℓ · (2ℓ− 1)p)(β + ℓ)− (ℓp · β + ℓβ · (2ℓ)p + ℓ(1− β) · (2ℓ− 1)p)

(β + ℓ)2

= ℓp+1 + ℓ2 · (2ℓ)p − ℓ2 · (2ℓ− 1)p − ℓ · (2ℓ− 1)p

(β + ℓ)2

= ℓp+1 + ℓ2 · (2ℓ)p − (ℓ2 + ℓ) · (2ℓ− 1)p

(β + ℓ)2

>
ℓp+1 + ℓ2 · (2ℓ)p − (ℓ2 + ℓ) · (2ℓ)p · (1− 1−2−p

ℓ+1 )
(β + ℓ)2 (by inequality (1))

= ℓp+1 + ℓ2 · (2ℓ)p − ℓ · (2ℓ)p · (ℓ + 2−p)
(β + ℓ)2 = 0.
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Hence, function h(β) is strictly increasing for β ∈ [0, 1]. Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ h(β) < h(1) = ℓp + ℓ · (2ℓ)p

ℓ + 1 .

Case 3. Suppose ℓ · s = α · a′ for some α > 1. Let α = t + β where t ≥ 1 is an integer and
0 < β ≤ 1. Then, we have

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ ℓp · s + βa′ · (2ℓ + t)p + (1− β)|A′| · (2ℓ− 1 + t)p

|S|+ |A′|

(by
a′∑

i=1
Xi ≤ ℓ · s and Lemma 4)

= ℓp · (t + β) + ℓβ · (2ℓ + t)p + ℓ(1− β) · (2ℓ− 1 + t)p

t + β + ℓ

(since ℓ · s = (t + β) · a′).

We define g : [0, +∞)× [0, 1]→ R as

g(t, β) := ℓp · (t + β) + ℓβ · (2ℓ + t)p + ℓ(1− β) · (2ℓ− 1 + t)p

t + β + ℓ
,

which implies that the left hand side expression in the lemma is at most g(t, β). We note
that g(t, 1) = g(t + 1, 0) for every t ≥ 0.

By differentiating the function g with respect to β, we have

d

dβ
g(t, β)

= (ℓp + ℓ·(2ℓ + t)p − ℓ·(2ℓ − 1 + t)p)(t + β + ℓ) − (ℓp ·(t + β) + ℓβ · (2ℓ + t)p + ℓ(1 − β)·(2ℓ − 1 + t)p)
(t + β + ℓ)2

= ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p

(t + β + ℓ)2 .

Now, we note that

d

dt

(
ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p

)
= p · (ℓ2 + t · ℓ) · (2ℓ + t)p−1 + ℓ · (2ℓ + t)p − p · (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p−1 − ℓ·(2ℓ + t − 1)p

≤ p · (ℓ2 + t · ℓ) · (2ℓ + t)p−1 + ℓ · p · (2ℓ + t − 1)p−1 − p · (ℓ2 + (t + 1) · ℓ) · (2ℓ + t − 1)p−1

(since (x + 1)p − xp ≤ p · xp−1 for every x > 0)

= p · (ℓ2 + t · ℓ)((2ℓ + t)p−1 − (2ℓ + t − 1)p−1) < 0.

Thus,

d

dβ
g(t, β) = ℓp+1 + (ℓ2 + t · ℓ) · (2ℓ + t)p − (ℓ2 + (t + 1) · ℓ) · (2ℓ + t− 1)p

(t + β + ℓ)2

≤ ℓp+1 + (ℓ2 + ℓ) · (2ℓ + 1)p − (ℓ2 + 2ℓ) · (2ℓ)p

(1 + β + ℓ)2 (since t ≥ 1)

=
(2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) · (1 + 1

2ℓ )p − (ℓ2 + 2ℓ))
(1 + β + ℓ)2

<
(2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) · (1 + 1−2−p

ℓ+1 )− (ℓ2 + 2ℓ))
(1 + β + ℓ)2 (by inequality (1))

= (2ℓ)p · (2−p · ℓ + (ℓ2 + ℓ) + (1− 2−p) · ℓ− (ℓ2 + 2ℓ))
(1 + β + ℓ)2 = 0.
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Hence, function g(t, β) is strictly decreasing with respect to β for β ∈ [0, 1]. Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ ≤ g(t, β) < g(t, 0).

For every positive integer r > 1, we have g(r, 0) = g(r − 1, 1) < g(r − 1, 0). Thus,

ℓp · s +
∑a′

i=1(2ℓ− 1 + Xi)p

s + a′ < g(t, 0) < g(1, 0) = ℓp + ℓ · (2ℓ)p

ℓ + 1 . ◀

Now, we are ready to prove the NP-hardness of p-mean DSG for p ∈ (0, 1). We recall
that OPTG := max

X⊆V
ρp(X).

▶ Theorem 7. For every p ∈ (0, 1), there exist positive integers ℓ ≥ 3 and d such that for
an instance of exact ℓ-cover with ground set U and family S ⊆ 2U , there exists an exact
ℓ-cover iff OPTG ≥ ρ∗ = ℓp+ℓ·(d+1)p

ℓ+1 , where G = Gd is the graph constructed in the reduction
above.

Proof. By Corollary 5, we know that there exists a positive integer ℓ ≥ 3 satisfying the
two inequalities in (1). Fix such an ℓ. Let U be the ground set and S be the collection of
subsets of an instance of Exact ℓ-Cover. We set d = 2ℓ− 1 and consider the graph G = Gd

constructed in the reduction in Section 2.1. We show that there exists an exact ℓ-cover iff
OPTG ≥ ρ∗ = ℓp+ℓ·(d+1)p

ℓ+1 .
Suppose S contains an exact ℓ-cover Si1 , . . . , Sin

. Let S = {vi1 , vi2 , . . . , vin
}. We note

that |S| = n = |A|
ℓ . Thus, we have

OPTG ≥ ρp(S∪A) = fp(S ∪A)
|S ∪A|

= ℓp · |S|+ (d + 1)p · |A|
|S|+ |A| = ℓp · |A|/ℓ + (d + 1)p · |A|

|A|/ℓ + |A| = ρ∗.

Suppose S does not contain an exact ℓ-cover. Let S ⊆ L and A′ ⊆ A. We note that
ℓ · |S| =

∑
v∈A dS+v(v) ≥

∑
v∈A′ dS+v(v). Thus, we have

ρp(S ∪A′) = fp(S ∪A′)
|S ∪A′|

≤
ℓp · |S|+

∑
v∈A′(d + dS+v(v))p

|S|+ |A′|
(by Lemma 3)

≤ ρ∗. (by Lemma 6)

We note that since S is not an exact ℓ-cover, we have that either |A′| < |A| or there exists
u, v ∈ A with dS+u(u) ̸= dS+v(v). This implies that either the first inequality or the second
inequality above is strict according to the respective lemmas, that is, ρp(S ∪A′) < ρ∗. ◀

3 APX-hardness for p ∈ (0, 1)

In this section, we adapt the NP-hardness proof from Section 2 to show that weighted
p-mean DSG is APX-hard for every fixed constant p ∈ (0, 1).

▶ Theorem 8. For every fixed constant p ∈ (0, 1), there exists a constant δp > 0 that depends
only on p such that it is NP-hard to obtain a (1− δp)-approximation for weighted p-mean
DSG.

In order to prove Theorem 8, we will rely on the APX-hardness of exact ℓ-cover as
stated below.
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▶ Theorem 9. There exists a constant ε ∈ (0, 1) such that for every integer ℓ ≥ 3, it is
NP-hard to distinguish between the following two cases for a given finite ground set U of size
ℓn and a family S ⊆ 2U of subsets each of cardinality ℓ:

YES-instance: There exists a collection of n sets in S whose union is U .
NO-instance: The union of every collection of n · (1 + ε) sets in S has size at most
ℓ · n · (1− ε).
Exact ℓ-Cover is a special case of Set Cover. The hardness we seek requires a disjoint

set cover in the YES case, and we also need the hardness to hold for every fixed integer
ℓ ≥ 3. Related results have been proved in the literature [32, 43, 26, 23], however the precise
version we need requires a formal argument. We provide the proof in the full version and
also comment on the relation to previous work.

Reduction from Exact ℓ-Cover to weighted p-mean DSG

We reduce from the APX-hard variant of exact ℓ-cover, namely the problem mentioned
in Theorem 9. Consider an instance of the problem mentioned in Theorem 9: namely, let
U be a ground set of size ℓn and let S ⊆ 2U of subsets each of cardinality ℓ. For a positive
integer d (to be chosen later), we construct a graph Gd = (L ∪A, E) as follows: we define
L := {vi : i ∈ [m]} and A := {uj : j ∈ [ℓ · n]}. For every i ∈ [m] and j ∈ [ℓ · n], if set Si

contains element ej , then we add an edge with unit weight between vi and uj in graph G.
We add an edge between all pairs of vertices in A with weight d

|A|−1 , where d will be chosen
appropriately (instead of G[A] being a connected d-regular graph as used in the NP-hardness
reduction in Section 2). We note that for every vertex v ∈ A, the sum of weight of edges
incident to v in the induced subgraph G[A] is d. We define OPTGd

:= maxX⊆V ρp(X) and
set ρ∗ := ℓp+ℓ·(d+1)p

ℓ+1 . We will prove that if the instance is a YES instance, then OPTGd
≥ ρ∗

and if the instance is a NO instance, then OPTGd
< (1− δp) · ρ∗ for some constant δp > 0

that depends only on p. We now state the main theorem of the section below.

▶ Theorem 10. For every p ∈ (0, 1), there exist positive integers ℓ ≥ 3 and d such that for
an instance (U ,S) of the problem mentioned in Theorem 9, where the ground set U has size
ℓn and every set in S has size ℓ, the following two hold:

if the instance is a YES-instance, then OPTGd
≥ ρ∗, and

if the instance is a NO-instance, then OPTGd
< (1 − δp) · ρ∗ for some constant δp > 0

that depends only on p.
Here, Gd is the graph constructed in the reduction from Exact ℓ-Cover for Weighted Version.

Theorem 8 follows from Theorem 10. We briefly outline our proof of Theorem 10 and
refer to the full version for the full proof. It is easy to see that if the instance (U ,S) of
the problem mentioned in Theorem 9 is a YES-instance, then OPTGd

≥ ρ∗ (similar to the
proof of NP-hardness). We focus on showing that if the instance is a NO-instance, then
OPTGd

< (1− δ)ρ∗. Let S ⊆ L and A′ ⊆ A. We need to show that ρp(S ∪A′) < (1− δ)ρ∗.
For this, we recall the proof of NP-hardness in Section 2.2. There, we showed that if the
instance does not have an exact ℓ-cover, then ρp(S ∪ A′) < ρ∗. For this, we proved that
ρp(S ∪ A′) is maximized and is at most ρ∗ if ℓ|S|/|A′| = 1. That proof can be adapted
in a straightforward fashion to show that ρp(S ∪ A′) < (1 − δ)ρ∗ if ℓ|S|/|A′| ≥ 1 + ε or if
ℓ|S|/|A′| ≤ 1 − ε for some constants δ, ε > 0 (even for the graph Gd that appears in the
reduction to unweighted p-mean DSG) – see cases 1 and 2 in the proof of Theorem 10. Thus,
the non-trivial case to handle is if ℓ|S|/|A′| ∈ (1− ε, 1 + ε). In this situation, we consider two
cases: (i) Suppose that |A′| ≤ (1− ε)|A|. In this case, we exploit the clique in the weighted
graph constructed in the reduction above to conclude that ρp(S ∪A′) < (1− δ)ρ∗ for some
constant δ > 0 (see case 3 in the proof of Theorem 10). (ii) Suppose that |A′| > (1− ε)|A|.

APPROX/RANDOM 2024
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In this case, we rely on the APX-hardness of exact ℓ-cover (i.e., the instance (U ,S) is a
NO-instance of the problem mentioned in Theorem 9) to conclude that ρp(S∪A′) < (1−δ)ρ∗

for some constant δ > 0 (see case 4 in the proof of Theorem 10). We emphasize that the
weighted clique over the set A of vertices in the reduction graph (as opposed to an unweighted
d-regular graph over the set A of vertices) is useful in the first case. We also mention that the
constant δp in Theorem 10 is very small. We give an estimation of δ1/2 in the full version.

4 Approximation Algorithms

We give two new approximation algorithms for p-MEAN DSG. Our algorithms achieve an
approximation factor of 1

2 for all p ∈ (−∞, 1). Our algorithms rely on the fact that maxcore
and DSG can be solved in polynomial time. First, we show that the peeling algorithm used to
compute maxcore can be adapted to obtain a 1

2 -approximate solutions to p-mean DSG for
every p ∈ (−∞, 1). Secondly, we show that an optimum solution to DSG is a 1

2 -approximate
solution to p-mean DSG for every p ∈ (−∞, 1). We complement these results with a family
of graphs for which both algorithms simultaneously achieve only a 1

2 -approximation.
Let G = (V, E) be the input graph. We let S∗

p := arg maxS⊆V Mp(S) and let M∗
p :=

Mp(S∗
p). We need the following fact about the monotonicity of the objective.

▶ Proposition 11. Let S ⊆ V . For every p ≤ q, we have Mp(S) ≤Mq(S).

We have the following statement connecting different values of M∗
p .

▶ Proposition 12. For every p ∈ [−∞, 1], we have M∗
−∞ ≤M∗

p ≤M∗
1 ≤ 2M∗

−∞.

The first two inequalities follow directly from Proposition 11 and the last inequality follows
via a simple known argument connecting degeneracy to the maximum average degree of a
subgraph (e.g., see [16]).

1
2 -approximation via maxcore approach

Our first algorithm leverages the standard greedy peeling algorithm for the maxcore. Our
algorithm, denoted Simple-Greedy-p, is given in Figure 2. The algorithm for p = −∞ is
the peeling algorithm used to compute maxcore and the algorithm for p = 1 is Charikar’s
greedy peeling algorithm. We recall that Charikar showed that the algorithm achieves a
1
2 -approximation for 1-mean DSG.

Simple-Greedy-p(G = (V, E))
1: S1 ← V

2: for i = 1 to n− 1 do
3: vi ← arg minv∈Si

dSi
(v)

4: Si+1 ← Si − vi

5: return arg maxSi
Mp(Si)

Figure 2 1
2 -approximation via greedy peeling for p-mean DSG where p < 1.
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▶ Theorem 13. Let p ∈ [−∞, 1] and let S be the output of Simple-Greedy-p(G). Then,
Mp(S) ≥ 1

2 M∗
p .

Proof. The algorithm for p = −∞ is the peeling algorithm used to compute maxcore.
In particular, it is well-known that there exists i ∈ [n] with M−∞(Si) = M∗

−∞. By
Proposition 11, M−∞(Si) ≤Mp(Si) and by choice of S, we have Mp(Si) ≤Mp(S). Therefore,
M∗

−∞ ≤ Mp(S). Finally, by Proposition 12, we have 1
2 M∗

p ≤ M∗
−∞. Combining these two

statements, we get 1
2 M∗

p ≤Mp(S). ◀

▶ Remark 14. Simple-Greedy-p returns an optimum solution for p = ∞. Our results show
that for p ∈ (−∞, 1], Simple-Greedy-p returns a 1

2 -approximation. However, for p > 1, [47]
showed that the approximation factor of Simple-Greedy-p can be arbitrarily small.

1
2 -approximation via 1-mean densest subgraph

Our second algorithm is to simply return a 1-mean densest subgraph. We recall that
S∗

1 = arg maxS⊆V M1(S) and it can be computed in polynomial time. We analyze its
approximation factor.

▶ Theorem 15. Let p ∈ [−∞, 1]. Then, Mp(S∗
1 ) ≥ 1

2 M∗
p .

Proof. We first prove that

M−∞(S∗
1 ) ≥ 1

2M∗
1 . (3)

It suffices to show that dS∗
1
(v) ≥ |E(S∗

1 )|
|S∗

1 |
for every v ∈ S∗

1 . Suppose towards a contradiction

that there exists v ∈ S∗
1 such that dS∗

1
(v) <

|E(S∗
1 )|

|S∗
1 |

. Using this and observing |E(S∗
1 )| −

|E(S∗
1 − v)| = dS∗

1
(v), after rearranging, we have |E(S∗

1 −v)|
|S∗

1 −v| >
|E(S∗

1 )|
|S∗

1 |
. Multiplying through

by 2, we obtain M1(S∗
1 − v) > M1(S∗

1 ), contradicting the optimality of S∗
1 .

Thus, we have

Mp(S∗
1 ) ≥M−∞(S∗

1 ) ≥ 1
2M∗

1 ≥
1
2M∗

p

where the first and last inequality are by Proposition 11 and the second inequality is
via (3). ◀

▶ Remark 16. We described two algorithms that achieve an approximation factor of 1
2 . Would

returning the best among the sets returned by the two algorithms achieve a factor that is
better than 1

2 ? In the full version, we construct a non-trivial family of instances on which
both algorithms have an approximation factor of at most 1

2 . We emphasize that we seek
non-trivial instances – in particular, instances in which the optimum value is arbitrary (i.e.,
grows) and is not a fixed constant.

5 Conclusion

maxcore and DSG are polynomial-time solvable densest subgraph problems with numerous
applications. p-mean DSG, introduced by Veldt, Benson, and Kleinberg [47], captures both
these special cases and provides a unified way to generate subgraphs with different density
properties. p-mean DSG is polynomial-time solvable for p = −∞ and for p ≥ 1. In this
work, we addressed the complexity and algorithmic aspects of the problem for p ∈ (−∞, 1).
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We showed that p-mean DSG is NP-hard for p ∈ (−∞, 1) and weighted p-mean DSG is
APX-hard for every fixed constant p ∈ (0, 1). Our hardness results motivate the need for
approximation algorithms for p ∈ (−∞, 1). We gave a simple 1/2-approximation for p-mean
DSG for all p ∈ (−∞, 1). Our approximation algorithms also extend to weighted p-mean
DSG with the same approximation guarantee in a natural manner.

There are two interesting directions for future work. Firstly, is p-mean DSG (or
weighted p-mean DSG) APX-hard for every p ∈ (−∞, 1)? Our APX-hardness results
hold for every fixed constant p ∈ (0, 1). Extending our approach to show APX-hardness
for fixed constant p ∈ (−∞, 0) requires extending the proof of Theorem 10 to p < 0. The
technical barrier to extending is the third case in the proof. Secondly, can we improve the
approximability of p-mean DSG for p ∈ (−∞, 1)? In contrast to the densest subgraph
problem, the non-linearity of the objective function of p-mean DSG makes it difficult to
develop mathematical programming relaxations. We leave it here as an interesting open
problem.
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A Missing proofs for NP-hardness

We include the missing proofs for p ∈ (0, 1) from Section 2 here.

A.1 Proof of Theorem 2
▶ Theorem 2. exact ℓ-cover is NP-complete for every integer ℓ ≥ 3.

Proof. We recall that exact 3-cover is NP-complete [22]. We reduce exact ℓ-cover to
exact (ℓ+1)-cover for ℓ ≥ 3. Consider an instance of exact ℓ-cover with ground set U of
cardinality ℓn and a family S ⊆ 2U of subsets each of which has cardinality ℓ. Let x1, . . . , xn

be n new elements that are not in U . We create an instance of exact (ℓ + 1)-cover as
follows:

Let U ′ := U ∪ {x1, . . . , xn} be the ground set. We have that |U ′| = |U|+ n = (ℓ + 1) · n.
Let S ′ := {S ∪ {xi} : S ∈ S, 1 ≤ i ≤ n}. Each set in S ′ has cardinality ℓ + 1.

If there exists an exact ℓ-cover {Si1 , Si2 , . . . , Sin
} of U , then {Si1 ∪ {x1}, Si2 ∪

{x2}, . . . , Sin ∪ {xn}} is an exact (ℓ + 1)-cover of U . If an exact ℓ-cover of U does not
exist, then an exact (ℓ + 1)-cover of U ′ does not exist. Hence, NP-completeness of exact
3-cover implies NP-completeness of exact ℓ-cover for every ℓ ≥ 3. ◀

A.2 Technical Lemmas for Hardness Results
The following inequalities will be used when proving the hardness results.

▶ Lemma 17. Let p, x ∈ (0, 1). Then,
1. (1− x)p < 1− px,
2. (1− x)p < 1− px− p(1−p)

2 x2,
3. (1 + x)p < 1 + px, and
4. (1 + x)p < 1 + px− p(1−p)

2 x2 + p(1−p)(2−p)
6 x3.

Proof. For the first inequality, let f1(x) := (1− x)p − (1− px). Then, f ′
1(x) = p · (1− (1−

x)p−1) < 0, which implies that f1(x) < f1(0) = 0.
For the second inequality, let f2(x) := (1 − x)p − (1 − px − p(1−p)

2 x2). Then, f ′
2(x) =

p · (1 + (1 − p)x − (1 − x)p−1) and f ′′
2 (x) = p · (1 − p) · (1 − (1 − x)p−2) < 0. Hence,

f ′
2(x) < f ′

2(0) = 0, which implies that f2(x) < f2(0) = 0.
For the third inequality, let f3(x) := (1+x)p−(1+px). Then, f ′

3(x) = p·((1+x)p−1−1) < 0,
which implies that f3(x) < f3(0) = 0.

For the fourth inequality, let f4(x) := (1 + x)p − (1 + px − p(1−p)
2 x2 + p(1−p)(2−p)

6 x3).
Then, f ′

4(x) = p · ((1 + x)p−1 − (1− (1− p)x + (1−p)(2−p)
2 x2)). Also, f ′′

4 (x) = p · (1− p) · (1−
(2− p)x− (1 + x)p−2) and f ′′′

4 (x) = p(1− p)(2− p) · ((1 + x)p−3 − 1) < 0, which implies that
f ′′

4 (x) < f ′′
4 (0) = 0. Thus, f ′

4(x) < f ′
4(0) = 0 and f4(x) < f4(0) = 0. ◀

A.3 Proof of Lemma 5
Lemma 5 follows from the following stronger lemma. The stronger version will be useful in
proving APX-hardness.

▶ Lemma 18. For every p ∈ (0, 1), there exists a positive value η > 0 and an integer ℓ ≥ 3,
both of which depend only on p, such that the following two inequalities hold:(

1− 1
2ℓ

)p

< 1− 1− 1/2p

ℓ + 1 − η and
(

1 + 1
2ℓ

)p

< 1 + 1− 1/2p

ℓ + 1 − η.
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Proof. Set ℓ0 := p·2p−1

2p−p·2p−1−1 . Then, we have p
2ℓ0

= 1−1/2p

ℓ0+1 . We note that

ℓ0 − 5
2 = p · 2p−1

2p − p · 2p−1 − 1 − 5
2 =

21−p + 7
5 p − 2

2p − p · 2p−1 − 1 · 5
2 · 2p−1 =

21−p − 7
5 (1 − p) − 3

5
2p − p · 2p−1 − 1 · 5

2 · 2p−1 >0.

The last inequality holds since 2x − 7
5 x − 3

5 is a convex function and evaluates to zero at
x = 1 with negative derivative. This implies that 21−p − 7

5 (1− p)− 3
5 > 0. Consequently,

ℓ0 >
5
2 . (4)

We also note that

2− (1− p)ℓ0 = 2− (1− p) · p · 2p−1

2p − p · 2p−1 − 1 (since ℓ0 = p · 2p−1

2p − p · 2p−1 − 1 )

=
2p · (2− 3

2 p + 1
2 p2 − 21−p)

2p − p · 2p−1 − 1

=
2p · (1 + (1− p) + 1

2 (−p)(1− p)− 21−p)
2p − p · 2p−1 − 1 < 0.

The last inequality above is because 2x > 1 + x + 1
2 x(x− 1) for all x ∈ (0, 1). This implies

that

(1− p)ℓ0 > 2. (5)

Hence, if we can prove that the two inequalities of the lemma hold for every ℓ ∈
[ℓ0 − 1

2 , ℓ0 + 1
2 ], then it implies the lemma. We define two functions f1 : (0, +∞)→ R and

f2 : (0, +∞)→ R as

f1(ℓ) = (1− 1
2ℓ

)p + 1− 1/2p

ℓ + 1 − 1 and f2(ℓ) = (1 + 1
2ℓ

)p − 1− 1/2p

ℓ + 1 − 1.

By setting

η := 1
2 ·min

{ 1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · ((1− p)ℓ0 − 2), p

2ℓ0 − 1 ·
16ℓ0 − 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

}
,

which is larger than 0 by inequalities (4) and (5), we will prove that f1(ℓ) < −η and
f2(ℓ) < −η for every ℓ ∈ [ℓ0 − 1

2 , ℓ0 + 1
2 ]. We note that

η <
1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · ((1− p)ℓ0 − 2) and (6)

η <
p

2ℓ0 − 1 ·
16ℓ0 − 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2 . (7)
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By differentiating f1 with respect to ℓ, we have

d

dℓ
f1(ℓ) = p

2ℓ2 · (1− 1
2ℓ )1−p

− 1− 1/2p

(ℓ + 1)2

=
p · (ℓ + 1)2 − 2(1− 1/2p)ℓ2 · (1− 1

2ℓ )1−p

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
p

2(1− 1/2p) · (1 + 1
ℓ

)2 − (1− 1
2ℓ

)1−p

)
= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 − (1− 1
2ℓ

)1−p

)
(since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

>
2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(
ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 − (1− 1− p

2ℓ
)
)

(since (1− 1
2ℓ

)1−p < 1− 1− p

2ℓ
according to Lemma 17)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0 · (ℓ + 1)2 − (ℓ0 + 1) · ℓ2 + 1−p
2 (ℓ0 + 1) · ℓ

(ℓ0 + 1) · ℓ2

>
2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0 · (ℓ + 1)2 − (ℓ0 + 1) · ℓ2

(ℓ0 + 1) · ℓ2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ0(2ℓ + 1)− ℓ2

(ℓ0 + 1) · ℓ2

≥ 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ− 1
2 )(2ℓ + 1)− ℓ2

(ℓ0 + 1) · ℓ2 (since ℓ0 ≥ ℓ− 1
2 )

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1− 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ2 − 1
2

(ℓ0 + 1) · ℓ2

> 0. (since ℓ ≥ ℓ0 −
1
2 > 2 according to inequality (4))

Hence, the function f1(ℓ) is strictly increasing for ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ]. This implies that

f1(ℓ) ≤ f1(ℓ0 + 1
2) = (1− 1

2ℓ0 + 1)p + 1− 1/2p

ℓ0 + 3
2
− 1

=
ℓ0+1
2ℓ0
· p

ℓ0 + 3
2

+ (1− 1
2ℓ0 + 1)p − 1 (since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

<
p · (ℓ0 + 1)

ℓ0 · (2ℓ0 + 3) −
p

2ℓ0 + 1 −
p(1− p)

2 · 1
(2ℓ0 + 1)2

(since (1− x)p < 1− px− p(1− p)
2 x2 according to Lemma 17)

= p ·
(ℓ0 + 1)(2ℓ0 + 1)2 − ℓ0(2ℓ0 + 3)(2ℓ0 + 1)− 1−p

2 ℓ0(2ℓ0 + 3)
ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2

= p ·
(2ℓ0 + 1)− 1−p

2 ℓ0(2ℓ0 + 3)
ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2

<
1
2 p · (2ℓ0 + 3)

ℓ0 · (2ℓ0 + 3) · (2ℓ0 + 1)2 · (2− (1− p)ℓ0)

< −η. (by inequality (6))
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By differentiating f2 with respect to ℓ, we have

d

dℓ
f2(ℓ) = − p

2ℓ2 · (1 + 1
2ℓ )1−p

+ 1− 1/2p

(ℓ + 1)2

=
−p · (ℓ + 1)2 + 2(1− 1/2p)ℓ2 · (1 + 1

2ℓ )1−p

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− p

2(1− 1/2p) · (1 + 1
ℓ

)2 + (1 + 1
2ℓ

)1−p

)
= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 + (1 + 1
2ℓ

)1−p

)
(since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

<
2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(
− ℓ0

ℓ0 + 1 · (1 + 1
ℓ

)2 + (1 + 1− p

2ℓ
)
)

(since (1 + 1
2ℓ

)1−p < 1 + 1− p

2ℓ
according to Lemma 17)

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ0 + 1) · ℓ2 + 1−p
2 (ℓ0 + 1) · ℓ− ℓ0 · (ℓ + 1)2

(ℓ0 + 1) · ℓ2

<
2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

(ℓ0 + 1) · ℓ2 + 1
2 (ℓ0 + 1) · ℓ− ℓ0 · (ℓ + 1)2

(ℓ0 + 1) · ℓ2

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ2 − 3
2 ℓ0ℓ + 1

2 ℓ− ℓ0

(ℓ0 + 1) · ℓ2

≤ 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

ℓ(ℓ0 + 1
2 )− 3

2 ℓ0ℓ + 1
2 ℓ− ℓ0

(ℓ0 + 1) · ℓ2 (since ℓ ≤ ℓ0 + 1
2 )

= 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

− 1
2 ℓ0ℓ + ℓ− ℓ0

(ℓ0 + 1) · ℓ2

≤ 2(1− 1/2p) · ℓ2

2ℓ2 · (1 + 1
2ℓ )1−p · (ℓ + 1)2 ·

− 1
2 ℓ0ℓ + 1

2
(ℓ0 + 1) · ℓ2 (since ℓ ≤ ℓ0 + 1

2 )

< 0. (since ℓ0 >
5
2 and ℓ ≥ ℓ0 −

1
2 > 2 according to inequality (4))

Hence, function f2(ℓ) is strictly decreasing for ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ]. This implies that

f2(ℓ) ≤ f2(ℓ0 −
1
2) = (1 + 1

2ℓ0 − 1)p − 1− 1/2p

ℓ0 + 1
2
− 1

= −
ℓ0+1
2ℓ0
· p

ℓ0 + 1
2

+ (1 + 1
2ℓ0 − 1)p − 1 (since p

2ℓ0
= 1− 1/2p

ℓ0 + 1 )

< −
ℓ0+1
2ℓ0
· p

ℓ0 + 1
2

+
(

1 + p

2ℓ0 − 1 −
p(1− p)

2(2ℓ0 − 1)2 + p(1− p)(2− p)
6(2ℓ0 − 1)3

)
− 1

(since (1 + x)p < 1 + px− p(1− p)
2 x2 + p(1− p)(2− p)

6 x3

according to Lemma 17)

= p

2ℓ0 − 1 ·
(

1
ℓ0(2ℓ0 + 1) −

1− p

2(2ℓ0 − 1) + (1− p)(2− p)
6(2ℓ0 − 1)2

)



K. Chandrasekaran, C. Chekuri, M. R. Torres, and W. Zhu 9:21

<
p

2ℓ0 − 1 ·
(

1
ℓ0(2ℓ0 + 1) −

1− p

2(2ℓ0 − 1) + 1− p

3(2ℓ0 − 1)2

)
= p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − (1− p) · (3ℓ0(2ℓ0 + 1)(2ℓ0 − 1)− 2ℓ0(2ℓ0 + 1))

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

= p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − (1− p)ℓ0 · (12ℓ2

0 − 4ℓ0 − 5)
6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

<
p

2ℓ0 − 1 ·
6(2ℓ0 − 1)2 − 2 · (12ℓ2

0 − 4ℓ0 − 5)
6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

(since (1− p)ℓ0 > 2 according to inequality (5)
and 12ℓ2

0 − 4ℓ0 − 5 = (6ℓ0 − 5)(2ℓ0 + 1) > 0)

= p

2ℓ0 − 1 ·
−16ℓ0 + 16

6ℓ0(2ℓ0 + 1)(2ℓ0 − 1)2

< −η. (by inequality (7))

Thus, for every ℓ ∈ [ℓ0 − 1
2 , ℓ0 + 1

2 ], we have f1(ℓ) < −η and f2(ℓ) < −η. ◀
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Abstract
We break the barrier of 3/2 for the problem of online load balancing with known makespan, also
known as bin stretching. In this problem, m identical machines and the optimal makespan are
given. The load of a machine is the total size of all the jobs assigned to it and the makespan is
the maximum load of all the machines. Jobs arrive online and the goal is to assign each job to a
machine while staying within a small factor (the competitive ratio) of the optimal makespan.

We present an algorithm that maintains a competitive ratio of 139/93 < 1.495 for sufficiently
large values of m, improving the previous bound of 3/2. The value 3/2 represents a natural bound
for this problem: as long as the online bins are of size at least 3/2 of the offline bin, all items that
fit at least two times in an offline bin have two nice properties. They fit three times in an online
bin and a single such item can be packed together with an item of any size in an online bin. These
properties are now both lost, which means that putting even one job on a wrong machine can leave
some job unassigned at the end. It also makes it harder to determine good thresholds for the item
types. This was one of the main technical issues in getting below 3/2.

The analysis consists of an intricate mixture of size and weight arguments.
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and the load of a machine is the total size of the jobs assigned to it. The algorithm is
guaranteed a priori that the entire sequence of jobs can be scheduled on m machines so
that the makespan (the load of the most-loaded machine) is at most 1. The objective of the
algorithm is to schedule the jobs on the machines as they arrive, minimizing the makespan
R of the online schedule, which is allowed to be larger than 1. The value R is also known
under the name stretching factor.

The problem was first introduced in 1998 by Azar and Regev [3, 4] under the name
Online Bin Stretching, and studied intensively since [8, 9, 15, 17, 21]. Among its
given applications is container repacking [7] and reallocation during a server upgrade. This
scheduling problem shares its terminology and some algorithmic ideas with Online Bin
Packing. The overarching goal of the research of Online Bin Stretching and other
related problems over the last few decades is to learn how a small amount of additional
knowledge ahead of time (such as knowledge of the makespan) impacts the best possible
competitive ratio for the quintessential online problem Online Load Balancing [16].

To that end, another closely related problem is Online Load Balancing with Known
Sum of Processing Times, where we have a guarantee that the total volume of jobs is at
most m, but the optimum can be larger than 1. (e.g., if jobs larger than 1 appear in the
input sequence). For comparison in Online Bin Stretching we have a guarantee on the
makespan which is stronger, while in the classical Online Load Balancing problem we
have no guarantee. Having information on the total volume of jobs or the makespan could
be viewed as particular kinds of advice given to the online algorithm [10, 11, 24].

To answer the general question above quantitatively, the state of the art is the following.
For Online Load Balancing, Fleischer and Wahl [13] presented a deterministic algorithm
with competitive ratio approximately 1.92, and Rudin [25] showed that no deterministic
algorithm can be better than 1.88-competitive. Kellerer et al. [18] showed that having
a guarantee on the sum of processing times allows an approximately 1.585-competitive
algorithm as m goes to infinity, matching the lower bound of Albers and Hellwig [2]. Finally,
for Online Bin Stretching, Böhm et al. [8] presented an algorithm with stretching factor
3/2, and Azar and Regev [4] showed that no algorithm can have a stretching factor below 4/3.

Our contribution

We propose an online algorithm for Online Bin Stretching that is able to surpass the
3/2 threshold:

▶ Theorem 1.1. For m ≥ 60000 and for ε = 1/31, there exists an online algorithm for
Online Bin Stretching with stretching factor 3/2 − ε/6 = 139/93 < 1.495.

For ε = 1/62 the algorithm works already for m ≥ 3300. Our algorithm builds upon the
main concepts of its immediate predecessors [15, 8], by keeping a portion of the bins empty
until a later phase of the input, and by tracking combinatorial properties of the items using
a weight-based analysis. Any feasible algorithm must follow this general structure. However,
once the stretching factor is set below 3/2, new types of items appear which require great
care to pack efficiently. See Figure 1 and the full version. The level of complexity of our
algorithm as well as its analysis significantly surpasses the previously best-known results. For
instance, it now becomes necessary to use new item types when we start to fill up previously
used bins later in the algorithm, as most of the initial item types do not fit well in the
remaining space. Achieving a ratio below 3/2 for all values of m seems to be much harder
still, as we often have constantly many bins which are only half-full; only when m is large is
the number of such bins negligible.
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History and related work

The first results on Online Bin Stretching have appeared even before the introductory
paper of Azar and Regev in 1998; a year before, Kellerer et al. [19] already discovered the
matching lower and upper bound of 4/3 for the case m = 2. Since the beginning, some
research works focus on the stretching factor for general number of bins m, while others
focus on the special cases for m small and fixed. One interesting property of Online
Bin Stretching with fixed m is that both the best-known lower bounds [21] and some
algorithms [22] were designed using a computer-aided approach based on the Minimax
algorithm, as initially proposed by Gabay et al. [14].

For any value m ≥ 2 a general lower bound of 4/3 comes from Azar and Regev [4]. For
m = 3, the best-known algorithm is by Böhm et al. [7]. The remaining lower and upper
bounds for the range 3 ≤ m ≤ 8, listed in the table below, were designed by multiple variants
of computer-aided search; the results are by Böhm and Simon [9], Lhomme et al. [21] and
Lieskovský [23].

m 3 4 5 6 7 8 ≥ 9
Lower bound 1.365 [9] 1.357 [9] 1.357 [9] 1.363 [21] 1.363 [21] 1.363 [21] 1.3 [4]
Upper bound 1.375 [7] 1.393 [23] 1.410 [23] 1.429 [23] 1.455 [23] 1.462 [23] 1.5 [8]

For general m, Böhm et al. [8] presented the so far best algorithm in 2017 which achieves
stretching factor 3/2; this result was preceded by a long sequence of steady improvements
on the algorithmic front, among others by Kellerer and Kotov [17] and Gabay et al. [15].
Recently in [20], Lhomme et al. give first results for randomized algorithms. They show
that for m = 2 there exists a 5/4-competitive randomized algorithm that outperforms the
optimal deterministic algorithm. Furthermore, they provide lower bounds for 2 ≤ m ≤ 4 on
the competitive ratio of randomized algorithms.

For some small fixed values of m, especially m = 2, also specialized problems related
to Online Bin Stretching have been investigated previously; for example, Epstein [12]
considered online bin stretching with two machines (bins) of uniformly related speed and
Akaria and Epstein [1] considered online bin stretching on two bins with grade of service and
migration.

2 Structure of the algorithm

From now on, as is common in the literature on Online Bin Stretching and because
we are dealing with a packing problem, we refer to bins, levels of bins and items instead
of machines, loads of machines and jobs, respectively. Our initial setting is that the offline
optimum bins have size 1 and the bins usable by our algorithm have size R = 3/2 − ε/6.

We assume that the number of bins m is at least 60000. We scale the sizes of the bins
such that an offline bin has size 12 and an online bin has size 18 − 2ε. (We use 2ε here so
that half of the size of an online bin is a more convenient value.) Our goal is to construct an
algorithm which works for the largest possible value of ε. We will eventually set ε = 1/31, but
for an easier understanding of the relationships between the various values we will mostly use
symbolic calculations. Scaling the offline bin size to 12 allows us to work with near-integer
type thresholds, which is convenient. After scaling, the total size of the jobs on input is at
most 12m.

Our algorithm uses the algorithms Best Fit and First Fit as subroutines. These algorithms
work as follows. Both algorithms open a new bin if the item does not fit into any existing
bin. Otherwise, Best Fit places an item in a bin where the item can still fit and that, after

APPROX/RANDOM 2024
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placement, leaves the least amount of remaining empty space in the bin. This means it uses
the most-filled bin that can still accept the item. First Fit always places the item in the first
bin in which it will fit, using the order in which it opened the bins. In this paper, we will
sometimes fix the order in which the bins are to be used in advance, namely if these bins
already contain some items. This means that we are applying First Fit to variable-sized
“bins” (the empty spaces in the actual bins). We give a proof for the performance of First
Fit on variable-sized bins which may be of independent interest.

▶ Lemma 2.1. 1 Consider a set V of bins that is packed by First Fit of which at least the
last |V | − 2 bins contain at least k items. If |V | ≥ 3, the total level of the bins in V is more
than

k|V |
k + 1 .

▶ Lemma 2.2. For any set of v variable-sized bins that is packed using First Fit, the following
property holds. If at least k < v/2 items are packed into each bin, the total size of all the
items packed into these bins is at least

k

k + 1

v−k∑
j=k

s(j),

where the size of the j-th bin is denoted by s(j). This even holds if the number of bins
increases while First Fit is running (in this case v is the final number of bins).

Proof. Let the bins be sorted by the order of First-Fit.
We look at an (k + 1)-tuple (j, j + 1, . . . , j + k) with 1 ≤ j ≤ v − k. Let α be the largest

empty space of bins j, . . . , j + (k − 1). The items in bin j + k have size at least α. Bins
j, . . . , j+(k−1) on the other hand are filled to at least s(j)−α, . . . , s(j+(k−1))−α. We know
that at least k items of size at least α are packed in bin j +k, so in these k +1 bins we have an
overall load of at least

∑j+(k−1)
i=j s(i). Applying this bound for j = 1, 2, . . . we find guarantees

for First-Fit of at least
∑k

i=1 s(i) +
∑2k+1

i=k+2 s(i) + . . . ,
∑k+1

i=2 s(i) +
∑2k+2

i=k+3 s(i) + . . ., etc.
Adding all these bounds gives

(k + 1) · FF ≥
k−1∑
i=1

i · s(i) +
v−k∑
i=k

k · s(i) +
v−1∑

i=v−(k−1)

(v − i)s(i) > k
v−k∑
i=k

s(i). ◀

2.1 Item types

Our algorithm initially uses the following item types; once we start filling up the bins in the
fill-up phase, it will be necessary to use different types because of the amount of space that
will be left. We group some item types into supertypes. There are two intervals for small
items, as these items are packed the same way. The three weighting functions are related to
the three types of items that fit only once in an offline bin. Having three separate such types
is a consequence of the existence of quarter items (see Figure 1).

1 The simple proof of this lemma can be found, e.g., in [5].
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Supertype – middle dominant
Type small quarter small nice half large big top

Maximum size 3 − 3ε 4 − 4ε 5 + ε 6 − 2ε 6 + 2ε 9 − ε 10 + 6ε 12
Weight wtop 0 1 1 2 2 2 3 4
Weight wbig 0 0 0 2 2 2 4 4

Weight wlarge 0 0 0 0 2 4 4 4

We describe the ideas behind these type thresholds in detail in the full version of the
paper. Here we describe some fundamental properties of the various (super-)types. See also
Figure 1.

Dominant items fit only once in an online bin. Nice items fit twice in an offline bin and
can be placed in an online bin while still leaving room for another item of any size. (These
items are indeed in principle nice to pack, but we still need to be very careful with them.)
Half and large items fit twice in an online bin, but a large item cannot be packed together
with a half item in an offline bin (due to the thresholds 6 − 2ε and 6 + 2ε), whereas two half
items may fit together in an offline bin.

In our algorithm, we will pack small items only to a level of 6 − 6ε at the beginning to
leave room for one top item or two half items. As described above, using First Fit guarantees
that more than 4 − 4ε is packed in almost all bins that are packed like this. Of course we
get the same guarantee for small items of size more than 4 − 4ε, and this is what motivates
the upper bound 4 − 4ε for quarter items. It is also the same guarantee that we will achieve
on average for (a certain subset of) the bins with quarter items (some bins will contain two
quarter items). A big item fits in an online bin with two quarter items, and this is the reason
that the dominant items are divided into two types.

▶ Definition 2.3. For a partial input Ipartial, let the value TopThreat (resp., BigThreat,

LargeThreat) be the maximum number of top items (resp., big items, large items) in
Ifuture so that Ipartial ∪ Ifuture can be packed in m bins of size 12, and let TopBlock
(resp., BigBlock, LargeBlock) be the set of bins that contain more than 6 − 2ε (resp.,
18 − 2ε − (10 + 6ε) = 8 − 8ε, 9 − ε).

For any packing of a partial input, we have TopThreat ≤ BigThreat ≤
LargeThreat and LargeBlock ≤ BigBlock ≤ TopBlock.

▶ Lemma 2.4. For any feasible input I and weighting function w ∈ {wtop, wbig, wlarge}, we
have w(I) ≤ 4m. For any k ≥ 0 and any partial input Ipartial:

if wtop(Ipartial) ≥ 4k, then TopThreat ≤ m − k,
if wbig(Ipartial) ≥ 4k, then BigThreat ≤ m − k,
if wlarge(Ipartial) ≥ 4k, then LargeThreat ≤ m − k.

Proof. The bound wlarge(I) ≤ 4m follows from the type thresholds (a large and a half item
do not fit together in an offline bin). For the other two weighting functions, note that for
an item i of type j, the weight wtop(i) = ⌊ 5

12 sj⌋ and wbig(i) = 2(⌊ 3
12 sj⌋), where sj is the

infimum size of an item of type j (where the small items are split into two separate types for
this calculation, one for each range of small items). Intuitively, wtop counts the number of
items larger than 12

5 , that is, items that fit at most four times in an offline bin. Similarly,
wbig counts items larger than 12

3 , and multiplies the result by two. The bounds wtop(I) ≤ 4m

and wbig(I) ≤ 4m follow. ◀

The following invariant is a necessary property of any feasible algorithm and we will
maintain it and other invariants throughout the processing of the input.

APPROX/RANDOM 2024
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0 3 4 6 9

0

3− ε

3 6

6− 2ε 6 + 2ε 9− ε

9− ε6 + 2ε6− 2ε5 + ε4− 4ε3− 3ε

0

small quarter small nice half large

Figure 1 (Sketch, using ε = 1/6) A comparison of the important thresholds for an algorithm with
competitive ratio 3/2 (top) and an algorithm with competitive ratio strictly less than 3/2 (middle).
The thresholds our algorithm uses are displayed at the bottom. The offline bin size is scaled to
be 12, so all items in the input have size at most 12. The green box indicates (half) the difference
between the online and offline bin size. In the top figure, 6 is also a point where the amounts that
can be packed in a bin change, both online and offline.
We immediately see that in the middle figure items exist which did not exist before (red); for a
competitive ratio of 3/2, the online algorithm can pack more items per bin for all items smaller than
9. Moreover, items in the orange range can block some items of maximal size from being packed in
the same bin, if we pack two such items in one bin. Finally, the fact that the red range exists means
that items just larger than this (yellow) also need to be packed more carefully than before.

Starting phase Fill-up phase

Simple Fill-up Weight based packing Very Simple Fill-up Weight based packing
with Q2

Figure 2 An overview of the phases and states.

▶ Invariant 2.5. We have TopThreat ≤ m − TopBlock and BigThreat ≤ m −
BigBlock.

We will not be able to maintain LargeThreat ≤ m − LargeBlock throughout the
algorithm (not even in the starting phase). However, fortunately large items can be placed
twice in an online bin. Since these items can have size up to 9 − ε, a bin must be completely
empty in order to guarantee that two large items may be packed in it.

2.2 Phases and states

In the starting phase, we use bins one by one, while staying below a level of 6 − 2ε unless
there is a very good reason not to do so. If many relatively large items arrive, we may reach
a state where it is sufficient to use First Fit for all remaining items (Simple Fill-Up) or where
we know by weight that all items can be packed (Weight-based packing). Otherwise, we will
eventually go to the Fill-up phase, where we start filling up the bins that previously received
less than 6 − 2ε (or up to 8 − 8ε in the case of bins with two quarter items). In this phase
we will eventually also reach a state where we know that the remaining input can be packed,
either by size or by a weight argument.
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The starting phase

From the lens of a single bin, our algorithm typically either packs items until a bin is full –
which is typical for bins containing a single item type, such as the middle items – or it packs
them only up to a level of 6 − 6ε, particularly for items of size at most 6 − 6ε.

However, as we have already seen, quarter items do not fit in this framework. On the one
hand, we need to avoid packing many quarter items alone in bins (bad packing guarantee)
while on the other hand, we also cannot pack too many quarter items in pairs in bins that
do not yet contain anything else: that could block top items from being packed (Invariant
2.5 would be violated).

Ideally, we would like to pack items as follows:
top items or pairs of half items with small items
big items with quarter items
large items in pairs
nice items three per bin

In this way, all bins would have a weight of at least 4 in wtop and wbig and they would
also all be more than 12 full (except for bins that contain one big item and one quarter item
and bins that contain a top item/two half items smaller than 6 and not enough small items).
There are several problems in using these methods, however:

For bins that are planned to contain items of two different types, or two items of one
type, it is not known whether the second type or item will ever arrive.
Packing large items and smaller middle items into separate bins can easily lead to instances
that cannot be packed (if there are two bins with single middle items that fit together in
an offline bin, and then many top items arrive).

We can work around the first problem by changing our packing methods after a certain
number of bins have received items of only one type, in particular if many small or quarter
items arrive. Basically, our algorithm will first aim to reach the ideal packing described
above. When sufficient volume has been packed, we go back and start filling up the already
used bins. This is the fill-up phase of our algorithm.

The second problem requires us to be very careful with nice items in particular, since
some nice items fit with some large items in an offline bin. Packing nice items three per bin
in dedicated bins will be fine. However, we cannot afford to do this already starting from the
very first bin with nice items, as there could also be a bin with one half item and another
bin with one large item at the same time, blocking too many bins for top items so that the
algorithm fails. Fortunately, a bin with only a nice item can still receive an item of any other
type, so we will pack one nice item alone before starting to pack them three per bin from the
second bin onwards. We still need to be very careful if both half and nice items arrive.

Good situations and the fill-up phase

We may be fortunate and reach a situation where many bins are filled to (significantly) more
than 12. In this case it will be sufficient to pack the remaining items by essentially using
First Fit. This is one example of a good situation. This is our term for a configuration which
ensures that all remaining items can be packed, usually by using a very simple algorithm.
This one is called the First Fit case.

It may also happen that many relatively large items arrive early. In this case we may
reach a state where we know that a small or quarter item will never need to be packed into
an empty bin anymore, because they are packed in existing bins first and we would reach the
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First Fit case before using an empty bin. To ensure that the algorithm does succeed in all
cases, even if all bins receive items, we will always use Best Fit as last resort for any item
(after exhausting all other rules and all empty bins). We call this the Rule of last resort.

If many bins contain items but not enough of them contain a total size of more than 12
or sufficiently large items, it becomes important whether there exist bins that contain only
small items or only single quarter items. If that is the case, we will go to the fill-up phase, in
which we start filling up the nonempty bins using different item types. Otherwise, we will
remain in the starting phase and we will eventually reach a good situation or the input will
end.

The (9 − ε)-guarantee

We need to determine when exactly it is safe to start filling up bins in which we have already
packed some items, without failing for instance to the threat of top items. To be precise,
once we start filling up bins, we need a guarantee that this remains feasible no matter what
the remaining input is. This will certainly require us to pack a sufficient total size in each
bin that we fill up, as we always need to maintain Invariant 2.5.

Our cutoff for starting to fill up bins will be the point at which we know for certain that
the future number of big items is (and will remain!) strictly smaller than the number of bins
in which big items can still be packed (so, BigThreat < m − BigBlock). There are in
principle two ways by which we can know this: by considering weight and by considering
volume. The problem with using a weight-based guarantee is that for instance small items
can start arriving, which do not have weight. If we start filling up bins using small items, we
can soon reach a point where the weight-based bound for BigThreat has not changed, but
BigBlock has increased and we fail when many big items arrive.

We therefore use a volume-based bound. We need to be careful also here. Suppose
that already 2m/3 bins contain small items, and each such bin has a level in the range
(4 − 4ε, 6 − 6ε]. Now suppose that many big items start arriving one by one. These big
items do not bring us really closer to the point where we can safely start filling up the
nonempty bins, because every time that we pack a big item BigThreat decreases by 1 and
m − BigBlock decreases by 1. Similarly, top items bring us only slowly closer to this point
(since they are slightly larger than big items).

We will start the fill-up phase once we know the so-called (9 − ε)-guarantee holds:

Whenever new items of total size 9 − ε arrive, BigThreat decreases by at least 1.

Having the (9 − ε)-guarantee essentially ensures that packing 9 − ε per bin is sufficient to
maintain Invariant 2.5, although the problem of m large items arriving remains and needs to
be dealt with separately. Maintaining this average is not at all straightforward, since we also
have to make sure not to use too many empty bins too early, in order to pack as many pairs
of large items into them as possible.

We present a very careful method of filling the nonempty bins which takes care to use
the remaining space in those bins as efficiently as possible, using new item types which are
tailored to the remaining space. This method consists of several stages.

2.3 Bin types
During the execution of the algorithm, each bin in the instance will be assigned a specific
type. Sets of bins of a certain (sub)type are denoted typically by script letters (possibly with
an index). We define six main types of bins. We use the corresponding lower case letters to
refer to numbers of bins of a type: for instance, ℓ = |L| and δ = |∆|.
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E Empty bins.
L Large-complete bins. This is a set of bins that reduce LargeThreat; more generally,

they reduce the number of items with weight that can still arrive. Specifically, the number
of large items that can still arrive will always be at most m − ℓ, and the total weight
that can still arrive will be at most 4(m − ℓ). Since items without weight can still arrive
however, and bins in L do not necessarily contain at least 12, large-complete bins do still
accept items. A formal definition of these bins follows below.

S Bins with only small items. At most 6 − 6ε of small items is packed in each such bin.
∆ At most four bins that contain two nice items or a single middle item and maybe some

other items. See below for more details.
Q Bins that are not in ∆ in which the first item (or the second, if the bin was previously in

∆) is a quarter item and that are unmatched. (The algorithm sometimes matches some
bins in Q; these bins are then moved to a special subset Qmatch.)

N Bins in which the first two items are nice items and the third item is nice or half.

Bins started by nice items are filled to triples of nice items in the ideal packing and kept
separate to achieve this; these bins can become large-complete upon receiving a dominant
item. With this large-scale picture in mind, the large-complete bins are defined as follows.
These bins require a careful definition because nice items may exist.

▶ Definition 2.6. A bin is called large-complete if it satisfies all of the following conditions.
it has wbig ≥ 4,
it contains an item larger than 6 or two items larger than 6 − 2ε,
the bin was never in Q.

It can be seen that each bin with wbig ≥ 4 has a big item or wtop ≥ 4. A large-complete
bin does not necessarily contain a large item or a dominant item. The first condition ensures
that these bins contain as much weight as any offline bin. The second condition implies that
LargeThreat ≤ m − ℓ at all times. Note that this does not follow from the first condition
alone, as a bin could contain two nice items, and a nice and a large item may fit together in
an offline bin.

The set ∆ contains at most four exceptional bins used for careful handling of middle
items. Each of these bins will be created explicitly in our algorithm if they are needed. There
are the following four kinds of bins in ∆.
∆large one bin that contains a single large item, nothing else.
∆half one bin that contains a single half item and possibly small items of total size at most

6−6ε (notation ∆S
half) or a quarter item (notation ∆Q

half), nothing else. If the bin contains
only a half item we call it ∆half, else ∆+

half.
∆nice,1 at most two bins that contain one nice item and nothing else.
∆nice,2 one bin that contains two nice items and nothing else.
Our algorithm will use the so-called nice rule as long as possible: do not pack nice items
into ∆large ∪ ∆half and do not pack half or large items into ∆nice,1. This rule ensures that
nice items get packed into dedicated bins as much as possible (three per bin) so that we gain
on these items (both by weight and by packed size per bin) compared to the optimal packing.
This in turn ensures that nice items will hardly occur in inputs that are important for our
analysis; see the weighting function wlarge.

▶ Definition 2.7. A bin is in Q if it satisfies the following properties:
The first item is a quarter item,
The bin is not in ∆half,
The bin has not been matched (see algorithm).
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Additionally, a bin that was in ∆half and then received a quarter item and finally another
half or larger item is also in Q as long as it has not been matched.

We define the subset of Q of bins in which the first two items are quarter items by Q2,
and Q1 := Q \ Q2. A bin in Q1 may leave Q (and Q1) by receiving a half item (it enters
∆half); such a bin may later rejoin Q by receiving a half or larger item. Bins in Q may also
leave Q permanently by being matched (two bins in Q1 to one bin in Q2).

Instead of using the partition Q = Q1 ∪ Q2, we will also consider the useful partition of
Q in the table below. (Some of these subsets may be empty.)

Bin type Conditions on contents
Q1 A single quarter item, nothing else
Q2 Two quarter items, nothing else

Q1,big First item is a quarter item, second item is big
Q5 First item is a quarter item, wbig ≥ 4, bin is not in Q1,big

Or: The first three items are (in this order) half, quarter, half or larger

We let Q = Q1 ∪ Q2. Bins in Q5 can be in Q1 (for instance, bins with a top item) or in
Q2; we keep track of their membership via the sets Q1,5 := Q5 ∩ Q1 and Q2,5 := Q5 ∩ Q2.
All bins in Q5 will have wtop-weight 5 (or more), explaining the name Q5. For comparison,
bins in Q1 have wtop-weight at least 1 and bins in Q2 have wtop-weight at least 2.

Bins in Q1,big may get matched (pairwise) to bins in Q2,5; this is explained in the
algorithm (Step 3). The set of matched bins is denoted by Qmatch.

Since the first two items in each bin in Q2 are quarter items, we have Q2 ∩ Q1,big = ∅.
We use the membership of bins in Q1 and Q2 to keep track of the distribution of quarter
items in the non-large-complete bins. In our proofs, we will assign weight from the quarter
items in Q1 to bins in Q2 on the one hand (so we need sufficiently many bins in Q1) and
assign volume from bins in Q2 to bins in Q1 on the other hand (so we need sufficiently many
bins in Q2). The separation from large-complete bins and the separation of Q1,5 and Q2,5
will help us maintain an almost fixed ratio q1 : q2. Because of various half-full bins, we will
need some additional bins in Q1 (at most 15 in the fill-up phase) before starting to create
bins in Q2. A bin in Q1 that receives a half item leaves Q and enters ∆half (and ∆Q

half). If
it later receives another half item or a large, it returns to Q, namely Q1,5, or moves to L.
Summarizing, we have the following disjoint unions.

Q1 = Q1 ∪ Q1,big ∪ Q1,5 (1)
Q2 = Q2 ∪ Q2,5. (2)

We define the set of complete bins C as the set of bins that from the point of view of the
algorithm (and the analysis) do not need to receive any specific items, as follows:

C := L ∪ Q5 ∪ Qmatch ∪ N .

Into these bins, any item may be packed. Finally, the unmatched nonempty bins that are
not large-complete are called regular (set R). We have

R = S ∪ Q ∪ N ∪ ∆ = S ∪ Q1 ∪ Q2 ∪ Q1,big ∪ Q5 ∪ N ∪ ∆. (3)

At all times, each bin is in exactly one of the sets R, Qmatch, L, E .
We will show eventually that in the starting phase, some bins remain empty or we can

guarantee that all remaining items can be packed (possibly using different methods). However,
the partitioning of the sets shown here remains valid even after we run out of empty bins
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apart from the fact that some bins may contain some items that do not belong there; for
instance, there could be some small items packed into Q2. Also, after we run out of empty
bins the nice rule may be violated. We will maintain the following invariant.

▶ Invariant 2.8. There is never a bin in Q1 ∪ Q2 at the same time as a bin with a big item
as its only item with weight.

▶ Invariant 2.9. We have LargeThreat ≤ m − (c − n) as long as the nice rule is followed.

▶ Lemma 2.10. Invariant 2.9 holds for any packing of items.

Proof. As long as the nice rule is followed, all complete bins except for the ones in N contain
two half items or an item larger than 6 and have wbig ≥ 4. ◀

From this bound it can be seen that the possible existence of bins in N force us to keep bins
empty for pairs of large items, since we cannot ensure LargeThreat ≤ m − c.

2.4 Proof overview
The present version omits essentially all of the proofs. Here we merely give an overview.
The proof begins with some initial observations regarding how many bins there can be of
different types and how much they contain. We then focus on the set Q and prove that up
to an additive constant, 2q2 = q1 throughout the starting phase. The (almost) fixed ratio
q2 : q1 is used to help show Invariant 2.5 for top items and to show a packing guarantee for
Q. There will be constantly many bins that do not satisfy our packing guarantees, these
bins will be in a set X .

In the starting phase, either some bins remain empty, q2 > 0, or all items get packed. It
turns out that Invariant 2.5 is maintained as long as we do not use the rule of last resort
(essentially, as long as some bins are empty). There exist so-called good situations in which we
can guarantee that all remaining items can be packed (possibly using a different algorithm).
We show that Invariant 2.5 is maintained in the entire starting phase or we reach a good
situation. More generally, the algorithm does not fail in the starting phase. We find that
packing 9 − ε additionally in each non-complete bin in the fill-up phase is enough to maintain
Invariant 2.5 in the fill-up phase as well.

To analyze the fill-up phase, we first consider some simple cases (essentially, new good
situations). We then continue by showing that the algorithm does not fail in the first three
stages of the fill-up phase. Linear programs are used to show that the algorithm does not
fail in the fill-up phase.

3 Algorithm in the starting phase

Whenever the algorithm uses or attempts to use a set A to pack an item in the following
description, we use First Fit on the bins in A, unless otherwise stated. The notation A → B

means that a bin in the set A moves to B by receiving an item of the current type.

Step 1: Using and creating complete bins Try the following in this order.

for half and large items: ∆nice,2 → N ⊆ C,
for non-small items: Q1,big → Q1,5 ⊆ C
use a complete bin (a bin in C = L ∪ Q5 ∪ Qmatch ∪ N ).
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create a complete bin if this does not violate the nice rule (page 9).
First try the bins Q2, Q1, ∆Q

half in this order. Among other bins, use Best Fit to create a
bin in L, but do not pack a half item into ∆large (yet).2

Step 2: Packing rules for each item type If an item is not packed yet, we apply the fol-
lowing rules depending on the item type.
Small: First Fit on bins in S ∪ ∆S

half while packing at most 6 − 6ε of small items in each
bin, ∆half → ∆S

half, E → S.
Quarter: If |Q1| + δQ

half ≥ 2|Q2| + 15 then Q1 → Q2, else ∆half → ∆Q
half, E → Q1.

Nice: ∆nice,2 → N , if δnice,1 = 2 then ∆nice,1 → ∆nice,2, E → ∆nice,1.
Half: Best Fit on bins in S ∪ Q1 → ∆half, ∆large → L, E → ∆half.
Large: E → ∆large.
Dominant: Always packed in Step 1.

Rule of last resort If some item cannot be packed according to these rules, which can
only happen after we run out of empty bins, we use Best Fit for this item, except
that we still follow the nice rule as long as possible. If the nice rule has already been
violated, we simply use Best Fit. For future items we still use the packing rules above
first.

Step 3: Matching rule This step minimizes the number of bins in Q1,big.
If |Q1,big| ≥ 2 and there is a bin in Q2,5, two bins in Q1,big are matched to a bin in Q2,5
and all three bins are moved from Q to Qmatch.

Step 4: Swapping rule Each time that a new bin b̄ in Q1 is created, if there exists a large-
complete bin b with a big item but no other items with weight (such a bin must contain
also other items, or we would not have created b̄), we virtually swap some items. That is,
the bin b̄ is treated as a bin in S from now on, and the bin b supposedly contains a big
item and a quarter item. The quarter item is not considered to be the first item in b, so b

is not in Q. This ensures that Invariant 2.8 is maintained.

The swapping rule ensures that big items can be packed together with small items without
violating Invariant 2.8 even if quarter items arrive later. Whenever the swapping rule is
applied on two bins b̄ ∈ Q1 and b ∈ L, the total size packed into these bins is more than
18 − 2ε at this point (else b̄ would not have been opened). If the bin b̄ contains less than
4 − 4ε we reassign volume such that the bin b̄ ends up with exactly 4 − 4ε. We see that more
than 18 − 2ε − (4 − 4ε) = 14 + 2ε remains for the bin b. This just means that b̄ possibly has
slightly more space for additional items than the algorithm calculates with (because it views
b̄ as containing the small items that were in b).

The large-complete bins used by the swapping rule differ from the other bins in L only in
that they are not used to pack any future item. That is, we ignore such bins in Step 1 (this
is not written explicitly in the algorithm; it seemed cleaner to explain this here).

Transitioning to the fill-up phase

In general, the transition from the starting phase to the fill-up phase happens once the
(9 − ε)-guarantee starts to hold. This is roughly speaking after packing an average of 3 + ε

on the (non-complete) regular and empty bins and 12 on the complete bins. More precisely

2 If S ∪ Q1 ̸= ∅, we prefer packing half items there rather than in ∆large, because this improves certain
packing guarantees. (If S ∪Q1 ̸= ∅, ∆half exists and a large item arrives, we will have that ∆half = ∆S

half
which already improves the guarantee.)
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after packing T1 := (3 + ε)m + (9 − ε)(c + q1,big + 14). We can guarantee that the algorithm
keeps at least roughly E0 := 1−5ε

4−4ε (m − ℓ − qmatch) + 2+8ε
4−4ε n + 1−5ε

4−4ε qmatch + 4ε
4−4ε ℓ − 48 bins

empty when reaching the packing threshold. For more details see the full version.

Q2,5Q2Q1,5 Q1 S ∆ N3

ER Qmatch L

12

6− 6ε

18− 2ε

small

quarter

nice
half

large

big

top

Figure 3 (Sketch) Overview of bins in the starting phase. The three bins in Qmatch were moved
there by the matching rule. The second quarter item in the rightmost bin in Qmatch arrived there
when the bins were already in Qmatch. The swapping rule was applied to the rightmost bin in S and
the rightmost bin in L. The small items on top of the big item in the rightmost bin arrived before
the swapping rule was applied. For visual clarity we have left out a number of bins in Q1.

4 The fill-up phase

4.1 Preliminaries
Once the fill-up phase is reached we refer to the bins by their type they had when the fill-up
phase was started and no longer update these sets. E.g., a bin in Q2 at the start of the
fill-up phase that receives a big item in the fill-up phase does not become a bin in Q2,5 but is
referred to as a bin in Q2 even after receiving the big item. We assume all bins in S contain
more than 4 − 4ε, overestimating its total content by at most 2 · (4 − 4ε). The bin in ∆large
is assumed to contain a large+ item once we enter this phase, overestimating its content by
at most 3 + ε. The bin ∆+

half contains an easy item which matches the packing rules in the
fill-up phase.

There are three possible states when entering the fill-up phase:
s + q1 > 0
s + q1 + q2 = 0
s + q1 = 0 and q2 > 0

The first case is what we will call the standard case where e ≥ E0 = Ω(m) holds, for which we
can guarantee that when using our packing rules we will eventually end in a good situation
or the input ends. For the second and third case we can guarantee that we are already in
good situations that do not have requirements on e or r. For more details we refer to the full
version.

▶ Definition 4.1. Let e0 be the number of empty bins at the start of the fill-up phase.
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For the fill-up phase, we introduce the set U of unused bins. These are mostly bins that have
not received items in the fill-up phase but that we do plan to use for items. At the start of the
fill-up phase, these are the bins that are not in L ∪ Qmatch, so |U| = m − ℓ − qmatch = r + e0.

Bins in N are also not used for items anymore, but are initially counted as part of U so
that LargeThreat ≤ u (see Invariant 2.9). Bins in Q5 are initially in U to maintain the
proper ratio q1 : q2. At the start of the fill-up phase, the bins in U are sorted from left to
right. We use the ordering3

N , Q2,5, Q2, S, Q1, E , ∆half ∪ ∆large

where the subsets S and Q1 are ordered by non-increasing levels and ∆+
half is placed among

them if it exists. Indeed, the entire set U is essentially sorted by the levels of small and
quarter items at the start of the fill-up phase, so for instance bins in Q1 (including bins in
Q1,5 and Q1,big) have level at most 4 − 4ε for the sorting. Throughout the fill-up phase, by
the level of a bin in Q we will always mean the total size of the quarter items in this bin at
the end of the starting phase. Regarding N , it is often convenient to divide the contents of
these bins in a part of size at least 6 − 6ε and a part of size exactly 9 − ε (and this is why
these bins are first in the ordering).

During the fill-up phase, we will maintain a set D such that TopThreat ≤ u − d will
hold throughout the fill-up phase. We define a specific initial set D below and we will update
this set throughout, using the following rules.

Rule 1 Each bin that is used (in particular bins in D) will receive at least 9 − ε (including
parts assigned to a bin but not packed in it) to ensure BigThreat ≤ m − BigBlock
continues to hold. We already note that for bins that are empty at the start of the fill-up
phase the bound of 9 − ε can be reached simply by using Next Fit (it will hold for all but
at most one bin at any time).

Rule 2 Whenever some item cannot be packed into some bin in D that already received
items of the same type in the fill-up phase (types are defined below), that bin will leave
D and U . Each time we pack and/or assign 10 + 6ε to D in the fill-up phase, a new bin
is added to D. (Sometimes we will assign parts of items packed into other bins to bins in
D.)

Rule 3 Each bin that is not in D will receive at least 10 + 6ε on average to maintain
TopThreat ≤ u − d.

Reducing the unused bins

We begin the fill-up phase by removing the bins in N and Q5 from the unused bins. The
contents of these bins were and remain counted. For some later calculations it will still be
important that these bins may exist, which is why we include them initially and gave a
specific ordering for them.

Recall that the initial value of u is m − ℓ − qmatch. By the transition of the starting phase
to the fill-up phase, TopThreat ≤ 9−ε

10+6ε (m − c − 14). So at least

m − 9 − ε

10 + 6ε
(m − c − 14) = 1 + 7ε

10 + 6ε
m + 9 − ε

10 + 6ε
· (14 + c)

= 1 + 7ε

10 + 6ε
(m − c) + 9 − ε

10 + 6ε
· 14 + c

3 The at most two bins in ∆nice,1 ∪ ∆nice,2 can be placed anywhere. However, they are ignored when
determining β0 later.



M. Böhm, M. Lieskovský, S. Schmitt, J. Sgall, and R. van Stee 10:15

bins will not receive top items in the fill-up phase (but c of those bins are unavailable for top
items anyway). Then after removing N and Q5 from the unused bins, we have u = m − c, so
at least

1 + 7ε

10 + 6ε
· u + 9 − ε

10 + 6ε
· 14

unused bins will not receive top items. We will initially set d = 1+7ε
10+6ε · u + 9−ε

10+6ε · 14.
Analogously, BigThreat ≤ m − c − 14, so at least c + 14 bins will not receive big items,

meaning that at least 14 unused bins will not receive big items in the fill-up phase. While
packing the input, at any time there will be half-full bins. These are bins which have received
some items during the fill-up phase but have not yet received (or been counted for) 9 − ε

or, in the case of non-D bins, 10 + 6ε. These half-full bins need to be taken into account to
ensure that Invariant 2.5 is maintained. Denote their number by h.

▶ Invariant 4.2. At any time, the number of bins in D that have not yet received any item
in the fill-up phase it at least 1+7ε

10+6ε · u + 9−ε
10+6ε · 14 − h, where u = m − c initially and u is

updated according to Rule 2.

▶ Lemma 4.3. As long as we pack items according to Rule 1 and update D and U according
to Rule 2 for all except at most 10 bins, or pack items according to Rule 3, and at most 13
bins are half-full at any time, TopThreat ≤ u − d, BigThreat ≤ m − BigBlock and
Invariant 4.2 are maintained.

Proof. If we pack items according to Rule 3, the claims follow from the fact that we pack
at least 10 + 6ε in every non-D bin, decreasing TopThreat and BigThreat by at least
1 while increasing BigBlock by at most 1 and removing exactly 1 bin from U when we
start using a new bin. Hence u − d and TopThreat both decrease by 1, and BigThreat
decreases by at least 1. In this case the ratio d : u increases.

Regarding items that get packed according to Rule 1, we pack at least 9 − ε in every
bin in D (and then remove such bins from D and U) and add a new bin to D after packing
10 + 6ε, which means that we add a bin on average after using 10+6ε

9−ε bins in D. The ratio
d : u remains constant during this process apart from at most one bin.

The ratio can be seen as follows. After packing a total size of x into D, we have removed
at most x/(9 − ε) bins from D (because we only remove a bin from D once we start using
the next one) and we have added ⌊x/(10 + 6ε)⌋ bins to D. Ignoring the rounding, overall d

has decreased by at most x( 1
9−ε − 1

10+6ε ) and u has decreased by at most x/(9 − ε). The
ratio is maintained. The rounding means that the set D may be 1 smaller during processing.
This together with the initial value d = 1+7ε

10+6ε · u + 9−ε
10+6ε · 14 leaves 10 bins for which the

rules do not need to be followed, since 9−ε
10+6ε · 14 > 11.

Finally, maintaining BigThreat ≤ m − BigBlock given that initially BigThreat ≤
m − c − 14 means that it is sufficient (due to the bin ∆nice,2) that at most 13 bins will be
half-full at any time during the fill-up phase. ◀

A consequence of Invariant 4.2 is that the set D does not become empty during the
packing if we indeed maintain h ≤ 13. Maintaining this invariant means that all remaining
big and top items can be packed at any point during the fill-up phase. Note that if at some
point indeed very many top items arrive, they can perhaps not all of them be packed outside
of D, as there can be various half-full bins outside of D. However, by Invariant 4.2, as long
as the total number of half-full bins is at most 13, all top items can indeed be packed.
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Item types

Naturally, as we start filling up bins in the fill-up phase, new thresholds become important.
Rather than leaving enough space for items that may arrive in the future as in the starting
phase, we now want to use the remaining space efficiently. Bins in S have at least (18 − 2ε) −
(6−6ε) = 12+4ε space remaining and bins in Q2 leave at least (18−2ε)−2(4−4ε) = 10+6ε

space. If some item type fits at least three times on top of bins in Q2, then First Fit gives a
stronger bound on the packing and Rule 1 is satisfied. As there is at least 10 + 6ε remaining
space, we define small items to be of size at most 10+6ε

3 . Items of size more than 9−ε
2 that

fit twice in this space are also small items. Apart from the range (5 + ε, 5 + 3ε], these size
ranges are a subset of what defined small items in the starting phase.

The next items are quarter items which may not fit three times on Q2 but at least three
times on S. For these we need to be slightly more careful; this is described below. Small
items fit at least four times in an empty bin and at least two times on S ∪ Q2. It can be seen
that two items that are larger than small items satisfy Rule 1. To fill the remaining space
well, the remaining items are split into quarter+ and quarter++ items. Analogously, easy
items fit twice on S and satisfy Rule 3, explaining the (unchanged) threshold 6 + 2ε. These
items have good sizes as well as large weights. To pack large items in the range (6 + 2ε, 9 − ε]
efficiently we introduce a new threshold at 18−2ε−β

2 separating large− and large+ items which
will be explained later.

0
10+6ε
3 5 + 3ε

6 + 2ε

18−2ε−β
3

18−2ε−β
2

4 + ε 9−ε
2

9− ε

small quarter small easy2 large+

quarter+

quarter++ large−

9− ε6 + 2ε

6− 2ε

5 + ε4− 4ε3− 3ε

0

small quarter small large

half

nice

Figure 4 (Sketch, using ε = 1/31, β = 5) A comparison of the important thresholds for our
algorithm in the starting phase (top) and in the fill-up phase (bottom). The small (green) items fit
at least three times (resp. twice) in the remaining empty space in a Q2 bin (10 + 6ε), the easy2

(yellow) items fit at least twice in the remaining empty space in a S bin (12 + 4ε) and the large−

(red) (resp. quarter+ (purple)) items fit at least twice (resp. three times) in the remaining empty
space in a bin filled to at most β (18 − 2ε − β).

The value β will be defined later and will change during the fill-up phase; we will have
β ∈ (3 − 3ε, 6 − 6ε]. There are ten size ranges, but the items in six ranges are straightforward
to pack (see below). We call the quarter+, quarter++, large− and large+ items hard items.

Type Max size
small 10+6ε

3
quarter 4 + ε

quarter+ 18−2ε−β
3

quarter++ 9−ε
2

small 5 + 3ε

Type Max size
easy 6 + 2ε

large− 18−2ε−β
2

large+ 9 − ε

big 10 + 6ε

top 12

We see that quarter items and small items may be slightly larger than in the starting
phase. This does not decrease their weight. From the starting phase, we will only use the
facts that bins in Q2 have level at most 8 − 8ε and bins in S have level at most 6 − 6ε; the
old size thresholds play no further part in the analysis.
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4.2 Packing methods for non-hard items
small and big These are items such that when packing them into Q2 using First Fit (which

are the fullest bins (ignoring X ) that possibly still need to receive items in the fill-up
phase), each bin (apart from constantly many) will receive at least 9 − ε of items.
These items are always packed in the leftmost available bin that did not already receive
items from another type in the fill-up phase. That is, we essentially use First Fit, but
items of the three different size ranges are not packed together into bins. We only use
bins in D. This is feasible because new bins will enter the set D as we pack items in it
(Rule 2).

easy and top When packing easy or top items using First Fit into any bin that is not in
Q2 ∪ ∆large ∪ ∆nice,1, Rule 3 is automatically satisfied. (We have |∆large ∪ ∆nice,1| ≤ 2.)
These items are packed exactly like the small items except that we skip the bins in Q2.
We use First Fit for easy and top items (on the bins not in Q2) separately.

quarter The quarter items are packed by First Fit, alternating between bins in Q2 and bins
not in Q2. If we run out of bins in Q2 we use First Fit on dedicated bins not in Q2. If we
run out of nonempty bins not in Q2 we can always pack all remaining items as is shown
in the full version.

hard These are the quarter+, quarter++, large− and large+ items. These are the only types
of items that we will sometimes (have to) pack into empty bins although nonempty bins
that are not in Q2 are still available. When packing hard items of one type using First
Fit into empty bins, Rule 3 is satisfied and there is a surplus above the requirement of
10 + 6ε. We use this surplus to pack as many items as possible into nonempty bins, which
is necessary to succeed. See Section 4.3.

Once First Fit uses a new bin for an item, the bin previously considered (in which the item
did not fit anymore) is removed from U .

4.3 Hard (quarter+(+) and large) items
The above lemmas show that in the fill-up phase, all items except quarter+(+) and large
items can be packed while following the rules – as long of course as quarter+(+) and large
items are packed following the rules as well. We next consider quarter+(+) and large items
separately. For this we first need to define some important sets.

4.3.1 Sets considered for packing hard items
The set S−L and the parameter β0

At the beginning of the fill-up phase, if there are e empty bins, then if we pack two large
items in each empty bin, there will be e nonempty bins that will not be needed to pack large
items that have not arrived yet, even if u of them arrive in total. In principle, we let S−L be
the e rightmost nonempty bins. We only deviate from this if there are less than e nonempty
bins. In that case S−L consists of all nonempty unused bins (after the removal of N ∪ Q2,5).
We define β0 as the level of the leftmost bin in S−L unless all other nonempty bins are in
N ∪ Q2,5, in which case β0 is set to 6 − 6ε. Of course, due to other items arriving, it may
well be that some large items end up getting packed in S−L after all.

Since u = m − ℓ − qmatch at the start of the fill-up phase, it is not possible that more
than u − q5 large items arrive in the fill-up phase. This holds because each bin counted in
q5 + qmatch contains two items larger than 6 − 2ε or a dominant item, and each bin counted
in ℓ contains two items larger than 6 − 2ε or an item larger than 6. Moreover, as above,
Invariant 4.2 is maintained by the (9 − ε)-guarantee. As soon as u starts to decrease in the
fill-up phase, more than u − q5 large items may still arrive.
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Construction of the set D

We initially define D as the leftmost 1+7ε
10+6ε · u + 9−ε

10+6ε · 14 unused bins (where bins in Q5
and N have already been eliminated).

Definition of the set SL

We define SL as the set of the remaining nonempty bins in U (that is, all the unused bins
that are not in D ∪ S−L ∪ E). The set SL may be empty.

Note that the above construction is done only once. The sets SL and S−L do not increase
and a bin leaves such a set only if the bin leaves U or is added to D. While packing items in
the fill-up phase, bins will be added to D from left to right. Hence entering D will happen
first to bins in SL and then (possibly) to S−L and E . Such bins leave their original sets.

Bins in S are filled to at most 6 − 6ε and hence have at least 12 + 4ε empty space.
Easy2 items fit at least twice. Bins in S−L are filled to at most β0 and hence have at
least 18 − 2ε − β0 empty space. Large− items therefore fit at least twice (explaining that
threshold). Bins initially in D are loaded to at most 2(4 − 4ε) and hence have at least
18 − 2ε − 2(4 − 4ε) = 10 + 6ε space.

4.3.2 Packing methods for hard items: Five stages
Hard items are packed as follows. There are five possible stages; depending on what the
packing looks like when the fill-up phase starts, not all stages might be applicable. Generally,
we start by taking advantage of any Q1,5 bins that are available, then we start filling the
nonempty bins from right to left, always trying to avoid using empty bins as much as possible.

Hard items are always distributed among several types of bins (D, SL, S−L, E). One of
the used types will always be D. In several cases, we will specify that nonintegral numbers
of bins need to be used for some items. This can be implemented as follows. We always start
by using a bin that is not in D. Then, we keep using bins in D until we would exceed the
desired ratio. At that point we use a bin that is not in D again, and repeat the process. In
the long term we get closer and closer to the desired ratio.

Stage 1

In this stage, as mentioned above we first exploit any bins in Q1,5 that may exist. These bins
can be intermixed with Q1 in the sorted order, but we use them first. To be more precise,
these bins are not used to pack any new items (as they are already quite full) but rather to
pack additional items into D, as follows. Note that these bins are not in U . For this stage
we define the upper bound for quarter+ items as 9−ε

2 and the upper bound for large− items
as 9 − ε and hence neither quarter++ items nor large+ items exist. This also means that the
value of β (see table of item type thresholds for the fill-up phase) does not yet play a role.

Quarter+(+): As long as there exist bins in Q1,5 with partially uncounted contents, for
packing quarter+(+) items such bins are considered to contain quarter+(+) items (of
the size of the ignored items). Each such bin allows us to pack 1+7ε

1−3ε bins in D with
two quarter+(+) items each. In these 1+7ε

1−3ε bins we then pack (or count) more than
2 1+7ε

1−3ε (4 + ε) + (1 + 7ε) = 1+7ε
1−3ε · (9 − ε), which includes the so far uncounted part of the

bin in Q1,5.
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Large: As long as there exist bins in Q1,5 with partially uncounted contents, for packing
large items such bins are considered to contain large items (of the size of the ignored
items). Each such bin allows us to pack 1+7ε

3−3ε bins in D with one large item each. In these
1+7ε
3−3ε bins we then pack (or count) more than 1+7ε

3−3ε (6 + 2ε) + (1 + 7ε) = 1+7ε
3−3ε · (9 − ε),

which includes the so far uncounted part of the bin in Q1,5.

It can be seen that by packing quarter+(+) and large items this way, Rule 1 and Rule 3
are followed. Once we run out of bins in Q1,5, we start using the methods in the following
table. The value of β will change over time and is set at the start of each of the following
stages. Note here that for β ≤ 9−ε

2 the upper bound for quarter+ items is at least the upper
bound for quarter++ items and hence quarter++ items do not exist as long as β ≤ 9−ε

2 .

Item type Bin type Nr bins Per bin Counted Average
quarter+ D 3 2 2(4 + ε) 9 + 9

4 ε

Q1, S−L(, SL), E 1 3 3(4 + ε)

quarter++ E 1 4 4
3 (18 − 2ε − β) 9 − ε

D 45−4β−5ε
2β−(9−ε) 2 2

3 (18 − 2ε − β)

large− D 1 1 6 + 2ε 9 + 3ε

Q1, S−L(, SL), E 1 2 12 + 4ε

large+ D 18−2ε
β − 2 1 18−2ε−β

2 9 − ε

E 1 2 18 − 2ε − β

The third column indicates the number of bins used each time. The column “Average”
contains the average amount counted over all bin types used for this item.

This table is implemented as follows. Items from these four types are packed into separate
bins. For each type except quarter++ items, we first use a bin in D. For quarter++ items, we
use E first to ensure that the average packed in the bins with these items is always greater
than 9 − ε, apart from at most one bin: the bin currently being used. For all other types, we
have this guarantee for all used bins up to and including the most recently filled bin in E ,
which is all but at most four bins for each type.

For each bin used we pack items in it until we have packed the number of items in the
column Per bin. We first use bins in D until we have packed the number of items in the
column Per bin and until we have used the number of bins in the column Nr bins, followed
by one bin in E . (If the number of bins supposed to be used in D is not an integer, then the
number of bins used in D is always off by less than 1 compared to the desired ratio of D : E
usage.) This procedure keeps repeating. Whenever we start using a new bin, the previous
bin for this type is called closed. Once a bin is closed it is removed from U .

In the following we will always check if bins with level at most β exist. While this is true
we remain in the current stage. Else we update β to the next higher bound.

Stage 2

We set β := min(β0, 4 − 4ε). As long as there are bins with level at most β available, we use
these bins (including bins in SL if needed) for packing quarter+ and large− items. There are
no quarter++ items and only large+ items are packed into empty bins.

Stage 3

As Stage 2, but with β := min(β0, 9−ε
2 ). Bins in SL with level at most β will still be used for

quarter+ and large− items. There are no quarter++ items and only large+ items are packed
into empty bins.
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Stage 4

This stage only exists if β0 > 9−ε
2 . We set β := β0.

Quarter++ and large+ items are packed into empty bins. All items are packed according
to the table. Bins in SL are not used for quarter+ items; we would go to Stage 5 instead.
This is done to ensure that enough bins are left for large− items and that we do not waste
bins on quarter+ items.

Stage 5

Only bins in SL ∪ D ∪ E are left. At this point quarter+ and large− items are also packed
into empty bins.

Stage 6 would be the stage where all empty bins have been filled while some bins in
SL \ D remain. The case where all nonempty bins get filled first is discussed in the full
version. We will show that Stage 6 is not reached or we are in a good situation.

As is in the starting phase, if some item cannot be packed according to the packing rules
(including the case where we change the packing rules if we reach a good situation) we use
the rule of last resort.
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Abstract
In the Max-2Lin(2) problem you are given a system of equations on the form xi + xj ≡ b (mod 2),
and your objective is to find an assignment that satisfies as many equations as possible. Let
c ∈ [0.5, 1] denote the maximum fraction of satisfiable equations. In this paper we construct a curve
s(c) such that it is NP-hard to find a solution satisfying at least a fraction s of equations. This
curve either matches or improves all of the previously known inapproximability NP-hardness results
for Max-2Lin(2). In particular, we show that if c ⩾ 0.9232 then 1−s(c)

1−c
> 1.48969, which improves

the NP-hardness inapproximability constant for the min deletion version of Max-2Lin(2). Our work
complements the work of O’Donnell and Wu that studied the same question assuming the Unique
Games Conjecture.

Similar to earlier inapproximability results for Max-2Lin(2), we use a gadget reduction from the
(2k − 1)-ary Hadamard predicate. Previous works used k ranging from 2 to 4. Our main result is a
procedure for taking a gadget for some fixed k, and use it as a building block to construct better and
better gadgets as k tends to infinity. Our method can be used to boost the result of both smaller
gadgets created by hand (k = 3) or larger gadgets constructed using a computer (k = 4).
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1 Introduction

Maximum constraint satisfaction problems (Max-CSPs) form one of the most fundamental
classes of problems studied in computational complexity theory. A Max-CSP is a type of
problem where you are given a list of variables and a list of constraints, and your goal is
to find an assignment that satisfies as many of the constraints as possible. Some common
examples of Max-CSP are Max-Cut and Max-2Sat. Every Max-CSP also has a corresponding
Min-CSP-deletion problem where your objective is deleting as few constraints as possible
to make all of the remaining constraints satisfiable. The Min-CSP-deletion problem is
fundamentally the same optimisation problem as its corresponding Max-CSP, however their
objective values are different.

1.1 History of Max-Cut
The Max-Cut problem is arguably both the simplest Max-CSP as well as the simplest
NP-hard problem. In the Max-Cut problem you are given an undirected graph, and your
objective is to find a cut of the largest possible size. A cut of an undirected graph is a
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partition of the vertices into two sets and the size of a cut is the fraction of edges that connect
the two sets relative to the total number of edges. Solving Max-Cut exactly is difficult, but
there are trivial approximation algorithms that get within a factor of 1

2 of the optimum. One
such algorithm is randomly picking the cut by tossing one coin per vertex.

Knowing this, one natural question is, how close can a polynomial time algorithm get to
the optimum? Goemans and Williamson partly answered this in a huge breakthrough in
1995 [8] by applying semi-definite programming (SDP) to create a polynomial time algorithm
that finds a solution that is within a factor of αGW ≈ 0.87856 of the optimum. At the time,
there was hope that Goemans and Williamson’s algorithm could be improved further to
get even better approximation factors than 0.87856, but no such improvements were ever
found. Instead, in 2004 Khot et al [11] proved using the Unique Games Conjecture (UGC),
that approximating Max-Cut within a factor of αGW + ε is NP-hard for any ε > 0. This
conjecture had been introduced by Khot two years prior [12]. This was possibly the first
result establishing the close connection between UGC and SDP based algorithms.

To this day, UGC remains an open problem, and in particular no one has been able to
find an approximation algorithm for Max-Cut with a better approximation ratio than αGW.
In 2008 O’Donnell and Wu [14] were able to very precisely describe the tight connection
between SDP based approximation algorithms for Max-Cut and UGC. They constructed a
curve GapSDP(c) : [0.5, 1] → [0.5, 1] with the following two properties:
1. It is UGC-hard to find a cut of size GapSDP(c) + ε given that the optimal cut has size c

for any ε > 0. We here use UGC-hard as a short hand for “NP-hard under UGC”.
2. Within the RPR2-framework [7, 14], there are polynomial time algorithms that are

guaranteed to find a cut of size at least GapSDP(c) − ε if the optimal cut has size c. The
RPR2-framework is a generalisation of Goemans and Williamson’s algorithm.

This means that their work both describe the best known polynomial time approximation
algorithms for Max-Cut, and also show that under UGC these approximation algorithms
cannot be improved. It is important to note that their algorithmic results do not require
UGC. We emphasis that one implication of their result is that giving efficient algorithms
with a better performance would disprove UGC.

1.2 NP-hardness inapproximability of Max-2Lin(2)
Max-2Lin(2) is a Max-CSP that is very closely related to Max-Cut. An instance of Max-
2Lin(2) is a system of linear equations on the form xi + xj ≡ b (mod 2), and the objective is
to find an assignment that satisfies as many equations as possible. Max-Cut is the special
case where we only allow equations with right hand side equal to 1. This implies that any
hardness result for Max-Cut immediately yields the same hardness result for Max-2Lin(2).
One example of this is the UGC-hardness of Max-Cut described by the GapSDP(c) curve by
O’Donnell and Wu [14].

Furthermore, O’Donnell and Wu’s algorithmic results [14] also directly carries over to
Max-2Lin(2). This is because the RPR2-framework that they relied on uses odd rounding
functions, and therefore does not differentiate between Max-Cut and Max-2Lin(2).

The conclusion is that the GapSDP(c) describes a tight connection between the UGC-
hardness of Max-2Lin(2) as well as the best known polynomial time approximation algorithms
for Max-2Lin(2). On the other hand, the NP-hardness inapproximability of Max-2Lin(2)
is not well understood. The strongest NP-hardness inapproximability results known for
Max-2Lin(2) ([9], [16]) are still far off from the UGC-hardness described by the GapSDP(c)
curve.
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The aim of this paper is to improve the state of the art NP-hardness inapproximability
of Max-2Lin(2) and also to give the full picture of the state of the art NP-hardness inap-
proximability of Max-2Lin(2). We do this by constructing a curve s(c) : [0.5, 1] → [0.5, 1]
such that it is NP-hard to distinguish between instances where the optimal assignment
satisfies a fraction of c of the equations, and instances where all assignments satisfy at most a
fraction of s(c) of the equations. Our curve either matches or improves all previously known
NP-hardness inapproximability results for Max-2Lin(2). We construct the curve by solving a
separate optimisation problem for each value of c, so our result covers the entire spectrum of
c ∈ [0.5, 1].

Our result complements the work by O’Donnell and Wu [14]. Our curve describes the
state of the art NP-hardness inapproximability of Max-2Lin(2) while O’Donnell and Wu’s
GapSDP(c) curve describes the UGC-hardness of Max-2Lin(2). It is worth noting that UGC
is still an open problem that over the years has been the subject of much debate. There
are results that indicate that UGC might be true, such as the proof of the closely related
2-to-2 Games Conjecture [13]. But on the other hand there are also results that indicate the
UGC might be false, such as the existence of subexponential algorithms for Unique Games
[2]. Currently there is no consensus for whether UGC is true or not. It is for this reason
that it is important to study NP-hardness independent of UGC, especially for fundamental
problems such as Max-2Lin(2).

1.3 Gadget reductions
Gadgets are the main tools used to create reductions from one Max-CSP Φ to another
Max-CSP Ψ. A gadget is a description of how to translate a specific constraint φ of Φ into
one or more constraints of Ψ. For example, if Φ is Max-3Lin(2) and Ψ is Max-Cut, then a
gadget from φ to Ψ is a graph. A gadget is allowed to use both the original variables in the
constraint φ, which are called primary variables, and new variables specific to the gadget,
which are called auxiliary variables.

The standard technique used to construct gadgets is to follow the “automated gadget”
framework of Trevisan et al [15]. This framework describes how to construct a gadget by
solving a linear program and also proves that the constructed gadget is optimal. This
framework is mainly used to construct gadgets for small and simple Max-CSPs. This
is because the number of variables in the gadget scales exponentially with the number
of satisfying assignments of φ. Furthermore, the number of constraints in the LP scales
exponentially with the number of variables, so it scales double exponentially with the number
of satisfying assignment of φ.

As an example let us take the gadget from Max-3Lin(2) to Max-2Lin(2) used by Håstad
[9], which was originally constructed by Trevisan et al [15]. A constraint in Max-3Lin(2)
has 4 satisfiable assignments. Having 4 satisfiable assignments means that the gadget uses
24 = 16 variables. Furthermore, since Max-2Lin(2) allow negations, half of these variables
can be removed because of negations. So the actual number of variables in the gadget is
24−1 = 8. This in turn implies that the number of constraints in the LP is 28 = 256. This
number is small enough that it is feasible for a computer to solve the LP. In this paper we are
interested in constructing gadgets from generalisations of Max-3Lin(2), called the Hadamard
Max-CSPs. These have significantly more satisfying assignments than Max-3Lin(2). It is
easy to see that a simple-minded application of the “automated gadget” framework leads to
an LP that is far too large to naively be solved by a computer. This means that we have to
deviate from the “automated gadget” framework in order to construct our gadgets.

APPROX/RANDOM 2024
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Gadgets have two important properties, called soundness s and completeness c. If a
gadget is constructed using the “automated gadget” framework, then it is trivial to calculate
the completeness of the gadget. On the other hand, calculating the soundness of a gadget
from Φ to Ψ involves solving instances of Ψ. In practice, calculating the soundness of a large
gadget can be very difficult since Ψ is usually an NP-hard problem.

Gadgets can be constructed with different goals in mind. The case that we are interested
in is finding the gadget with the largest soundness for a fixed completeness. This is what
allows us to construct our curve s(c). In general there are also other objectives that could be
of interest when constructing gadgets. One such case is finding the gadget with the smallest
ratio of s

c . This corresponds to finding the best lower bound for the approximation ratio of
Max-2Lin(2). Another possibility is to maximise 1−s

1−c . This corresponds to finding the best
upper bound for the approximation ratio of Min-2Lin(2)-deletion. It is possible to use the
“automated gadget” framework by Trevisan et al [15] to find the optimal gadgets for all of
these scenarios.

1.4 The Hadamard Max-CSPs Max-Hadk

One of the earliest gadget reductions used to show NP-hardness inapproximability of Max-
2Lin(2) is a gadget reduction from Max-3Lin(2) used by Håstad in his classical paper
from 1997 [9], which was constructed by Trevisan et al [15]. More recently, NP-hardness
inapproximability results for Max-2Lin(2) have used gadget reductions from a generalisation
of Max-3Lin(2) called the Hadamard Max-CSPs [10, 16]. The (2k − 1)-ary Hadamard Max-
CSP, k ⩾ 2, is a constraint satisfaction problem where a clause is satisfied if and only if its
literals form the truth table of a linear k-bit Boolean function. The (2k − 1)-ary Hadamard
CSP is denoted by Max-Hadk. One special case is k = 2, where the number of literals of
a clause is 3. It turns out that this case coincides with Max-3Lin(2). This means that
Max-Hadk can be seen as a generalisation of Max-3Lin(2).

There are mainly two reasons as to why Max-Hadk is useful for gadget reductions. The
first reason is that Max-Hadk is a very sparse CSP. It being sparse refers to the number
of satisfiable assignments of a clause being few in relation to the total number of possible
assignments. The number of satisfying assignments of a clause is just 2k, one for each linear
k-bit Boolean function, while the total number of possible assignments is 2(2k−1).

The second reason is that Max-Hadk is a useless predicate for any k ⩾ 2, which is an even
stronger property than being approximation resistant. This was shown by Chan in 2013 [6].
Max-Hadk being a useless predicate means that if you are given a nearly satisfiable instance
of Max-Hadk, then it is NP-hard to find an assignment such that the distribution over the
(2k − 1) long bit strings given by the literals of the clauses is discernibly different from the
uniform distribution.

1.4.1 Historical overview of Hadk-to-2Lin(2) gadgets
In 1996, Trevisan et al [15] constructed the optimal gadget from Max-Had2 to Max-2Lin(2).
They showed that the Max-Had2 gadget that minimises s

c is the same gadget as the one that
maximises 1−s

1−c . Furthermore, since this gadget is very small, using only 8 variables, they
were able to construct it using the “automated gadget” framework.

In 2015, Håstad et al. [10] constructed gadgets from Max-Had3 to Max-2Lin(2). They
showed that the Max-Had3 gadget that minimises s

c is equivalent to the Max-Had2 gadget. So
using Max-Had3 over Max-Had2 does not give an improved hardness for the approximation
ratio of Max-2Lin(2). However, the Max-Had3 gadget that maximises 1−s

1−c is notably better
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than the Max-Had2 gadget. This gadget is relatively small, only using 128 variables. This is
too many variables for it to be possible to naively apply the “automated gadget” framework.
However, Håstad et al. were still able to construct and analyse the optimal gadget by hand
based on ideas from the “automated gadget” framework.

In 2018, Wiman [16] constructed gadgets from Max-Had4 to Max-2Lin(2). Note that
Max-Had4 gadgets have 215 variables. Calculating the soundness of a such a gadget requires
solving an instance of Max-2Lin(2) with 215 variables, which is infeasible to do by hand
or even with a computer. Wiman initially followed the “automated gadget” framework.
However, in order to be able to calculate the soundness of the gadget, Wiman relaxed the
Max-2Lin(2) problem into a Max-Flow problem. This relaxed soundness rs is an upper bound
of the true soundness. This relaxation made it possible for Wiman to use a computer to
find the gadget that maximises 1−rs

1−c . Wiman’s relaxation was successful, since by using it
he was able to find a Max-Had4 gadget that was better than the optimal Max-Had3 gadget.
Note, however, that by using a relaxation, it is uncertain whether Wiman found the optimal
Max-Had4 gadget or not.

1.4.2 Our Hadk-to-2Lin(2) gadgets
In this paper, we construct gadgets from Max-Hadk to Max-2Lin(2) for k approaching infinity.
Recall that a gadget uses 22k−1 variables, so using a computer to construct gadgets for k > 5
is normally impossible. We get around this limitation by introducing a procedure for taking
Max-Hadk gadgets and transforming them to Max-Hadk′ gadgets, for k′ > k. We refer to
this procedure as the lifting of a Max-Hadk gadget into a Max-Hadk′ gadget. Two of the
properties of lifting is that the completeness stays the same and the soundness does not
decrease.

To show NP-hardness of approximating Max-2Lin(2), we start by constructing Max-Hadk

to Max-2Lin(2) gadgets for k = 4 using a computer. We then analytically prove an upper
bound of Wiman’s relaxed soundness of the lifting of these gadgets as k′ → ∞.

The method we use to construct our gadgets is by solving an LP. This LP is similar to
what Wiman could have used to construct his gadget. The difference is that the LP we use is
made to minimise the soundness of the lifted gadget, instead of minimising the soundness of
the gadget itself. If done naively, this LP would have roughly 23·(2k−1) = 245 variables. But
by making heavy use of symmetries of the LP, we are able to bring it down to a feasible size.

The main technical work of this paper is proving an upper bound on Wiman’s relaxed
soundness of a lifted gadget as k′ → ∞. Recall that calculating Wiman’s relaxed soundness
involves solving instances of Max-Flow. As k′ tends to infinity, the size of these instances
also tend to infinity. In order to lower bound the value of these Max-Flow problems, we
introduce the concept of a type of infeasible flows which we call leaky flows. A leaky flow
is a flow for which the conservation of flows constraint has been relaxed. This allows leaky
flows to attain higher values compared to feasible flows. We then show that by randomly
overlapping leaky flows onto the large Max-Flow instances, we are able to get closer and
closer to a feasible flow as the size of the instances tend to infinity.

1.5 Our results and comparison to previous results
Using a gadget reductions from Max-Hadk to Max-2Lin(2), we are able to construct a curve
s(c) : [0.5, 1] → [0.5, 1] such that it is NP-hardto distinguish between instances of Max-2Lin(2)
where the optimal assignment satisfies a fraction of c of the equations and instances where
all assignments satisfy at most a fraction of s(c) of the equations. This curve does not have
an explicit formula. Instead, each point on the curve is defined as the solution to an LP,
which we solve using a computer.

APPROX/RANDOM 2024



11:6 On the NP-Hardness Approximation Curve for Max-2Lin(2)

▶ Theorem 1.1. Let s(c) : [0.5, 1] → [0.5, 1] be the curve defined in Definition 4.1. Then for
every sufficiently small ε > 0, it is NP-hard to distinguish between instances of Max-2Lin(2)
such that
Completeness There exists an assignment that satisfies a fraction at least c − ε of the

constraints.
Soundness All assignments satisfy at most a fraction s(c) + ε of the constraints.

A notable point on the curve is c = 590174949
639271832 ≈ 0.9232 and s(c) = 141533171

159817958 ≈ 0.8856.
This is the point on the curve that gives the highest NP-hardness inapproximability factor
1−s
1−c of Min-2Lin(2)-deletion.

▶ Corollary 1.2. It is NP-hard to approximate Min-2Lin(2)-deletion within a factor of
73139148
49096883 + ε ≈ 1.48969 + ε.

In order to be able to compare our curve s(c) to prior results, we plot our curve together
with O’Donnell and Wu’s GapSDP(c) curve [14], which, as discussed earlier, describes both
the UGC-hardness of Max-2Lin(2), as well as the best known polynomial time approximation
algorithms of Max-2Lin(2). Additionally, we also include historical NP-hardness inapproxim-
ability results as points in the diagram. We have also marked the point (c, s) where Goemans
and Williamson’s algorithm achieves the approximation ratio of s

c = αGW ≈ 0.87856. This
point was shown to be UGC-hard by Khot et al. in 2004 [11].

The curve s(c) is plotted in three Figures. All three Figures contain the same exact same
data, but the data is plotted in different ways. In Figure 1 the soundness s(c) is on the
y-axis and the completeness c is on the x-axis. This plot has the disadvantage that to the
eye, it is difficult to distinguish the exact shape of the curve s(c). In the next plot, Figure 2,
s(c)

c is on the y-axis and c is on the x-axis. This plot describes the approximation ratio of
Max-2Lin(2). The third plot, in Figure 3, has 1−s(c)

1−c on the y axis and c on the x-axis. This
plot describes the approximation ratio of Min-2Lin(2)-deletion.

It is important to note that the curves in Figure 1 are convex functions since it is possible
to take the convex combination of two hard instances using disjoint sets of variables. One
implication from this is that it is possible to construct NP-hardness curves using any of the
points (c, s) by drawing two lines, one from (0.5, 0.5) to (c, s) and one from (c, s) to (1, 1).
This means that all of the historical inapproximability results can also be described using
convex curves.

In Figures 1-3 prior inapproximability results for Max-2Lin(2) are marked as dots. Bellare
et al [5] was first to give an explicit NP-hardness result, which had c = 0.72 and s = 0.71. In
2015, Håstad et al [10] used Chan’s result [6] to create a gadget reduction from Max-Had3
which had c = 7

8 and s = 53
64 . This result became the new record for the upper bound of the

approximation ratio of Min-2Lin(2)-deletion, as seen in Figure 3. Three years later, Wiman
[16] further improved on this result by using Max-Had4 instead of Max-Had3. Wiman’s
Max-Had4 gadget has c = 15

16 and s = 3308625759
3640066048 ≈ 0.9089. This further improved the upper

bound on the approximation ratio of Min-2Lin(2)-deletion.
Similar to earlier results, the technique we use to construct our curve is also a gadget

reduction from Max-Hadk to Max-2Lin(2). But instead of using a gadget reduction from
Max-Hadk for a fixed k, we instead let k tend to infinity. This improves the quality of our
gadget. One example of such an improvement is our upper bound on the approximation
ratio of Min-2Lin(2)-deletion, which can be seen in Figure 3. The ratio 1−s(c)

1−c is maximised
on our curve at c = 590174949

639271832 ≈ 0.9232 and s = 141533171
159817958 ≈ 0.8856, which is marked by a

blue cross in Figure 3.
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Figure 1 The y-axis shows the soundness s and the x-axis the completeness c. The blue filled
curve is our NP-hardness curve s(c). The red dashed curve is the GapSDP(c) by O’Donnell and Wu’s
[14]. The points marked with arrows are prior inapproximability results of Max-2Lin(2). The blue
cross on the curve marks our best inapproximability result for Min-2Lin(2)-deletion, see Figure 3.
Note that both of the curves in this figure are convex functions.
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Figure 2 The y-axis shows s/c, which corresponds to the approximation ratio of Max-2Lin(2).
The point on the curve c(s) that minimises this ratio is c = 3/4 and s(c) = 11/16, which exactly
matches Håstad’s result from 1997 [9].
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Figure 3 The y-axis shows (1 − s)/(1 − c), which corresponds to the approximation ratio of
Min-2Lin(2)-deletion. This ratio reaches its maximum 1−s(c)

1−c
= 73139148

49096883 ≈ 1.4896 at c = 590174949
639271832 ,

which is marked by a blue cross. The curve stays constant after this point.
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1.6 The limitations of Hadk-to-2Lin(2) gadget reductions
In Figure 1, it is possible to see a clear gap between our s(c) curve and O’Donnell and Wu’s
GapSDP(c) curve [14]. The gap is especially noticeable in Figure 3, since the behaviour of
the two curves are completely different when c is close to 1. One natural question is, how
close can a Hadk-to-2Lin(2) gadget reduction get to the GapSDP(c) curve?

Håstad et al [10] showed that any gadget reduction from a Hadamard Max-CSP to
Max-2Lin(2) can never achieve an approximation ratio for Min-2Lin(2)-deletion better than

1
1−e−0.5 ≈ 2.54. In Appendix B we show that any gadget reduction from a Hadamard CSP
to Max-2Lin(2) that uses Wiman’s soundness relaxation can never achieve an approximation
ratio of Min-2Lin(2)-deletion better than 2. Both 2.54 and 2 are fairly large in comparison
to the current best value of 1.48969 shown in Figure 3. So it is potentially possible to still
improve our results in the future using a Hadk-to-2Lin(2) gadget reduction for some k ⩾ 4.
However, these limitations means that it is impossible to make s(c) match the behaviour of
GapSDP(c) when c is close to 1.

1.7 Outline of proof
Our result is based on Hadk-to-2Lin(2) gadget reduction for arbitrary large values of k. We
start from the “automated gadget” framework by Trevisan et al [15]. In this framework,
computing the soundness of of a Hadk-to-2Lin(2) gadget involves solving a Max-2Lin(2)
problem. Following the work of Wiman [16], we relax the soundness computation to a Max-
Flow problem on the 2k-dimensional hypercube. Using symmetries, it is computationally
feasible to construct Hadk-to-2Lin(2) gadgets that are optimal with respect to the relaxed
soundness for k ⩽ 4.

In order to be able harness the power of arbitrarily large k, we define a procedure of
embedding a Hadk-to-2Lin(2) gadget G inside a Hadk′-to-2Lin(2) gadget where k′ > k. By
overlapping multiple different embeddings of G, we construct a gadget G′ for an arbitrarily
large k′.

Recall that the relaxed soundness computation is a Max-Flow problem, which can be
expressed as an LP. By carefully relaxing this LP, we are able to create an infeasible flow
solution to rs(G), such that if we lift it, it becomes an almost feasible flow of rs(G′). The
underlying idea for this relaxation is based on leaky flows (flows where the flow entering a
node can be different than the flow exiting the node). The “leaks” of a leaky flow are signed,
so random overlap of leaky flows can result in a feasible flow. We show that this is actually
the case for the solution to our relaxed LP using a second order moment analysis.

The final step is to construct the Hadk-to-2Lin(2) gadget G and its corresponding leaky
flow for k = 4 used in the embedding. This construction is naturally done using a rational
LP solver to solve the relaxed LP.

1.8 Organisation of paper
Section 2 contain the preliminaries. It introduces Max-CSPs and the automated gadget
framework. Section 3 introduces Wiman’s relaxed soundness and the infinity relaxed sound-
ness in terms of an LP. This section also states our main Lemma, Lemma 3.11, relating the
infinity relaxed soundness to the relaxed soundness. Appendix A is about Max-Flow, and
it proves some general theorems about how symmetries can be used to simplify Max-Flow
problems. Appendix B contain an analysis of relaxed soundness, and how it relates to the
(true) soundness. Appendix C studies affine maps. These affine maps are used both to analyse
the infinity relaxed soundness, and to describe the symmetries of the LPs. Appendix D
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contains the proof of Lemma 3.11 using the affine maps. Appendix E describes the procedure
we use for constructing and verifying the gadgets. Section 4 contains our numerical results.
This includes both plots and tables of various Hadk-to-2Lin(2) gadgets. Finally, Appendix F
contains a compact description of all gadgets that we construct.

2 Preliminaries

This section is split into three parts. In Subsection 2.1 we introduce some basic concepts
and notations for Boolean functions Fk

2 → {1,−1}. After that, in Subsection 2.2 we formally
define the (2k − 1)-ary Hadamard predicate. The last subsection, Subsection 2.3, introduces
the “automated gadget” framework by Trevisan et al [15], and explains the classical result of
how to construct reductions from the (2k − 1)-ary Hadamard predicate to Max-2Lin(2).

2.1 Boolean functions
A k-bit Boolean function is a function that takes in k bits and outputs one bit. The k input
bits should be thought of as a vector in a k-dimensional vector field over F2. On the other
hand, the output bit is a scalar. For convenience, we denote the vectors as being elements
in Fk

2 and the scalars as elements in R, where a scalar bit is represented as 1 (False) or −1
(True).

▶ Definition 2.1. The set of k-bit Boolean functions is denoted by Fk =
{
f : Fk

2 → {1,−1}
}

.

One special type of Boolean functions that is of great importance is the set of linear
Boolean functions. Each linear Boolean function in Fk

2 corresponds to an element α ∈ Fk
2 ,

and is denoted by χα.

▶ Definition 2.2. For α ∈ Fk
2 let χα ∈ Fk be denote the function

χα(x) = (−1)(α,x)

where (α, x) =
∑k

i=1 αixi (mod 2).

Any Boolean function can be represented as a sum of linear Boolean functions using the
Fourier transform.

▶ Proposition 2.3. Given f ∈ Fk, then

f(x) =
∑

α∈Fk
2

χα(x)f̂α,

where f̂α denotes the Fourier transform of f at α, defined as

f̂α = 1
2k

∑
x∈Fk

2

χα(x)f(x), α ∈ Fk
2 .

The Fourier transform is used to define the supporting affine subspace of a Boolean
function. This also gives a natural definition for the dimension of a Boolean function.

▶ Definition 2.4. Given f ∈ Fk, its supporting affine sub-space affine(f) is the affine span
of
{
α ∈ Fk

2 : f̂α ̸= 0
}

.

▶ Definition 2.5. Let dim(f), f ∈ Fk, denote the dimension of affine(f).

APPROX/RANDOM 2024
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▶ Remark 2.6. Affine functions have dimension 0.
The distance between two Boolean function is given by the normalised Hamming distance.

▶ Definition 2.7. Let dist : Fk × Fk → R be the normalised Hamming distance between two
Boolean functions, i.e.

dist(f1, f2) = 1
2k

∑
x∈Fk

2

1 − f1(x)f2(x)
2 .

2.2 Max-CSP
This section introduces Constraint Satisfaction Problems (CSP) and Max-CSP. The frame-
work we use is that CSPs are defined by predicates, which describe which kind of constraints
that can appear in the CSP.

▶ Definition 2.8. An m-ary predicate is a function ϕ ∈ Fm. The predicate is said to be
satisfied by x ∈ Fm

2 if ϕ(x) = −1. Otherwise x is said to violate ϕ. The set of x ∈ Fm
2 that

satisfies ϕ is denoted by Sat(ϕ).

Given a set of Boolean variables V and a m-ary predicate ϕ, a ϕ-constraint C is a tuple
((x1, b1), . . . , (xm, bm)) where xi ∈ V, i = [m], and bi ∈ F2, i ∈ [m], where all of the xi’s are
distinct. The constraint C is said to be satisfied if

ϕ(b1 + x1, . . . , bn + xm) = −1,

where + denotes the xor-operation. In other words, if bi = 1 then xi is negated.

▶ Definition 2.9. Given a m-ary predicate ϕ, an instance I of the Max-ϕ-CSP is a variable
set V and a distribution of ϕ-constraints over V . The Max-ϕ-CSP optimisation problem is;
given an instance I, find the assignment A : V → F2 that maximises the fraction of satisfied
constraints in I. The optimum is called the value of I.

The main Max-CSPs of interest in this paper are the Hadamard Hadk Max-CSP, and
Max-2Lin(2) and Max-3Lin(2). These have the following predicates.

▶ Definition 2.10. The 2Lin(2) predicate is the function f(x, y) = (−1)x+y+1. Similarly,
the 3Lin(2) predicate is the function f(x, y, z) = (−1)x+y+z+1.

▶ Definition 2.11. The Hadamard Hadk predicate for k ⩾ 2 is a (2k − 1)-ary predicate.
There is one input variable per non-empty subset S ⊆ [k]. The Hadk predicate is satisfied by
a binary input string {xS}∅ ̸=S⊆[k] if and only if there exists some β ⊆ [k] such that

χβ(S) = (−1)xS

for all non-empty subset S ⊆ [k]. I.e. the Hadk predicate is satisfied if and only if the input
string forms the truth table of a linear function.

▶ Remark 2.12. The 3Lin(2) predicate and the Had2 predicate are in fact identical. Thus
the family of Hadamard Max-CSPs can be seen as a natural generalisation of Max-3Lin(2).
▶ Remark 2.13. The set Sat(Hadk predicate) can be expressed using a 2k dimensional
Hadamard matrix. Let Mk be a 2k × (2k − 1) matrix, where the rows are index by subsets
β ⊆ [k] and the columns are indexed by non-empty subsets S ⊆ [k]. Let

(Mk)β,S =
{

0 if χβ(S) = 1,
1 if χβ(S) = −1.
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0 0 0 0 0 0 0
1 0 1 0 1 0 1
0 1 1 0 0 1 1
1 1 0 0 1 1 0
0 0 0 1 1 1 1
1 0 1 1 0 1 0
0 1 1 1 1 0 0
1 1 0 1 0 0 1


Figure 4 The matrix Mk for k = 3. It is an 8 × 7 matrix. Note that prepending a zero column

to Mk and switching 0/1 to 1/ − 1 would make it into a Hadamard matrix, which is symmetric.

The matrix Mk is the set Sat(Hadk predicate) expressed on the form of a matrix, with one
row per element. Note that Mk is almost the 2k-dimensional Hadamard matrix. Mk can be
made into the Hadamard matrix by prepending an all 0 column to it, and then switching
out 0/1 to 1/− 1. This connection between Sat(Hadk predicate) and Hadamard matrices is
one of the reasons as to why this Max-CSP is called the Hadamard Max-CSP. An example
of the matrix Mk can be found in Figure 4.

The Hadamard predicate has been shown to be a useless predicate. The concept of
useless predicates was first introduced in [3]. This property of Hadk was originally proven
by Austrin and Mossel using UGC [4], which relies on the fact that Sat(Hadk) admits a
balanced pairwise independent set. Later on Chan was able to show that Hadk is a useless
predicate without requiring UGC [6]. To state this result we first need two definitions.

▶ Definition 2.14. Given an instance I of an m-ary Max-CSP and an assignment A, let
D(A, I) denote the distribution of binary strings Fm

2 generated by sampling
((x1, b1), . . . , (xm, bm)) ∼ I and outputting the binary string ((A(x1)+b1), . . . , (A(xm)+bm)).

▶ Definition 2.15. The total variation distance dTV between two probability measures µ1
and µ2 over a finite set Ω is defined as

dTV(µ1, µ2) = 1
2
∑
ω∈Ω

|µ1(ω) − µ2(ω)|.

▶ Theorem 2.16 ([6]). For every ε > 0, it is NP-hard to distinguish between instances I of
the Hadk Max-CSP such that
Completeness There exists an assignment A such that

dTV(D(A, I), uniform({Sat}(Hadk predicate))) ⩽ ε.

Soundness For every assignment A,

dTV(D(A, I), uniform(F2k−1
2 )) ⩽ ε.

Here uniform(Sat(Hadk predicate)) denotes the uniform distribution over binary strings that
satisfy the Hadk predicate. Similarly, uniform(F2k−1

2 ) denotes the uniform distribution over
all binary strings of length 2k − 1.

▶ Remark 2.17. The uniform distribution on satisfiable instances in the completeness case is
a subtle detail. The result by [6] is not formulated like this. However, it is trivial to take the
instances constructed by Chan and modify them to make the completeness case be uniformly
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distributed over satisfied instances. The first time this was used was by [16]. However, this
detail turns out to not actually matter in the end since all of the gadgets that we construct
and all of the gadgets that Wiman construct are symmetric. So this uniform randomness
assumption is only there because of convenience, and is not actually used in the end.

2.3 The automated gadget framework

The “automated gadget” framework by Trevisan et al [15] describes how to construct optimal
gadgets when reducing from one predicate to another. Let us denote the starting predicate
as ϕ and the target predicate as ψ. A ϕ-to-ψ-gadget is a description for how to reduce a
ϕ-constraint to one or more ψ-constraints. As an example, let us take a gadget from 3SAT
to 2Lin(2). In this case the gadget describes a system of linear equations that both involve
the three original variables from the 3SAT constraint (called primary variables, denoted by
X) as well as new extra variables (called auxiliary variables, denoted by Y).

Gadgets have two important properties, called completeness and soundness. These
properties describe how closely the ψ-constraints are able to mimic the satisfiability of the
original ϕ-constraint. The completeness of a gadget is a value between 0 and 1 that describe
how many of the ψ-constraints that can be satisfied under the restriction that X satisfies the
original ϕ-constraint. In a similar fashion, the soundness of a gadget is a value between 0
and 1 that describes the case when X does not satisfy the original ϕ-constraint. When we
construct our gadgets, we fix the completeness of the gadget, and then we find the gadget
that minimises the soundness for this fixed completeness. A gadget that minimises the
soundness for a given completeness is referred to as an optimal gadget.

There is no a priori upper bound on how many auxiliary variables that a ϕ-to-ψ-gadget
can have. However, the “automated gadget” framework by Trevisan et al [15] proves that,
under some reasonable assumptions, the number of variables |X ∪ Y| in an optimal gadget
can be assumed to be at most 2| Sat(ϕ)|. Furthermore, if ψ allows the negations of variables,
then this number drops to 2| Sat(ϕ)|−1.

In the case of a Hadk-to-2Lin(2) gadget, the number of satisfying assignments of Hadk is
2k, and 2Lin(2) allow the negation of variables. This means that the total number of variables
in the gadget is 22k−1. Out of these, 2k − 1 variables are in X, and 22k−1 −

(
2k − 1

)
variables

are in Y. Furthermore, the “automated gadget” framework gives a natural way to index
these variables in terms of | Sat(Hadk)|-long bitstrings. According to the framework, each
primary variable should be indexed by a bitstring describing that variable’s assignment to
all of the satisfying assignments to Hadk, meaning a column in the matrix shown in Figure 4.
The auxiliary variables are indexed by the bitstrings that do not appear in the matrix.

Instead of using 2k-long bitstrings to index the variables, it is arguably more natural to
index the variables using functions in Fk

2 . These representations are equivalent since every
2k long bitstring can be interpreted as a truth table of a function in Fk, and vice versa. By
indexing the set of variables using functions in Fk, the set of primary variables are indexed
by linear functions {χα}∅⊂α⊆[k], and the negations of linear functions {−χα}∅⊂α⊆[k]. This
gives us the following description of a Hadk-to-2Lin(2) gadget.

▶ Definition 2.18. A Hadk-to-2Lin(2) gadget is given by a tuple (G,Xk,Yk), where G is a
probability distribution over

(Fk

2
)

where G(f1, f2) = 0 if f1 = −f2. Xk is the set of primary
variables and Yk is the set of auxiliary variables. The set of variables Xk ∪ Yk are indexed
by functions in Fk, meaning Xk ∪ Yk = {xf : f ∈ Fk}. A variable xf is a primary variable
if and only if f is a linear function or −f is a linear function.
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The reduction from a Hadk constraint Hadk

(
b{1} + y{1}, . . . , b[k] + y[k]

)
to 2Lin(2) is

given by the distribution formed by
1. Sampling (f1, f2) ∼ G,
2. Outputting the constraint T (f1) = T (f2) where

T (f) =


xf if xf ∈ Yk,

bα + yα if f = χα for some α ∈ Fk
2 ,

bα + yα + 1 if f = −χα for some α ∈ Fk
2 .

Let us now precisely define the soundness and completeness of a Hadk-to-2Lin(2) gadget
(G,Xk,Yk). From Theorem 2.16 it follows that the natural definition of soundness is to
uniformly at random assign the primary variables Xk to F2, and then assign the rest of the
variables in order to satisfy as many of the equations as possible.

▶ Definition 2.19. Given a set of Boolean variables X. Let F(X) denote the set of assignments
X → F2. Let Ffold(X) the set of all folded assignments, i.e. functions P : X → F2 such that
P (1 + x) = 1 + P (x)∀x ∈ X. Here 1 + x denotes the negation of the variable x.

▶ Definition 2.20. The soundness of G is defined as

s(G) = E
P ∈ Ffold(Xk)

max
A ∈ Ffold(Xk ∪ Yk),
A(x) = P (x), x ∈ Xk

val(A,G),

where

val(A,G) =
∑

(f1, f2) ∈
(Fk

2
) G(f1, f2)[A(xf1) = A(xf2)].

The completeness of G is defined using dictator cuts. A dictator cut δy of y ∈ Fk
2 is

an assignment where (−1)δy(xf ) = f(y). From Theorem 2.16 we see that that the natural
definition for completeness is the expectation over val(δy, G), where δy is a random dictator
cut.

▶ Definition 2.21. The completeness of G is defined as

c(G) = E
y ∈ Fk

2

val(δy, G) = 1 −
∑

(f1, f2) ∈
(Fk

2
) G(f1, f2) dist(f1, f2).

There is a result based on Theorem 2.16 that relates the soundness and completeness of
Hadk-to-2Lin(2) gadgets to NP-hardness results for Max-2Lin(2).

▶ Proposition 2.22 ([10, Proposition 2.17]). Given a Hadk-to-2Lin(2) gadget (G,Xk,Yk)
with s = s(G) and c = c(G), where c > s. Then for every sufficiently small ε > 0, it is
NP-hard to distinguish between instances I of Max-2Lin(2) such that

(Completeness) There exists an assignment that satisfies a fraction at least c− ε of the
constraints.

(Soundness) All assignments satisfy at most a fraction s+ ε of the constraints.

One particularly interesting case is the inapproximability of Min-2Lin(2)-deletion. From
UGC it follows that it is NP-hard to approximate Min-2Lin(2)-deletion within any constant
[14]. The following proposition from Håstad et al. [10] tells us that a Hadk-to-2Lin(2) gadget
reduction can never be used to show an inapproximability factor of Min-2Lin(2)-deletion
better than 2.54. This means that any NP-hardness result for Min-2Lin(2)-deletion shown
using a gadget reduction from Hadk-to-2Lin(2) cannot match results obtained by UGC.
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▶ Proposition 2.23 ([10, Proposition 2.29 and Theorem 6.1]). For any given Hadk-to-2Lin(2)
gadget (G,Xk,Yk). There exists a Hadk-to-2Lin(2) gadget (G̃,Xk,Yk) with completeness
1 − 2−k such that

1 − s(G)
1 − c(G) ⩽

1 − s(G̃)
1 − c(G̃)

,

and

1 − s(G̃)
1 − c(G̃)

⩽
1

1 − e−0.5 ≈ 2.54.

▶ Remark 2.24. A Hadk-to-2Lin(2) gadget having completeness 1 − 2−k implies that the
gadget only have positive weight edges of length 2−k. So far fewer edges are used compared
to the total number of possible edges.
▶ Remark 2.25. The upper limit of 2.54 shown by [10] is much more general than what is
stated here. In fact, they show that the bound of 2.54 holds for any gadget reduction from a
useless predicate ϕ such that Sat(ϕ) has a balanced pairwise independent subset.

3 Relaxed soundness and infinity relaxed soundness

The main difficulty when designing and analysing gadgets is that the soundness is difficult
to compute. In the case of a gadget reduction from Max-Hadk to Max-2Lin(2), computing
the soundness of the gadget involves solving an instance of Max-2Lin(2). For k ⩽ 3 this is
computationally feasible, since the Max-2Lin(2) instance is rather small, but for k ⩾ 4 the
instances can become so large that, even using a computer, it is practically impossible to
solve them.

To get around this issue, Wiman [16] proposed to relax the definition of the soundness
by not requiring that the assignment A of the auxiliary variables Yk is folded. Note
that the assignment A is still required to be folded on the primary variables Xk, meaning
A(xf ) = 1 +A(x−f )∀xf ∈ Xk. Removing the requirement that A is folded over Yk makes it
significantly easier to compute the soundness.

▶ Definition 3.1 ([16, Definition 3.3]). Wiman’s relaxed soundness

rs(G) = E
P ∈Ffold(Xk∪{x1,x−1})

max
A ∈ F(Xk ∪ Yk),
A(x) = P (x), x ∈ Xk ∪ {x1, x−1}

val(A,G),

where

val(A,G) =
∑

(f1, f2) ∈
(Fk

2
) G(f1, f2)[A(xf1) = A(xf2)].

This relaxation fundamentally changes the soundness computation from being a Max-2Lin(2)
problem to being an s-t Min-Cut problem. This is because the computation of 1 − rs(G)
for a fixed P is a minimisation problem where the goal is to minimise the number of times
that A(xf1) ̸= A(xf2), which makes it a s-t Min-Cut problem. According to the Max-Flow
Min-Cut Theorem, this also means that rs(G) can be computed by solving a Max-Flow
problem.

The conclusion from this is that 1 − rs(G) can be interpreted as the average max flow
on the fully connected 2k-dimensional hypercube, where the placement of sources and sinks
is randomly distributed over nodes labeled by affine functions. The sources correspond to
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primary variables xf where P (xf ) = 1 and the sink nodes correspond to primary variables
xf where P (xf ) = 0. The capacity of an edge {xf1 , xf2} in the fully connected hypercube is
given by G(f1, f2). Note that the sum over capacities in the graph is equals to 1.

There are some significant benefits to using the relaxed soundness. Firstly, it is significantly
simpler to solve a Max-Flow problem compared to a Max-2Lin(2) problem. The implication
from this is that it is computationally simple to compute the relaxed soundness of Had4-to-
2Lin(2) gadgets and even possible to compute relaxed soundness of Had5-to-2Lin(2) gadgets
if given enough computational resources. Furthermore, the relaxed soundness allows us to
analyse Hadk-to-2Lin(2) gadgets even in the case where k is very large. The disadvantage to
using relaxed soundness is that it is not guaranteed to be close to the true soundness.

3.1 Relaxed soundness described as an LP
Recall that 1 − rs(G) can be expressed as the average max flow on a fully connected 2k-
dimensional hypercube with randomised source/sink placements. This means that rs(G) can
be stated as an LP. One reason for why it is preferable to express this Max-Flow problem
as an LP is because it is possible to move the capacities (i.e. the “gadget variables”) of
the Max-Flow problem to the variable side of the LP. So the same LP can be used both to
calculate the the relaxed soundness of a specific gadget and to construct new gadgets.

One additional step we use in the formulation of this LP is to use a function g ∈ Fk to
describe the source/sink placement instead of using the assignment P . A node vχα , α ∈ Fk

2
is a sink node if g(α) = 1, and a source node if g(α) = −1. These two representations of
the source/sink placement are equivalent, but using a Boolean function g is more helpful for
understanding the symmetries of the LP, as done in Appendix C. The following is the LP
reformulation of the relaxed soundness rs(G).

▶ Definition 3.2. A flow w of a Hadk-to-2Lin(2) gadget (G,Xk,Yk) is a function F3
k → R⩾0.

The flow w is said to be feasible if and only if

w(f1, f2, g) + w(f2, f1, g) ⩽G(f1, f2) ∀f1, f2, g ∈ Fk, (1)
outw(f, g) = inw(f, g) ∀f, g ∈ Fk, dim(f) ⩾ 1. (2)

where outw(f, g) =
∑

f2∈Fk
w(f, f2, g) and inw(f, g) =

∑
f2∈Fk

w(f2, f, g). The value of w
for at a source/sink placement g ∈ Fk is defined as

valg(w) =
∑

α∈Fk
2

outw(g(α)χα, g) − inw(g(α)χα, g).

▶ Definition 3.3. The relaxed soundness LP for a Hadk-to-2Lin(2) gadget (G,Xk,Yk),
denoted by rsLP(G), is the following LP

rs(G) = 1 − max
w

Eg∈Fk
valg(w),

where the maximum is taken over feasible flows w of G.

▶ Remark 3.4. Recall that 1 − rs(G) is the average of 22k independent Max-Flow problems.
The different Max-Flow problems are indexed by the function g ∈ Fk, which describes the
placements of sinks and sources. The nodes in each Max-Flow problem are indexed by
functions in Fk. The sink nodes in the g-th Max-Flow problem are the nodes vg(α)χα

, α ∈ Fk
2 ,

and the source nodes are the nodes v−g(α)·χα
, α ∈ Fk

2 . The flow from vf1 → vf2 is w(f1, f2, g),
and the capacity of the undirected edge {vf1 , vf2} is G(f1, f2).
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▶ Remark 3.5. Note that it is possible to modify the rsLP(G) to include the capacities of
the graph (i.e. gadget G) as variables. The implications of this is that the optimisation
problem of finding a Hadk-to-2Lin(2) gadget with the maximum relaxed soundness for a
fixed completeness can also be expressed as an LP.
▶ Remark 3.6. Note that the rsLP(G) has roughly | Fk |3 = 23·2k variables. This is a very
large number, even for small values of k. So in order to be able to solve this LP, we have to
make use of the symmetries of the LP in order to reduce the number of variables.

3.2 Introduction of infinity relaxed soundness
One natural question is, how small can one make the relaxed soundness if we fix the
completeness of a Hadk-to-2Lin(2) gadget and let k → ∞? In practice, even just finding the
gadget minimising the relaxed soundness when k = 5 is a very daunting task, so cannot hope
to calculate this limit directly from the rsLP(G).

Our method to handle large values of k is to create a Hadk-to-2Lin(2) gadget for some
small value of k, for example k = 4, and then introduce the concept of embedding a Hadk-
to-2Lin(2) gadget G into a Hadk′-to-2Lin(2) gadget G′, where k′ > k. It is also possible to
embed the flow of the rsLP(G) onto the rsLP(G′). This embedding has the property that
the completeness and the soundness of both gadgets are the same.

The key insight is that by using multiple overlapping embeddings of G, we can improve
the soundness of G′ without affecting its completeness. Our argument for why multiple
overlapping embeddings improve the relaxed soundness is based on leaky flows. Note that the
leaks of a leaky flow have signs. This means that it is possible that overlapping embeddings
of leaky flows could become a feasible flow, since the overlap of the embeddings could cause
the signed leaks to sum to 0. We use this type of argument to show an upper bound on
rs(G′) based on a leaky flow solution to the rsLP(G).

The exact procedure for the embeddings is defined in Appendix C and analysed in detail
in Appendix D using second moment analysis. The conclusion from that analysis is that the
following relaxation of the rsLP(G), which we call the infinity relaxed soundness LP, denoted
by rs∞LP(G), has the following two important properties. Firstly, the solution of rs∞LP(G)
is a leaky flow of rsLP(G), and secondly, overlapping embeddings of this leaky flow tends to
a feasible flow of rsLP(G′) as k′ → ∞.

▶ Definition 3.7. A flow w̃ of a Hadk-to-2Lin(2) gadget (G,Xk,Yk) is said to be a infinity
relaxed flow if constraint (1) is satisfied and∑

g′

outw(f, g′) =
∑
g′

inw(f, g′) ∀g, f ∈ Fk : dim(f) ⩾ 1, (3)

where the sums are over functions g′ ∈ F ′
k such that g′|affine(f) = g|affine(f). The (signed)

leak at (f, g), where f, g ∈ Fk, dim(f) ⩾ 1, is defined as leakw̃(f, g) = inw(f, g) − outw(f, g).

▶ Definition 3.8. The infinity relaxed soundness of G, denoted by rs∞(G), is the solution to
the rs∞LP(G)

rs∞(G) = 1 − max
w̃

Eg∈Fk
valg(w̃),

where the maximum is taken over all infinity relaxed flows w̃ of G.

▶ Remark 3.9. The rs∞LP(G) is a constraint relaxation of the rsLP(G) where constraint
(2) has been relaxed to constraint (3). So a solution of the rs∞LP(G) is a leaky flow in the
rsLP(G).
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▶ Remark 3.10. Constraint (3) is used for a proof in Appendix D of Lemma D.5, which is a
2nd order moment analysis of the overlap of leaks from random embeddings. In the proof,
constraint (3) is used to show that if w is an infinity relaxed flow then ∀g, f ∈ Fk, dim(f) ⩾ 1 :∑

g′ leakw(f, g′) = 0, where the sum is over g′ ∈ Fk such that g′|affine(f) = g|affine(f).

The following lemma describes a relationship between the rsLP(G) and the rs∞LP(G).
This is the key Lemma, which is proven in Appendix D.

▶ Lemma 3.11. Let (G,Xk,Yk) be a Hadk-to-2Lin(2) gadget. For any ε > 0 there exists
a Hadk′-to-2Lin(2) gadget (G′,Xk′ ,Yk′) for some k′ > k such that c(G) = c(G′) and
rs(G′) ⩽ rs∞(G) + ε.

From this Lemma, it follows that rs∞(G)+ε is the upper bound of rs(G′) for some gadget
G′, which in turn is an upper bound of s(G′). This means that the NP-hardness result of
Max-2Lin(2) stated in Proposition 2.22 for rs(G) also holds for rs∞(G).This gives us our
main result.

▶ Theorem 3.12. Let (G,Xk,Yk) be a Hadk-to-2Lin(2) gadget with s = rs∞(G) and c = c(G),
where c > s. Then for every sufficiently small ε > 0, it is NP-hard to distinguish between
instances of Max-2Lin(2) such that
Completeness There exists an assignment that satisfies a fraction at least c − ε of the

constraints.
Soundness All assignments satisfy at most a fraction s+ ε of the constraints.

4 Numerical results

This section contains a presentation of constructed Hadk-to-2Lin(2) gadgets. Recall that
there are three different ways to measure the soundness of a Hadk-to-2Lin(2) gadget. There
is the true soundness of a gadget, which can be used to show NP-hardness results for Max-
2Lin(2), see Proposition 2.22. Then there is the relaxed soundness, denoted by rs. This is an
upper bound of the true soundness, see Proposition B.1. Finally there is the infinity relaxed
soundness, denoted by rs∞, which according to our main result, Theorem 3.12, also imply
NP-hardness results for Max-2Lin(2).

We compute gadgets for k = 2, 3, 4, optimised either for rs or rs∞. The short rundown of
the process of constructing a gadget is to first decide on the completeness of the gadget, and
then call an LP-solver to find the gadget with that completeness that either minimises rs or
rs∞, depending on which measure of soundness we want to optimise the gadget for.

4.1 Edges used/unused in constructed gadgets

The capacity G of a Hadk-to-2Lin(2) gadget (G,Xk,Yk) is a probability distribution over
(undirected) edges. Every gadget that we construct is symmetrical under the mappings of
Mk→k, so edges from the same edge orbit share the same capacity. Tables 7–9 in Appendix
F list all edge orbits that have non-zero weight in at least one of our constructed gadgets
for k = 2, 3, 4. Note that as discussed in Appendix E.2.1, in the case of k = 4 it is possible
that the gadgets we construct are sub-optimal if c < 1 − 2−k. This means that it is possible
that the Table for k = 4, Table 9, could look slightly different had we constructed optimal
gadgets.
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Table 1 The curve s(c) as shown in Figure 1. The values of s(c) in this table are rounded up to
4 decimals. This table has the same format as the table describing the GapSDP(c) curve, found in
Appendix E of [14].

c s(c) c s(c) c s(c) c s(c) c s(c)
0.500 0.5000 0.600 0.5750 0.700 0.6500 0.800 0.7343 0.900 0.8516
0.505 0.5038 0.605 0.5788 0.705 0.6538 0.805 0.7390 0.905 0.8586
0.510 0.5075 0.610 0.5825 0.710 0.6575 0.810 0.7437 0.910 0.8661
0.515 0.5113 0.615 0.5863 0.715 0.6613 0.815 0.7485 0.915 0.8735
0.520 0.5150 0.620 0.5900 0.720 0.6650 0.820 0.7535 0.920 0.8809
0.525 0.5188 0.625 0.5938 0.725 0.6688 0.825 0.7588 0.925 0.8884
0.530 0.5225 0.630 0.5975 0.730 0.6725 0.830 0.7642 0.930 0.8958
0.535 0.5263 0.635 0.6013 0.735 0.6763 0.835 0.7696 0.935 0.9032
0.540 0.5300 0.640 0.6050 0.740 0.6800 0.840 0.7752 0.940 0.9107
0.545 0.5338 0.645 0.6088 0.745 0.6838 0.845 0.7809 0.945 0.9181
0.550 0.5375 0.650 0.6125 0.750 0.6875 0.850 0.7868 0.950 0.9256
0.555 0.5413 0.655 0.6163 0.755 0.6922 0.855 0.7927 0.955 0.9330
0.560 0.5450 0.660 0.6200 0.760 0.6969 0.860 0.7988 0.960 0.9405
0.565 0.5488 0.665 0.6238 0.765 0.7016 0.865 0.8050 0.965 0.9479
0.570 0.5525 0.670 0.6275 0.770 0.7063 0.870 0.8115 0.970 0.9554
0.575 0.5563 0.675 0.6313 0.775 0.7109 0.875 0.8181 0.975 0.9628
0.580 0.5600 0.680 0.6350 0.780 0.7156 0.880 0.8247 0.980 0.9703
0.585 0.5638 0.685 0.6388 0.785 0.7203 0.885 0.8313 0.985 0.9777
0.590 0.5675 0.690 0.6425 0.790 0.7250 0.890 0.8380 0.990 0.9852
0.595 0.5713 0.695 0.6463 0.795 0.7297 0.895 0.8448 0.995 0.9926

4.2 Lists and plots of gadgets

Figures 5, 6 and 7 show Hadk-to-2Lin(2) gadgets with completeness on the x-axis, and either
maximal 1−rs(G)

1−c(G) or maximal 1−rs∞(G)
1−c(G) on the y-axis. To create this plot, we construct

one gadget for each completeness value from 0.5 to 1 − 2−k (inclusive), with a spacing of
2−9. The curve is constructed using interpolation by taking convex combinations of pairs of
neighbouring gadgets.

4.2.1 The curve s(c)

The curve s(c) describes the infinity relaxed soundness of Had4-to-2Lin(2) gadgets as a
function of completeness, shown as the upper curve in Figure 7, as well as in Figures 1, 2 and
3. The data for this curve can be found in Table 1. It has the following formal definition.

▶ Definition 4.1. The curve s(c) : [0.5, 1] → [0.5, 1], k = 4, is for c ∈ [0.5, 1 − 2−k] defined
as the solution to the restricted compressed rs∞LP. For c ⩾ 1 − 2−k the curve is defined as
s(c) = 1 + 2k(s(1 − 2−k) − 1)(1 − c), meaning 1−s(c)

1−c is constant for all c ⩾ 1 − 2−k.

Proof of Theorem 1.1. For c ∈ [0.5, 1 − 2−k], the NP-hardness result follows directly from
Theorem 3.12 since the solution of the restricted compressed rs∞LP(G) is an upper bound
of the (non-restricted) rs∞LP(G). For c ⩾ 1 − 2−k the NP-hardness result follows from
taking the convex combination of (c, s) = (1 − 2−k, s(1 − 2−k)) and (c, s) = (1, 1). Since it is
possible to create a hard instance by taking the convex combination of two hard instances
using separate variables. ◀
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Figure 5 This plot shows two types of Had2-to-2Lin(2) gadgets. The filled curve describes the
minimisation of rs and the striped curve describes the minimisation of rs∞. The completeness value
is on the x-axis, and either 1−rs(G)

1−c(G) or 1−rs∞(G)
1−c(G) on the y-axis. In this particular case, the case of

k = 2, it turns out that these two curves are identical.
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Figure 6 This plot shows two types of Had3-to-2Lin(2) gadgets. The filled curve describes the
minimisation of rs and the striped curve describes the minimisation of rs∞. The completeness value
is on the x-axis, and either 1−rs(G)

1−c(G) or 1−rs∞(G)
1−c(G) on the y-axis.
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Figure 7 This plot shows two types of Had4-to-2Lin(2) gadgets. The filled curve describes the
minimisation of rs and the striped curve describes the minimisation of rs∞. The completeness value
is on the x-axis, and either 1−rs(G)

1−c(G) or 1−rs∞(G)
1−c(G) on the y-axis. The top part of both of these curves

are perfectly flat, which is not the case in Figure 5 and Figure 6. The gadgets that mark the point
where the curves become flat can be found in Tables 2 and 3, and are marked by crosses in the plot.
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Table 2 The Had4-to-2Lin(2) gadget G with minimal completeness among those that min-
imise 1−rs(G)

1−c(G) . The completeness of G is c(G) = 9939/10768 and relaxed soundness is rs(G) =
2623643487/2955083776. The right most column tells how much of the total capacity is contained in
each edge orbit. This column sums up to 100%.

f1 f2 length G(f1, f2) % of total
1100000000000000 1110000000000000 1 5461/969636864 30.3
1110000000000000 1111000000000000 1 17007/1616061440 18.9
1110000000000000 1110100000000000 1 437/404015360 23.2
1110100000000000 1110100010000000 1 19/92346368 4.4
0000000000000000 1100000000000000 2 13/215360 23.2

Table 3 The Had4-to-2Lin(2) gadget G with minimal completeness among those that minimise
1−rs∞(G)

1−c(G) . The completeness of G is c(G) = 590174949/639271832 and the infinity relaxed soundness
is rs∞(G) = 141533171/159817958. The right most column tells how much of the total capacity is
contained in each edge orbit. This column sums up to 100%.

f1 f2 length G(f1, f2) % of total
1100000000000000 1110000000000000 1 4899/799089790 33.0
1110000000000000 1111000000000000 1 11843/799089790 26.5
1110000000000000 1110100000000000 1 1427/1917815496 16.0
1110100000000000 1110100010000000 1 1427/19178154960 1.60
0000000000000000 1100000000000000 2 6094929/102283493120 22.9

4.3 Notable gadgets
There are two gadgets that are of particular interest. These are the gadgets with minimal
completeness among those that maximises either 1−rs(G)

1−c(G) or 1−rs∞(G)
1−c(G) . These gadgets are

marked by crosses in Figure 7. The gadget with minimal completeness that maximises
1−rs(G)
1−c(G) can be found in Table 2. The gadget with minimal completeness that maximises
1−rs∞(G)

1−c(G) can be found in Table 3, and is also marked by a cross on the curve s(c) in Figures
1-3. The method used to construct such minimal completeness gadgets is slightly different
compared to the construction of gadgets with fixed completeness. Propositions 2.23 and B.1
guarantees that gadgets with completeness 1 − 2−k can be used to maximise 1−rs(G)

1−c(G) and
1−rs∞(G)

1−c(G) . This means that the maximum values of 1−rs(G)
1−c(G) and 1−rs∞(G)

1−c(G) can be computed
by fixing the completeness to c(G) = 1 − 2−k. Using these maximums, it is possible to
slightly modify the objective of the LP such that its solution is the gadget with minimal
completeness that maximises either 1−rs(G)

1−c(G) or 1−rs∞(G)
1−c(G) .

5 Conclusions

In this work, we have introduced a procedure called lifting for taking a Hadk-to-2Lin(2)
gadget for a fixed k and using that gadget to construct better and better Hadk′-to-2Lin(2)
gadgets, as k′ tends to infinity. In order to be able to analyse this, both numerically and
analytically, we made use of a relaxation of the (true) soundness, first introduced by Wiman
[16] in their analysis of the Had4-to-2Lin(2) gadget. This procedure allowed us to show new
inapproximability results of Max-2Lin(2), and most notably using k = 4, we have shown that
Min-2Lin(2)-deletion has an inapproximability factor of 73139148

49096883 ≈ 1.48969.
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Some open problems still remain. The most obvious one is that it is likely within reach
to carry out the analysis we did for k = 4 also for k = 5. The main bottleneck is to find
or write a very efficient LP solver that is able to handle large instances and give consistent
and stable results. The solvers available to us were not quite able to get trustworthy results.
This being said, without substantial new ideas we do not see how to attack the k = 6 case.

Another open problem is to understand the best possible gadget reduction from Hadk-
to-2Lin(2) as k → ∞. More specifically, which is the best possible inapproximability factor
of Min-2Lin(2)-deletion attainable using such a gadget reduction? We were able to show
an inapproximability factor of 73139148

49096883 ≈ 1.48969 using relaxed soundness. We have also
shown that by using relaxed soundness, it is impossible to go above 2 (see Proposition B.1).
Furthermore, it is known from a previous work [10, Theorem 6.1] that by using (non-relaxed)
soundness, 1

1−e−0.5 ≈ 2.54 is an upper bound. This leaves us with a fairly large gap. So it
would be of interest to close this gap.

In comparison, by assuming the Unique Games Conjecture (UGC), it is possible to show
that the inapproximability factor of Min-2Lin(2)-deletion can be made arbitrarily large. The
main open problem here is to show this without assuming UGC. This however, is not possible
to do using a gadget reduction from Hadk-to-2Lin(2), and would instead require a completely
new approach.

Finally, as a concluding remark, it would be interesting to see if our ideas of lifting small
gadgets and analysing them using a relaxed version of the (true) soundness, could be used in
other applications. Maybe there are other gadgets out there that could be improved using a
similar procedure?
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A Max-Flow and symmetries

This section introduces the concepts of feasible flows and leaky flows, and show how to make
use symmetries in a graph to more efficiently solve the Max-Flow problem. These Max-Flow
techniques and concepts are used during the construction of gadgets. These techniques are
very general, and become easier to explain without involving the intricacies of gadgets. Let
us start by defining the Max-Flow problem as an LP.

▶ Definition A.1. A flow graph is a tuple G = (V,C, S, T ), where C(u, v) = C(v, u) ⩾ 0 is
the capacity of edge (u, v) ∈ V × V , and S ⊂ V is a set of sources and T ⊂ V is a set of
sinks, and S ∩ T = ∅.

▶ Definition A.2. A flow w of a flow graph G = (V,C, S, T ) is a function V × V → R⩾0.
The flow w is said to be feasible if and only if

w(v, u) + w(u, v) ⩽ C(u, v) ∀v, u ∈ V, (4)
outw(v) = inw(v) ∀v ∈ V \ (S ∪ T ). (5)

where

outw(v) =
∑
u∈V

w(v, u),

inw(v) =
∑
u∈V

w(u, v).

The value of a flow is defined as

val(w) =
∑
s∈S

outw(s) − inw(s).

https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2015.341
https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2015.341
https://doi.org/10.1109/FOCS.2004.49
https://doi.org/10.1145/509907.510017
https://doi.org/10.1109/FOCS.2018.00062
https://doi.org/10.1145/1374376.1374425
https://doi.org/10.1109/SFCS.1996.548521


B. Martinsson 11:23

The value of the maximum flow of a flow graph G is denoted by max_flow(G).

A.1 Feasible flows and leaky flows
When solving a Max-Flow problem we normally require the flow to be conserved (constraint
(5) above), meaning that the incoming flow into a node is equal to the outgoing flow. This is
the definition of a feasible flow. However, to find an approximate solution to a Max-Flow
problem, it can be helpful to relax the conservation of flows constraint, allowing for “leaks”.
A flow that does not fulfil the conservation of flow constraint is called a leaky flow. This
section aims to analyse the relation between leaky flows and feasible flows, with the goal of
showing that if the leaks of a leaky flow are small, then there is a feasible flow with almost
the same value as the leaky flow.

▶ Definition A.3. A flow w̃ is said to be a leaky flow if constraint (4) is satisfied. The
(signed) leak at node v be defined as leakw̃(v) = inw̃(v) − outw̃(v) for v ∈ V \ (S ∪ T ).

▶ Remark A.4. Note that a leaky flow w̃ is also a feasible flow if and only if leakw̃(v) = 0 for
all v ∈ V \ (S ∪ T ).

The following theorem tells us that if the sum of absolute values of the leaks are small,
then there is a feasible flow having almost the same value as the leaky flow. The implications
from this is that we can use leaky flows to get an approximation of the true Max-Flow.

▶ Theorem A.5. Given a leaky flow w̃ of a flow graph G = (V,C, S, T ), there exists a feasible
flow w of G such that

val(w) ⩾ val(w̃) −
∑

v∈V \(S∪T )

| leakw̃(v)|.

Proof. Create a new graph G̃ = (V ∪{s̃, t̃}, C̃, S∪{s̃}, T ∪{t̃}) with an additional new source
node s̃ and sink node t̃. We construct C̃ using C. Firstly let C̃(u, v) = C(u, v) for all nodes
u, v ∈ V . Secondly, for every v ∈ V \ (S∪T ) such that leakw′(v) > 0, let C̃(u, t̃) = leakw′(v),
and for every v ∈ V \ (S ∪ T ) such that leakw′(v) < 0 let C̃(u, s̃) = − leakw̃(v). Finally let
C̃ be 0 in all other cases.

Note that for this new graph G̃, the leaky flow w̃ can be extended into a feasible flow
since all of the leaks can be routed to either s̃ or t̃ depending on the sign of the leakage.
Furthermore, if we can show that

max_flow(G̃) ⩽ max_flow(G) +
∑

v∈V \(S∪T )

| leakw̃(v)|, (6)

then that would imply the the Theorem.
To show (6) we use the Max-Flow Min-Cut Theorem. Note that any S-T cut in G̃ has a

corresponding S-T cut in G and vice versa since G and G̃ share the same non-source/sink
nodes. Additionally, note that the value of a S-T cut in G̃ can be bounded from above by
the value of the corresponding cut in G plus the extra capacities in G̃. The conclusion from
this is that

max_flow(G̃) = min_cut(G̃)

⩽ min_cut(G) +
∑

v∈V \(S∪T )

| leakw̃(v)|

= max_flow(G) +
∑

v∈V \(S∪T )

| leakw̃(v)|. ◀
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A.2 Symmetries of Max-Flow graphs
If a flow graph G = (V,C, S, T ) has some kind of symmetry, then we can use them to more
efficiently solve the Max-Flow problem. In our setting, the symmetries are described by a
group H acting on V with the property that the capacities are invariant under the group
action, meaning C(u, v) = C(h · u, h · v) for all h ∈ H and u, v ∈ V . Here h · u denotes the
group action of h on u.

▶ Definition A.6. Given a flow graph G = (V,C, S, T ) and a group H acting on V , then H

is said to be a symmetry group of G if and only if ∀h ∈ H:
1. h · s ∈ S ∀s ∈ S,
2. h · t ∈ T ∀t ∈ T ,
3. C(u, v) = C(h · u, h · v)∀h ∈ H and ∀u, v ∈ V .

Using G and the group H acting on V , we can create a new flow graph where the set of
vertices is the quotient space V/H . This “compresses” the graph G into one vertex per orbit.
Let the capacities between two orbits A,B ∈ V/H be the sum capacities over all pairs in
A×B.

▶ Definition A.7. Given a flow graph G = (V,C, S, T )and a symmetry group H of G. Let
the quotient flow graph G/H = (V/H,C/H, S/H, T/H) where V/H is the set of all orbits of
V under the action of H, and similarly S/H is the set of orbits of S and T/H is the set of
orbits of T . Let C/H be defined as a function V/H × V/H → R such that

(C/H)(A,B) =
∑
u∈A

∑
v∈B

C(u, v)

for all A,B ∈ V/H.

What remains to show is that the original graph G and the compressed graph G/H has
the same Max-Flow.

▶ Theorem A.8. Given a flow graph G = (V,C, S, T )and a symmetry group H of G. Then
max_flow(G) = max_flow(G/H).

Proof. First let us show that max_flow(G) ⩽ max_flow(G/H). Let w be the max-flow of
G. Now define w/H as a function from V/H × V/H → R such that

(w/H)(A,B) =
∑
a∈A

∑
b∈B

w(a, b).

What remains to show is that that w/H is a feasible flow of G/H and that val(w) = val(w/G)
since those two properties would imply that max_flow(G) ⩽ max_flow(G/H). Firstly, note
that w/H fulfills (4) and (5) from Definition A.2 for the graph G/H since the constraints
are linear. For example take constraint (4),

(w/H)(A,B) + (w/H)(B,A) =
∑
a∈A

∑
b∈B

w(a, b) + w(b, a)

⩽
∑
a∈A

∑
b∈B

C(a, b)

= (C/H)(A,B).
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So w/H is a feasible flow of G/H . Secondly note that the value of w is the same as the value
of w/H since

val(w/H) =
∑

A∈S/H

outw/H(A) − inw/H(A)

=
∑

A∈S/H

∑
s∈A

outw(s) − inw(s)

=
∑
s∈S

outw(s) − inw(s)

= val(w).

It remains to show that max_flow(G) ⩾ max_flow(G/H). Let w′ be a max-flow of G/H.
Now define w : V × V → R such that

w(a, b) = w′(H · a,H · b) C(a, b)
(C/H)(H · a,H · b)

where a, b ∈ V and H · a is the orbit of a and H · b is the orbit of b. What remains to show
is that w(a, b) is a feasible flow of G and that the value of w is the same as the value of w′.
Firstly, note that w/H fulfill constraints (4) and (5) from Definition A.2 for the graph G

since the constraints are linear. For example take constraint (4),

w(a, b) + w(b, a) = (w′(H · a,H · b) + w′(H · b,H · a)) C(a, b)
(C/H)(H · a,H · b)

⩽ (C/H)(H · a,H · b) C(a, b)
(C/H)(H · a,H · b)

= C(a, b).

Secondly note that the value of w is the same as w′ since

val(w′) =
∑

A∈S/H

outw′(A) − inw′(A)

=
∑

A∈S/H

∑
B∈V/H

w′(A,B) − w′(B,A)

=
∑

A∈S/H

∑
B∈V/H

(w′(A,B) − w′(B,A))
(∑

a∈A

∑
b∈B

C(a, b)
(C/H)(A,B)

)

=
∑

A∈S/H

∑
B∈V/H

∑
a∈A

∑
b∈B

(w′(A,B) − w′(B,A)) C(a, b)
(C/H)(A,B)

=
∑

A∈S/H

∑
B∈V/H

∑
a∈A

∑
b∈B

w(a, b) − w(b, a)

=
∑
a∈S

∑
b∈V

w(a, b) − w(b, a)

=
∑
a∈S

outw(a) − inw(a)

= val(w).

So w is a feasible flow of G and val(w) = val(w′), so max_flow(G) ⩾ max_flow(G/H). ◀
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B Properties of relaxed soundness

The relaxed soundness share many similarities with the (true) soundness. One example is the
following Proposition, which is an analogue to Proposition 2.23 but for relaxed soundness.

▶ Proposition B.1. For any Hadk-to-2Lin(2) gadget (G,Xk,Yk)

(a)

s(G) ⩽ rs(G).

(b) There exists a Hadk-to-2Lin(2) gadget (G̃,Xk,Yk) with completeness 1 − 2−k such that

1 − rs(G)
1 − c(G) ⩽

1 − rs(G̃)
1 − c(G̃)

,

(c) and for any Hadk-to-2Lin(2) gadget (G̃,Xk,Yk) with completeness 1 − 2−k

1 − rs(G̃)
1 − c(G̃)

⩽ 2.

Proof.
(a) Note that interpreting x1 and x−1 as being primary variables do not affect soundness,

i.e.

s(G) = E
P ∈Ffold (Xk∪{x1,x−1})

max
A ∈ Ffold (Xk ∪ Yk),
A(x) = P (x), x ∈ Xk ∪ {x1, x−1}

val(A,G). (7)

The reason for this is that there exists a degree of freedom in the choice of A since for
any A, val(A,G) = val(1 + A,G). This means for example that we can add one extra
constraint like A(x1) = 1 + A(x−1) = 1 to the definition of s(G) without affecting its
value.
Comparing (7) and the definition of relaxed soundness, we can clearly see that s(G) ⩽ rs(G)
since the relaxed soundness is a less constrained maximisation problem compared to the
right hand side of (7).

(b) This proof is analogous to the proof of [10, Proposition 2.29]. Note that by definition
1 − c(G̃) is the average length of edges (f1, f2) of the gadget G̃, weighted by G̃(f1, f2).
For G̃ to have completeness 1 − 2−k, the edges in G̃ need to have an average length of
2−k. Since there are no edges shorter than 2−k, G̃ can only put non-zero capacity on
edges of length exactly 2−k.
Construct G̃ using the following procedure. Start with G. Split up each edge (f1, f2) in
G into an arbitrary path starting at f1, ending at f2, with edges of length 2−k, where
the sum of lengths of edges in the path should be equal to the length of the original edge
(f1, f2). Remove the capacity of edge (f1, f2) and give each edge in the path the same
capacity as the capacity of the original edge (f1, f2). This will increase the total capacity
of the graph by a factor of (1 − c(G))/2k. As a final step, normalize the capacity by
dividing the capacity of all edges by (1 − c(G))/2k. Let the resulting graph be G̃. Note
that G̃ is a Hadk-to-2Lin(2) consisting only of edges of length 2−k, so its completeness is
1 − 2−k.
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Recall that 1 − rs(G) can be interpreted as the expected value of a Max-Flow problem
on a fully connected 2k-dimensional hypercube, where the placements of sources and
sinks have been randomised. Note that any feasible flow ω of G, when scaled down
by a factor of (1 − c(G))/2−k, corresponds to a feasible flow of G̃. This implies that
(1 − rs(G)) ⩽ (1 − rs(G̃))(1 − c(G))/2−k.
The conclusion from this is that

1 − rs(G̃)
1 − c(G̃)

= 1 − rs(G̃)
2−k

⩾
1 − rs(G)
1 − c(G) .

(c) Let G̃ be the gadget from b). Recall that 1 − rs(G̃) can be interpreted as the expected
value of a Max-Flow problem on a fully connected 2k-dimensional hypercube, where the
placements of sources and sinks have been randomised. The capacities of this flow graph
sum to 1.
Note that the sources and sinks correspond to affine functions, which have a normalised
Hamming distance of at least 1/2. Furthermore, since all edges in G̃ has length 2−k, any
path in G̃ between a source and a sink must contain at least 2k−1 edges.
For any flow graph, if all paths between sources and sinks contain at least 2k−1 edges,
and the sum of capacity over all edges in the graph is 1, then the maximum flow is at
most 21−k. So 1 − rs(G̃) ⩽ 21−k, which implies that

1 − rs(G̃)
1 − c(G̃)

⩽
21−k

2−k
= 2. ◀

▶ Remark B.2. Since the relaxed soundness is an upper bound of the true soundness, it
follows that the NP-hardness result of Max-2Lin(2) as stated in Proposition 2.22 also holds
for s = rs(G).

C Affine maps and lifts

Recall that the rsLP(G) can be interpreted as the expected value of a Max-Flow problem
with a randomised source/sink placement over a fully connected 2k-dimensional hypercube,
where the nodes are indexed by Boolean functions f ∈ Fk. The source/sink nodes are
indexed by affine Boolean functions. In order to be able to describe the symmetries of these
graphs, we want to study mappings M : Fk → Fk with the following properties:
1. Source and sink nodes map to source and sink nodes, i.e. if f is an affine function then

M(f) is also an affine function.
2. The length of all edges {vf1 , vf2} are preserved by the mapping, i.e. dist(M(f1),M(f2)) =

dist(f1, f2).
There is a natural choice of mappings from Fk → Fk for which Property 1 and 2 hold.
Additionally as a bonus, the same natural choice of mappings can also be extended to
construct mappings from Fk → Fk′ , k ⩽ k′, and still have that both Property 1 and 2
hold. This can then be used to embed the 2k-dimensional hypercube in the 2k′ -dimensional
hypercube.

▶ Definition C.1. Let MA,b,β,c : Fk → Fk′ be defined as

MA,b,β,c(f)(y) = f(Ay + b)(−1)cχβ(y),

where k, k′ ∈ Z>0, k ⩽ k′, y ∈ F2
k′ , A ∈ F2

k×k′ is a full rank matrix, b ∈ Fk
2, c ∈ F2 and

β ∈ F2
k′ . Let Mk→k′ denote the set of all maps MA,b,β,c from Fk → Fk′ . For convenience,

we often denote MA,b,β,c by M , where the A, b, β, c are all implicit.
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Since these mappings are reminiscent of affine maps from linear algebra, we call them
affine maps. However, they are not affine maps in the classical sense.

The function M(f) ∈ Fk′ is called the M -lift of f . It is not hard to see that the M -lift of
an affine function is an affine function. More generally, M -lifts always preserve the dimension
of Boolean functions.

▶ Proposition C.2. Given f ∈ Fk and M ∈ Mk→k′ , k ⩽ k′, then dim(M(f)) = dim(f).

Proof. It follows from a direct calculation that

MA,b,β,c(f)(y) = (−1)c
∑

α∈{0,1}k

χAT α+β(y)f̂αχb(α).

This shows that the affine mapping M moves affine(f) to affine(M(f)) = {ATα + β : α ∈
affine(f)}. Furthermore, since A is a full rank matrix, dim(f) = dim(M(f)). ◀

Affine maps also preserve the (normalised Hamming) distance of affine functions.

▶ Proposition C.3. Given f1, f2 ∈ Fk and M ∈ Mk→k′ , k ⩽ k′, then dist(M(f1),M(f2)) =
dist(f1, f2).

Proof. Let M = MA,b,β,c. Note that dist(M(f1),M(f2)) only depends on A and b since

dist(M(f1),M(f2)) = 1
2k′

∑
y∈F2k′

1 −M(f1)(y)M(f2)(y)
2

= 1
2k′

∑
y∈F2k′

1 − f1(Ay + b)f2(Ay + b)
2 .

Furthermore, since A is a full rank k × k′ Boolean matrix, the kernel of A has dimension
k′ − k and size 2k′−k, so∑

y∈{0,1}k′

f1(Ay + b)f2(Ay + b) = 2k′−k
∑

x∈{0,1}k

f1(x)f2(x).

This shows that dist(M(f1),M(f2)) = dist(f1, f2). ◀

The last notable property of the affine maps is that they form a group under composition.
This property is needed to be able to apply the techniques from Appendix A.2 to the rsLP(G)
and to the rs∞LP(G) in order to “compress” them.

▶ Proposition C.4. Mk→k under composition forms a group.

Proof. The composition of two affine maps MA′,b′,β′,c′◦MA,b,β,c, is an affine mapMA′′,b′′,β′′,c′′ ,
where

A′′ = AA′,

b′′ = Ab′ + b,

β′′ = (A′)Tβ + β′,

c′′ = (b′, β) + c′ + c.
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Furthermore, the left and right inverse of an affine map MA,b,β,c is given by MA′,b′,β′,c′ where

A′ = A−1,

b′ = A−1b,

β′ = (A−1)Tβ,

c′ = c+ (A−1b, β).

This shows that Mk→k forms a group under composition. ◀

C.1 M -lifts of sink and sources
Recall that the source/sink placements of the rsLP(G) and the rs∞LP(G) are described
using a Boolean function g ∈ Fk,

g(α) =
{

1 iff vχα
is a sink,

−1 iff vχα is a source.

Note that M -lifts move the sink and source nodes. If k = k′, then the M -lift permutes the
sink and source nodes. If k < k′, then the M -lift “lifts” the sink and source nodes onto a
higher dimensional hypercube. This means that there exists multiple different source/sink
placements g′ ∈ Fk′ that all match the lifted positions of the sinks and sources. The condition
for when an M -lift of a source/sink placement g ∈ Fk is described by a source/sink placement
g′ ∈ Fk′ is given by the following proposition.

▶ Proposition C.5. An M -lift will map sink nodes in Fk onto sink nodes of Fk′ and source
nodes in Fk onto source nodes in Fk′ if and only if

MAT ,β,b,c(g′) = g.

Proof.
Note that the MA,b,β,c-lift of χα is MA,b,β,c(χα) = χAT α+β(x)(−1)cχb(α). Using the

source/sink placement g′ we can tell whether a node vχα
is lifted onto a sink node or a source

node,

g′(ATα+ β)(−1)cχb(α) =
{

1 iff vMA,b,β,c(χα) is a sink according to g′,

−1 iff vMA,b,β,c(χα) is a source according to g′.

This implies that the sufficient and necessary condition to make all sinks in Fk to be
MA,b,β,c-lifted to sinks in Fk′ and all sources in Fk to be MA,b,β,c-lifted to sources in Fk′ , is
that

g(α) = g′(ATα+ β)(−1)cχb(α)

for all α ∈ Fk
2 . This is identical to requiring that MAT ,β,b,c(g′) = g. ◀

▶ Definition C.6. The operator MAT ,β,b,c is denoted by M#
A,b,β,c.

C.2 Lifting gadgets and flows
It is possible to extend the definition of M -lifting to Hadk-to-2Lin(2) gadgets G by defining
M ·G as

(M ·G)(f ′
1, f

′
2) =

∑
f1 ∈ M−1(f ′

1),
f2 ∈ M−1(f ′

2)

G(f1, f2).
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This moves the capacity G(f1, f2) of edge {vf1 , vf2} onto edge {vM(f1), vM(f2)}. Furthermore,
let the full k → k′ lift of G be defined as the average of all possible M -lifts, i.e.

liftk→k′(G) = 1
| Mk→k′ |

∑
M∈Mk→k′

(M ·G).

Completely analogue to the definition of M -lifts of gadgets, let the M -lift of a flow w of the
rs(G) LP be defined as

(M · w)(f ′
1, f

′
2, g

′) =
∑

f1 ∈ M−1(f ′
1),

f2 ∈ M−1(f ′
2)

w(f1, f2,M
#(g′)),

and let the full k → k′ lift of w be defined as

liftk→k′(w) = 1
| Mk→k′ |

∑
M∈Mk→k′

(M · w).

By connecting these two concepts of lifting gadgets and flows, we can show the following
proposition.

▶ Proposition C.7. The full lift of G is a Hadk-to-2Lin(2) gadget G′ where c(G′) = c(G)
and rs(G′) ⩽ rs(G).

Proof. Let w be a feasible flow of G and let w′ = liftk→k′(w). Note that w′ is a feasible flow
of G′ since the capacity of G is lifted together with the flow w. So constraints (1) and (2)
are satisfied by w′. Additionally,

Eg∈Fk
valg(w) = Eg′∈Fk′ valg′(w′).

since any lift preserves the amount of flow going in and out of sink nodes and source nodes. ◀

The final Proposition that we need for Appendix D is that the full lift of a leaky flow w

of the rsLP(G) is a leaky flow of the rsLP(G′), and that the full lift does not affect the value
of the flow. This is a fundamental property of lifts that is used in Appendix D to upper
bound rs(G′) when k′ → ∞.

▶ Proposition C.8. Let G′ be the full lift of G, and let w′ be the full lift of a leaky flow w of
the rsLP(G). Then w′ is a leaky flow of the rsLP(G′), and Eg∈Fk

valg(w) = Eg′∈Fk′ valg′(w′).

Proof. Let w be a leaky flow of G and let w′ = liftk→k′(w). Note that constraint (1) is
satisfied by w′ since the capacity of G is lifted together with the flow w. So w′ is a leaky
flow. Additionally,

Eg∈Fk
valg(w) = Eg′∈Fk′ valg′(w′).

since any lift preserves the amount of flow going in and out of sink nodes and source nodes. ◀

D Proving that rs∞(G) can be attained in the limit

The goal of this section is to prove Lemma 3.11, which relates the infinity relaxed soundness
to the relaxed soundness. Let G be the Hadk-to-2Lin(2) gadget in Lemma 3.11 and let w be
the optimal flow of the rs∞LP(G), which implies that rs∞(G) = 1 − Eg∈Fk

valg(w). Let k′

be some integer greater than k and define G′ = liftk→k′(G) and w′ = liftk→k′(w). According
to Proposition C.7 G′ is a Hadk-to-2Lin(2) with c(G′) = c(G) and according to Proposition
C.8 w′ is a leaky flow of the rsLP(G′) and Eg∈Fk

valg(w) = Eg′∈Fk′ valg′(w′). We prove that
as k′ tends to infinity the total leakage of G′ converges to 0. After we have established this,
Lemma 3.11 follows from Theorem A.5.
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D.1 Total leakage approaches 0 as k′ → ∞
Let us start by formally defining the leaks of w and w′, where w is a leaky flow of the rsLP(G)
and w′ is a leaky flow of the rsLP(G′). Recall that the rsLP(G′) describe the expectation of
the maximum flow of a graph with a random source/sink placement g′ ∈ Fk′ . It is for this
reason that the total leakage of w′ is defined as an expectation over g′ ∈ Fk′ of the total
leakage of the graph with source/sink placement given by g′.

▶ Definition D.1. Let Lk′ denote the total leakage of w′,

Lk′ = Eg′∈Fk′


∑

f ′ ∈ Fk′

s.t. dim(f ′) > 0

| leakw′(f ′, g′)|

 ,

where

leakw′(f ′, g′) = outw′(f ′, g′) − inw′(f ′, g′)

= 1
| Mk→k′ |

∑
M∈Mk→k′


∑

f ∈ Fk

s.t.M(f) = f ′

leakw(f,M#(g′))

 .

The aim of this subsection is to prove that Lk′ → 0 as k′ → ∞. We do this by proving
the following upper bound on Lk′ through a second order moment analysis.

▶ Proposition D.2.

Lk′ ⩽
22k+k

√
2k′ − 2k

.

The proof of Proposition D.2 relies on the following Proposition describing the relationship
between random pairs of affine maps M1,M2 ∈ Mk→k′ such that M1(f) = M2(f) for some
fixed f ∈ Fk.

▶ Definition D.3. Given MA,b,β,c ∈ Mk→k′ , let TM : Fk
2 → F2

k′ denote the affine
map TM (x) = ATx + β. Furthermore, let affine(MA,b,β,c) denote the affine subspace{
TM (x) : x ∈ Fk

2
}

⊆ Rk′ .

▶ Proposition D.4. Given f ∈ Fk and f ′ ∈ Fk with dim(f) = dim(f ′) = d. Then

|{(M1,M2) ∈ N f→f ′ × N f→f ′ : dim(affine(M1)∩affine(M2)) > d}| ⩽ | N f→f ′ |2
(
2k − 2d

)2

2k′ − 2d
,

where N f→f ′ = {M ∈ Mk→k′ : M(f) = f ′} denotes the set of affine maps in Mk→k′ that
lifts f to f ′.

Proof. Note that for any M1,M2 ∈ N f→f ′ , the dimension of affine(M1) ∩ affine(M2) is at
least d, since according to the proof of Proposition C.2 both TM1 and TM2 must map affine(f)
onto affine(f ′), so dim(affine(M1) ∩ affine(M2) ∩ affine(f ′)) = d. However, the two maps TM1

and TM2 can map the complement of affine(f) in different ways since there is no restriction
to how they map the complement of affine(f).
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Fix M1 and uniformly at random pick M2 from N f→f ′ . Given any fix x ̸∈ affine(f), the
probability that TM2(x) ∈ affine(M1) is (2k − 2d)/(2k′ − 2d) since | affine(M1) \ affine(f ′)| =
2k − 2d and TM2(x) is uniformly distributed over the complement of affine(f ′). Taking a
union bound over all x ̸∈ affine(f) shows that

PM2∈N f→f′ [dim(affine(M1) ∩ affine(M2)) > d] ⩽

(
2k − 2d

)2

2k′ − 2d
.

Proposition D.4 follows directly from this inequality. ◀

The takeaway from Proposition D.4 is that if M1 and M2 are two random affine maps
such that M1(f) = M2(f) for some fixed f ∈ Fk, then with high probability affine(M1) ∩
affine(M2) = affine(f). This allows us to create a bound on the second order moment of the
terms that define Lk′ .

▶ Lemma D.5. Given f ∈ Fk, f ′ ∈ Fk′ and g′ ∈ Fk′ , where dim(f) = dim(f ′) = d > 0,
then

Eg′∈Fk′


∣∣∣∣∣∣∣∣

∑
M ∈ N f→f ′

leakw(f,M#(g′))

∣∣∣∣∣∣∣∣
2 ⩽ | N f→f ′ |2

(
2k − 2d

)2

2k′ − 2d
.

Proof. Expanding the square we need to prove that,

∑
M1,M2 ∈ N f→f ′

Eg′∈Fk′ (leakw(f,M#
1 (g′)) leakw(f,M#

2 (g′))) ⩽ | N f→f ′ |2
(
2k − 2d

)2

2k′ − 2d
.

Split the terms up into two cases, either dim(affine(M1)∩affine(M2)) > d or dim(affine(M1)∩
affine(M2)) = d. By Proposition D.4 the number of terms of the first type is at most
| N f→f ′ |2

(
2k − 2d

)2
/(2k′ − 2d). Each term is bounded by one since the sum of capacities

in the rs(G) LP is equal to 1, so the absolute value of a leak is always smaller than or equal
to 1 at any node and for any source/sink placement.

In the other case, when dim(affine(M1) ∩ affine(M2)) = d, then the two random functions
M#

1 (g′) and M#
2 (g′) are equal on affine(f), and independently uniformly random {1,−1}

on the complement of affine(f). This allows us to rewrite the expectation over g′ as

Eg′∈Fk′ (leakw(f,M#
1 (g′)) leakw(f,M#

2 (g′)))

=Eg′∈Fk′

leakw(f,M#
1 (g′))E

g′
2 ∈ Fk′

s.t.M#
2 (g′

2)|affine(f) = M#
1 (g′)|affine(f)

leakw(f,M#
2 (g′

2))



=Eg∈Fk

leakw(f, g)E
g2 ∈ Fk

s.t.g2|affine(f) = g|affine(f)

leakw(f, g2)

 .

This is equal to 0, since for any infinity relaxed flow w (see Definition 3.7) the expectation
of leakw(f, g2) over g2 given g is 0. ◀

We are now at the point where we can prove Proposition D.2 using Lemma D.5.
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Proof of Proposition D.2. A trivial upper bound of Lk′ using the triangle inequality is

Lk′ ⩽
1

| Mk→k′ |
∑

f∈Fk

∑
f ′ ∈ Fk′

s.t. dim(f ′) > 0

Eg′∈Fk′

∣∣∣∣∣∣
∑

M∈N f→f′

leakw(f,M#(g′))

∣∣∣∣∣∣
 .

Applying Jensen’s inequality to the expectation over g′ ∈ Fk′ gives

Eg′∈Fk′

∣∣∣∣∣∣
∑

M∈N f→f′

leakw(f,M#(g′))

∣∣∣∣∣∣
 ⩽

√√√√√√Eg′∈Fk′


∣∣∣∣∣∣
∑

M∈N f→f′

leakw(f,M#(g′))

∣∣∣∣∣∣
2
,

which according to to Lemma D.5 can be further upper bounded by√√√√√√Eg′∈Fk′


∣∣∣∣∣∣
∑

M∈N f→f′

leakw(f,M#(g′))

∣∣∣∣∣∣
2
 ⩽

2k − 2dim(f)
√

2k′ − 2dim(f)
| N f→f ′ |

⩽
2k

√
2k′ − 2k

| N f→f ′ |.

We have so far shown that

Lk′ ⩽
2k

√
2k′ − 2k

∑
f∈Fk

∑
f ′ ∈ Fk′

s.t. dim(f ′) > 0

| N f→f ′ |
| Mk→k′ |

.

Finally, note that
∑

f ′∈Fk′ | N f→f ′ | = | Mk→k′ | since N f→f ′ are disjoint subsets of Mk→k′

for different f ′ ∈ Fk′ and their union over f ′ ∈ Fk′ is equal to Mk→k′ . So

Lk′ ⩽
2k

√
2k′ − 2k

∑
f∈Fk

∑
f ′ ∈ Fk′

s.t. dim(f ′) > 0

| N f→f ′ |
| Mk→k′ |

⩽
2k

√
2k′ − 2k

∑
f∈Fk

1 ⩽
22k+k

√
2k′ − 2k

. ◀

D.2 The proof of Lemma 3.11
All that remains is to tie up the loose ends by proving Lemma 3.11 using Proposition D.2
combined with Theorem A.5.

Proof of Lemma 3.11. Since w′ is a leaky flow of the rsLP(G′), it follows from Theorem
A.5 that there exists a feasible flow w̃′ of the rsLP(G′) such that

Eg′∈Fk′ valg′(w̃′) + Lk′ ⩾ Eg′∈Fk′ valg′(w′).

Note that rs(G′) ⩾ 1 − Eg′∈Fk′ valg′(w̃′) since w̃′ is a feasible flow of the rsLP(G′). Further-
more, recall that rs∞(G) = 1 − Eg′∈Fk′ valg′(w′). So

rs(G′) − Lk′ ⩽ rs∞(G).

Proposition D.2 implies that Lk′ → 0 as k′ → ∞, which proves that ∀ε > 0 there exists a
gadget G′ with c(G′) = c(G) such that rs(G′) − ε ⩽ rs∞(G). ◀

APPROX/RANDOM 2024
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E Gadget construction and verification

This section contains the details for how to practically compute Hadk-to-2Lin(2) gadgets using
the rsLP(G) and the rs∞LP(G) . These LPs have far too many variables and constraints to
directly be solved by a computer when k ⩾ 4. The solution is to make use of the symmetries
of the LP:s to construct smaller LP:s with the same optimum. This is done in two steps.
Step 1 is to use Proposition C.7 to argue that best gadgets are the symmetrical gadgets.
This means that we only need to take into account symmetrical gadgets when solving the
rsLP(G) and the rs∞LP(G). Step 2 is to use the fact that if G is symmetrical, then Theorem
A.8 allows us to compress the LP, merging a huge number of variables into a single variable.

E.1 Symmetrical Hadk-to-2Lin(2) gadgets are optimal
The meaning of a Hadk-to-2Lin(2) gadget (G,X,Y) being optimal is that there exists no
Hadk-to-2Lin(2) gadget (G̃,X,Y) such that c(G) = c(G̃) and rs(G) > rs(G̃). The following
Proposition states that symmetric gadgets are optimal. By symmetric, we refer to the
property that the gadget G is invariant under M -lifts.

▶ Proposition E.1. Given any Hadk-to-2Lin(2) gadget (G,X,Y), there exists a symmetric
Hadk-to-2Lin(2) gadget (G̃,X,Y) such that c(G) = c(G̃) and rs(G) ⩾ rs(G̃).

Proof. Let G̃ = liftk→k(G). According to Proposition C.7, c(G) = c(G̃) and rs(G) ⩾ rs(G̃).
Furthermore, G̃ is a symmetric gadget since for any f1, f2 ∈ Fk and M ∈ Mk→k,

(M · G̃)(f1, f2) = 1
| Mk→k |

∑
M2∈Mk→k

((M ◦M2) · G̃)(f1, f2)

= 1
| Mk→k |

∑
M2∈M◦Mk→k

(M2 · G̃)(f1, f2).

According to Proposition C.4, Mk→k forms a group, so M ◦ Mk→k = Mk→k. We have
shown that M · G̃ = G̃ and thus G̃ is a symmetric gadget. ◀

E.2 Compressing the rsLP(G) and rs∞LP(G)
As discussed earlier, both the rsLP(G) and the rs∞LP(G) can be interpreted as Max-Flow
problems. Furthermore, if G is symmetric under M -lifts, then Mk→k is a symmetry group for
both of these Max-Flow problems. This means that we can apply Theorem A.8 to compress
the Max-Flow problems, giving us the compressed rsLP(G) and the compressed rs∞LP(G).

One of the symmetries that the compression is able to capture is that many different
source/sink placements are equivalent. In a sense, the source/sink placements of the com-
pressed LPs consist of one representative source/sink placement from each set of equivalent
source/sink placements. This symmetry turns out to be the main contributor as to why the
compressed LP is significantly smaller than the original LP.

Without the compression, the LPs each have 23·2k variables, which for k ⩾ 4 is compu-
tationally infeasible. However, even with the compression, for k = 4 the LPs are still large
enough that it is computationally challenging to solve them.

E.2.1 Further restricting the compressed LPs
To further restrict the size of the LPs in the case of k = 4, we heuristically identify a list
of beneficial gadget variables by solving the compressed LPs with floating point numbers
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Table 4 Sizes of the rsLP(G) and rs∞LP(G) for Had2-to-2Lin(2) gadgets G. The three numbers
are the number of linear constraints, number of variables and number of non-zero entries in the
constraints. All variables have the implicit constraint of being non-negative.

rsLP(G) rs∞LP(G)
Original 163 343 534 163 343 534
Compressed 23 38 106 23 38 106

Table 5 Sizes of the rsLP(G) and rs∞LP(G) for Had3-to-2Lin(2) gadgets G. The three numbers
are the number of linear constraints, number of variables and number of non-zero entries in the
constraints. All variables have the implicit constraint of being non-negative.

rsLP(G) rs∞LP(G)
Original 8 · 106 2 · 107 5 · 107 8 · 106 2 · 107 5 · 107

Compressed 298 546 2330 243 462 1987

using Gurobi. Any gadget variable that is given non-zero weight in at least one floating
point solution is added to the list. Using this list, we define the restricted compressed LP
as the compressed LP but with all other gadget variables that are not on the list, removed.
The list we use can be found in Table 9 in Appendix F. Note that one possible drawback to
restricting the LPs like this is that the restriction could lead to construction of sub-optimal
gadgets.

Tables 4–6 show the sizes of the LPs depending on if compression or restriction is being
applied. Note that the restricted and compressed LP:s have significantly fewer variables than
the original LP:s.

There is a special case where we do not need the restrictions. If the completeness of a
gadget is 1 − 2−k, then the gadget only has non-zero weight on edges of length 2−k. There
are comparatively relatively few edges of length 2−k. This allows us to directly construct the
gadget by solving the non-restricted LP. So in the case of completeness 1 − 2−k, the gadgets
we construct are guaranteed to be optimal since we do not make use of any restrictions.

E.3 Implementation details
The compressed rsLP(G) and compressed rs∞LP(G) are constructed using a Python script
where all of the calculations are done using integer arithmetic. The script makes use of
affine maps to efficiently compute the symmetries of the two LPs, in order to compress them.
The time and memory complexities of the script are roughly O(22·2k ), so the script is able
to handle k = 2, 3 and 4. In theory it would be possible to also make the script support
k = 5, but that would require both more powerful hardware, as well as improving the time
complexity to roughly O(22k ) time.

Table 6 Sizes of the rsLP(G) and rs∞LP(G) for Had4-to-2Lin(2). The three numbers are the
number of linear constraints, number of variables and number of non-zero entries in the constraints.

rsLP(G) rs∞LP(G)
Original 1 · 1014 3 · 1014 4 · 1014 1 · 1014 3 · 1014 4·1014

Restricted 2 · 1011 4 · 1011 6 · 1011 2 · 1011 4 · 1011 6 · 1011

Compressed 4 · 105 7 · 105 1 · 107 3 · 105 6 · 105 9 · 106

Restricted & compressed 3 · 104 6 · 104 2 · 105 3 · 104 5 · 104 2 · 105

APPROX/RANDOM 2024
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After having computed the compressed rsLP(G) and compressed rs∞LP(G), the list
of beneficial gadget variables found in Section 4.1 are used to construct the restricted
compressed LPs. In order to solve the compressed LP we use the exact rational number LP
solver QSopt_ex[1]. This results in a gadget described only using rational numbers, as well
as an accompanying compressed flow, also described only using rational numbers.

E.4 Verification of rs(G) and rs∞(G)

It is significantly simpler to verify the relaxed soundness and the infinity relaxed soundness
of a gadget than it is to construct the gadget. The verification can be done almost directly
on the original LPs, without needing the restricted compressed LPs or the compressed LPs.

The input to the verification program is a gadget G :
(Fk

2
)

→ [0, 1] together with a flow
wg : Fk × Fk → R, for each source/sink placement equivalence class representative g. The
flow acts as a witness for the relaxed soundness / infinity relaxed soundness of the gadget.
In order to avoid floating point errors, we require both G and the wg to be rational.

The verification process is done in five steps.

1. For each source/sink placement representative g, verify that the flow wg satisfies the
capacity constraints of the rs(G) LP / rs∞(G) LP, i.e. that wg(f1, f2) + wg(f2, f1) ⩽
G(f1, f2) for all f1, f2 ∈ Fk.

2. Verify that the gadget G is symmetric under action by M ∈ Mk→k, meaning that
for all functions f1, f2 ∈ Fk and affine maps M ∈ Mk→k, it holds that G(f1, f2) =
G(M(f1),M(f2)).

3. For each source/sink placement representative g and each function f ∈ Fk, compute
in(f, g) and out(f, g). Now extend in and out to be defined for all f and g in Fk. For any
source/sink placements g̃ ∈ Fk that is not a representative, pick a map M ∈ Mk→k and
representative g such that g = M#(g̃), and define in(f, g̃) as in(M−1(f), g) and out(f, g̃)
as out(M−1(f), g).

4. Verify the conservation of flow constraint in the rsLP(G) / rs∞LP(G′) by iterating
over all (f, g) ∈ Fk × Fk that are not sinks or sources. For the rsLP(G) this just
involves checking that in(f, g) = out(f, g). For the rs∞LP(G) this involves checking that∑

g′ in(f, g′) =
∑

g′ out(f, g′), where the sum is over all g′ such that g′|affine(f) = g|affine(f).

5. Compute and output the completeness and rs / rs∞ of the gadget using the extended
inflow and outflow as a witness.

Note that the first step verifies the capacity constraints only for representatives of equivalent
source/sink placements. The second step checks that the gadget G is symmetric, which
combined with the first step implies that any extension of the flow to an arbitrary source/sink
placement will fulfil the capacity constraints. The fourth step checks that the conservation of
flow constraint is fulfilled, which in the case of the rs∞LP(G) involves computing the affine
support of all possible source/sink placements.

The LP’s we use and the gadgets we present in this paper can be found at https:
//github.com/bjorn-martinsson/NP-hardness-of-Max-2Lin-2, as well as a stand alone
implementation of a verification script written in Python. As described in the verification
process above, the verification requires a flow wg as input. So on the Github, there is also a
script used to generate this witness flow. This is done by solving the restricted compressed
rsLP(G) / rs∞LP(G) using an integral Max-Flow solver, and then uncompressing the result.

https://github.com/bjorn-martinsson/NP-hardness-of-Max-2Lin-2
https://github.com/bjorn-martinsson/NP-hardness-of-Max-2Lin-2
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F Edges used/unused in constructed gadgets

During the numerical analysis, we solve LPs to construct the gadgets. A gadget can be
interpreted as a probability distribution over (undirected) edges. Tables 7–9 list all edges
that have been given non-zero weight in at least one solution to an LP, for k = 2, 3, 4. Recall
that every gadget that we construct is symmetrical under the mappings of Mk→k, so edges
from the same edge orbit share the same capacity. More specifically, the tables contain a list
of all edge orbits that are used in at least one constructed gadget.

APPROX/RANDOM 2024
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Table 7 The relevant edge orbits for Had2-to-2Lin(2) gadgets. The edges of a Had2-to-2Lin(2)
gadget has a total of 4 edge orbits, but only two are ever used in our constructed gadgets. The rest
of the edges were always given capacity 0 by the (rational) LP-solver.

f1 f2 Ham.dist. size
0000 1000 1 32
0000 1100 2 24

Table 8 The relevant edge orbits for Had3-to-2Lin(2) gadget. The edges of a Had3-to-2Lin(2)
gadget has a total of 26 edge orbits, but only four are ever used in our constructed gadgets. The
rest of the edges were always given capacity 0 by the (rational) LP-solver.

f1 f2 Ham.dist. Size
00000000 10000000 1 128
10000000 11000000 1 896
00000000 11000000 2 448
00000000 11110000 4 112

Table 9 The relevant edge orbits for Had4-to-2Lin(2) gadget. The edges of a Had4-to-2Lin(2)
gadget has a total of 1061 edge orbits, but only 21 are ever used in our constructed gadgets. Note
that as discussed in Appendix E.2.1, this list of edges was identified using the Gurobi LP-solver,
and not using a rational LP solver. See Appendix E.2.1 for more information.

f1 f2 Ham.dist. Size
0000000000000000 1000000000000000 1 512
1000000000000000 1100000000000000 1 7680
1100000000000000 1110000000000000 1 53760
1110000000000000 1111000000000000 1 17920
1110000000000000 1110100000000000 1 215040
1110100000000000 1110100010000000 1 215040
0000000000000000 1100000000000000 2 3840
1100000000000000 1111000000000000 2 26880
1100000000000000 1110100000000000 2 322560
1110000000000000 1111100000000000 2 107520
1110000000000000 1110110000000000 2 161280
1111000000000000 1110100000000000 2 107520
1110100000000000 1110100011000000 2 322560
0000000000000000 1110000000000000 3 17920
1100000000000000 1111100000000000 3 322560
1100000000000000 1110101000000000 3 215040
1110000000000000 1110100010001000 3 860160
0000000000000000 1111000000000000 4 4480
0000000000000000 1110100000000000 4 53760
0000000000000000 1111100000000000 5 53760
0000000000000000 1111111100000000 8 480
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1 Introduction

Online problems with delay have received much attention in the last few years. An important
family of online problems with delay consists of the Joint Replenishment Problem (JRP)
and its variants. A typical instance consists of a sequence of requests that arrive over time.
Each request can be one of n request types, and the cost of serving a set of requests is a
subadditive1 function of their types. We assume that the algorithm has oracle access to
the service cost function. Requests do not need to be served on arrival but each request
accumulates a delay cost while unserved. In particular, each request q has an associated delay
cost function dq and its delay cost is dq(t) if it is served at time t. The goal of the problem is
to serve all requests minimizing the total service cost and delay cost. An important special
case is the deadline case; this is when requests do not incur delay cost but instead must be
served by some given time. We call this family of problems Subadditive JRP.

These problems can be studied under the clairvoyant and non-clairvoyant settings. In
the clairvoyant setting, when a request q arrives, the algorithm is given the entire delay cost
function dq (or its deadline in the case of deadlines). In contrast, in the non-clairvoyant
setting, the algorithm only knows of the delay cost accumulated so far. In the case of
deadlines, the algorithm only knows whether the request’s deadline is now (and must be
served immediately) or later.

Most previous works on Subadditive JRP have focused on the clairvoyant setting. Key
problems within the family of Subadditive JRP include (in increasing order of generality):
TCP Acknowledgement [36, 27, 20], Joint Replenishment Problem [21, 18, 14, 23], and
Multi-Level Aggregation (MLA) [19, 7, 12, 11, 42]. For general subadditive service cost
functions, deterministic O(log N) (where N is the number of requests) and O(log n) upper
bounds are known ([22] and [8], respectively).

There is much less work in the non-clairvoyant setting. For a small number of problems,
such as TCP Acknowledgement and Set Cover with Delay [3], clairvoyance is not required
in the sense that the same competitive ratio can be attained in both the clairvoyant and
non-clairvoyant settings. However, Azar et al. [5]’s lower bound for Online Service with
Delay (a different family of online problems with delay) can be translated into an Ω(

√
n)

lower bound against deterministic algorithms for JRP, and thus, MLA and Subadditive JRP.
In contrast, clairvoyant Subadditive JRP has a O(log n) competitive ratio [8]. Recently, Le
et al. [39] showed that randomization does not help in breaking the Ω(

√
n) barrier and also

developed algorithms for JRP and MLA with matching and nearly-matching upper bounds.
Shortly after, Touitou [44] presented a general non-clairvoyant framework for Subadditive
JRP with a deterministic O(

√
n log n) competitive ratio.

1.1 Our Results

Our main contribution is a simple, modular framework for non-clairvoyant Subadditive JRP
that matches the current-best competitive ratio of O(

√
n log n), and yields tight O(

√
n)

competitive ratios for the key problems of Multi-Level Aggregation and Weighted Symmetric
Subadditive Joint Replenishment. We also show that the framework of Touitou [44] is
Ω(

√
n log n) for these problems. We now formally define these problems and state our results.

1 A set function over a ground set U is subadditive if f(A) + f(B) ≥ f(A ∪ B) for every A, B ⊆ U .
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1.1.1 General Framework for Subadditive JRP

Subadditive JRP. We have a set U of n request types and a monotone non-decreasing,
subadditive service function f : 2U 7→ R≥0 that satisfies f(∅) = 0. Requests q arrive over
time. Each request q has a type hq ∈ U , an arrival time aq, and a non-decreasing, continuous
delay function dq. At any point in time, the algorithm can serve a subset Q of the requests
that have arrived and incur a service cost of f(SQ) where SQ = {hq : q ∈ Q} is the set of
types of Q. Let Cq be the time when request q was served. The delay cost of request q is
dq(Cq).2 The goal is to serve all requests while minimising the sum of the total service and
delay costs.

Approximating set functions. The core idea underlying our framework is the following
simple but powerful observation. Given two set functions f, g over the same ground set U of n

elements, we say that g is an α-approximation of f if f(S) ≤ g(S) ≤ αf(S) for every S ⊆ U .
Our observation is that for a given subadditive service function f , if we can α-approximate
f by a simpler service function g, then we can reduce any instance of Subadditive JRP with
service function f to one with g instead. In fact, this leads us to the following simplification
of the problem.

Disjoint TCP Acknowledgement. In Disjoint TCP Acknowledgement, we have a set U of
n request types. We also have a partition of U into subsets S1, . . . , Sk with costs c1, . . . , ck.
For a subset S ⊆ U , we have f(S) =

∑k
i=1 ci · 1 {Si ∩ S ̸= ∅}. In other words, we pay ci for

every part Si that intersects with S. Such a function is called a disjoint service function.
Observe that when k = 1, this is equivalent to the TCP Acknowledgement problem; when
k > 1, this corresponds to several independent instances of TCP Acknowledgement. The
2-competitive algorithm for TCP Acknowledgement of [27] can be easily extended to a
2-competitive algorithm for Disjoint TCP Acknowledgement (see Section 2.1).

We now state our main technical lemma.

▶ Lemma 1.1 (Reduction Lemma). If there exists a disjoint service function g that α-
approximates f , then there exists a non-clairvoyant algorithm that is 2α-competitive non-
clairvoyant algorithm for every Subadditive JRP instance with service cost function f .

A major advantage of our Reduction Lemma is that it reduces the task of designing and
analyzing an online algorithm for a Subadditive JRP problem to the much cleaner task of
showing that the corresponding service function f can be approximated by a disjoint service
function well. In particular, this boils down to finding a partition of the set of request types
U into subsets S1, . . . , Sk, for some k, such that the following quantity is small

max
S⊆U

∑k
i=1 f(Si) · 1 {Si ∩ S ̸= ∅}

f(S) .

For general Subadditive JRP, our key insight is that the problem of approximating an
arbitrary service function f by a disjoint service function can be reformulated as the Universal
Set Cover problem.

2 We assume W.L.O.G. that dq(aq) = 0, i.e., serving a request immediately on arrival incurs no delay
cost.
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Universal Set Cover (USC). An instance of the Universal Set Cover (USC) problem consists
of a universe U of n elements, a collection C of subsets of U , and costs c(S) for each set S ∈ C.
A solution is an assignment a of each element e to a set a(e) ∈ C. For any subset X ⊆ U ,
define a(X) = {a(e) : e ∈ X}. The stretch of the assignment a is maxX⊆U c(a(X))/OPT(X)
where OPT(X) is the cost of the optimal set cover of X.

Jia et al. [35] introduced the Universal Set Cover problem and showed that a O(
√

n log n)-
stretch assignment can always be found efficiently. We show that this implies that any
subadditive service function f can be approximated by a disjoint service function to within a
factor of O(

√
n log n) (Lemma 2.2). Together with our Reduction Lemma, we get a determ-

inistic O(
√

n log n)-competitive algorithm for Non-Clairvoyant Subadditive JRP, matching
the current state-of-the-art [44].

1.1.2 MLA and Weighted Symmetric Subadditive JRP
One main technical contribution of the paper is to exploit the inherent structure of the
MLA and Weighted Symmetric Subadditive JRP functions to show that they can be O(

√
n)-

approximated by disjoint service functions. We then employ the Reduction Lemma to prove
tight O(

√
n)-competitive ratios for the two corresponding problems.

Multi-Level Aggregation. In the Multi-Level Aggregation (MLA) problem, the service
function f is defined by a rooted aggregation tree T , where each node corresponds to a
different request type. Let r be the root of T and let c(v) be the cost of node v for each
v ∈ T . For a subset V of nodes, f(V ) is defined to be the total cost of the nodes in the
minimal subtree connecting V to r.

▶ Theorem 1.2. There exists an efficient deterministic O(
√

n)-competitive algorithm for the
Non-Clairvoyant Multi-Level Aggregation problem.

To show the above result, given Lemma 1.1, our goal is to find a good partition P of the
tree T ’s nodes into subtrees and subforests (that we refer to as clusters). More precisely,
let us use P to define a disjoint service function g where for each subset V of nodes of T ,
g(V ) =

∑
C∈P :C∩V ̸=∅ f(C).

The crucial idea is to notice that since we aim for the gap of order at most
√

n between g

and f , we can see it as g being assigned a budget of roughly
√

nf(V ) to serve V for each
subset V of T ’s nodes. Since the cost that f incured on a set V equals the cost of the minimal
subtree connecting all the nodes in V to the root r of T , the value of g(V ) cannot exceed
β

√
n times this cost for some fixed β ∈ N. To achieve this, we generate a partition consisting

of two types of clusters. First are the subtrees rooted at “expensive” nodes. The intuition
is that their cost alone multiplied by α

√
n for some α ∈ N is enough to “cover” the cost of

both their subtree and the path to r. The second type is the clusters that contain more than√
n nodes, since there cannot be many of them.

Weighted Symmetric Subadditive JRP. In Weighted Symmetric Subadditive JRP, the
service function f is a function of the total weight w(S) =

∑
i∈S wi of the set of types

being served. In particular, f is a monotone non-decreasing subadditive function with
f(S) = f(w(S)) and f(0) = 0, that satisfies that for every weights x, y, f(x+y) ≤ f(x)+f(y).
We refer to these functions as weighted symmetric subadditive.

▶ Theorem 1.3. There exists an efficient deterministic O(
√

n)-competitive algorithm for the
Non-Clairvoyant Weighted Symmetric Subadditive Joint Replenishment problem.
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As in the MLA case, given Lemma 1.1, our goal is to devise a partitioning algorithm
inducing a disjoint service function that O(

√
n)-approximates the corresponding weighted

symmetric subadditive service cost function. We first consider the special case where each
weight equals 1. In this scenario, the service function f is symmetric and becomes a function
of the cardinality of the set of types being served. Consequently, the partition of elements
should ideally reflect this symmetry by ensuring equal-sized parts.

Determining the optimal size for each part involves striking a delicate balance. Larger
sizes enable us to leverage the subadditivity of f but excessively large sizes incur higher
costs for smaller sets. We demonstrate that selecting sets of size O(

√
n) is the optimal

tradeoff in worst-case scenarios. Notably, this partition remains effective across all symmetric
subadditive functions simultaneously.

Extending this approach to the general case of weighted symmetric subadditive functions
involves categorizing elements into weight classes based on powers of 2, ensuring approximate
size equivalence, and then partitioning into sets of size

√
n. However, this approach risks

generating an excessive number of sets. To address this issue, we devise a partitioning
strategy that accommodates light-weight elements first. Then, for heavier-weight elements,
we further partition by a factor of 2, provided it is feasible, to achieve a refined division.

1.1.3 Running time of Algorithms and Reductions

Regarding the running time of our algorithms, we stress that, in the case of Multi-Level
Aggregation and Weighted Symmetric Subadditive JRP, the reductions are executed in
polynomial time. However, the reduction for general subadditive functions is executed in
exponential time, as we need to create a set for each subset of types.

1.1.4 Lower bounds on approximating subadditive service functions

Since Non-Clairvoyant MLA and Weighted Symmetric Subadditive JRP have a Ω(
√

n)
lower bound [5, 39], the Reduction Lemma implies that MLA and Weighted Symmetric
Subadditive JRP service functions do not admit o(

√
n)-approximation by disjoint service

functions. Nevertheless, we also give direct proofs in Sections 3 and 4, respectively. The latter
provides a simpler alternative proof for the Ω(

√
n) lower bound for unweighted Universal

Set Cover shown in [35]. We also show, in Proposition 5.1, that Jia et al.’s analysis of
their Universal Set Cover algorithm [35] is tight. Thus, we need a different approach to
o(

√
n log n)-approximate arbitrary subadditive service functions by disjoint service functions.

Finally, in Proposition 5.2, we exhibit an MLA and Weighted Symmetric Subadditive JRP
instance where Touitou’s algorithm [44] can only achieve an Ω(

√
n log n)-approximation to

the respective service cost functions.

1.2 Future Directions

Our work leaves several tantalizing open questions. The main open problem is whether
subadditive service functions admit better than O(

√
n log n)-approximation by disjoint service

functions. This would immediately improve the competitive ratio for general non-clairvoyant
Subadditive JRP. It would also be interesting to find better approximations of other interesting
subclasses such as XOS and submodular functions.

APPROX/RANDOM 2024
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1.3 Further Related Work
Network Design with Delay. Network Design with Delay is very closely related to Subad-
ditive JRP. In Network Design with Delay, we are given a universe of n request types and m

items with costs. Each request type h has a corresponding upwards-closed collection Ch of
subsets of items that satisfy it. At any point in time, the algorithm can transmit a set of
items. A request of type h is served by a transmission that contains some subset in Ch. Some
specific problems are Set Cover with Delay [22, 3, 43], Facility Location [7, 8, 13] and other
network design problems [7, 8]. Network Design with Delay is equivalent to Subadditive JRP
as the optimal cost of satisfying a subset of request types is subadditive, and Subadditive
JRP can be formulated as Set Cover with Delay with exponentially many sets.

Online problems with delay. There has been a lot of work on other online problems with
delay as well. In Online Service with Delay, we are given one or multiple servers on a metric
space. Requests arrive on points of the metric space and are served when a server is moved
to their location. In Online Matching with Delay, we are given an underlying metric space.
Requests arrive on points of the metric space and are served when they are matched. Most
of the work on Online Service with Delay [5, 33, 34, 17, 38, 45] and Online Matching with
Delay [28, 2, 1, 16, 4, 15, 29, 6, 41, 24] has been in the clairvoyant setting. Nevertheless,
non-clairvoyant algorithms have been designed for Online Service with Delay [38] and Online
Matching with Delay [24].

Approximating subadditive functions. The approximation of subadditive functions has
been a focal point of research, at least since the introduction of the complement-free hierarchy
of functions introduced in [40]. This consists of the class of submodular function, which
is strictly contained into the XOS class, which in turn is strictly contained in the general
subadditive class.3 As for approximation, it is known that XOS approximates subadditive
within a factor of O(log(n)), which is tight [25, 10]. The approximability gap between
Submodular and XOS is Θ(

√
n) [9, 31]. In a similar vein, [26] prove that Gross-Substitute

functions (first introduced in [37]) cannot approximate submodular set functions within a
factor better than Ω

(
log(n)

log log(n)

)
. In the context of symmetric function approximation, [30]

show that symmetric subadditive, symmetric XOS and symmetric submodular4 functions
are all 2-close to each other, which is tight.

2 Subadditive Joint Replenishment

In this section, we prove our Reduction Lemma (Lemma 1.1) and apply it to Subadditive
JRP.

2.1 Reduction Lemma
We begin by showing that there is a simple deterministic 2-competitive algorithm for Disjoint
TCP Acknowledgement via a straightforward extension of the classic algorithm for TCP
Acknowledgement of [27].

3 Several other classes within the submodular class have been considered (e.g. additive, unit-demand,
Gross-Substitutes).

4 We use the term symmetric submodular to indicate functions that are (monotone) concave in the size of
the set.
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In the following, we use λ to denote a service and Qλ to be the set of request types
transmitted by λ. We also use OPT to mean both the optimal solution and the cost of the
optimal solution.

▶ Lemma 2.1. There is a deterministic 2-competitive algorithm for Disjoint TCP Acknow-
ledgement.

Proof. Suppose there is a partition of H into subsets S1, . . . , Sk with costs c1, . . . , ck and
f(S) =

∑k
i=1 ci · 1 {Si ∩ S ̸= ∅}. Our algorithm works as follows: for each set Si, transmit

Si whenever the pending requests in Si have accumulated a total delay equal to ci.
It is clear that the total service cost of the algorithm is at most its total delay cost. We

now show that the latter is at most the cost of the optimal solution. To this end, let us
consider the cost of the optimal solution. Suppose that the optimal solution makes a set of
services Λ∗. Let Λ∗

i denote the subset of services that transmit a request type in Si. The
total service cost of the optimal solution is then

∑
λ∈Λ∗

f(Qλ) =
∑

λ∈Λ∗

k∑
i=1

ci · 1 {Si ∩ Qλ ̸= ∅} =
k∑

i=1
ci · |Λ∗

i |.

Define dOPT
q and dALG

q to be the delay cost of q in the optimal solution and algorithm’s
solution, respectively. Let OPTi = ci · |Λ∗

i | +
∑

q:hq∈Si
dOPT

q . This is the total cost that OPT
incurs on requests on Si. Observe that OPT =

∑k
i=1 OPTi.

We now show that
∑

q:hq∈Si
dALG

q ≤ OPTi for each set Si. Suppose that the algorithm
transmits Si at times t1, . . . , tℓ. Since every request must be served eventually, no request with
type in Si arrives after tℓ. Consider the intervals [0, t1], (t1, t2], . . . (tℓ−1, tℓ). By construction,
the delay cost of the algorithm is exactly ℓci. For each interval I, let Q(I) denote the requests
with types in Si that arrived during the interval. During I, the optimal solution either
transmits a type in Si or incurs a delay cost of ci on the requests in Q(I). Since the intervals
are disjoint, OPTi ≥ ℓci, as desired.

The lemma now follows from the fact that the total service cost of the algorithm is exactly
its delay cost, which in turn is at most OPT. ◀

We are now ready to prove the Reduction Lemma which we restate here.

▶ Lemma 1.1 (Reduction Lemma). If there exists a disjoint service function g that α-
approximates f , then there exists a non-clairvoyant algorithm that is 2α-competitive non-
clairvoyant algorithm for every Subadditive JRP instance with service cost function f .

Proof. Lemma 2.1 implies that it suffices to reduce the Subadditive JRP instance to an
instance of Disjoint TCP Acknowledgement losing at most a factor of α. Let Q be the set
of requests of the Subadditive JRP instance and let OPTf denote the cost of the optimal
solution. Our reduction creates an instance of Disjoint TCP Acknowledgement with the same
set of requests but with service cost function g. Let OPTg denote the cost of the optimal
solution to the instance of Disjoint TCP Acknowledgement. We now show that OPTf ≤
OPTg ≤ αOPTf . Let Λ be a feasible solution to Q, cf (Λ) be its cost in the Subadditive
JRP instance and cg(Λ) be its cost in the Disjoint TCP Acknowledgement instance. The
delay cost of Λ is the same in both instances. The service cost of Λ in the Subadditive JRP
instance has cost

∑
λ∈Λ f(Qλ) and in the Disjoint TCP Acknowledgement instance, it has

cost
∑

λ∈Λ g(Qλ). Since g α-approximates f , we get that cf (Λ) ≤ cg(Λ) ≤ αcf (Λ). This
implies that OPTf ≤ OPTg ≤ αOPTf , as desired. ◀

APPROX/RANDOM 2024
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2.2 Applying the Reduction Lemma to Subadditive JRP
We use the Reduction Lemma proved earlier to give a simple deterministic O(

√
n log n)-

competitive algorithm for Non-Clairvoyant Subadditive JRP. The main insight is to reduce
the problem of showing that an arbitrary service function f can be approximated by a disjoint
service function to the Universal Set Cover problem.

▶ Lemma 2.2. Suppose every instance of USC admits a α-stretch assignment. Then every
subadditive service function f can be α-approximated by some disjoint service function g.

Proof. We will construct an instance of USC and use the α-stretch assignment to construct
g. Consider the instance of USC with universe U = H, C = 2H , and c(S) = f(S) for every
S ∈ C. Note that OPT(S) = f(S) since f is monotone non-decreasing and subadditive.

Let a be an α-stretch assignment for this USC instance. Suppose a(U) = {S1, . . . , Sk}.
Since a maps each element to a set containing it, we have that a−1(Si) ⊆ Si. Moreover,
f is monontone non-decreasing, so we can assume W.L.O.G. that a−1(Si) = Si;5 thus
S1, . . . , Sk are disjoint and partition H. Define the disjoint service function g with the
partition {S1, . . . , Sk} and costs c1, . . . , ck where ci = f(Si). Observe that g(S) = c(a(S)) ≥
OPT(S) = f(S). Since a has α-stretch, we get that for every S, f(S) ≤ g(S) ≤ αf(S). ◀

Jia et al. [35] showed that every instance of USC has a O(
√

n log n)-stretch assignment.
Together with the above lemma, we get the following theorem.

▶ Theorem 2.3. For every subadditive service function f , there is a disjoint service function
g that O(

√
n log n)-approximates f .

Combining this with the Reduction Lemma yields the desired theorem.

▶ Theorem 2.4. There is a deterministic O(
√

n log n)-competitive algorithm for Non-
Clairvoyant Subadditive JRP.

3 Multi-Level Aggregation

In this section, we consider the Multi-Level Aggregation (MLA) problem. Let T = (U, E)
be a rooted tree defined over the universe U of n request types and let c : U 7→ R≥0 be
a cost function assigning weights to the nodes. We recall that c determines the service
function f : 2U 7→ R≥0 for this problem as f assigns to each subset of nodes V ⊆ U

the cost of the minimal subtree that connects all the nodes in V to the root r. Here,
we prove that for every MLA service function f , there exists a disjoint service function
g : 2U 7→ R≥0 that O(

√
n)-approximates f . In other words, we show that for every MLA

instance (T, c), there exists a partition P1, . . . , Pk of nodes of T for some k (which defines
g(X) =

∑
i∈[k] f(Pi) · 1 {Pi ∩ X ̸= ∅} for all X ⊆ U), such that for all V ⊆ U , it holds that

g(V )/f(V ) ≤ O(
√

n). Moreover, one can find such a partition in polynomial time.

3.1 Notation and Algorithm Overview
Throughout this section, we assume tree T is the current MLA instance that we work with
and thus is known from the context. In what follows, we refer to the maximal subtree of
T rooted at node v and to the path connecting v to the root r by simply writing T (v) and
R(v), respectively. Moreover, to denote these objects with node v excluded, we use To(v)
and Ro(v). Finally, we let C(v) be the set of v’s children in T .

5 Otherwise, we can assign the elements in the preimage of Si under a, i.e., a−1(Si), to the preimage
itself.
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Figure 1 In the first three figures we show the costs of serving the orange nodes. The first figure
corresponds to the cost of f on these nodes. The following two figures show the cost of g on these
nodes, assuming that they belong to different clusters A and B. Fourth figure shows the set of active
nodes in the tree (colored in green) after T (v) gets clustered. Fifth figure presents the setting in
Proposition 3.7.

First, we present the idea behind our approach. Recall that our goal is to find a partition
P1, . . . , Pk of nodes of T such that the gap between the values f(V ) and g(V ) is at most of
order

√
n for all the sets V ⊆ U . Here, f(V ) is the cost of minimal subtree TV of T that

connects all the nodes in V to the root, as stated before. On the other hand, g(V ) needs
to cover the costs of all the parts in P that intersect with V . For instance, if V intersects
exactly two parts A and B in P , then g(V ) = f(A) + f(B). Although these parts themselves
are disjoint by the definition of partition P , as we pay for each of them separately in g (by
paying for set A, we mean generating the cost of f(A)), we incur not only the costs of their
nodes c(A) and c(B) but also the costs of the paths that connect them to the root r (see
Figure 1).

Note that this process can cause us to incur two types of additional costs with respect to
the optimal value f(V ). First, both parts A and B may contain not only the nodes in V

but also their neighbors, for which we need to pay as well. Second, as we pay for each part
separately, we may be forced to pay for some nodes on the paths to the root multiple times
(see Figure 1).

Since f(V ) is equal to the cost of the nodes in TV and we aim for g to be
√

n-approximation
of f , the intuition is that g can afford to pay the cost of each node in TV roughly

√
n times

(as this gives the desired ratio). This observation provides the foundations for our algorithm.
Let us remark that at the beginning, all the nodes in T are unpartitioned, i.e., P = ∅. Our
algorithm revolves around two procedures. The first one can be seen as assigning each node
v in T a budget of α

√
n · c(v) for some α ∈ N. A vertex v may then use such a budget to

create a new part K in the partition. We allow v to generate only one form of a cluster, i.e.,
a part to be included in P , that consists of all the unpartitioned nodes in its subtree T (v).
Furthermore, for such a part K to be added to P , it needs to hold that the costs of (the
unpartitioned nodes in) T (v) and R(v) both fit into v’s budget. If we manage to add K to
P , we call both node v and cluster K heavy.

Whenever the first procedure cannot be applied, i.e., there are no vertices that can
generate heavy clusters from the unpartitioned nodes, we run the second procedure. The idea
then is to find a subtree (or a family of subtrees) of size roughly

√
n (details to be presented

later) and group them together into a new part in the partition. We call this part a light
cluster. In case there are nodes that become heavy after this action (as their descendants
got clustered), we go back to the first procedure, which starts a new iteration of the main
algorithm.

Notice that the idea behind the second procedure is to upper bound the number of times
we need to pay the cost of the paths connecting the clusters to the root r. Since T has
n nodes and each light cluster is of size close to

√
n, we can only create roughly

√
n such

clusters. Thus, even when V intersects all the light clusters, we pay for the nodes in TV

at most O(
√

n) times, which we can afford. It remains to estimate the cluster costs, which
follow in the next section.
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3.2 MLA Partitioning Algorithm
Heavy clusters. Let us first present two definitions. Here, we assume that whenever we are
given a partially created partition P̃ of nodes of an MLA tree T , then the set of nodes it
already partitioned, i.e., V (P̃ ) =

⋃
P̃ , does not disconnect T , i.e., tree T ′ = T \

⋃
P̃ is a

subtree of T .

▶ Definition 3.1. Let T be a tree given in an MLA instance, denote the set of its nodes by
U , and let P̃ be a partially created partition of U (i.e., V (P̃ ) =

⋃
P̃ is a proper subset of U).

Then we call all the nodes that are not partitioned yet, i.e., belong to U \ V (P̃ ), active (see
Figure 1). We use the notation of V |act to restrict any subset V of nodes in T to the nodes
that are active.

▶ Definition 3.2. Let (T, c) be an MLA instance, and let P̃ be a partially created partition
of T ’s nodes. We say that an active node v is heavy if the costs of path R(v) and subtree
Tact(v) are at most 4

√
n · c(v) each. If we extend P̃ by adding Tact(v), we call this new part

a heavy cluster.

Now, we can prove a simple fact about heavy clusters.

▶ Proposition 3.3. Let (T, c) be an MLA instance. Take any partition P of nodes of
T and let Ph,1, . . ., Ph,s be a sublist of all heavy clusters in P . We denote their roots
by vh,1, . . ., vh,s, respectively, and the set containing them by Vh. Then, it holds that∑s

i=1 f(Ph,i) ≤ 8
√

n · f(Vh).

Proof. By Definition 3.2, we have that for each node vh,i the following is satisfied: c(Ph,i) ≤
4
√

n · c(vh,i) and c(R(vh,i)) ≤ 4
√

n · c(vh,i). The first inequality here comes from the fact
that cluster Ph,i was the set of all active nodes (Definition 3.1) contained in the subtree
T (vh,i) at the moment it was created (i.e., it was Tact(vh,i)). Hence, it holds that

f(Ph,i) = c(Ph,i) + c(Ro(v)) ≤ c(Ph,i) + c(R(v))

≤ 4
√

n · c(vh,i) + 4
√

n · c(vh,i) = 8
√

n · c(vh,i), (1)

where the first equality comes from the fact that Ph,i is a subtree, which means that the
minimal tree containing all its nodes and the root r is only missing the path from v to
r (with v excluded as we already counted it in the cluster). Moreover, let us notice that
f(Vh) ≥

∑s
i=1 c(vh,i), as it is the cost of the minimal tree containing all the nodes vh,i. Thus,

to obtain the desired inequality, we only need to sum (1) over all the heavy clusters and then
apply the inequality above. ◀

Light clusters. Here, we present a procedure that generates a light cluster.

▶ Definition 3.4. Let (T, c) be an MLA instance, and let P̃ be a partially created partition
of T ’s nodes. We say that a subset K of nodes of Tact is a light cluster if (1) its size fits
into the range I(n) := [

√
n, 2

√
n], (2) it is either a maximal subtree in Tact or a collection of

maximal subtrees having the same parent, and (3) Tact does not contain any heavy nodes.6
In case Tact is of size smaller than

√
n, and we set K = Tact, we drop the first condition and

still call K a light cluster.

Given the definition above, we present Algorithm 1 that shows how to find such a cluster.

6 This third condition is for analysis purposes only and the property giving the name to light clusters.
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Algorithm 1 MLA Light Cluster Search.
Input: MLA tree T with some nodes marked active (Tact is a subtree of T containing its
root r)
Output: light cluster formed of the nodes in Tact

1: if |Tact| ≤ 2
√

n

2: return Tact

3: u := r

4: while there exist a node v ∈ Cact(u) such that |Tact(v)| > 2
√

n

5: u := v

6: if there exist a node v ∈ Cact(u) such that |Tact(v)| ≥
√

n then
7: return Tact(v)
8: else
9: denote all the elements in Cact(u) by v1, v2, . . . , vj for some j

10: set iterator i = 1 and initialize a new cluster V with an empty set
11: while |V | <

√
n

12: add Tact(vi) to V

13: increment i by 1
14: return V

▶ Proposition 3.5. If there are no heavy nodes in Tact (see condition (3) in Definition 3.4),
then Algorithm 1 finds a light cluster in Tact.

Proof. Notice that we start the search of a new cluster by checking whether the size of Tact

(the subtree containing all the active nodes in T ) is smaller or equal to 2
√

n (line 1). If so,
we return the whole tree Tact since it fits into the description given in the last sentence of
Definition 3.4. Otherwise, we set r to be the current node we are at, which we denote by u

(line 3). Then, we go through the while loop from line 4 to 5, each time picking a child v of
the current node u such that the subtree Tact(v) is of size greater than 2

√
n. If such a node

exists, we move to it, setting u = v, and we leave the while loop otherwise.
In the second case, we know that, as we go to line 6, two conditions are satisfied. First,

the size of the subtree Tact(u) rooted at the current node u is at least 2
√

n. Indeed, we
either stayed at the root node, not satisfying the condition in the if statement in line 1, or
we further went from r through a sequence of its descendants, each having a subtree of size
greater than 2

√
n. Second, none of u’s children has a subtree of size greater than 2

√
n, as we

already left the while loop.
Now, in line 6, we check whether there exists a child v of the current node, which subtree

Tact(v) is of size at least
√

n. If so, we return Tact(v), as it satisfies the conditions to be a
light cluster. Otherwise (line 8), we iterate through u’s children vi (line 11) and add the
nodes contained in their subtrees Tact(vi) to a set V . We stop at the moment when the size
of V becomes at least

√
n and return V as a new cluster. It is easy to notice that in the

while loop, we indeed need to pass the
√

n size threshold, as |Tact(u)| > 2
√

n. Moreover, we
know that before we added the nodes of the last subtree T ′ to V , V had a size smaller than√

n. Since |T ′| <
√

n, we have that the whole group is of size smaller than 2
√

n. ◀

Main algorithm. Before we describe the partitioning algorithm, let us introduce a helper
function. We define method cluster(V ) to group all the elements of V together and include
them as a new part in the partition. Let us also emphasize that after this call, all the
elements in V become inactive. With the above notation, we can formalize our approach as
presented in Algorithm 2.
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Algorithm 2 MLA Partitioning Algorithm.
Input: MLA instance (T, c)
Output: partition P of the nodes of T

1: initialize an empty partition P

2: while Tact is not empty
3: while there exist a heavy node v ∈ Tact

4: cluster(Tact(v))
5: if Tact is empty
6: break
7: apply Algorithm 1 to find a light cluster V in Tact

8: cluster(V )
9: return P

As mentioned in the first part of this section, the main partitioning algorithm runs heavy
and light cluster searches in a loop. In the first step, it iteratively finds the heavy clusters in
the tree Tact determined by the already created partition (lines 3 to 4). Then, if tree T is
not yet partitioned (condition in line 5 does not hold), it goes to the second step that finds
one light cluster and adds it to the partition (lines 7 to 8). After this point, it goes to the
initial step and loops.

Let us emphasize that during the whole partitioning procedure, the set Tact of all active
elements in T forms a proper subtree containing the root r of T . Indeed, in the beginning,
Tact = T and all the cluster calls truncate one or more maximal subtrees from Tact. Now,
given Algorithm 2, we go back to proving the properties of light clusters.

▶ Proposition 3.6. Let T be an MLA tree rooted at some node r and let P be the partition of
nodes of T created by Algorithm 2. We denote all the light clusters in P by Pℓ,1, Pℓ,2, . . . , Pℓ,t

and require them to be listed in the creation order. Then, it holds that there are at most√
n + 1 parts Pℓ,i.

Proof. Notice that by the definition, the only light cluster that can have a size smaller than√
n is the one containing the root r. Thus, all the light clusters created before, i.e., at least

t − 1 of them, have the size at least
√

n. Since there are n nodes in tree T , we get that there
are at most n/

√
n =

√
n such clusters. Thus, t ≤

√
n + 1, which concludes the proof. ◀

In the remaining part of this section, we refer to the clusters created in lines 2, 7 of
Algorithm 2, i.e., the ones that consist of a single subtree, as the light clusters of type I. We
call the light clusters consisting of forests (created in line 14) the light clusters of type II. We
prove that the cost function c satisfies the following properties. Here, we overuse the notation
of c and extend it to the subsets as well, i.e., for any V ⊆ U we set c(V ) =

∑
v∈V c(v).

▶ Proposition 3.7. Let (T, c) be an MLA instance and let P be the partition obtained on
it by Algorithm 2. Take any light cluster K in P and denote by rK the root of K if it is a
cluster of type I. Otherwise, if K is a cluster of type II, we use rK to denote the parent node
of the forest contained in K. Then it holds that c(P (rK)) ≥ c(K).

Proof. Without loss of generality, assume that K is of type I. Let w be the node in K

that has the highest cost. By Definition 3.4, we know that |K| ≤ 2
√

n. Hence, by an
averaging argument, we have c(w) ≥ c(K)/(2

√
n), which implies 2

√
n · c(w) ≥ c(K). Now,

assume by contradiction that c(P (r(K))) < c(K). Then, if we split the path from w to r

into two parts by cutting it on the node rK , we got c(P (w)) = c(P (w) ∩ K) + c(Po(rK).
Since c(P (w) ∩ K) ≤ c(K) and c(P (rK) ≤ c(K) by our assumption, we get that c(P (w)) ≤
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2c(K) ≤ 2 · 2
√

n · c(w) = 4
√

n · c(w). However, this means that w is a heavy node, which
contradicts the initial assumption. Thus, it holds that c(P (rK)) ≥ c(K). The proof for type
II follows the same steps. ◀

▶ Corollary 3.8. Let us subsume the notation and the conditions of Proposition 3.7. Then,
it holds that f(K) ≤ 2f(rK).

Proof. Notice that for type I cluster K, f(K) consists of the cost of K and the cost of the
path connecting it to the root r of T (to be precise, excluding rK from this path, as we
already count its cost in the cluster). Thus, the following holds

f(K) = c(K) + c(Po(rK)) ≤ c(P (rK)) + c(Po(rK)) ≤ 2c(P (rK)) = 2f(rK),

where the first inequality is implied by Proposition 3.7, the second one from the fact that we
added the cost of rK to the right side, and the last inequality is by the definition of f . ◀

Given the above, we can prove the main theorem of this section.

▶ Theorem 3.9. For any MLA service function f , there exists a disjoint service function
g that O(

√
n)-approximates f . It can be found in time polynomial w.r.t. the MLA instance

defining f .

Proof. Let (T, c) be the MLA instance that defines f , and let U be the set of nodes in T .
The idea is to prove that the partition P = {P1, P2, . . . , Pk} generated on T by Algorithm 2
induces a set function g(V ) =

∑
i∈[k] f(Pi)1 {Pi ∩ V ̸= ∅} on all subsets V ⊆ U that is an

O(
√

n)-approximation to f . The function g is a disjoint service function by design.
For this purpose, we need to show that maxV ⊆U g(V )/f(V ) is of order at most

√
n. Let

us note that in our case, f(V ) is just the cost of the minimal subtree connecting V to the
root. Thus, for any subset V ′ of V it holds that f(V ′) ≤ f(V ).

Let V ⊆ U be any subset of nodes and let Ph,1, . . ., Ph,s and Pℓ,1, Pℓ,2, . . . , Pℓ,t be the
lists of all the heavy and light clusters that intersect V , respectively. We also denote the
roots of the heavy clusters by vh,1, . . ., vh,s, respectively, and the set containing them by Vh.
Similarly, we use the convention from Proposition 3.7 to define light cluster nodes. For Pℓ,i,
we denote its root by rℓ,i.

By Proposition 3.3, it holds that
∑s

i=1 f(Ph,i) ≤ 8
√

n·f(Vh). Moreover, since V intersects
all these heavy clusters, it either contains their roots or some nodes that are their descendants.
Thus, the minimal subtree connecting V to the root r contains the minimal subtree connecting
Vh to the root r. Hence,

s∑
i=1

f(Ph,i) ≤ 8
√

n · f(Vh) ≤ 8
√

n · f(V ). (2)

Now, for each light cluster Pℓ,i, we notice that since V intersects it, the minimal tree
connecting V to r contains the path from rℓ,i to r. Thus, f(V ) ≥ f(rℓ,i) and by Proposition
3.3, we get that

f(Pℓ,i) ≤ 2f(rK) ≤ 2f(V ) (3)

for each ℓ ∈ [t]. Note that g(V ) =
∑

K∈P :V ∩K ̸=∅ f(K). Combining inequalities 2 and 3, we
obtain that

g(V )
f(V ) =

∑
K∈P :V ∩K ̸=∅ f(K)

f(V ) =
∑s

i=1 f(Ph,i) +
∑t

i=1 f(Pℓ,i)
f(V ) ≤

8
√

n · f(V ) +
∑t

i=1 2f(V )
f(V )

≤ 8
√

n · f(V ) + 2(
√

n + 1) · f(V )
f(V ) = 10

√
n + 2,

with the last inequality implied by Proposition 3.6. This concludes the proof that g is an
O(

√
n)-approximation to f .
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Finally, it is easy to notice that the algorithm runs in polynomial time. We can define a
dynamic structure over the tree T that, for each node v, stores its subtree and path costs
(c(T (v)), c(P (v)), together with the size |T (v)| of its subtree. Updates on such a structure
take at most polynomial time in n (as we create a cluster, we go from the cluster root to the
root of T , updating the data on all the nodes on the path, which is of length at most n).
With such a structure, checking whether a node is heavy or going through a path from r in
search of a light cluster also takes at most linear time in n. ◀

Thus, by Lemma 1.1, we get Theorem 1.2. The result of Theorem 3.9 is tight:

▶ Proposition 3.10. There exists a decreasing MLA instance T, c with n nodes, such that
for every partition P1, . . . , Pk of T for some k, there exists a non-empty set S ⊆ T such that∑

i∈[k] f(Pi)1 {S ∩ Pi ̸= ∅}
f(S) = Ω(

√
n).

Proof. Consider the tree T with a root r and n − 1 children of r denoted by v1, . . . , vn−1.
The cost c is such that c(r) =

√
n, while for all i ∈ [n − 1], c(vi) = 1. Now, consider any

partition P1, . . . , Pk. If k >
√

n, then consider a set S that intersects each Pi exactly once.
Thus, f(S) ≤

√
n + k ≤ 2k, while

∑
i∈[k] f(Pi)1 {S ∩ Pi ̸= ∅} ≥ k ·

√
n, which proves this

case. Else (k ≤
√

n), consider a set S that intersects Pi once if and only if |Pi| <
√

n/2
(otherwise does not intersect at all). It holds that f(S) ≤ 2

√
n because one has

√
n from r

and
√

n intersections with Pi’s in the worst case, while∑
i∈[k]

f(Pi)1 {S ∩ Pi ̸= ∅} ≥ n −
∑
i∈[k]

|Pi| · 1 {S ∩ Pi = ∅} ≥ n − k
√

n/2 ≥ n/2,

which concludes the proof. ◀

4 Weighted Symmetric Subadditive Joint Replenishment

In this section, we study Weighted Symmetric Subadditive JRP. We have a set U of n

request types with weights w({j}) = wj for each j ∈ U . Let f be the set function over U :
In this setting, we have that the service cost of a set S only depends on the total weight
of the elements belonging to S, as opposed to the identity of those elements. Formally,
f(S) = f(w(S)), where function f is now intended as a monotone non-decreasing subadditive
function of weights of a set with f(0) = 0, and for every two weights x, y, it holds that
f(x + y) ≤ f(x) + f(y). For brevity, we call these functions weighted symmetric subadditive.
Our goal is to show that for every weighted symmetric subadditive service function f on U ,
there exists a partition of U into sets S1, . . . , Sk for some k, such that the disjoint service
function g : U → R≥0 defined by this partition where g(S) =

∑k
i=1 f(Si) · 1[S ∩ Si ̸= ∅]

satisfies g(S) ≤ O(
√

n)f(S) for every S ⊆ U .
We begin, in Section 4.1, by analyzing a special case of unweighted symmetric subadditive

service costs. Namely, where the weight of each element is 1, and thus, w(S) = |S|: These
functions are simply referred to as symmetric subadditive. We achieve a tight Θ(

√
n)-stretch

with a simple partitioning algorithm (partition into
√

n sets of size
√

n each), and this serves
as a warm-up to the weighted symmetric subadditive case presented in Section 4.2, where we
also achieve a tight Θ(

√
n)-stretch.
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4.1 Symmetric Subadditive JRP
We first consider symmetric subadditive service functions. Observe that these functions are
symmetric (i.e., f(S) = f(S′) for all sets S, S′ ⊆ U such that |S| = |S′|). For convenience,
for a cardinality 0 ≤ s ≤ |U |, we use f(s) as the value of sets of size s. We show that
for symmetric subadditive f , one can construct a disjoint service function g that O(

√
n)-

approximates f . We then show that O(
√

n) is tight even in the special case of f being a
symmetric unweighted set cover function. This provides an alternative, simpler proof for the
lower bound on USC of [35]. We first state the following simple but useful observation.

▶ Observation 4.1. For all symmetric subadditive functions f : R+ → R+, and all y ≥ x > 0,
it holds that f(y)/f(x) ≤ ⌈y/x⌉.

Proof. Let k = ⌈y/x⌉. Then, f(y) ≤ f(kx) ≤ f(x)+f((k−1)x) ≤ f(x)+. . .+f(x) = k ·f(x).
The first inequality is by monotonicity, and the second and third by subadditivity. ◀

▶ Lemma 4.2. For every symmetric subadditive service function f , there exists a disjoint
service function g that O(

√
n)-approximates it.

Proof. Let us consider an arbitrary symmetric subadditive service function f on request
types U . Let g be the disjoint service function that induces an arbitrary partition of the
elements of U into sets {X1, . . . , Xk}, where k = ⌈

√
n⌉, each of cardinality |Xi| ≤ ⌈

√
n⌉

(such a partition always exists). We now bound the following fraction for every S ⊆ U :∑
i∈[k] f(Xi) · 1 {S ∩ Xi ̸= ∅}

f(S) ≤
∑

i∈[k] f(⌈
√

n⌉) · 1 {S ∩ Xi ̸= ∅}

f
(∑

i∈[k] 1 {S ∩ Xi ̸= ∅}
)

≤

∑
i∈[k]

1 {S ∩ Xi ̸= ∅}

 ·

⌈
⌈
√

n⌉∑
i∈[k] 1 {S ∩ Xi ̸= ∅}

⌉
≤ 2⌈

√
n⌉.

The first inequality is because |Xi| ≤ ⌈
√

n⌉ and from the fact that, since Xi’s are disjoint,
the size of S is at least the number of non-empty intersections with sets Xi’s. The second
inequality follows from Observation 4.1, and the third inequality follows since ⌈ a

b ⌉ ≤ 2 · a
b ,

for every a
b ≥ 1

2 , and the denominator
∑

i∈[k] 1 {S ∩ Xi ̸= ∅} ≤
√

n + 1. ◀

Thus, by Lemma 1.1 and Lemma 4.2, the following holds:

▶ Theorem 4.3. There exists a deterministic O(
√

n)-competitive algorithm for the Non-
Clairvoyant Symmetric Subadditive Joint Replenishment problem.

We complement the above result by giving a tight instance:

▶ Theorem 4.4. There exists a symmetric subadditive service function such that every
disjoint service function is an Ω(

√
n)-approximation of it.

Proof. Let U be the set of request types. For simplicity of the proof, we assume that n = |U |
has an integer square root. Let us consider the service function f(S) =

⌈
|S|√

n

⌉
, which is

symmetric and subadditive, let g be any disjoint service function, let S be the collection of
disjoint sets Xi’s that g generates, and let k be the number of parts in the partition S.
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Consider some X ⊆ U that intersects each Xi exactly once. We now analyze the cost of
this induced partition on X:∑k

i=1 f(Xi)
f(X) =

∑k
i=1

⌈
|Xi|√

n

⌉
⌈

k√
n

⌉ ≥ max{k,
√

n}⌈
k√
n

⌉ ,

where the inequality holds since the it is a sum of k terms where each is at least 1, and since
the sets X1, . . . , Xk cover U , thus

∑k
i=1 |Xi| = n.

Now, if k ≤
√

n then

max{k,
√

n}⌈
k√
n

⌉ =
√

n.

Otherwise, k√
n

> 1, thus
⌈

k√
n

⌉
≤ 2 k√

n
, which implies that

max{k,
√

n}⌈
k√
n

⌉ ≥ k

2k/
√

n
=

√
n

2 ,

which concludes the proof. ◀

4.2 Weighted Symmetric Subadditive JRP
We now relax the assumption of w(S) = |S| and provide a O(

√
n)-approximation for every

weighted subadditive function. We begin with some facts about weighted subadditive and
symmetric concave functions. Every symmetric concave function is the pointwise infimum of a
set of affine functions, and can be approximated by a set of affine functions with exponentially
decreasing slopes. The next lemma combines this fact with the fact that every weighted
subadditive function can be approximated by a symmetric concave function.

▶ Lemma 4.5. Let g : {0, 1 . . . , W } → R≥0 be a monotone non-decreasing subadditive
function. Then, there exists a finite set of affine functions {g1, . . . , gp} for some p ≤ log(W )
where gi(x) = σi + x · δi such that σi+1 > 2σi and δi+1 < δi/2 for every i < p, and the
function ĝ defined by ĝ(x) = mini gi(x) satisfies that for every x ∈ {0, . . . , W }, it holds that:

g(x) ≤ ĝ(x) ≤ 8g(x).

Proof. By [30], we know that there exists a concave function g′ : {0, . . . , W } → R≥0 that
approximates g within a factor of 2. Now, for every i = 2, . . . , ⌈log(W )⌉ consider the affine
function g′

i : {0, . . . , W } → R≥0 that interpolates between (2i−1, g′(2i−1)) and (2i, g′(2i)), and
g′

1(x) that interpolates between (0, g′(0)) and (1, g′(1)). It holds that for every x ∈ {0, . . . , W }
then

g′(x)
2 ≤ min

i=1,...,p
g′

i(x) ≤ g′(x),

where the first inequality holds since

g′(x) ≤ g′(2⌈log(x)⌉) ≤ 2g′(2⌊log(x)⌋)

≤ 2g′
2⌊log(x)⌋(2⌊log(x)⌋) = 2 min

i=1,...,p
g′

i(2⌊log(x)⌋) ≤ 2 min
i=1,...,p

g′
i(x),

and the second inequality holds by concavity of g′. In [32], they present an algorithm that
reduces the set of affine functions such that the coefficients and slopes satisfy the conditions
of the lemma while losing a factor of 2, which, if applied to the set of affine functions 2g′

i,
concludes the proof. ◀
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Henceforth, we will denote by W = w(U), and assume that f is defined on {0, . . . , W },
and is a pointwise infimum of p affine functions g1, . . . , gp where gi(x) = σi +x ·δi and the σis
and δis satisfy the properties stated in the lemma. Proving the theorem for f that satisfies
the condition proves the same (with additional loss of a factor of 8) for general symmetric
subadditive functions.

The following lemma will be useful to lower bound f(w(S)) using the largest weight in S.

▶ Lemma 4.6. For every k ∈ {2, . . . , p}, if x ≥ σk

δk−1
, then f(x) ≥ σk.

Proof. Recall that f(x) = min1≤i≤p σi + xδi. For i < k, we have σi + xδi ≥ xδk−1 ≥ σk. For
i ≥ k, we have σi + xδi ≥ σk. Thus, f(x) ≥ σk. ◀

Henceforth, for brevity, we write f(S) to mean f(w(S)), for an arbitrary set S. In the
following, we frequently use the fact that for any set H, f(H) = min1≤i′≤p σi′ + w(S)δi′ ≤
σi + w(H)δi for every i.

High-Level Overview. Let S be a set chosen by an adversary, unknown to us. Suppose
that f(S) = min1≤i≤p σi + w(S)δi = σℓ + w(S)δℓ. The idea is to construct a partition such
that some of the parts that intersect S can be charged to σℓ, and the remaining parts that
intersect S can be charged to w(S)δℓ. Towards this end, we first classify each type j as
follows. We say that type j is eligible for class 2 ≤ k ≤ p if wj ≥ σk

δk−1
. All types are eligible

for class 1. Define the class of type j to be the largest class it is eligible for and Xk to be
the set of class-k types.

Next, we partition Xk into heavy and light types. The light part Zk contains all types
j ∈ Xk with wjδk ≤ σk/

√
n. Since Zk is light, f(Zk) ≤ σk + w(Zk)δk ≤ O(

√
n)σk. Also, if

S ∩ Xk ̸= ∅, then Lemma 4.6 implies that f(S) ≥ σk. We can then use the fact that σk’s are
geometric to show that the total value of the parts Zk that intersect S is at most O(

√
n)f(S).

Now, consider the heavy types in Xk, i.e. those types j with wjδk > σk/
√

n. We further
partition these types according to their weights in powers of 2. Let Rk,i = {j ∈ Xk \ Zk :
wj ∈ [2i, 2i+1)}. For each weight class i, we greedily partition Rk,i into as many parts of
size ⌈

√
n⌉ as we can. This produces a collection Fk,i of parts of size ⌈

√
n⌉ and at most one

leftover part Gk,i of size less than
√

n. We say that a part is nice if it belongs to Fk,i and
the part Gk,i a leftover part.

Observe that there are at most ⌈
√

n⌉ nice parts, each of size at most ⌈
√

n⌉ and contains
types of roughly the same weight. Thus, we can use a similar argument as in the unweighted
case to show that the total value of the nice parts that intersect S is at most O(

√
n)f(S).

For the leftover parts, we charge the parts Gk,i that intersect S with k < ℓ to w(S)δℓ and
those with k ≥ ℓ to σℓ.

Algorithm 3 Weighted Symmetric Subadditive Partitioning Algorithm.

1: for k = 1 to p do
2: Create a part Zk = {j ∈ Xk : wjδk ≤ σk/

√
n}

3: Let Rk,i = {j ∈ Xk \ Zk : wj ∈ [2i, 2i+1)}
4: for each i do
5: Greedily partition Rk,i into as many sets of size exactly ⌈

√
n⌉ as possible

6: Let Fk,i denote the sets of size of size ⌈
√

n⌉
7: Let Gk,i denote the remaining set of size less than

√
n, if it exists

8: Create a part for each set in Fk,i and a part for the set Gk,i
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We now give the detailed analysis below.

▶ Theorem 4.7. For any weighted symmetric subadditive service function f , there exists a
disjoint service function g that O(

√
n)-approximates f . It can be found in time polynomial

w.r.t. the weights defining f .

Proof. Let S be an arbitrary set and suppose f(S) = min1≤i≤p σi + w(S)δi = σℓ + w(S)δℓ.
We now decompose w(S) using the partition produced by our algorithm. In particular, we
have

f(S) = σℓ +

∑
k

w(Zk ∩ S) +
∑
k,i

∑
T ∈F ′

k,i

w(T ∩ S) +
∑
k,i

w(Gk,i ∩ S)

 · δℓ.

Define F ′
k,i as the subset of parts in Fk,i that intersects with S. We now show that the

algorithm pays at most O(
√

n)f(S). In other words, we will prove that the total value of the
parts that intersect S are upper bounded as follows:∑

k:Zk∩S ̸=∅

f(Zk) +
∑
k,i

∑
T ∈F ′

k,i

f(T ) +
∑

k,i:Gk,i∩S ̸=∅

f(Gk,i) ≤ O(
√

n)f(S).

We begin by bounding
∑

k:Zk∩S ̸=∅ f(Zk). Let kmax be the largest k such that Zk ∩ S ̸= ∅.
(If none exists, then we do not need to bound this term.) We have that w(S) · δkmax−1 ≥
w(Zk ∩ S) · δkmax−1 ≥ σkmax . Thus, Lemma 4.6 implies that f(S) ≥ σkmax . On the other
hand, ∑

k:Zk∩S ̸=∅

f(Zk) ≤
∑

k:Zk∩S ̸=∅

O(
√

n)σk ≤ O(
√

n)σkmax ≤ O(
√

n)f(S).

where the first inequality follows directly from the definition of Zk in line 2 of Algorithm 3
and since there are at most n elements in Zk, the second inequality is since the σk’s are
geometrically increasing.

Next, we bound
∑

k,i

∑
T ∈F ′

k,i
f(T ). Since every set T ∈ F ′

k,i has size ⌈
√

n⌉, we have∑
k,i |F ′

k,i| ≤
√

n. Moreover, every j ∈ T has wj ∈ [2i, 2i+1), so w(T ) ≤ O(
√

n)w(T ∩ S).
Thus, we have∑

k,i

∑
T ∈F ′

k,i

f(T ) ≤
∑
k,i

∑
T ∈F ′

k,i

σℓ + w(T )δℓ

≤
∑
k,i

|F ′
k,i|σℓ + O(

√
n)

∑
k,i

∑
T ∈F ′

k,i

w(T ∩ S)δℓ

≤ O(
√

n)

σℓ +
∑
k,i

∑
T ∈F ′

k,i

w(T ∩ S)δℓ

 ≤ O(
√

n)f(S).

where the last inequality follows from the fact that all T ∈ F ′
k,i are disjoint so we have that

w(S) ≥
∑

k,i

∑
T ∈F ′

k,i
w(T ∩ S).

We now turn to bounding
∑

k,i:Gk,i∩S ̸=∅ f(Gk,i). Consider a set Gk,i that intersects S

for ℓ ≤ k ≤ p. Since Gk,i is a subset of Xk \ Zk and is at most of size
√

n, we have that

f(Gk,i) ≤ σk + w(Gk,i)δk ≤ O(
√

n)w(Gk,i ∩ S)δk.
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Since δk ≤ δℓ, we get that∑
k≥ℓ

∑
i:Gk,i∩S ̸=∅

f(Gk,i) ≤
∑
k≥ℓ

∑
i:Gk,i∩S ̸=∅

O(
√

n)w(Gk,i ∩ S)δℓ ≤ O(
√

n)f(S).

Finally, when ℓ = 1, the argument is complete. Let us now consider the case when ℓ > 1.
Consider a set Gk,i that intersects S for 1 ≤ k < ℓ. We have that f(Gk,i) ≤ σk +w(Gk,i)δk ≤
O(

√
n)2i+1δk. Moreover, since every j ∈ Xk has wjδk < σk+1, we have that∑

k<ℓ

∑
i:Gk,i∩S ̸=∅

f(Gk,i) ≤ O(
√

n)
∑
k<ℓ

σk+1 ≤ O(
√

n)σℓ ≤ O(
√

n)f(S).

Finally, it is not hard to see that, by design, Algorithm 3 can be implemented in polynomial
time in the logarithm of the total weight, log(w(U)). This concludes the proof. ◀

Thus, by Lemma 1.1, we get Theorem 1.3.

5 Tight Instances against Previous Algorithms

5.1 An Ω(
√

n log n) Tight Instance for the Algorithm of [35]
▶ Proposition 5.1. There exists a weighted set cover instance for which the Universal Set
Cover algorithm of [35] has stretch Ω(

√
n log n).

Proof. The algorithm of [35] works as follows: while the set U of elements e for which f(e)
is undefined is non-empty, pick the set S that minimizes c(S)√

|S∩U |
and for all e ∈ S ∩ U , define

f(e) = S.
The high-level idea is that [35]’s analysis uses the Cauchy-Schwarz inequality and the

tight instance is created by looking at when the Cauchy-Schwarz inequality is tight.
Consider the following set system where we have sets S, S1, . . . , Sk for some k that we

will choose later. The set S contains k elements and set Si contains
⌊

k
k−(i−1)

⌋
elements. The

sets also satisfy that |S ∩ Si| = 1 and Si ∩ Sj = ∅ for 1 ≤ i < j ≤ k. Moreover, the sets Si

form a partition of all the n elements. The costs of the sets are: c(S) = 1, c(Si) =
√

|Si|√
k−(i−1)

.
We now claim that in the i-th iteration, the algorithm chooses Si. First observe that for

1 ≤ i < j ≤ k, we have

c(Si)√
|Si|

<
c(Sj)√

|Sj |
.

Thus, it suffices to show that in each iteration i, the algorithm chooses Si over S. We do
this by induction on i. When i = 1, we have that

c(S1)√
|S1|

= 1√
k

= c(S)√
|S|

.

Now consider i > 1. By induction, we have that |S ∩ U | = k − (i − 1) and Si ∩ U = Si (the
latter is because the only set that intersects Si is S). Thus, we also have

c(Si)√
|Si|

= 1√
k − (i − 1)

= c(S)√
|S ∩ U |

.

We conclude that in each iteration i, the algorithm chooses Si.

APPROX/RANDOM 2024
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Figure 2 Tight instance for [44], where w =
√

n log n−1
n−1 .

Thus, the competitive ratio of the algorithm is at least (
∑k

i=1 c(Si))/c(S) =
∑k

i=1 c(Si)
since c(S) = 1. We have that

k∑
i=1

c(Si) =
k∑

i=1

√⌊
k

k−(i−1)

⌋
√

k − (i − 1)
= Ω(

√
k log k). (4)

It now remains to maximize k. The constraint on k is that
∑k

i=1 |Si| = n since Sis
are disjoint. Now,

∑k
i=1 |Si| =

∑k
i=1

⌊
k

k−(i−1)

⌋
= Θ(k log k). Thus, setting k = Θ(n/ log n)

satisfies the constraint on k. Plugging this into (4) yields the claim. ◀

5.2 An Ω(
√

n log n) Tight Instance for the Algorithm of [44]
We complement the O(

√
n)-stretch achieved by Algorithm 2 and Algorithm 3 with a JRP

instance such that the algorithm of [44] (Algorithm 2) must suffer a stretch of at least
Ω(

√
n log n). Note that the instance we present in Figure 2 is both an MLA instance and a

weighted concave one. This shows that for the specific case of MLA and weighted concave
functions, not only is our algorithm optimal, but also that Touitou’s algorithm cannot achieve
the same guarantee. At a high level, whenever Touitou’s algorithm decides to serve some
requests, it issues up to two services (lines 9 and 12). One of them serves a subset of requests
R for which delay and service costs are the same. At the same time, a second service with
a budget of up to

√
n log n · c(R) can be issued to serve some pending requests in advance.

The following example is one where the optimal algorithm rarely issues this second service.

▶ Proposition 5.2. There exists an instance for which the algorithm of [44] has stretch
Ω(

√
n log n). Moreover, this is an MLA and a weighted concave instance.

Proof. Let us consider the JRP tree T in Figure 2, where w =
√

n log n−1
n−1 and the delay cost

functions on the nodes read

di(t) =
{

2t, if i = 1
εt, if i ≥ 2

,

for ε ≪ w to be set later. In particular, at each time step, there are n requests arriving on
tree T , one per node.

Let us first observe that the optimum algorithm only serves the requests at v1, paying a
service cost of 1 at each time step. Moreover, it serves requests arriving at any vi with i ≥ 2
once εt = w, i.e., every w/ε time steps, and pays (n − 1)w + 1 =

√
n log n. Thus, letting τ be

the length of the requests sequence, the overall optimal cost is OPT(τ) = τ + ετ
w

√
n log n ≤ 2τ ,

by setting ε = w/n.
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Algorithm 2 in [44] (whose cost is referred to as ALG from now on) serves a request
arriving at v1 (line 9) as soon as its accumulated delay equals its service cost (this is
when the UponCritical event occurs). Once a request at v1 arrives, the algorithm waits
until the time elapsed t is such that 2t = 1 to serve it. That is, when the j-th request
located at v1 arrives, the algorithm serves it at time tj = j + 1

2 . Right after, it issues a
second service (line 12) to serve all other requests at v2, . . . , vn. Overall, the algorithm pays
ALG(τ) = τ · (1 + (n − 1)w) = τ

√
n log n.

Hence,

ALG(τ)
OPT(τ) ≥

√
n log n

2 ,

for all τ ≥ 1. To conclude, the fact that the instance in Figure 2 is an MLA one comes
directly from the fact that it is a depth 2 tree. Moreover, observe that no matter how we
choose S ⊆ V , f(S) = f(w(S)), and thus the instance in Figure 2 is also a weighted concave
instance. ◀
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1 Introduction

Allocating goods to buyers so as to maximize social welfare is one of the most central problems
in economics. This problem, even under linear utilities, is complicated by buyers’ various
constraints and the manner in which items are revealed.

In this work we introduce the average-value allocation problem (AVA). Here, we wish to
maximize social welfare (total value of allocated items), while guaranteeing for each buyer j

an average value of allocated items of at least ρj . Formally, if the value of item i for buyer j

is vij , and xij ∈ {0, 1} indicates whether item i is allocated to buyer j, we wish to maximize
the social welfare

∑
ij vij xij , subject to each item being allocated to at most one buyer (i.e.,∑

j xij ≤ 1), and to the “average value” constraint:
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13:2 The Average-Value Allocation Problem

∀j,
∑

i

vij xij ≥ ρj ·
( ∑

i

xij

)
. (1.1)

Average-value constraints arise naturally in numerous situations. E.g., consider settings
when goods are to be distributed among “buyers”, and the (fixed) cost of distributing,
receiving, or deploying each such good allocated is borne by the recipient. Each buyer wants
their average value for their goods to be at least some parameter ρj . This parameter ρj

allows to convert between units, and so this fixed cost for each buyer can be in money, time,
labor, or any other unit. So, for example, for allocation and distribution of donations to a
charitable organization, a certain value-per-item is required to justify the time contributed
by volunteers, or the money spent by government in the form of subsidies. In other words,
the amount of “benefit” per task allocated to an individual j should be above the threshold
ρj , so that even if some of the tasks are individually less rewarding (i.e., they have benefit
less than ρj , the total amount of happiness they get overall justifies their workload.

In addition to this average-value constraint on the allocation, we may also consider
side-constraints (such as the well-studied budget constraints), but for now we defer their
discussion and focus on on the novel constraint (1.1). At first glance, the AVA problem may
seem similar to other packing problems in the literature, but there is a salient difference – it
is not a packing problem at all! Indeed, if buyer i gets some subset Si = {j | xij = 1} of items
in some feasible allocation, it is possible that a subset S′ ⊆ Si of this allocation is no longer
feasible, since its average value may be lower. Given that this packing (subset-closedness)
property is crucial to many previous results on allocation problems, their techniques do
not apply. Hence, we have to examine this problem afresh, and we ask: how well can the
average-value allocation be approximated? We investigate this question, both in the offline
and online settings.

1.1 Our Results and Techniques
Recall that the AVA problem seeks to maximize the social welfare

∑
ij vijxij subject to each

item going to at most one buyer, and also the novel average-value constraint (1.1) above.
Our first result rules out polynomial-time exact algorithms for AVA in an offline setting, or
even a PTAS, showing that this problem is as hard to approximate as the Max-Coverage
problem:

▶ Theorem 1 (Hardness of AVA). For any constant ε > 0, the AVA problem is NP-hard to
( e

e−1 − ε)-approximate.

We then turn our attention to positive results, and give the following positive result for
the problem:

▶ Theorem 2 (Offline AVA). There exists a randomized polynomial-time algorithm for the
AVA problem which achieves an approximation factor of 4e

e−1 .

To prove Theorem 2, we would like to draw on techniques used for traditional packing
problems, but the non-traditional nature of this problem means we need to investigate
its structure carefully. A key property we prove and leverage throughout is the existence
of approximately-optimal solutions of a very special kind: each buyer gets a collection of
“bundles”, where a bundle for buyer j consists of a single item i with positive vij − ρj (i.e.,
contributing positively to the average-value constraint (1.1)) and some number of items i with
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negative vij − ρj , such that they together satisfy the AVA constraint. Given this structure
we can focus on partitioning items among bundles, and allocating bundles to buyers. Note
that this partitioning and allocation have to happen simultaneously, since the values (i.e.,
vij) and whether it contributes positively or negatively (i.e., vij − ρj) depend on the buyer
and bundle under consideration. We show how algorithms for GAP (generalized assignment
problem) with matroid constraints [13] can be used.

Relax-and-Round. In order to extend our results from the offline to the online settings, and
to add in side-constraints, we then consider linear programming (LP) based relax-and-round
algorithms for the AVA problem. The LP relaxations take advantage of the structural
properties above, as they try to capture the best bundling-based algorithms (and hence to
approximate the optimal solution of any kind). Once we have fractional solutions to the LP,
we can then round these in both offline and online settings to get our feasible allocations.

Our first rounding-based algorithm, given in §4, is in the offline setting, and yields another
O(1)-approximate algorithm for AVA, qualitatively matching the result from Theorem 2.
While the constants are weaker, the result illustrates our ideas, and allows us to support
additional side-constraints (more on this in §1.1.1).

Online Algorithms. We then turn to online AVA, where items arrive over T timesteps,
and must be allocated to buyers as soon as they arrive. We want to maintain feasible
solutions to the AVA at all times. We show that under adversarial arrivals, only trivial O(T )
approximations are possible. This forces us to focus our attention on i.i.d. arrivals. Our first
result is a time-efficient approximation of the optimum (computationally-unbounded) online
algorithm:

▶ Theorem 3 (Online AVA: Approximating the Optimal Online IID Algorithm). There exists a
randomized polynomial-time online algorithm for the AVA problem which achieves a constant
factor of the value achieved by the optimal (computationally-unbounded) online algorithm.

To approximate the optimum online algorithm, we provide an LP capturing a constraint
only applicable to online algorithms, inspired by such constraints from the secretary problem
and prophet inequality literatures [12, 34]. We then provide a two-phase online algorithm
achieving a constant approximation of this LP, analyzed via a coupling with an imaginary
algorithm that may violate AVA constraints and allocate items to several buyers.

We then turn our attention to approximating the ex-post optimum (a.k.a., getting a
competitive ratio for the observed sequence). In contrast, we show that when comparing
with the ex-post optimum, no such constant approximation ratio is possible, but we give
matching upper and lower bounds. (Due to lack of space, this is deferred to Appendix A.)

▶ Theorem 4 (Online AVA: Ex-post Guarantees (Informal)). There exist families of online
i.i.d. AVA instances on which any online algorithm is Ω

( log T
log log T

)
-competitive. In contrast,

there exists an online algorithm matching this bound asymptotically (on all instances).

The lower bound is proved by giving an example using a balls-and-bins process (and its
anti-concentration). Then we formulate an LP capturing this kind of anti-concentration,
using which we match the lower bound, under some mild technical conditions (see Appendix A
for details).

APPROX/RANDOM 2024



13:4 The Average-Value Allocation Problem

1.1.1 Generalizations
There are many interesting generalizations of the basic problem. For example, there might
exist “budgets” which limit the number of items any buyer can receive; or more generally we
may have costs on items which must sum to at most the buyer’s budgets. These costs could
be different for different buyers, and in different units than those captured by constraint
(1.1). These constraints are the natural ones considered in packing problems; in general,
we can consider the AVA constraint as being a non-packing constraint on the allocation
that can supplemented with other conventional packing constraints. As we show in §4.3,
our relax-and-round algorithm extends seamlessly to accommodate such side constraints,
provided any individual item has small cost compared to the relevant budgets.

Another natural generalization is return-on-spend (RoS) constraints, which have been
central to much recent work on advertisement allocation (see [25, 20]) and §1.2). We call the
problem generalized AVA (GenAVA) and define it as follows: the objective is to maximize
social welfare, but now the average value is measured in a more general way. Indeed, the
allocation of item i to buyer j can incur a different “cost” cij , and the average-value constraint
becomes the following ROS constraint:

∀j,
∑

i

vij xij ≥ ρj ·
( ∑

i

cij xij

)
. (1.2)

In contrast to AVA, we show that allowing general costs cij in the generalized AVA problem
in (1.2) makes it as hard as one of the hardest combinatorial problems – computing a
maximum clique in a graph. In particular, we show that it is NP-hard to n1−ε-approximate
GenAVA with n buyers, for any constant ε > 0. In Appendix B we show that similar hardness
persists even for stochastically generated inputs, and the problem remains hard even if we
allow for bicriteria approximation.

1.2 Related Work
Resource allocation is one of the most widely-studied topics in theoretical computer science.
Here we briefly discuss some relevant lines of work.

Packing/Covering Allocation Problems. The budgeted allocation problem or AdWords
of [32] is NP-hard to approximate within some constant [14], and constant approximations
are known even online [32, 11, 28]. The generalized assignment problem (GAP) [22] and its
extension, the separable assignment problem, have constant approximations in both offline [23,
13] and (stochatic) online settings [30]. In both cases, arbitrarily-good approximations are
impossible under adversarial online arrivals, even under structural assumptions allowing for an
offline PTAS (e.g., “small” bids) [32]. However, assuming both small bids and random-order
(or i.i.d.) arrivals allows us to achieve (1− ε)-competitiveness [16, 18, 30, 26, 2]. Some such
allocation problems are also considered with concave or convex utilities [17, 7]. As noted
above, many results and techniques for (offline and online) packing and covering constraints
are not applicable to our problem, which is neither a packing nor covering problem in the
conventional sense.

RoS constraints in online advertising. Return-on-spend constraints as defined in (1.2) have
received much attention in recent years in the context of online advertising. Several popular
autobidding products allow advertisers to provide campaign-level RoS constraints with a goal
to maximize their volume or value of conversions (sales) [25, 20]). Fittingly, there has been
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much interest in understanding the RoS setting along various directions, including optimal
bidding [1], mechanism design [8, 24], and on welfare properties at equilibrium [1, 15, 31]. In
these results, distributed bidding based algorithms are shown to achieve a constant fraction
of the optimal welfare. However, note that the per-item costs in the autobidding setting are
endogenous (set via auction dynamics) whereas in our allocation problem there is no pricing
mechanism and the costs are exogenous. Our results about the hardness of the generalized
AVA show that under exogenous prices, such allocation problems do not admit constant (or
even sublinear) approximation guarantees.

Approximating the optimum online algorithm. Our online i.i.d. results relate to a recent
burgeoning line of work on approximation of the optimum online algorithm via restricted
online algorithms. This includes restriction to polynomial-time algorithms (as in our case)
[34, 33, 10, 3, 29], fair algorithms [5], order-unaware algorithms [19] and inflexible algorithms
[4, 35], and more. These works drive home the message that approximating the optimum online
algorithm using restricted algorithms is hard, but can often lead to better approximation than
possible when comparing to the (unattainable) benchmark of the ex-post optimum. We echo
this message, showing that for our problem under i.i.d. arrivals, a constant-approximation
of the optimum online algorithm (using polytime algorithms) is possible, but is impossible
when comparing to the optimum offline solution.

1.3 Problem Formulation
In the average-value-constrainted allocation problem (AVA), allocating item i to buyer j

yields a value of vij . Each buyer j requires that the average value they obtain from allocated
items be at least ρj . We wish to (approximately) maximize the total social welfare, or sum
of values obtained by the buyers, captured by the following integer LP:

max
∑

(i,j)∈E

vij xij (AVA-ILP)

s.t.
∑

i

vij xij ≥ ρj ·
∑

i

xij ∀ buyers j∑
j

xij ≤ 1 ∀ items i

xij ∈ {0, 1} ∀ items i, buyers j.

An instance I of AVA can be captured by a bipartite graph (I, J, E), with a set I of items
and set J of buyers, and edges E ⊆ I × J , capturing all buyer-item pairs with non-zero value.
For i ∈ I and j ∈ J , edge (i, j) has value vij . We say edge (i, j) is a P -edge (positive edge) if
it has non-negative excess vij − ρj ≥ 0, and an N -edge otherwise, in which case we refer to
vij − ρj < 0 as its deficit. An item i is a P -item if all its edges in E are P -edges, and an
N -item if all its edges in E are N -edges: naturally, some items may be neither P -items or
N -items. We will call an instance unit-ρ if ρj = 1 for all buyers.2

In the online setting, the n buyers and their ρj values are known a priori, but items i

are revealed one at a time, together with their value vij for each buyer j, and an algorithm
must decide what buyer to allocate an item to (if any), immediately and irrevocably on

2 Such instances capture the core difficulty of the AVA problem, and our examples (except those for
GenAVA in Section B) are unit-ρ instances, so one can WLOG take ρj = 1 in the first read.

APPROX/RANDOM 2024



13:6 The Average-Value Allocation Problem

arrival. In the online i.i.d. setting, T items are drawn (one after another) i.i.d. from a known
distribution over m known item types, with type i drawn with probability qi. We say an edge
type (i, j) is an N -edge type or a P -edge type if vij − ρj < 0 or vij − ρj ≥ 0, respectively.

1.4 Paper Outline
We begin in §2 by proving some structural lemmas regarding AVA, including an unintuitive
non-linear dependence of the welfare on the amount of supply. In §3 we present the improved
algorithm for the offline setting giving Theorem 2. In §4 we present our LP-rounding
algorithm for AVA in an offline setting. We also discuss the approach’s extendability, allowing
to incorporate additional constraints, in §4.3. Building on this offline rounding-based
algorithm, in §5 we present a constant-approximation of the optimum online algorithm. In
the interest of space, we defer the discussion of competitive ratio bounds to Appendix A,
and our hardness results to Appendix B.

2 The Structure of Near-optimal Solutions for AVA

In this section, we show how to partition any feasible allocation of AVA instances into
structured subsets (which we call permissible bundles). This bundling-based structure will
prove useful for all of our algorithms.

▶ Definition 5 (Bundling). A set S of edges incident on buyer j is a permissible bundle if
nolistsep S consists of a single P -edge (i⋆, j) and zero or more N -edges (i, j), and
noliistsep the edges in S satisfy the average-value constraint, i.e.,

∑
(i,j)∈S vij ≥ ρj · |S|.

A bundling-based solution is one that can be partitioned into a collection of permissible
bundles.

Clearly, no bundling-based solution can be better than the best unconstrained solution,
but in the following lemma we show a converse, up to constant factors. (Throughout, we use
the shorthand notation v · x :=

∑
ij vijxij for any vector x ∈ RE .)

▶ Lemma 6 (Good Bundling-Based Solution). Let x∗ be a solution to an instance of AVA.
Then, there exists a bundling-based solution x̂ of value at least v · x̂ ≥ 1

2 v · x∗.

As a corollary, the best bundling-based solution is a 2-approximation, and so we will strive
to approximate such bundling-based solutions.

We prove a strengthening of Lemma 6 which also addresses online settings.

▶ Definition 7 (Committed Bundling). An online algorithm is a committed bundling-based
algorithm if its solution consists of permissible bundles, and items can only be added to
bundles; in particular, it commits to the allocation of each item to a particular bundle, and
does not move items between permissible bundles.

▶ Lemma 8 (Online Bundling-Based Solution). Let x∗ be a solution to an instance of
AVA, with x∗ revealed online and (all interim partial solutions) satisfying the average-value
constraints throughout. Then there exists a solution x̂ that is the output of a committed
online bundling-based algorithm, of value at least v · x̂ ≥ 1

2 v · x∗.

Proof. For each buyer j, consider the edges S := {(i, j) | x∗
ij = 1} corresponding to

items assigned to buyer j in solution x∗, in order of addition to the solution x∗, namely
e1, e2, . . . , e|S|, with ek = (ik, j). We now show how a committed online algorithm can output
a collection of permissible bundles of at least half the value from among the edges in S; doing
this for each buyer proves the result.
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Consider ik, i.e., the k-th item allocated to j by x∗, if ek is a P -edge (i.e. vik,j ≥ ρj), we
denote p = ik, open (create) a bundle Bp = {(j, p)} and allocate appropriately in the new
solution x̂. When ek = (ik, j) is an N -edge, if ek can be added to some open bundle Bp of j

while keeping it permissible, we add (ik, j) to Bp in solution x̂; otherwise, we pick some open
bundle Bp of j and mark it as closed (and never add more edges to this bundle). Since x∗ is
feasible throughout the online arrival, for any k ∈ [1, |S|] we have that

∑
ℓ≤k viℓ,j ≥ k · ρj ,

and since we allocate all P -edges of x∗ in x̂ and only allocate a subset of the N -edges, we find
that there must always be some open bundle of j when considering an N -edge ek. Therefore,
the above (committed) bundling-based online algorithm is well-defined. Now, each bundle
is closed by at most one N -edge (i, j), and so we can charge the N -edges (i, j) allocated in
x∗ but not in x̂ to the P -edge (p, j) in the bundle Bp that they closed. But by definition of
the P -edge and N -edge, we know vpj ≥ ρj ≥ vij . Therefore, denoting by x∗

D the part of the
solution x∗ that is discarded in x̂ and by x∗

p and x∗
n the value of the P -edges and N -edges

allocated by both x∗ and the new solution x̂, we have that v · x∗
D ≤ v · x∗

p. Hence,

v · x∗ = v · x∗
D + v · (x∗ − x∗

D) ≤ 2 v · x∗
p + x∗

n ≤ 2 v · (x∗
p + x∗

n). (2.3)

That is, the obtained bundles of the solution x̂ = x∗
p + x∗

n constitute a 2-approximation. ◀

▶ Remark 9. This loss of a factor of two in the value is tight. To see this, consider a
single-buyer unit-ρ AVA instance. There are 1

ε N -edges each with value 1 − ε and 1
ε(1−ε)

P -edges each with value 1 + ε(1− ε). It is feasible to allocate all items to the buyer, and
(arbitrarily close to) half the value of this solution is given by N -edges, but any permissible
bundle contains no N -edges as any single P -edge doesn’t have enough excess to cover the
deficit of any N -edge.

For our algorithms it will be convenient if each item is incident only on P -edges, or only
on N -edges, thus removing the ambiguity about whether to use these as the single P -edge in
a permissible bundle. Fittingly, we call such instances unambiguous. For example, when all
buyers have the same average-value constraint (i.e. ∀j : ρj = ρ), for any item i incident on
a P -edge (i.e., ∃j : vij ≥ ρ), we can trivially drop all N -edges of the item (i.e., drop (i, j′)
where vij′ < ρ) since there is no reason to allocate any N -edge instead of a P -edge of i, and
so making such instances unambiguous comes with no cost. As we now show, any instance of
AVA in general can be made unambiguous while still preserving a bundling-based allocation
that is constant-approximate for the original instance.

▶ Lemma 10 (Bundling Unambiguous Sub-Instances). Given an AVA instance I = (I, J, E),
dropping all of the P -edges or all the N -edges of each item i ∈ I independently with probability
1/2 results in an unambiguous sub-instance I ′ = (I, J, E′) (where E′ ⊆ E), admitting a
bundling-based solution x′ which is 4-approximate for I.

Proof. Let x∗ be an optimal solution for I. If we denote by x∗
p and x∗

n the characteristic vector
for P -edges and N -edges allocated by both x∗ and x̂ = x∗

p + x∗
n as in the proof of Lemma 8,

then, by the penultimate inequality of Equation (2.3), we have that v · x∗ ≤ 2 v · x∗
p + v · x∗

n.
Now, consider the solution x′ consisting of all P -edges allocated in x̂ that were not dropped
and all non-dropped N -edges allocated in bundle S whose P -edge was also not dropped.
We therefore have that this new solution has value precisely 1

2 v · x∗
p + 1

4 v · x∗
n, and so, by

Equation (2.3), we have that x′ is a 4-approximation, since

v · x∗ ≤ 4 ·
(

1
2 v · x∗

p + 1
4 v · x∗

n

)
= 4 v · x′. ◀
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13:8 The Average-Value Allocation Problem

We also provide an alternative, deterministic method to find such an unambiguous sub-
instance. However, since our algorithms are randomized, we defer discussion of this method
to the full version.Note in unambiguous instances, every item is either a P -item or an N -item.

2.1 Welfare is non-linear in supply
In this section we provide a bound on the multiplicative gain in welfare in terms of increased
supply. This will prove useful later. For now, it illustrates non-linearity of the AVA problem
in its supply. (This is in contrast to other allocation problems where the welfare is at best
linear in the supply.)

To motivate this bound, consider the outcome of creating k copies of each item in an
AVA instance. Clearly, the welfare increases by a factor of at least k, as we can just repeat
the optimal allocation for the original instance k times. However, as the following example
illustrates, welfare can be super-linear in the supply size increase for AVA.

▶ Example 11. Consider a unit-ρ instance of k-buyer AVA with a single P -item of value
1 + kε for all buyers and k many N -items, with the i-th N -items having value zero for all
buyers except for one distinct buyer i, to whom it has value 1− ε. In this instance OPT ≈ 2,
since the P -item can only be allocated to a single buyer, who can then only be allocated one
N -item, while in the instance obtained by creating k copies of each item we can allocate a
P -item to each buyer together with k many N -items, and so for this instance OPT ≈ k2, i.e.,
increasing supply k-fold increases the welfare (k2/2)-fold.

The following lemma shows that the above example is an extreme case, and for a k-fold
increase in supply, an O(k2)-fold increase in welfare is best possible.

▶ Lemma 12 (Supply Lemma). Let I = (I, J, E) be an AVA instance, and let I ′ = (I ′, J, E′)
be an instance with the same buyer set and underlying costs and values obtained by copying
each item in I some k times.

OPT(I ′) ≤ O(k2) · OPT(I).

Proof. Since bundling-based solutions are nearly optimal up to a constant factor of 2, we can
start with an optimal bundling-based allocation A′ for I ′ and randomly (and independently)
associate the items of I with one of their k copies in I ′, allocating them as in A′. Finally,
we remove all non-permissible obtained bundles to obtain allocation A for I. For each copy
i′ of an item i, if i′ is allocated in a P -edge in A′, the probability that i is associated with i′

(and thus assigned to the same buyer by A) is precisely 1/k. In contrast, if i′ is allocated
in an N -edge by A′, the probability that A allocates i the same way as i′ is precisely 1/k2,
as this requires both i to be assigned to the same bundle (associated with the same copy)
and the P -edge of this bundle to similarly be assigned to the same bundle. The lemma then
follows by linearity of expectation. ◀

3 Offline Algorithm via Reduction to Matroid-Constrained GAP

In this section we provide an improved constant-approximation for AVA in the offline setting;
we will show in Appendix B.1 that the problem is hard to approximate to better than e

e−1 .

▶ Theorem 13. There exists a ( 4e
e−1 + o(1))-approximate randomized algorithm for AVA.

The algorithm proceeds by reducing AVA to GAP with matroid constraints. Recall that
an instance of the generalized assignment problem (GAP) consists of n elements that can be
packed into m bins. Packing an element e into a bin b gives a value veb and uses up seb space
in that bin. If we let yeb ∈ {0, 1} denote the indicator for whether element e is assigned to
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bin b, then naturally
∑

b yeb ≤ 1. Each bin has unit size, and so the size of elements assigned
to bin b is at most 1: in other words,

∑
e seb yeb ≤ 1. The goal is to maximize the total value

of the assignment
∑

eb veb yeb. [23] gave a (1 − 1/e)-approximation for this problem. [13]
gave the same approximation for an extension of the problem, where the opened subset of
bins must be an independent set in some given matroid M.

▶ Theorem 14. There exists a randomized polynomial-time algorithm that, for any unam-
biguous AVA instance, outputs a solution with expected value at least

(
1− 1/e− o(1)

)
times

the optimal bundling-based solution.

Proof. Given an unambiguous AVA instance (i.e., one where each item is incident on only
P -edges or only N -edges), we construct an instance of Matroid-Bin GAP as follows:
1. Elements and bins: For each P -item p and buyer j, construct a bin (p, j) in the GAP

instance. The elements of the GAP instance are exactly the items of the AVA instance.
2. Values/sizes of P -items: Assigning a P -item p to bin (p, j) yields value vpj and uses zero

space; Assigning P -item p to a bin (p′, j) with p ̸= p′ yields value zero and uses 1 + ε

space.
3. Values/sizes of N -items: Assigning N -item i to bin (p, j) yields value vij and uses

ρj−vij

vpj−ρj
space.

4. Matroid on the bins: Finally, the matroid M on the bins is a partition matroid, requiring
that we choose at most one bin from {(p, j) | j ∈ B}, for each P -item p.

The construction above results in a value-preserving one-to-one correspondence between
feasible GAP solutions which are maximal, i.e., where each P -item p is assigned to some
bin, and permissible bundling-based solutions to the AVA instance. Indeed, for any feasible
bundling-based solution to the AVA instance, fix a bundle (p, j) containing the item set S.
The value of placing the items in S in the bin (p, j) is precisely

∑
i∈S vij . Summing over all

bins, we find that both solutions (to the AVA and GAP instance) have the same value. On
the other hand, the GAP solution is feasible since for each P -item p we open up at most one
bin (p, j) (thus respecting the matroid constraint) and moreover each bin’s size constraint
is respected due to the per-bundle average-value constraint and the zero size of p in bin
(p, j), implying that

∑
i∈S si,(p,j) =

∑
i∈S\{p}

ρj−vij

vpj−ρj
≤ 1. Similarly, starting with a maximal

solution to the GAP instance, the single bin (p, j) into which p is placed has its average-value
constraint satisfied (note that p cannot be placed in a bin (p′, j) for p′ ≠ p, where its size is
1 + ε), and the value of the bundles obtained this way is the same as the GAP solution’s
value. Now the (1− 1/e− o(1))-approximation algorithm for GAP with matroid constraints
[13] gives the same approximation for AVA on unambiguous instances. ◀

Theorem 14 combined with Lemma 10 completes the proof of Theorem 13.

4 An Offline Algorithm via Relax-and-Round

Let us now present an LP-rounding based algorithm for AVA. This more sophisticated
algorithm yields another constant-approximate offline algorithm, which also allows to incor-
porate additional side constraints, see Section 4.3). Moreover, this section’s algorithm also
provides a template for our main online algorithms.

The natural starting point for an LP-rounding based algorithm, the LP relaxation obtained
by dropping the integrality constraints of (AVA-ILP), turns out to be a dead end. This
relaxation has an integrality gap of Ω(n) on n-buyer instances,3 even for unit-ρ, as shown by
the reinspecting the instance of Example 11.

3 Recall that an LP relaxation’s integrality gap is the difference in objective between its best fractional
and integral solutions.
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13:10 The Average-Value Allocation Problem

▶ Example 15. Consider an n-buyer unit-ρ instance with a single P -item p of value 1 + nε

for all buyers, and n N -items, with the i-th N -item having zero value for all buyers except
for buyer ji, for whom its value is 1− ε. An assignment xpj = 1

n for all buyers j and xiji
= 1

for every N -item i gives value n + 1 for the LP relaxation of (AVA-ILP), while clearly the
optimal integral solution has value ≈ 2.

Therefore, to obtain any constant approximation via LP rounding, we need a tighter relaxation.
To this end, we rely on Lemmas 6 and 10, and provide the following relaxation for bundling-
based solutions for unambiguous AVA instances. This LP has decision variables xijp for
(P or N)-item i, buyer j and P -item p. Informally, these correspond to the probability
that i is allocated to j in the bundle with P -item p, which we denote by jp. (Note: this
polynomially-sized LP is clearly poly-time solvable.)

max
∑
i,j,p

vij xijp (Bundle-LP)

s.t.
∑

i

(ρj − vij) xijp ≤ 0 ∀j, p (4.4)∑
j,p

xijp ≤ 1 ∀i (4.5)

xijp ≤ xpjp ∀i, j, p (4.6)
xp′jp = 0 ∀j, P -item p′ ̸= p (4.7)
xijp ≥ 0 ∀i, j, p

Intuitively, the bundling, and in particular Equation (4.6), will allow us to overcome the
integrality gap example above. We formalize this intuition later by approximately rounding
this LP, but first we show that (Bundle-LP) is a relaxation of bundling-based allocations for
unambiguous AVA instances.

▶ Lemma 16. For any unambiguous AVA instance, the value of (Bundle-LP) is at least as
high as that of the optimal bundling-based allocation.

Proof. Fix a (randomized) bundling-based allocation algorithm A. Let Yijp be the indicator
for A having allocated item i in bundle jp. We argue that Yijp satisfy the constraints of
(Bundle-LP), realization by realization. Consequently, by linearity of expectation, so do their
marginals, E[Yijp]. Constraint (4.4) holds since A satisfies the average-value constraint for
each bundle. Constraint (4.5) holds since each item is allocated at most once. Constraint
(4.6) holds because bundle jp must be opened for i to be allocated in it. Constraint (4.7)
holds since permissible bundles have a single P -item in them. Finally, non-negativity of Y is
trivial. We conclude that E [Y] is a feasible solution to the above LP, with objective precisely∑

ijp vij E[Yijp]. The lemma follows. ◀

We now turn to rounding this LP. To this end, we consider a two-phase algorithm, whose
pseudo-code is given in Algorithm 1. In Phase I we open bundles, letting each P -item p pick
a single buyer j with probability xpjp,4 and opening the bundle jp. In Phase II we enrich
the bundles, by adding N -items to them. Specifically, for each N -item i, we create a set Si

containing each open bundle jp independently with probability α · xijp

xpjp
, where α ∈ [0, 1]

4 Since Constraint (4.5) is tight for every P -item in any optimal LP solution, {xpjp}j is a distribution
over buyers.
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is a parameter to be specified later. Then, if this set Si contains a single bundle jp and
adding i to this bundle would not violate the average-value constraint restricted to the bundle
(denoted by BundleAVjp), i.e., this bundle would remain permissible, then we allocate i to
the bundle jp. Otherwise, we leave i unallocated.

Algorithm 1 Offline rounding of Bundle-LP.
1: Make the instance unambiguous as in Lemma 10
2: Let x be an optimal solution to (Bundle-LP) for the obtained unambiguous instance
3: for each P -item p do ▷ Phase I
4: Pick j according to distribution {xpjp}j=1,...,n and open bundle jp

5: for each N -item i do ▷ Phase II
6: Si ← ∅
7: for each bundle jp, with probability α · xijp

xpjp
do

8: if jp was opened in Phase I then
9: Si ← Si ∪ {jp}

10: if |Si| = 1 then
11: if the only bundle jp ∈ Si remains permissible after adding i to it then
12: Allocate i to jp

Algorithm 1 clearly outputs a feasible allocation, since it only allocates N -items i to a
bundle jp if this would not violate the average-value constraint of the bundle, and hence by
linearity the average-value constraint of the buyer remains satisfied. Moreover, the algorithm
is well-defined; in particular, the probability spaces defined in lines 4 and 7 are valid, by
constraints (4.5) for P -item p, and (4.6) for triple i, j, p, respectively. We turn to analyzing
this algorithm’s approximation ratio. For this, we will lower bound the probability of each
item i to be allocated in bundle jp in terms of xijp.

By Section 4, each P -item p is assigned in bundle jp precisely with probability xpjp.
Consequently, the expected value Algorithm 1 obtains from P -items is precisely their
contribution to the LP solution’s value. It remains to understand what value we get
from N -items.

4.1 Allocation of N -items

To bound the contribution of N -items, we consider any tuple of N -item i, buyer j and P -item
p. Note that N -item i is assigned to bundle jp if and only if all the four following events
occur:
1. E1: the event that bundle jp is open, which happens with probability xpjp.
2. E2: the event that the Bernoulli(α · xijp

xpjp
) in Section 4 comes up heads for jp.

3. E3: the event that Si \
⋃

j′=1,...,n{j′p} = ∅.
4. E4: the event that jp would remain permissible if we were to add i to bundle jp.
We note that events E1, E2, E3 are all independent, as they depend on distinct (and independ-
ent) coin tosses. So, for example, Pr [Si ∋ jp] = Pr [E1 ∧ E2] = Pr [E1] · Pr [E2] = α · xijp.
Moreover, we have the following simple bound on Pr [E3].

▶ Lemma 17. Pr
[∧3

ℓ=1 Eℓ

]
=

∏3
ℓ=1 Pr [Eℓ] ≥ (1− α) · α · xijp.
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13:12 The Average-Value Allocation Problem

Proof. The first equality follows from independence of E1, E2, E3. We therefore turn to lower
bounding Pr [E3]. Since Pr[X > 0] ≤ E[X] for any integer random variable X ≥ 0, we know

Pr[E3] ≤ E

∣∣∣∣∣∣Si \
⋃
j′

{j′p}

∣∣∣∣∣∣
 =

∑
p′ ̸=p

∑
j′

α · xij′p′ ≤ α,

where the equality follows from Pr[Si ∋ j′p′] = α ·xij′p′ by the above, and the last inequality
follows from Constraint (4.5). Since Pr [E1] · Pr [E2] = α · xijp, the lemma follows. ◀

A challenge. As noted above, E1, E2, E3 are independent, resulting in a simple analysis for the
probability Pr

[∧3
ℓ=1 Eℓ

]
=

∏3
ℓ=1 Pr [Eℓ]. Unfortunately, lower bounding Pr[E4 | E1 ∧E2 ∧E3]

is more challenging, due to possible negative correlations between E4 and E3. To see this, note
that E3 ∧ E1 implies Si = {jp}, and this event can be positively correlated with previous N -
items i′ having Si′ = {jp}, thus making it more likely that jp won’t be able to accommodate
i under BundleAVjp.

We can overcome this challenge of negative correlations, provided (i, j) has small deficit
compared to (p, j)’s excess. (We address the large deficit case separately later.) Specifically,
by coupling our algorithm with an algorithm that allocates more often and does not suffer
from such correlations, we can lower bound this conditional probability as follows.

▶ Lemma 18. Let β ∈ [0, 1]. If i, j, p are such that ρj − vij ≤ β · (vpj − ρj), then

Pr[E4 | E1 ∧ E2 ∧ E3] ≥ 1− α

1− β
.

Proof. Consider an imaginary algorithm A′ that allocates every N -item i′ into every bundle
j′p′ ∈ Si′ , even when |Si′ | > 1 (so we may over-allocate) and even if this violates the
BundleAVj′p′ constraint. Coupling A′ with Algorithm 1 by using the same randomness for
both algorithms, we have that item i′ is allocated to bin j′p′ by A′ with probability precisely
Pr [Si′ ∋ j′p′] = α · xi′j′p′ . In particular, A′ only allocates more items than Algorithm 1.

We denote by N ′
jp the set of N -items allocated to bundle jp by A′. Now, let E ′

4 be the
event that

∑
i′∈N ′

jp
\{i}(ρj − vi′j) ≤ (1− β) · (vpj − ρj), that is, the deficit of N -items other

than i that A′ allocated to the bundle jp together only consumes at most a (1−β) fraction of
p’s excess for j. By the small deficit assumption on i, j, p, we know that event E ′

4 is sufficient
for BundleAVjp to be satisfied if Algorithm 1 were to add i to jp. Thus, E ′

4 implies E4 in
any realization (of the randomness), since A′ only allocates more items to each bin than
Algorithm 1. On the other hand, we also have that both E ′

4 and E1 are independent of both
E2 ∧ E3, since the latter combined event depends on an independent random coin toss (E2)
and events concerning other bundles jp′, which are both independent of the randomness
concerning bundle jp. (Here we use that A′ allocates i to jp whenever Si ∋ jp, regardles of
other bundles j′p′ belonging to Si.) Consequently, by standard applications of Bayes’ Law,
we obtain the following.

Pr[E ′
4 | E1 ∧ E2 ∧ E3] = Pr[E ′

4 | E1].

As the imaginary algorithm A′ assigns i′ to jp (i.e. i′ ∈ N ′
jp) iff Si′ ∋ jp, we know that

E

 ∑
i′∈N ′

jp

(ρj − vi′j)

∣∣∣∣∣∣ E1

 =
∑
i′ ̸=p

(ρj − vi′j) · Pr [Si′ ∋ jp | E1]

= α ·
∑
i′ ̸=p

(ρj − vi′j) xi′jp

xpjp
≤ α · (vpj − ρj).
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Above, the second equality follows from linearity and Pr[Si′ ∋ jp | E1] = α · xij′p′

xpjp
, and the

inequality follows from the average-value constraint for bundle jp (i.e. Equation (4.4)) in
our LP. Therefore, by Markov’s inequality

Pr

 ∑
i′∈N ′

jp
\{i}

(ρj − vi′j) > (1− β) · (vpj − ρj)

∣∣∣∣∣∣ E1

 ≤ E
[∑

i′∈N ′
jp

\{i}(ρj − vi′j)
∣∣∣ E1

]
(1− β) · (vpj − ρj)

≤ α

1− β
,

and thus Pr [E ′
4 | E1] ≥ 1− α

1−β . Recalling that E ′
4 implies E4 in any realization, we conclude

with the desired bound, as follows.

Pr[E4 | E1 ∧ E2 ∧ E3] ≥ Pr[E ′
4 | E1 ∧ E2 ∧ E3] = Pr[E ′

4 | E1] ≥ 1− α

1− β
. ◀

Lemma 18 and the preceding discussion yield a lower bound on the probability of an
N -item i being successfully allocated to a bundle jp when i’s deficit is small relative to the
excess of the P -item p. For the large deficit case, no such bound holds. However, as we
now observe (with proof deferred to the full version), large-deficit edges contribute a relative
small portion of the allocation’s value in the optimal LP solution.

▶ Lemma 19. Let β ∈ [0, 1]. For any bundle jp, let Lβ
jp denote the set of β-large deficit

N -items for bundle jp, i.e., N -item i with ρj − vij > β · (vpj − ρj). Then,∑
j,p

∑
i∈Lβ

jp

vij xijp ≤
1
β

∑
j,p

vpj xpjp.

4.2 Completing the analysis
We are now ready to bound the approximation ratio of Algorithm 1.

▶ Theorem 20. Algorithm 1 with α = 0.3 is a 32-approximation for AVA.

Proof. Let β ∈ [0, 1] be some constant to be determined and let γ = γ(α, β) := α · (1− α) ·(
1− α

1−β

)
. Denote Njp by the set of N -items allocated to bundle jp by the algorithm. By

Lemmas 17 and 18 we have for bundle jp and N -item i /∈ Lβ
jp that

Pr[i ∈ Njp] = Pr

[
E4

∣∣∣∣∣
3∧

ℓ=1
Eℓ

]
Pr

[ 3∧
ℓ=1
Eℓ

]
≥

(
1− α

1− β

)
· α · (1− α) · xijp = γ · xijp.

Therefore, by linearity of expectation and Lemma 19, the expected value of the (feasible)
random allocation of Algorithm 1 is at least∑

j,p

vpj xpjp + γ
∑

i,j,p:i̸=p

vij xijp − γ
∑
j,p

∑
i∈Lβ

jp

vij xijp

≥
(

1− γ

β

) ∑
j,p

vpj xpjp + γ
∑

i,j,p:i̸=p

vij xijp.

So, this algorithm’s output has value at least a min{1− γ
β , γ} fraction of the optimal LP

value; i.e., it is a 1/ min{1− γ
β , γ}-approximation. Taking α ≈ 0.3 and β ≈ 0.156 (optimized

by an off-the-shelf numerical solver) yields a ratio of 1/0.13 < 8. The theorem then follows
from Lemma 16 and Lemma 10. ◀
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13:14 The Average-Value Allocation Problem

4.3 Extension: adding side constraints
Before moving on to our online algorithms, we note that the LP-based approach allows us
to incorporate additional constraints seamlessly. For example, our LP and algorithm, with
minor modifications, allow to approximate allocation problems with both the average-value
constraint and O(1) many budget constraints (for every buyer), corresponding to different
resources. More formally, for a cost function ℓ (e.g., corresponding to storage, time, or other
costs), each buyer j has some budget B

(ℓ)
j , and the ℓ-cost of allocation to buyer j must not

exceed this budget. That is, for xij ∈ {0, 1} an indicator for item i being allocated to buyer
j, we have

∀j, ℓ-costj =
∑

i

ℓij xij ≤ B
(ℓ)
j . (4.8)

The small-cost assumption (a.k.a. the small-bids assumption for online AdWords [32])
stipulates that no particular item has high cost compared to the budget, i.e. maxij ℓij/B

(ℓ)
j ≤

ε→ 0.

▶ Theorem 21. There exists a constant-approximate algorithm for AVA and any constant
number of budget constraints (for every buyer) subject to the small-bids assumption.

We defer the proof of the above result to the full version. The same arguments in this
section extend to our online algorithms, but are omitted for brevity.

5 Online Algorithms: Approximating the Online Optimum

In this section and the next we study AVA in the online i.i.d. setting (see Section 1.3 for
definition and notation). Specifically, in this section we provide a polynomial-time online
algorithm which provides a constant approximation of the optimal online algorithm.

First, by Lemma 6, we have that the optimal online algorithm is approximated within a
factor two by a bundling-based online algorithm which is committed. As we will show, the
following LP provides a relaxation for the value of the best such online algorithm. Our LP
consists of variables xijp for each item type i ∈ [m], buyer j ∈ [n] and item type p such that
(p, j) is a P -edge.

max
∑
i,j,p

vij xijp (OPTon-Bundle-LP)

s.t.
∑

i

(ρj − vij) xijp ≤ 0 ∀ P -edge type (p, j) (5.9)∑
j,p

xijp ≤ qi · T ∀ item type i (5.10)

xijp ≤ xpjp · qi · T ∀ N -edge type (i, j), P -edge type (p, j) (5.11)
xp′jp = 0 ∀ P -edge types (p, j) ̸= (p′, j) (5.12)
xijp ≥ 0 ∀ item type i, P -edge type (p, j)

▶ Lemma 22. (OPTon-Bundle-LP) has value which is at least half the expected value of
any online AVA algorithm under i.i.d. arrivals (from the same distribution used in the LP),
where item type i is drawn with probability qi.
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Proof. First, by the Online Bundling Lemma (Lemma 8), the best committed online bundling-
based algorithm 2-approximates the best online algorithm. We therefore turn to showing
that (OPTon-Bundle-LP) is a relaxation of the value of the best committed bundling-based
online algorithm, A. Let xijp be the average number of times a copy of item type i is
allocated in a copy of bundle jp by A. Constraint (5.9) follows by linearity of expectation,
together with the fact that each opened copy of bundle jp must satisfy the average-value
constraint. Constraint (5.10) simply asserts that i is allocated at most as many times as it
arrives. Constraint (5.11) holds for a committed online algorithm (that guarantees feasibility
with probability 1), for the following reason: for every copy of bundle jp opened, no items
can be placed in that bundle before it is opened. But the expected number of copies of i to
be assigned after any bundle jp is opened is at most the number of arrivals of i after this
bundle is opened and is at most qi · T , which upper-bounds the ratio between xijp and xpjp.
All other constraints hold similarly to their counterparts in the proof of Lemma 16. ◀

Note. Constraint (5.11) is reminiscent of constraints bounding the optimal online algorithm
in the secretary problem literature [12] and prophet inequality literature [34].

The outline of our algorithm is similar to that of Algorithm 1, though as it does not have
random access to the different items throughout, it first allocates P -edges in the first T/2
arrivals, and only then allocates N -edges in the last T/2 arrivals. To distinguish between
bundles opened at different times, we now label copies of bundle type jp (i.e., items allocated
to buyer j with single P -edge of type (p, j)) opened at time t by jpt. The algorithm’s
pseudocode is given in Algorithm 2.

Note that in our online algorithms (here and in Appendix A), the LPs are based on
distributions that can be ambiguous in the sense that each item type in the distribution can
have both P -edges and N -edges, and we don’t explicitly modify the distribution to make it
unambiguous. However, our algorithm effectively makes each realized instance (of T sampled
items) unambiguous, as we ignore all N -edges incident to the first T/2 items and vice versa
for the last T/2 items.

Algorithm 2 Online rounding of bundling-based LP.
1: Let x be an optimal solution to Equation (OPTon-Bundle-LP)
2: for all arrivals t = 1, . . . , T/2, of type p do
3: Pick a j according to the distribution { xpjp

qp·T }j=1,...,n and open bundle jpt

4: for all arrival t⋆ = T/2 + 1, . . . , T of type i do
5: Sit⋆ ← ∅
6: for all bundles jpt, with probability α·xijp

xpjp·qi·T do
7: if bundle jpt is open then
8: Sit⋆ ← Sit⋆ ∪ {jpt}
9: if |Sit⋆ | = 1 then

10: if jpt ∈ Sit⋆ remains permissible after adding it⋆ to it then
11: Allocate it⋆ to jpt

5.1 Analysis

In what follows we provide a brief overview of the relevant events in the analysis of Algorithm 2,
deferring proofs reminiscent of the analysis of Algorithm 1 to the full version.
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13:16 The Average-Value Allocation Problem

First, the value obtained from P -edges by Algorithm 2 is clearly half that of the LP, by
linearity of expectation. In particular, we create xpjp/2 copies of bundle jp in expectation.
The crux of the analysis is in bounding our gain from N -edges.

To bound the contribution of N -edges, we note that a copy of item i at time t⋆ > T/2,
which we denote by it⋆, is assigned to bundle jpt if and only if all the five following events
(overloading notation from Section 4) occur:
1. E0: the event that it⋆ is the realized item at time t⋆, which happens with probability qi

2. E1: the event that bundle jpt is open, which happens with probability qp · xpjp

qp·T = xpjp

T .
3. E2: the event that the Bernoulli( α·xijp

xpjp·qi·T ) in Section 5 comes up heads for jpt.
4. E3: the event that Sit⋆ \

⋃
j′p′

⋃
t′ ̸=t{j′p′t′} = ∅.

5. E4: the event that jpt would remain permissible if we were to add it⋆ to bundle jpt.

Similarly to the events we studied when anlyzing our offline Algorithm 1, the events
E0, E1, E2 are independent, as are the events E1, E2, E3. However, E3 is not independent of E0

(in particular, it occurs trivially if E0 does not). Nonetheless, bounding Pr
[∧3

ℓ=0 Eℓ

]
is not

too hard. The following lemma, whose proof essentially mirrors that of Lemma 17, and is
thus deferred to the full version, provides a bound on the probability of all first four events
occurring.

▶ Lemma 23. Pr[E0 ∧ E1 ∧ E2 ∧ E3] ≥ α · (1− α/2) · xijp

T 2 .

As with our offline Algorithm 1, the challenge in the analysis is due to possible negative
correlations between E4 and E3. Similarly, we overcome this challenge of negative correlations,
provided (i, j) has small deficit compared to (p, j)’s excess, by coupling with an algorithm
with no such correlations. (We address large-deficit (i, j) later.) The obtained syntactic
generalization of Lemma 18, whose proof is deferred to the full version, is the following.

▶ Lemma 24. Let β ∈ [0, 1]. If i, j, p are such that ρj − vij ≤ β · (vpj − ρj), then

Pr[E4 | E0 ∧ E1 ∧ E2 ∧ E3] ≥ 1− α

2(1− β) .

Lemma 24 and the preceding discussion yield a lower bound on the probability of a
copy of item i be allocated to a bundle jpt at time t⋆ if i, j, p is in the small deficit case
as the above lemma. For large-deficit items, no such bound holds. However, large-deficit
edges contribute a small portion of the allocation’s value. Specifically, Lemma 19, holds for
(OPTon-Bundle-LP) as well, since the only constraint that this lemma’s proof relied on was
Constraint (4.4), which is identical to Constraint (5.9) in (OPTon-Bundle-LP).

We are now ready to bound the approximation ratio of Algorithm 1.

▶ Theorem 25. Algorithm 1 with α = 0.64 is a polynomial-time algorithm achieving a
57-approximation of the optimal online algorithm for AVA under known i.i.d. arrivals.

Proof. That the algorithm runs in polynomial time follows from its description, together
with the LP (OPTon-Bundle-LP) having polynomial size (in the distribution size). The
analysis is essentially identical to that of Theorem 20, with the following differences. First,
we recall that the expected number of copies of bundle jp opened is T

2 · qp · xpjp

qp·T = 1
2 xpjp.

Next, by Lemmas 23 and 24, the probability that copy it⋆ of small-deficit item i for bundle
jpt is allocated to it is at least γ · xijp

T 2 , for γ = γ(α, β) := α
2 ·

(
1− α

2
)
·
(

1− α
2(1−β)

)
. Again,

linearity of expectation and summation over all (t, t⋆) ∈ [T/2] × (T/2, T ] in combination
with Lemma 19 implies that for any β ∈ [0, 1], the gain of Algorithm 2 is at least
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1
2

∑
j,p

vpj xpjp + γ

4
∑

i,j,p:i̸=p

vij xijp −
γ

4
∑
j,p

∑
i∈Lβ

jp

vij xijp


≥

(
1
2 −

γ

4β

) ∑
j,p

vpj xpjp + γ

4
∑

i,j,p:i̸=p

vij xijp

 .

Therefore, by Lemma 22, Algorithm 2 yields a 2/ min{ 1
2 −

γ
4β , γ

4 }-approximation. This
expression is optimized by α ≈ 0.64 and β ≈ 0.0766, yielding a ratio of ≈ 2

0.0355 < 57, as
claimed. ◀
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A Online Algorithms: Approximating the Offline Optimum

In this section we look at the lower and upper bounds of the competitive ratio for online
algorithms, i.e. the approximation of the ex-post optimum allocation’s value, and we consider
both the adversarial and i.i.d. cases.

Adversarial arrival. In this setting, we note that no online algorithm can be o(T )-competitive.
To see this, consider the unit-ρ instance where the first T − 1 arriving items have value 1− ε

for all n = T buyers, followed by a single item at the end with value 1 + εT for a single
adversarially chosen buyer and value 0 for all other buyers. Any online algorithm cannot
allocate any of the first T − 1 items due to the average-value constraint, and thus can only
get value 1 + εT from the last item. In contrast, the ex-post optimum can allocate all items
to one buyer and collect value T + 1 − ε. On the other hand, a competitive ratio of T is
trivial to achieve for online AVA, by simply allocating any item i with a P -edge (i, j) greedily
to the buyer j yielding the highest value. This is a feasible allocation and has value equal to
the highest-valued edge in the T -item instance, which is obviously at least a 1/T fraction of
the optimal allocation’s value.

The rest of this section will therefore be dedicated to AVA with i.i.d. arrivals, as in Section 5,
but now focusing on approximating the ex-post optimum. We start with the following result
lower bounding the competitive ratio.

▶ Lemma 26. There exists a family of uniform online i.i.d. unambiguous unit-ρ AVA
instances with n = m = T ≥ 2 growing, on which every online algorithm’s approximation
ratio of the ex-post optimum is at least Ω

( ln n
ln ln n

)
= Ω

( ln m
ln ln m

)
= Ω

( ln T
ln ln T

)
.

Proof. Let ε = 1
T . Consider an instance with T buyers j1, . . . , jT , where all buyers have

ρ = 1, and T item types. Each item type i ∈ [T − 1] is an N -item, with value 1− ε for buyer
ji and value zero for all others. (So, buyer jT has zero value for all N -items.) The single
P -item type T has value 1 + εT for all buyers. The T arrival types are drawn uniformly from
these T types, and consequently there is a single arrival of each type in expectation. Now,
an online algorithm (that guarantees average-value constraints in any outcome) can only
allocate N -items to a buyer after the buyer was allocated a P -item. But since each N -item
appears only once in expectation (and hence at most once after the arrival of a P -item
type), each allocation of a P -item (and N -items) to a buyer yields expected value at most
1 + εT + 1− ε = 3− ε to an online algorithm. Since only one P -item arrives in expectation,
an online algorithm accrues value at most 3− ε in expectation on this instance family.

In contrast, the event E that a single P -item arrived satisfies Pr[E ] = T · 1
T · (1−

1
T )T −1 ≥

(1 − 1
T )T ≥ 1

4 . Conditioned on E , we have a multi-nomial distribution for the number of
arrivals Ai’s of the N -item types. Therefore, by standard anti-concentration arguments for
the classic balls and bins process [6], we have

Pr

[
max

i
Ai ≥

ln T

ln ln T
− 1

∣∣∣∣ E]
= 1− o(1).
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Consequently, the offline algorithm which, if event E occurs, allocates the single P -item and
all copies of i⋆ := arg maxi Ai to ji⋆ yields expected value at least E[maxi Ai | E ] · Pr[E ] =
Ω

( ln T
ln ln T

)
. Consequently, this asymptotic ratio also lower bounds any online algorithm’s

approximation ratio of the ex-post optimum. The full lemma statement follows, since
n = m = T . ◀

A.1 A matching algorithm assuming constant expected arrivals
Lemma 26 relied on anti-concentration. If the expected number of arrivals Ai of each item
type i is at least some constant Γ > 0, namely E [Ai] = qi · T ≥ Γ (e.g., in Lemma 26 we
had qi · T = 1 for every i), then this anti-concentration is tight. In particular, we have the
following, by standard Chernoff bounds and union bound (see the full version for proof).

▶ Observation 27. If E [Ai] ≥ Γ for all i ∈ [m] and κ := 6
min(1, Γ) ·

ln T
ln ln T , then

Pr
[
max

i
Ai ≥ κ · qi · T

]
≤ 1

T 2 .

We will show that if the distribution satisfies the assumption on all E [Ai] ≥ Γ = Θ(1),
we can show an asymptotically matching upper-bound O( ln T

ln ln T ) of the competitive ratio.
Our first ingredient towards this proof will, naturally, be another LP, this time capturing

possible anti-concentration of arrivals. Similar to (OPTon-Bundle-LP), the LP has one
variable xijp for each item type i ∈ [m], buyer j ∈ [n] and item type p such that (p, j) is a
P -edge.

max
∑
i,j,p

vij xijp (OPToff-Bundle-LP)

s.t.
∑

i

(ρj − vij) xijp ≤ 0 ∀ P -edge type (p, j) (A.13)∑
jp

xijp ≤ 2 · ⌈qi · T ⌉ ∀ item type i (A.14)

xijp ≤ xpjp · ⌈qi · T · κ⌉ ∀ N -edge type (i, j), P -edge type (p, j) (A.15)
xp′jp = 0 ∀ P -edge types (p, j) ̸= (p′, j) (A.16)
xijp ≥ 0 ∀ item type i, P -edge type (p, j)

▶ Lemma 28. Fix an AVA instance with i.i.d. arrivals satisfying qi · T ≥ Γ = Θ(1)
for all i ∈ [m]. Let OPT be the ex-post optimal value and let V [OFF] be the value of
(OPToff-Bundle-LP). Then,

E [OPT] ≤ O(V [OFF]).

Proof. By Lemma 16, we can restrict to the optimal ex-post bundling-based solution and
just lose a factor of 2 in the approximation ratio. We start with a trivial upper-bound on
the value of OPT in any outcome of the i.i.d. arrivals. Consider the instance with exactly
one copy of each item type from the support of the distribution. The best bundling-based
offline solution for this instance is upper-bounded by (Bundle-LP) (Lemma 16), and this
value is clearly upper bounded by V [OFF] since the constraints for (Bundle-LP) are tighter
than those of (OPToff-Bundle-LP). Under T i.i.d. arrivals, each item can appear at most
T times, and thus by the Supply Lemma (Lemma 12) applied to the instance with a single
occurrence per item type, we find that the following bound holds deterministically.

OPT ≤ O(T 2) · V [OFF].
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Next, let E be the event that no item type i has more than ⌈qi · T · κ⌉ arrivals. By
Observation 27, Pr [E ] ≥ 1− 1

T 2 . Conditioned on E , consider the expected number of times
(over the randomness of the i.i.d. arrivals) that the ex-post optimal bundling-based solutions
allocate an item of type i to a copy of bundle jp, and denote this value by xijp. We will argue
that such xijp’s form a feasible solution for (OPToff-Bundle-LP). Since the expected value
of the ex-post optimal bundling-based solution conditioned on E is simply

∑
i,j,p vij xijp,

this immediately gives that E [OPT | E ] ≤ 2 · V [OFF].
The proof that xijp constructed above is feasible follows essentially the same argument

as Lemma 22. The average-value constraint (A.13) holds by linearity of expectation because
the ex-post (bundling-based) optimum for any outcome satisfies the average-value constraint.
Constraint (A.14) holds since the expected times we allocate items of type i cannot exceed
i’s expected number of occurrences, which is bounded by E [Ai | E ] ≤ E[Ai]

Pr[E] ≤
qi·T

1−1/T 2 ≤
2 · qi · T ≤ 2 · ⌈qi · T ⌉. Constraint (A.15) holds since whenever a bundle jp is opened in the
ex-post optimum for any outcome, conditioned on E we have at most qi · T · κ items of type
i, which is a trivial upperbound on how many items of type i can be allocated to bundle jp,
and thus cap the ratio between xijp and xpjp.

Combining the above arguments together with linearity of expectation, the lemma follows.

E [OPT] = E [OPT|E ] · Pr [E ] + E
[
OPT|E

]
· Pr

[
E

]
≤ O(V [OFF]). ◀

We make the simple observation that (OPTon-Bundle-LP) and (OPToff-Bundle-LP) only
differ at the RHS of the constraints, with the most crucial difference being in the constraints
upper bounding xijp/xpjp, where they differ by a factor of ⌈qi·T ·κ⌉

qi·T = O(κ) (using that
Γ = Ω(1)). As we prove in the full version, scaling down any feasible solution of the latter
LP by O(κ) yields a feasible solution to the former LP, leading to the following observation.

▶ Observation 29. Fix an AVA instance with i.i.d. arrivals, satisfying qi · T ≥ Γ = Θ(1)
for all item type i. Then, V [OFF] and V [ON], the values of (OPToff-Bundle-LP) and
(OPTon-Bundle-LP) (respectively) satisfy V [OFF] ≤ O

( ln T
ln ln T

)
· V [ON]

In our proof of Theorem 25, we showed that Algorithm 2 achieves value at least Ω(V [ON]).
Consequently, Lemma 28 and Observation 29 imply the following result.

▶ Theorem 30. Algorithm 2 is an O
( ln T

ln ln T

)
-competitive online algorithm for AVA under T

known i.i.d. arrivals with each item type arriving an expected constant number of times.

▶ Remark 31. Under the stronger assumption that E [Ai] = qi ·T = Ω(ln(mT )/ε2) for each of
the m item types i (e.g., if T grows while the distribution {qi} remains fixed), the number of
arrivals of each item is more concentrated: it is E [Ai] · (1± ε) w.h.p. Consequently, natural
extensions of the arguments above, with a smaller blow-up of the RHS of the constraints
in (OPTon-Bundle-LP), imply that Algorithm 2’s competitive ratio improves to O(1) in this
case.

B Hardness Results

In this section we provide hardness of approximation results for AVA and stark impossibility
results for the generalization to GenAVA.

B.1 Max-Coverage hardness of AVA
Here we prove that AVA is as hard as the Max-Coverage problem, even if restricted to the
unit-ρ case.
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▶ Theorem 32 (Hardness of AVA). For any constant ε > 0, it is NP-hard to approximate
AVA to a factor better than

(
e

e−1 + ε
)

even for unit-ρ instances.

Proof. We give a reduction from “balanced” instances of the Max-Coverage problem.
Such an instance consists of a set system with n elements and m sets, with each set containing
n/k elements. A classic result of [21] shows that for each δ > 0, there exist n and k ≤ nδ,
such that it is NP-hard to distinguish between the following two cases: (a) there exists a
perfect partition, i.e., k sets in the set system that cover all n elements (YES-instances),
and (b) no collection of k sets from the set system cover more than n(1− 1/e + δ) elements
(NO-instances). We now define a unit-ρ AVA instance consisting of:
1. m buyers, where each buyer iS corresponds to a set S in the set system,
2. k identical choice items, which have value 1 + (ε/2) · n/k for every buyer, and
3. n distinct element items, one for each element e, which has value 1− (ε/2) for the buyers

iS such that set S contains element e, and value zero for the other buyers.

For a YES-instance of Max-Coverage, there is a solution with value k + n: we can
assign both the choice and element items to the buyers corresponding to the k sets in
the perfect partition, thereby getting us value n + k. (The excess for each choice item
can subsidize the deficit for the n/k element items assigned to that buyer.) On the other
hand, for a NO-instance, the k buyers/sets selected by the choice items can give value
k and also subsidize at most n(1 − 1/e + δ) element items with deficit. (No other items
with deficit can be chosen.) Setting δ = ε/2 means the NO-instances have value at most
k + n(1− 1/e + δ) + nε/2 ≤ n(1− 1/e + ε). This gives a gap between instances with value at
least n and at most n(1− 1/e + ε), proving the theorem. ◀

B.2 Clique hardness of GenAVA
Next, we prove that approximating GenAVA defined in (1.2) is as hard as approximating the
maximum independent set number in a graph. Recall that the objective in GenAVA is to
maximize welfare

∑
ij vijxij subject to the more general return-on-spend (ROS) constraints:

∀j,
∑

i

vij xij ≥ ρj ·
( ∑

i

cij xij

)
. (B.17)

Without loss of generality, we scale cij and ensure that all ρj = 1. We show the hardness even
for the case where costs depend only on the items, i.e., cij = ci for each item i. (The case
where cij = cj for each buyer j is much easier – equivalent to the AVA problem – because we
can just fold the cj term into the ρj threshold.)

▶ Theorem 33 (Hardness of GenAVA). For any constant ε > 0, it is NP-hard to approximate
GenAVA for n-buyer instances with Ω(n2) items to better than a factor of n1−ε.

The proof uses a reduction from the Maximum Independent Set problem. The reduction
proceeds as follows: given a graph G = (V, E) with |V | = n, define M := 2|E|/nε, and
construct the following GenAVA instance.
1. For each vertex v ∈ V , there is a buyer jv with ρjv

= 1.
2. For each vertex v ∈ V , there is a vertex item iv with item cost ci := M + deg(v), where

deg(v) is v’s degree in G; it has value M for the buyer jv, and zero value for all other
buyers.

3. For each edge e = (u, v) ∈ E, there is an edge item ie having zero cost; it has value 1 for
buyers ju and jv, and zero value for all others.
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Proof of Theorem 33. If vertex item iv is allocated to buyer jv, then by the constraints
above, all edge items je with e ∋ v must be allocated to iv. Thus, the set of vertices U ⊆ V

whose buyers are sold their respective vertex item is an independent set in G. Conversely, U

can be taken to be any independent set. Thus, the maximum value obtained by allocating
vertex items is precisely M · α(G). On the other hand, any optimal allocation must allocate
all edge items, as this does not violate any of the ROS constraints. Combining the above, we
have that OPT = α(G) ·M + |E|, where α(G) is the independence number of G, i.e., the
size of the maximum independent set of G.

Finally, we use the result that for any constant ε > 0, it is NP-hard to distinguish
between the following two scenarios for an n-node graph G: (a) G contains a clique on
n1−ε nodes (YES instances), and (b) G contains no clique on nε/2 nodes (NO instances)
[27, 36]. This means that it is NP-hard to distinguish between instances of GenAVA with
value at least n1−ε ·M (corresponding to YES instances) from those with value at most
(nε/2) ·M + |E| = nε ·M corresponding to the NO instances, and hence proves the claim. ◀

The above hardness construction can, with small changes, show the following hardness
results. We defer these additional results’ proofs, as well as algorithms showing the (near)
tightness of our lower bounds for general GenAVA, to the full version.

▶ Theorem 34 (Hardness of i.i.d. GenAVA). For any constant ε > 0, it is NP-hard to n1−ε-
approximate GenAVA in n-buyer instances with poly(n) items drawn i.i.d. from a known
distribution.

▶ Theorem 35 (Hardness of Bicriteria GenAVA). For any ε > 0, it is NP-hard to obtain a
solution (which can even be infeasible) to GenAVA that achieves an objective value at least
Ω̃(
√

ε) times the optimal value (i.e. an Õ(1/
√

ε)-approximation), while guaranteeing the cost
for each buyer is at most 1 + ε times their total value, assuming the UGC.5

5 As usual, the soft-Oh notation hides polylogarithmic factors in its argument: i.e., Õ(f) = f · poly log(f).
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Abstract
We consider a new scheduling problem on parallel identical machines in which the number of
machines is initially not known, but it follows a given probability distribution. Only after all jobs
are assigned to a given number of bags, the actual number of machines is revealed. Subsequently,
the jobs need to be assigned to the machines without splitting the bags. This is the stochastic
version of a related problem introduced by Stein and Zhong [SODA 2018, TALG 2020] and it is, for
example, motivated by bundling jobs that need to be scheduled by data centers. We present two
PTASs for the stochastic setting, computing job-to-bag assignments that (i) minimize the expected
maximum machine load and (ii) maximize the expected minimum machine load (like in the Santa
Claus problem), respectively. The former result follows by careful enumeration combined with known
PTASs. For the latter result, we introduce an intricate dynamic program that we apply to a suitably
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1 Introduction

Stein and Zhong [20] recently introduced scheduling problems in which the number of the
given (identical) machines is initially unknown. Specifically, all jobs must be assigned to a
given number of bags before the actual number of machines is revealed. When that happens,
the bags cannot be split anymore and they have to be assigned to the machines as whole
bags, optimizing some objective function. Such problems arise, e.g., when “bundling” jobs to
be scheduled in data centers, where the number of available machines depends on external
factors such as momentary demand [4, 20].

The aforementioned work (as well as follow-up works [1, 5]) focused on the robustness of
a job-to-bag assignment. Specifically, they assumed a worst-case number of machines and
compared their solution with the in-hindsight optimum for the respective objective function,
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i.e., a direct job-to-machine assignment without bags. In contrast to this information-
theoretic question, we assume that a distribution of the number of machines is known (e.g.,
from historical data) and aim to efficiently compute a job-to-bag assignment that optimizes
the objective function in expectation – a common formulation of the objective function for
stochastic (scheduling) problems [4, 9, 10, 14, 15, 17, 18]. In other words, we use a “fairer”
benchmark for our algorithms, allowing us to sidestep the strong lower bounds by [20]. We
are the first to study this novel type of scheduling problem, already proposed in [20].

We consider two classic objective functions: minimizing the maximum machine load
(makespan) and maximizing the minimum machine load (Santa Claus). Both objectives
are well-studied in the deterministic setting, the special case of our problem with one-point
distributions, i.e., the distributions in which only one event happens with positive probability.
These problems are well understood from a classic approximation perspective: both are
known to be strongly NP-hard [7] and both admit Polynomial-Time Approximation Schemes
(PTASs) [11, 21], i.e., polynomial-time (1 + ε)-approximation algorithms for any ε > 0. In
this paper, surprisingly, we recover the same state for the stochastic versions by designing a
PTAS in both cases. In contrast to the deterministic setting, we require different techniques
tailored to each objective function. For the makespan minimization objective, our main
technical contribution is the application and analysis of techniques that have previously been
used in approximation schemes for deterministic scheduling and packing problems. Our
approach for the Santa Claus objective is technically much more intriguing and requires the
careful set-up of a novel dynamic program (DP) in order to control its size.

Our results are in stark contrast to classic stochastic scheduling problems, where in some
cases the currently best known approximation algorithms have distribution-dependent or even
linear guarantees [14, 18]. Even for better-understood problems such as load balancing of
stochastic jobs on deterministic machines, previous approaches [4, 9, 15] rely on concentration
bounds which inherently prohibit approximation ratios of 1 + ε for arbitrarily small ε > 0.
Moreover, PTASs for stochastic load balancing on deterministic machines are only known for
identical machines and Poisson distributed jobs [2, 13]. We hope that our positive results
inspire research for other scheduling problems with a stochastic number of machines, even for
(in the classic model with jobs with stochastic processing times) notoriously hard objective
functions such as expected weighted sum of completion times.

1.1 Our Contribution and Techniques
Our first result is the following.

▶ Theorem 1. There is a PTAS for the problem of computing the job-to-bag assignment that
minimizes the expected maximum machine load.

We first guess the bag sizes of the optimal solution up to a factor of 1 + ε. For each
guess, we check whether there is a corresponding assignment of the jobs to the bags (up to a
factor of 1 + ε), using the PTAS for bin packing with variable sizes [12]. Among the guesses
that fulfill this condition, we can select the (approximately) best guess using the PTAS for
makespan minimization [11].

For this approach to yield a PTAS, we need to bound the number of guesses by a
polynomial (in the input length). First note that it is straightforward to get down to a
quasi-polynomial number of guesses (and thus a QPTAS). The approach is to disregard jobs
of size (ε/n) · pmax where pmax is the largest processing time; indeed, for any solution, such
jobs make up at most an ε-fraction of the objective-function value. The resulting number of
possible guesses for a single bag size is then logarithmic in n, leading to a quasi-polynomial
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number of guesses for the (multi-)set of bag sizes. To get a polynomial bound (and thus
a PTAS), we make the following crucial observation. Let C be an estimate for the largest
bag size, up to a constant factor. While bags of size O(εC) cannot be disregarded, it is
enough to know their number rather than approximate size. Intuitively, when computing a
bag-to-machine assignment, these bags are treated like “sand”, i.e., as infinitesimal jobs of
total volume equal to the total volume of those bags. The number of possible (rounded) bag
sizes is hence constant, leading to a polynomial number of guesses for the (multi-)set of bag
sizes.

Our second result is significantly harder to achieve.

▶ Theorem 2. There is a PTAS for the problem of computing the job-to-bag assignment that
maximizes the expected minimum machine load.

One may be tempted to try a similar approach as for our first result. Even getting a
QPTAS is, however, not possible in the same way as one cannot simply disregard jobs of
size (ε/n) · pmax. Consider an instance in which the number of machines is deterministically
M and in which there are one job of size 1 and M − 1 jobs of size ε/(2M). Here, ignoring
the jobs of size ε/(2M) leads to M − 1 empty bags, yielding an objective function value of 0
instead of the optimal value ε/(2M).

Also, it is no longer true either that for bags of size O(εC) (where C is the size of a largest
bag) it is enough to know their total number: Consider an instance with optimal objective-
function value Opt and add one huge job of size Opt/ε2 to the set of jobs and one machine
to each scenario. Clearly, this new instance has maximum bag size C ≥ Opt/ε2 while the
optimal objective-function value does not change since this huge job can safely be packed
in its private bag and scheduled on its private machine. (However, crucially for the PTAS
for makespan minimization, adding this huge job there would change the objective-function
value.) In this example, the probability that scenarios with optimal objective-function value
much smaller than εC occur is 1. To obtain a (1 + ε)-approximation, however, one still has
to compute a (1 + ε)-approximation for the original instance, for which the sizes of bags of
size O(εC) are relevant. Of course, the issue with this particular instance could be avoided
by removing the huge job in a pre-processing step. However, by concatenating the above
original instance at super-constantly many different scales, one can create a new instance
where one essentially has to identify the “relevant scales” in a preprocessing step.

In some sense, the first step of proving Theorem 2 is addressing precisely the problem
of identifying the correct scales: We show that, at a loss of 1 + O(ε) in the approximation
guarantee, the problem can be reduced to the case of polynomially bounded processing times
that are all powers of 1 + ε. To do so, we define suitable (non-trivial) subproblems and
assemble them to a global solution with a dynamic program (DP). This approach can be
seen as a simpler version of our approach for polynomially bounded processing times, which
we focus on in the following.

Our general approach is to divide the range of possible bag sizes into intervals that contain
Oε(1) possible approximate bag sizes each. For each such interval, it is then possible to guess
the set of bags of the respective size in polynomial time. Considering the same range for sizes
of jobs, rather than bags, we would also be able to guess the assignment of these jobs to these
bags. Observe that a job may, of course, be assigned to a bag whose size lies in a different
interval than the job’s size. However, we argue that the precise assignment is only relevant
when these intervals are neighboring intervals and, hence, can be guessed in polynomial
time. If this is not the case, i.e., if jobs are assigned to a bag whose size lies in a much
larger interval, then such jobs are sufficiently small for us to only consider their total volume.
The resulting parameters, such as number of bags created so far and the assignment of
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14:4 Scheduling on a Stochastic Number of Machines

smaller jobs to larger intervals, through which the subproblems corresponding to the intervals
interact, are kept track of by a DP. While it is straightforward to keep track of all bags from
larger intervals as well as the assignment of jobs from these intervals to the bags, it is not
clear how to do this with a polynomial-time DP. In particular, when we consider bag sizes of
one interval, we still need to remember previously defined bags of much larger sizes with a
super-constant number of possibilities for these sizes. In fact, we show that it is sufficient to
keep track of a constant number of parameters that capture all necessary information about
larger intervals. Using that the processing times are polynomially bounded, we can bound
the size of the DP table by a polynomial in the encoding of the input.

When considering a DP cell corresponding to some interval and guessing bag sizes along
with the other parameters implied by the discussion above, we need to evaluate the quality
of this guess. To do so, we guess additional parameters (also kept track of by the DP). The
main observation is as follows. Suppose that, in addition to the aforementioned parameters,
we know the relevant range of the number of machines and the bag sizes from the next-lower
interval. For each number of machines in the aforementioned range, we assign each bag

(i) from a higher interval to one machine each,
(ii) from the two currently relevant intervals optimally, and
(iii) from the lower intervals fractionally (the total volume of these bags can be approxim-

ated).
The reason we may do so is that the bags assigned in (i) are large enough to assign enough load
to an entire machine and the bags assigned in (iii) are small enough to be considered fractional.

We remark that for both problems considered, a PTAS is the best possible approximation
algorithm achievable when the number of bags (and machines) is part of the input, unless
P = NP: Since their strongly NP-hard deterministic counterparts [8] are special cases of the
stochastic problems, neither makespan minimization nor Santa Claus on stochastic machines
admits fully polynomial time approximation schemes (FPTASs) unless P = NP. If, however,
the number of bags (and machines) is not part of the input, i.e., a constant, a FPTAS can
be designed by directly guessing the bag sizes approximately, i.e., up to a factor of 1 + ε, in
polynomial time and using known FPTASs to compute a job-to-bag assignment based on
these bag sizes [6, 16].

Stein and Zhong [20] also considered a third objective function, minimizing the difference
between the maximum and the minimum machine load. Any polynomial-time approximation
algorithm (in the multiplicative sense) is, however, impossible here unless P = NP. Indeed,
already in the deterministic case, it is strongly NP-hard to decide whether the optimal
objective-function value is 0 (as can be seen, e.g., by a straightforward reduction from
3-Partition).

1.2 Further Related Work

We first review the literature on the aforementioned information-theoretic question in which
one compares with the in-hindsight optimum. Since this benchmark is stronger than ours and
the upper bounds are obtained through polynomial-time algorithms, the upper bounds carry
over to our setting as guarantees of polynomial-time approximation algorithms. Specifically,
for makespan, Stein and Zhong [20] showed how to compute for any ε > 0 a job-to-bag
assignment whose cost is guaranteed to be a factor of at most 5/3 + ε away from the cost of
the in-hindsight optimum. They also showed an impossibility of 4/3. When all jobs have
infinitesimal size, the best-possible guarantee is (1 +

√
2)/2 ≈ 1.207 [5, 20]. For Santa Claus

and infinitesimal jobs, the best-possible guarantee is 2 ln 2 ≈ 1.386 [20].
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This model has been generalized in two directions. First, Eberle et al. [5] considered
arbitrary machine speeds (rather than just 0 or 1) that are revealed after the bags have been
created. They gave a guarantee of 2 − 1/m with respect to the in-hindsight optimum and
improved guarantees for special cases. Second, Balkanski et al. [1] considered the problem
with arbitrary speeds in the algorithms-with-predictions framework.

In the majority of the scheduling literature, stochastic uncertainty refers to uncertainty
in the processing times of the jobs (see [17] for a survey and [4, 9, 10] for some recent works).
The literature on stochastic uncertainty, even uncertainty in general, in the machines is much
more scattered. Stadje considered the unrecoverable breakdown on a single machine caused
by stochastic jobs [19]. Temporary machine unavailability has also been studied in [3].

2 Preliminaries

Formally, we are given a job set J = [n] := {1, . . . , n}, where each job has a processing
time pj , and a maximum number of machines M . For each 1 ≤ m ≤ M , we are given its
probability qm, where

∑M
m=1 qm = 1. We want to find a partition of the job set J into M

sets, called bags. We denote the set of bags by B. For a bag B ∈ B, let p(B) =
∑

j∈B pj

denote its size. We typically say for j ∈ B that j is packed in bag B.
Clearly, if M ≥ n, we can pack every job in its own private bag, and the problem becomes

trivial. Hence, we assume from now on that M < n.
We denote by Opt(B, m) the optimal objective function value for a given set of bags B and

a scenario with m machines, that is, Opt(B, m) denotes the maximum or minimum machine
load of an optimal bag-to-machine assignment, or schedule, respectively. The objective is
to find a partition or set of bags B that optimizes

∑M
m=1 qmOpt(B, m). We denote a fixed

optimal set of bags by B∗ and its objective function value by Opt :=
∑M

m=1 qmOpt(B∗, m).
As discussed above, the problems we consider are generalizations of strongly NP-hard

problems. Thus, unless P = NP, we cannot expect to find B∗ in polynomial time. Hence,
we are interested in polynomial-time approximation schemes (PTASs), i.e., for each ε > 0, a
polynomial-time (1 + ε)-approximation algorithm. Such an algorithm is required to return a
partition of the job set J into M bags, denoted by B, that satisfies

∑M
m=1 qmOpt(B, m) ≤

(1 + ε)Opt for makespan, and
∑M

m=1 qmOpt(B, m) ≥ 1
1+ε Opt for Santa Claus.

3 Minimizing the maximum machine load

In this section we design and analyze our polynomial-time approximation scheme for the
setting of makespan minimization: For a given number of machines m and a set B of bags,
we want to find an assignment of bags to machines that minimizes the maximum total size
of bags assigned to any machine.

3.1 Algorithm

Let ε > 0; we will give a polynomial-time algorithm that achieves an approximation ratio of
1 + O(ε). This algorithm finds a good estimate of the optimal bag sizes in B∗. To this end,
we show later that the maximum size of a bag in B∗ is at most 4C, where

C :=
M∑

m=1
qm max

{
max
j∈J

pj ,
1
m

∑
j∈J

pj

}
.
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14:6 Scheduling on a Stochastic Number of Machines

We say a bag B in B∗ is regular if its size is at least εC or if there is at least one job of size at
least ε2C packed in B. For ℓ ∈ L := {⌊log1+ε(ε2C)⌋, ⌊log1+ε(ε2C)⌋ + 1, . . . , ⌈log1+ε(4C)⌉},
the algorithm guesses the number Mℓ of optimal bags with p(B) ∈

[
(1 + ε)ℓ, (1 + ε)ℓ+1)

.
Further, it enumerates all possible numbers Msand of bags of size at most (1 + ε)εC,

called sand bags. These sand bags do not directly correspond to optimal bags, but instead
can pack all jobs not packed in regular bags in Opt.

Clearly, a guess (Mℓ)ℓ∈L combined with Msand sand bags does not necessarily guarantee
that it is feasible, i.e., that Msand +

∑
ℓ∈L Mℓ ≤ M and that there is a partition of J into bags

such that there are at most Mℓ bags with sizes in
[
(1 + ε)ℓ, (1 + ε)ℓ+1)

and Msand bags of size
at most (1 + ε)εC. Thus, the algorithm ignores all combinations of (Mℓ)ℓ∈L and Msand with
more than M bags. If the total number of bags is at most M , the algorithm uses the PTAS
by Hochbaum and Shmoys [12] for bin packing with variable bin sizes to check if there is a
feasible packing of jobs into the bags as follows: The input is ε as approximation parameter,
an item of size pj for each job j ∈ J , Mℓ bins of size (1 + ε)ℓ+1 for any ℓ ∈ L, and Msand bins
of size (1 + ε)εC. If the guess is feasible, the PTAS is guaranteed to return an item-to-bin
(here a job-to-bag) assignment that violates the bin sizes by at most a factor (1 + ε).

If all jobs can be packed by the above PTAS, the algorithm evaluates the current guess by
computing a (1 + ε)-approximation of Opt((Mℓ)ℓ∈L∪{sand}, m), where we overload notation
and let Opt((Mℓ)ℓ∈L∪{sand}, m) denote the minimum makespan for a set of bags consisting
of Mℓ bags of size (1 + ε)ℓ+1, for any ℓ ∈ L, and Msand bags of size (1 + ε)εC. We denote the
makespan of this (1 + ε)-approximation by z((Mℓ)ℓ∈L∪{sand}, m) and compute it by running
the PTAS by Hochbaum and Shmoys [11] for makespan minimization on identical machines
with approximation parameter ε, Mℓ jobs with processing time (1 + ε)ℓ+1, Msand jobs with
processing time (1 + ε)εC, and m machines.

The algorithm returns a feasible minimizer of
∑M

m=1 qmz((Mℓ)ℓ∈L∪{sand}, m).

3.2 Analysis
In this section, we analyze the algorithm designed in the previous section. We start by
justifying our bound on the maximum bag size before we argue that there exists a guess that
is similar to the optimal set B∗ in terms of the bag size and objective-function value. Last,
we evaluate the running time of the algorithm and conclude with the proof of Theorem 1.
For formal proofs we refer to the full version.

We begin by justifying our assumption to only consider bags of size at most 4C =
4

∑M
m=1 qm max

{
maxj∈J pj , 1

m

∑
j∈J pj

}
: By [20], 4C is an upper bound on Opt. As the

largest bag size lower bounds Opt(B, m) in scenario m, this implies the next lemma.

▶ Lemma 3. No optimal solution uses bags of size greater than 4C.

Fix a set of bags B∗ with objective-function value Opt. By Lemma 3, the maximum bag
size is at most 4C. The algorithm guesses a set of bag sizes similar to the bag sizes in B∗.

Based on B∗ we define a “good” guess (M̂ℓ)ℓ∈L∪{sand}, i.e., a set of possible bag sizes, as
follows: Let B∗

R denote the set of regular bags, i.e., the set of bags in B∗ that pack at least
one job of size at least ε2C or have size at least εC.

For ℓ ∈ L, let M̂ℓ be the number of regular bags in B∗
R with p(B) ∈

[
(1 + ε)ℓ, (1 + ε)ℓ+1)

.

Set M̂sand =
⌈∑

B∈B∗\B∗
R

p(B)

εC

⌉
; recall that sand bags have size at most (1 + ε)εC.

Since the sizes of regular bags are only rounded up, the bags in (M̂ℓ)ℓ∈L can pack the
same subset of jobs as B∗

R. Since the volume of any sand bag has been increased by a
(1 + ε)-factor as opposed to εC and the size of any job not packed in a regular bag is at most
ε2C, we show that the bag-size vector M̂ := (M̂ℓ)ℓ∈L∪{sand} is a possible and feasible guess.
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▶ Lemma 4. The above defined vector M̂ is a feasible guess of the algorithm. The jobs can
be packed into a set of bags consisting of M̂ℓ bags with size (1 + ε)ℓ+1 for ℓ ∈ L and M̂sand
bags with size (1 + ε)εC.

Combining this lemma with Theorem 2 of [12], we get the next corollary.

▶ Corollary 5. The PTAS by [12] returns a packing of all jobs into a set of bags with Mℓ

bags of size (1 + ε)ℓ+2 for ℓ ∈ L and Msand bags of size (1 + ε)2εC.

To prove the next lemma, we first assign the regular bags in the same way as in the
optimal solution and assign the sand bags one by one to the currently least loaded machine.
For bounding the makespan in a given scenario m, we distinguish whether a regular bag
determines the makespan (which increases the makespan by at most a factor (1+ε) compared
to Opt(B∗, m)) or whether a sand bag determines the makespan. In the latter case, we use a
volume bound to upper bound this sand bag’s starting time (losing at most a factor (1 + ε))
and amortize its maximum size, i.e., (1 + ε)εC, over all scenarios, using that

∑M
m=1 qm = 1.

▶ Lemma 6. M̂ = (M̂ℓ)ℓ∈L∪{sand} satisfies
∑M

m=1 qmOpt(M̂, m) ≤ (1 + 5ε)Opt.

Proof of Theorem 1. Using that we return the cheapest guess and that the number of
distinct rounded sizes of regular bags is bounded by O

( 1
ε2

)
, we can show the following two

lemmas. Combined, they complete the proof of Theorem 1.

▶ Lemma 7. The set of bags returned by the algorithm guarantees an objective function
value of at most (1 + O(ε))Opt.

▶ Lemma 8. For ε ∈
(
0, 1

2
)
, the algorithm runs in time O

((
n
ε

)O(1/ε2)
)

.

4 Maximizing the minimum machine load

In this section, we present our polynomial-time (1 + ε)-approximation algorithm for the
setting in which we want to maximize the minimum machine load. We refer to the full
version for the formal proofs for the results presented in this section.

Polynomially bounded processing times

First, we show that we can reduce our problem to the case of polynomially bounded job
processing times that are all essentially powers of 1 + ε, while losing at most a factor of
1 + O(ε) in our approximation guarantee. The main concepts of the reduction can be
summarized by the following three ideas.

The first idea is to disregard scenarios whose contribution to the expected objective
function value is very small. W.l.o.g., assume that pj ∈ N and let d be an integer such
that Opt(B∗, m) falls in the interval

[
1,

(
n
ε

)d]
for every scenario m. Then, for some offset

a ∈
{

0, 1, . . . , 1
ε + 3

}
we “split” the interval

[
1,

(
n
ε

)d]
into a polynomial number of pair-

wise disjoint intervals Ĩi =
[ (

n
ε

)3i+ i−1
ε +a

,
(

n
ε

)3i+ i
ε +a

)
. Observe that any two consecutive

intervals have a multiplicative gap of
(

n
ε

)3. Using probabilistic arguments, we show that
there is an offset a such that the scenarios with Opt(B∗, m) in the gaps contribute very little
to the expected objective function value. Hence, such scenarios can be neglected by losing a
factor of at most 1 + O(ε) in the approximation ratio. As there is only a polynomial number
of possible offsets a, we may assume that we correctly choose such a by enumeration.
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14:8 Scheduling on a Stochastic Number of Machines

The second idea is to observe that the gaps enable us to actually ignore a carefully
chosen subset of jobs. Let Ĩ+

i =
[ (

n
ε

)3i+ i−1
ε +a−3

,
(

n
ε

)3i+ i−1
ε +a

)
∪ Ĩi denote the extended

interval obtained by the union of the interval Ĩi and the smaller of its adjacent gaps, and
let m be a scenario such that Opt(B∗, m) ∈ Ĩi. We show that, by losing a factor of at most
1 + O(ε) in the approximation ratio, we may assume that a machine with minimum load in
the schedule that achieves Opt(B∗, m) is assigned only bags with jobs whose processing time
is in Ĩ+

i . Then, based on this assumption, we show that we may assume that there are no jobs
whose processing times fall in the gaps by losing at most another factor of 1 + O(ε) in the
approximation ratio. Observe that we are now facing an instance where neither Opt(B∗, m)
nor pj belong to the just created gaps in the interval

[
1,

(
n
ε

)d]
.

The third idea is then to solve the problem restricted to the intervals Ĩi individually by
using the fact that within each interval Ĩi the processing times are polynomially bounded
and combine the obtained solutions into a single one with a dynamic program. We show that
rounding up the processing times and solving each subproblem that arises in the dynamic
program costs a factor of at most 1 + O(ε) in the approximation ratio. Formalizing this
proof sketch proves Lemma 9.

▶ Lemma 9. By losing a factor of at most 1 + O(ε) in the approximation ratio, we can
assume for each job j ∈ J that pj = ⌈(1 + ε)kj ⌉ for some kj ∈ N0 and pj ∈ [1, nc(ε)] where
c(ε) is some global constant.

Algorithmic overview. Based on Lemma 9, we assume that each job j ∈ J satisfies pj ∈
[1, nc(ε)]. The high-level idea of our algorithm is to partition [1, nc(ε)] into intervals of the form
Ik :=

[( 1
ε

)3k
,
( 1

ε

)3k+3)
for k ∈ N and only consider bags, jobs, and scenarios relevant for a

single interval. More precisely, we use these intervals to partition the processing times {pj}j∈J ,
the bag sizes in B∗ and in our solution as well as the values {Opt(B∗, m)}m. Let K such that∑

j∈J pj ∈ IK ; we ignore intervals Ik with k > K. For k ∈ [K], let Jk := {j ∈ J : pj ∈ Ik},
let Lk :=

{
ℓ ∈ N :

⌈
(1 + ε)ℓ

⌉
∈ Ik

}
, and let B∗

k := {B ∈ B∗ : p(B) ∈ Ik}.
Our algorithm recursively considers the intervals in the order IK , IK−1, ..., I1 and, step

by step, defines bags that correspond to B∗
K , B∗

K−1, ..., B∗
1 . When considering interval Ik,

the algorithm enumerates all possible bag sizes of bags in B∗
k and all possible assignments

of a subset of the jobs in Jk ∪ Jk−1 to those bags; the remaining jobs in Jk are implicitly
assigned to bags in

⋃K
k′=k+1 B∗

k′ . Here, we use the fact that by definition of our intervals
only a constant number of jobs in Jk ∪ Jk−1 can be assigned to any bag in B∗

k while jobs
in Jk are tiny compared to bags in

⋃K
k′=k+2 B∗

k′ (see Figure 1 for visualization) and, hence,
the assignment of jobs Jk to bags

⋃K
k′=k+2 B∗

k′ cannot be guessed in polynomial time. The
remaining jobs in Jk−1 will be assigned when interval Ik−1 is considered. We embed this
recursion into a polynomial-time dynamic program (DP). Since our DP is quite technical, we
first describe the algorithmic steps that correspond to the root subproblem of the recursion,
i.e., IK , before we define the DP cells and argue about their solution. Defining the DP
cells and solving their corresponding subproblem involves enumerating all possible values
of several quantities and storing an approximation of the objective-function value of the
(approximately) best combination in the DP cell. When arguing about the correctness of our
DP, we show that there is a chain of DP cells that represent some (fixed) optimal solution.
Hence, we use X∗ for some parameter X when referring to the correct value, i.e., the value of
this parameter in this optimal solution. We refer to this process as guessing X∗. In general,
we use X̂ to refer to an arbitrary guess.
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pj p(B1) p(B2) p(B3)

Ik Ik+1 Ik+2

B1

B2

B3

j

j

j

≪ ε p(B3)

{

Figure 1 Visualization of relation between jobs in Jk and bags in B∗
k, B∗

k+1 and
⋃K

k′=k+2 B∗
k′ .

4.1 Guessing initial quantities
In the following, we describe how to guess and evaluate initial parameters corresponding to a
(partial) solution of our root subproblem. Intuitively, we construct a partial assignment of
jobs to bags B∗

K and the parameters representing this partial assignment define the DP cell
corresponding to the remaining problem.

4.1.1 Algorithm
The algorithm to compute a partial solution to a root subproblem can be essentially split
into two phases: (1) guessing key quantities and (2) evaluating these guesses.

Guessing phase. We start by guessing |B∗
K | and |B∗

K−1|, the number of bags in B∗
K and in

B∗
K−1, before we guess (1 + ε)-approximations for the bags sizes in B∗

K ∪ B∗
K−1. Formally, for

each bag B ∈ B∗
K∪B∗

K−1 we guess a value ℓ(B) ∈ N such that p(B) ∈ [(1+ε)ℓ(B), (1+ε)ℓ(B)+1);
we say that such a value ℓ(B) is the size-estimate for B. Next, we guess an assignment of
all jobs in JK and a subset of the jobs in JK−1 to the bags B∗

K and an assignment of the
remaining jobs in JK−1 and of a subset of the jobs in JK−2 to the bags B∗

K−1. Finally, we
guess m

(K)
max which we define to be the largest value m ∈ M for which Opt(B∗, m) ∈ IK .

Evaluation phase. In contrast to the previous section, maximizing the minimum machine
load asks for “covering” a machine or, in our case, a bag. To this end, we potentially
have to assign jobs from

⋃K−2
k′=1 Jk′ to the bags in B∗

K . Formally, for B ∈ B∗
K let p+(B)

be the total size of the jobs from JK and JK−1 already assigned to B. We define S :=∑
B∈B∗

K
max{

⌈
(1 + ε)ℓ(B)⌉ − p+(B), 0}. Our DP also stores this value in order to guarantee

that, in the remainder, jobs from
⋃K−2

k′=1 Jk′ with total size S are assigned to bags in B∗
K . Let

JK−1(B∗
K−1) and JK−2(B∗

K−1) be the subsets of JK−1 and JK−2 already assigned to bags
in B∗

K−1. Then, S̄ :=
∑

B∈B∗
K−1

⌈
(1 + ε)ℓ(B)⌉ − p

(
JK−1(B∗

K−1) ∪ JK−2(B∗
K−1)

)
is the total

volume of bags in B∗
K−1 that needs to be covered with jobs from

⋃K−3
k′=1 Jk′ .

For evaluating our current guess, we fix some m ≤ m
(K)
max and create a set JT of dummy

jobs, each with processing time 1 and total size T :=
∑K−2

k=1
∑

j∈Jk
pj − S − S̄. Now, we

guess the assignment of the bags B∗
K ∪ B∗

K−1 to the machines. Based on the load guaranteed
by these bags, we now greedily distribute these dummy jobs as follows. Assume w.l.o.g.
that the machines are sorted non-decreasingly by their loads and consider the prefix of the
machines which all have the smallest load. We assign to each of these machines the same
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14:10 Scheduling on a Stochastic Number of Machines

number of dummy jobs such that their new load is equal to the load of the machines with
the second smallest load. We repeat this procedure until all dummy jobs in JT are assigned.
At the end, among all possibilities to assign the bags B∗

K ∪ B∗
K−1, we choose the one which

maximizes the minimum machine load after the distribution of JT . We define Alg(m) as
the load of the least loaded machine for this fixed candidate solution.

Among all guesses with the same set of bag sizes for bags in B∗
K ∪ B∗

K−1, the same
value m

(K)
max and the same values S and S̄, we keep the guess which maximizes our proxy for

the (partial) objective function,
∑m(K)

max
m=1 qm · Alg(m).

4.1.2 Analysis
Observing that |B∗

K | ≤ M ≤ n and |B∗
K−1| ≤ M ≤ n implies that we can enumerate all

possible combinations in time O(n2). Since the relative length, i.e., the ratio of the left
interval border to the right interval border, of IK ∪IK−1 is bounded by

( 1
ε

)6, there are at most
Oε(1) possibilities for each size-estimate ℓ(B). By guessing the number of bags with a given
size estimate, we can guess the size-estimates of all bags in B∗

K ∪B∗
K−1 in time nOε(1). Further,

each bag in B∗
K can be assigned at most Oε(1) many jobs from JK ∪ JK−1 and, similarly,

each bag in B∗
K−1 can be assigned at most Oε(1) many jobs from JK−1 ∪ JK−2. Hence, there

is only a constant number of possible assignments for each bag, up to permutations of jobs
with the same size. We formalize these observations in the next lemma.1

▶ Lemma 10. In time nOε(1), we can guess the size-estimate ℓ(B) for each bag B ∈ B∗
K∪B∗

K−1
as well as the assignment of the jobs in JK to the bags B∗

K , of the jobs in JK−1 to the bags
B∗

K ∪ B∗
K−1 and of a subset of jobs in JK−2 to the bags in B∗

K−1, up to a permutation of bags.

First, observe that for each bag B ∈ B∗
K , the value max{⌈(1 + ε)ℓ(B)⌉ − p+(B), 0} ∈ N0

since pj ∈ N for each j ∈ J by Lemma 9. Hence, S accurately captures the total volume
missing to ensure that each B ∈ B∗

K packs jobs with a total size of at least (1 + ε)ℓ(B) ≥ p(B)
1+ε .

Using that each job in
⋃K−2

k=1 Jk is very small compared to a bag in B∗
K , we can argue that

knowing S is actually sufficient to cover B ∈ B∗
K with jobs of total size of at least p(B)

(1+ε)2 .
Similarly, for a bag in B∗

K−1, each job in
⋃K−3

k=1 Jk is very small compared to its size.
Hence, we can again argue that knowing S̄ ∈ N0 is sufficient to pack jobs of total size at least

p(B)
(1+ε)2 into bag B ∈ B∗

K−1.
Observing that no bag in

⋃K−2
k=1 B∗

k can pack a job from JK ∪ JK−1 by definition of their
sizes, we conclude that T indeed represents the total volume of bags in

⋃K−2
k=1 B∗

k. In fact,
we can show that for scenarios with m ≤ m

(K)
max machines any assignment of the remaining

jobs in
⋃K−2

k′=1 Jk′ of total volume at most T
1+ε to at most M − |B∗

K | − |B∗
K−1| bags of size at

most ε
( 1

ε

)3K yields the same objective function value (up to a factor of 1 + O(ε)). These
observations are formalized in the next lemma where some jobs are set aside in bags BS and
BS̄ , corresponding to the values S and S̄.

Recall that we use X̂ to denote a possible guess for parameter X considered by our
algorithm.

▶ Lemma 11. Let the guessed quantities be as defined above. Let B′ ∪{BS , BS̄} be a partition
of the jobs

⋃K−2
k′=1 Jk′ into M − |B̂K | − |B̂K−1| + 2 bags such that

for each bag B ∈ B′, p(B) ≤ ε · ( 1
ε )3K ,

1 For the initial guesses, one could give tighter bounds by observing that |B∗
K | + |B∗

K − 1| = Oε(1).
However, we give polynomial bounds which are sufficient and of the same kind as the bounds we will
use later in the DP.
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p(BS) ≥ S,
p(BS̄) ≥ S̄, and
p(B′) :=

∑
B∈B′ p(B) ≥ (1 + ε)−1T .

Suppose that B ∈ B̂K ∪B̂K−1 has size in [(1 + ε)ℓ(B), (1 + ε)ℓ(B)+1). We can compute the vec-
tor (Alg(m))m(K)

max
m=1 in polynomial time and Opt(B′ ∪B̂K ∪B̂K−1, m) ∈ [(1+ε)−5Alg(m), (1+

ε)Alg(m)) for each m ≤ m
(K)
max.

Note that the lemma does not state anything about the relationship of Opt(B∗, m) and
Opt(B′ ∪B̂K ∪B̂K−1, m); it relates our proxy function Alg(m) and Opt(B′ ∪B̂K ∪B̂K−1, m),
the best possible assignment for B′ ∪ B̂K ∪ B̂K−1.

In the remaining problem it suffices to focus on scenarios in which we have m > m
(K)
max

machines and which hence satisfy Opt(B∗, m) < ( 1
ε )3K . Note that for each bag B ∈ B∗

K we
have that p(B) ≥ ( 1

ε )3K . Therefore, if we are given m > m
(K)
max machines, it is optimal to

assign each bag B ∈ B∗
K to a separate machine without any further bags assigned to that

machine. Hence, if m > m
(K)
max, then the bags in B∗

1 , ..., B∗
K−1 need to ensure only that the

remaining m − |B∗
K | machines get enough load. This insight and the above lemma allow

us to decouple our decisions for scenarios with m ≤ m
(K)
max machines from scenarios with

m > m
(K)
max machines. This is the key idea for our DP.

4.2 Dynamic program
After our initial guesses above, it remains to

pack the jobs in
⋃K−1

k′=1 Jk′ into the bags in B∗
K−1,

compute the bag sizes in B∗
1 , ..., B∗

K−2, and
select jobs from

⋃K−2
k=1 Jk with total size at least S for filling B∗

K .

For each m ≥ m
(K−1)
min := m

(K)
max + 1, our goal is to obtain a value close enough to

Opt(B∗, m) so that, overall, we achieve a value of (1 − O(ε))Opt.
To this end, we design a dynamic program (DP) that solves the remaining problem from

above. Each DP cell corresponds to some subproblem. We show that for each possible guess
of the initial quantities in Section 4.1 there is a DP cell corresponding to the remaining
subproblem. In order to solve each subproblem, we guess similar quantities as in the previous
section and reduce the resulting remaining problem to the subproblem of another DP cell.

4.2.1 Algorithm
Following the same idea as for the root subproblem, our dynamic program proceeds as
follows: for each DP cell we first guess key quantities defining a partial solution as well as
the transition to the next DP cell and then we evaluate this guessed partial solution.

DP cell and its subproblem. Formally, each DP cell C is specified by
k ∈ N with k < K specifying that we still need to define B1, ..., Bk,
Mk+1,...,K ∈ N counting the previously defined (large) bags Bk+1, ..., BK ,
Mk ∈ N representing our decision |Bk| = Mk,
m

(k)
min ∈ N indicating the minimal number of machines we consider,

sℓ ∈ N for ℓ ∈ Lk counting B ∈ Bk with ℓ(B) = ℓ,
aℓ ∈ N for ℓ ∈ Lk counting the jobs j with pj = ⌈(1 + ε)ℓ⌉ that are assigned to bags
in Bk+1,
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14:12 Scheduling on a Stochastic Number of Machines

S ∈ N, defining the total size of jobs in
⋃k

k′=1 Jk′ that must not be assigned to bags⋃k
k′=1 Bk′ and that are neither assigned to bags in Bk+1 via the values aℓ; instead they

will be assigned to
⋃K

k′=k+1 Bk′ . (Note that we will make sure that even though jobs from
Jk might contribute to S, such jobs will not be used to cover bags in Bk+1.)

The goal of the subproblem of C is to pack a subset of the jobs
⋃k

k′=1 Jk′ into the bags⋃k
k′=1 Bk′ and define a size-estimate ℓ(B) for B ∈

⋃k
k′=1 Bk such that

|Bk| = Mk,
p(B) ∈ Ik′ for each k′ ∈ [k] and each B ∈ Bk′ ,
p(B) ∈ [(1 + ε)ℓ(B), (1 + ε)ℓ(B)+1) for each B ∈

⋃k
k′=1 Bk,

there are sℓ bags B ∈ Bk with ℓ(B) = ℓ for each ℓ ∈ Lk,
each job j ∈ Jk′ for k′ ∈ [k] is either assigned to some bag in Bk′ ∪ ... ∪ Bk or not at all,
there are aℓ jobs j with pj = ⌈(1 + ε)ℓ⌉ that are not assigned to any bag for each ℓ ∈ Lk,
the jobs in

⋃k
k′=1 Jk′ not packed in any bag have total size at least S.

For each DP cell C, we compute a solution and a corresponding objective function value
which we denote by profit(C). This objective function corresponds to the expected profit
from scenarios in {m

(k)
min, ..., M} that we achieve with the solution stored in the DP cell and

Mk+1,...,K “large” bags, i.e., bags B with p(B) ∈
⋃K

k′=k+1 Ik′ .

Guessing phase. By definition of the DP cell, |B∗
k| = Mk. For each ℓ ∈ Lk, there are sℓ

many bags B ∈ B∗
k with ℓ(B) = ℓ (and hence with p(B) ∈ [(1 + ε)ℓ, (1 + ε)ℓ+1)). We start by

guessing the assignment of the jobs Jk−1 ∪ Jk to the bags in B∗
k. We only consider guesses

satisfying the values aℓ and S of our current DP cell, i.e., for every possible processing time in
Ik enough jobs are left to be assigned to B∗

k+1 and enough total volume of jobs in
⋃k

k′=1 Jk′

is left to be assigned to bags in
⋃K

k′=k+1 B∗
k′ . Finally, we guess m

(k)
max which is the largest

value m for which Opt(B∗, m) ∈ Ik.

Evaluation phase. In order to calculate the proxy objective function value profit(C), we
need to combine C with a cell Ĉ corresponding to a DP cell for the remaining problem. To this
end, let us define the parameters of this cell Ĉ. Clearly, we only need to define B1, . . . , Bk−1.
Hence, the first parameter of Ĉ is k − 1. Further, the total number of previously defined
bags is given by M̂k,...,K = Mk + Mk+1,...,K . As we do not ignore scenarios, we choose
m

(k−1)
min := m

(k)
max + 1. Since we have already guessed the assignment of jobs in Jk−1 to bags

in B∗
k, we can simply calculate the values âℓ for ℓ ∈ Lk−1 that indicate the number of jobs j

with pj = ⌈(1 + ε)ℓ⌉ to be assigned to bags in B∗
k.

It remains to calculate the value S̄ ∈ N, the total size of jobs in
⋃k−1

k′=1 Jk′ assigned as very
small jobs to bags in

⋃K
k′=k B∗

k′ . To this end, we calculate the total size of jobs from
⋃k−2

k′=1 Jk′

that need to be packed in B∗
k. For each B ∈ B∗

k, let p+(B) be the total size of the jobs from
Jk−1 ∪ Jk that B already packs. We define Sk :=

∑
B∈B∗

k
max

{⌈
(1 + ε)ℓ(B)⌉ − p+(B), 0

}
.

Denote by Jk(B∗
k ∪ B∗

k+1) the set of jobs from Jk assigned to bags B∗
k and B∗

k+1. Then, S̄ is
defined as S̄ := S −

∑
j∈Jk\Jk(B∗

k
∪B∗

k+1) pj + Sk, where S is defined by the current DP cell C.
(Note that S̄ does not contain jobs from Jk−1 to be assigned to B∗

k as they are accounted for
by âℓ.)

Hence, the remaining problem corresponds to some DP cell Ĉ satisfying

Ĉ =
(

k − 1, Mk+1,...,K + Mk, M̂k−1, m(k)
max + 1, Ŝ ≥ S̄, (ŝℓ)ℓ∈Lk−1 , (âℓ)ℓ∈Lk−1

)
, (1)

where ŝℓ is a possible number of bags with size-estimate ℓ ∈ Lk−1, i.e., with size (1 + ε)ℓ, the
number of bags |B∗

k−1| is given by M̂k−1 =
∑

ℓ∈Lk−1
ŝℓ, and we require that Ŝ is at least S̄.
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Given profit(Ĉ) for some Ĉ, we can now calculate profit(C) as follows: For each value
m ∈ {m

(k)
min, ..., m

(k)
max}, we compute an estimate Alg(m) of the objective value of an optimal

bag-to-machines assignment of
⋃k

k′=1 B̂k′ and Mk+1,...,K large bags to m machines. To this
end, we use a variant of Lemma 11, which is explained in detail in the full version. Then, the
profit of the candidate combination of C with Ĉ is given by

∑m(k)
max

m=m
(k)
min

qmAlg(m) + profit(Ĉ).
Among all these candidate combinations, we choose the one with the largest profit and set
profit(C) =

∑m(k)
max

m=m
(k)
min

qmAlg(m) + profit(Ĉ).

4.2.2 Analysis
Observe that there are at most Oε(1) many distinct processing times of jobs Jk−1 ∪ Jk and
each bag B ∈ B∗

k contains at most Oε(1) many jobs from each of these processing times
because of the definition of B∗

k, Jk−1, and Jk.
We guess all possible assignments of jobs to a single bag of size at most

( 1
ε

)3k+3; typically
such an assignment is called a configuration. There are at most Oε(1) such configurations.
Then, for each configuration and each ℓ with

⌈
(1 + ε)ℓ

⌉
∈ Ik, we guess how often the

configuration is assigned to a bag B with ℓ(B) = ℓ. Following this sketch, the next lemma
proves that we can in fact guess the job-to-bag assignment in polynomial time.

▶ Lemma 12. In time nOε(1) we can guess the assignment of jobs from Jk−1 and Jk to the
bags B∗

k up to permuting jobs and bags.

During the evaluation phase, we try all possible combinations of the current DP cell C
with Ĉ satisfying (1), i.e., DP cells corresponding to the remaining subproblems matching
the parameters of C. We now give a proof sketch of why our guesses combined C indeed
give a feasible solution to the subproblem for k. Let B̂1, . . . , B̂k−1 be the bags given by the
solution to Ĉ and B̂k be the bags corresponding to our guess. (We do not change

⋃k−1
k′=1 B̂k′ .)

We need to assign jobs from
⋃k−1

k′=1 Jk′ to B̂k satisfying
(i) for every bag B ∈ B̂k, p(B) ≥ (1 + ε)ℓ(B)−1 and
(ii) the total processing time of

all jobs in
⋃k−1

k′=1 Jk′ not assigned to bags in
⋃k

k′=1 B̂k′ and
all jobs in Jk neither assigned to B̂k nor reserved by the values aℓ for the bags with
size in Ik+1

is at least S.

Each B ∈ B̂k has already jobs from Jk and Jk−1 of total size p+(B) assigned to it. Let
p−(B) := max

{ ⌈
(1 + ε)ℓ(B)⌉ − p+(B), 0

}
be the missing volume in B to cover B to the

desired level of
⌈
(1 + ε)ℓ(B)⌉. If p−(B) = 0, no additional job from

⋃k−2
k′=1 Jk′ needs to be

assigned to B. Otherwise, we greedily add jobs from
⋃k−2

k′=1 Jk′ not packed in
⋃k−1

k′=1 B̂k′ until
assigning the next job would exceed p−(B). Hence, the total size of jobs

⋃k−2
k′=1 Jk′ assigned

to B by this routine is at least p−(B) −
( 1

ε

)3k−6. Thus,

p(B) ≥ p+(B) + p−(B) −
(

1
ε

)3k−6
= (1 + ε)ℓ(B) −

(
1
ε

)3k−6
≥ (1 + ε)−1(1 + ε)ℓ(B)

since by definition (1 + ε)ℓ ≥ 1
ε ·

( 1
ε

)3k−6 for all ℓ ∈ Lk.
By choice of Ĉ, the total size Ŝ of jobs in

⋃k−1
k′=1 Jk′ neither assigned to bags in

⋃k−1
k′=1 B̂k′

nor reserved for Bk via the values (âℓ)ℓ∈Lk−1 is at least S̄. With the definition of S̄, we get

Ŝ ≥ S̄ = S −
∑

j∈Jk\Jk(B̂k∪B̂k+1)

pj + Sk = S −
∑

j∈Jk\Jk(B̂k∪B̂k+1)

pj +
∑

B∈B̂k

p−(B) .
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We remark that the second term indeed corresponds to the contribution of jobs from Jk

to filling bags with sizes in
⋃K

k′=k+1 Ik′ since such jobs cannot be packed into
⋃k−1

k′=1 B̂k

by definition of the corresponding sizes. Observe that the greedy procedure described
above assigns jobs from

⋃k−2
k′=1 Jk′ with total volume at most p−(B) to B ∈ B̂k. Hence, the

combination of our guess B̂k (and the guessed partial assignment of Jk−1 ∪ Jk to B̂k) and
the solution for Ĉ is indeed a feasible solution for C.

Similar to the proof of Lemma 11, we show that for any candidate solution (consisting of
a guess B̂k, a partial assignment of Jk ∪ Jk−1, and any solution for Ĉ as defined in (1)), we
can calculate the values Alg(m) for m ∈ {m

(k)
min, . . . , m

(k)
max} in polynomial time such that

Alg(m) is within a factor (1 + O(ε)) of the optimal assignment given the same set of bags.
This is formalized in the next lemma.

▶ Lemma 13. Let B̂k, m
(k)
max and the job-to-bag assignment of Jk ∪ Jk−1 to B̂k be guesses

as defined. Further, let Ĉ satisfy (1) and suppose that the bag sizes in B̂k−1 are given by
(ŝℓ)ℓ∈Lk−1 . Let B′ ∪ {BŜ} be a partition of the jobs

⋃k−2
k′=1 Jk′ into M − Mk+1,...,K − |B̂k| −

|B̂k−1| + 1 bags such that
for each bag B ∈ B′ we have that p(B) ≤ ε ·

( 1
ε

)3k,
p(BŜ) ≥ Ŝ,
p(B′) :=

∑
B∈B′ p(B) ≥ (1 + ε)−1T .

Suppose that each bag B ∈ B̂k ∪ B̂k−1 satisfies p(B) ∈ [(1 + ε)ℓ(B), (1 + ε)ℓ(B)+1) and let
B̂L contain Mk+1,...,K many large bags of size at least

( 1
ε

)3k+3. There is a polynomial-
time algorithm that either asserts that our guess is incorrect and cannot be combined with
Ĉ or that computes a vector (Alg(m))m(k)

max

m=m
(k)
min

such that Opt(BL ∪ B̂k ∪ B̂k−1 ∪ B′, m) ∈

[(1+ε)−5Alg(m), (1+ε)Alg(m)) holds for each m ∈ {m
(k)
min, ..., m

(k)
max} for which Opt(BL ∪

B̂k ∪ B̂k−1 ∪ B′, m) ≥ (1 + ε)−1( 1
ε )3k.

Further, we can find the best Ĉ that satisfies (1) and can be combined with our guess in
polynomial time.

To compute the final solution, we combine the correct initial guesses with the solution
stored in the DP cell corresponding to the remaining subproblem. This yields a global
solution to the original problem. In order to prove the correctness of our DP, we observe
that for each k ∈ [K − 1] there is a special DP cell for which k is the first parameter and
whose other parameters correspond to the optimal solution (e.g., the assignment of jobs in
Jk to bags in B∗

k+1). We then prove by induction that, for each k ∈ [K − 1], the solution
stored in the corresponding special DP cell yields a profit that is similar to the optimal profit
restricted to scenarios with m ∈ {1, ..., m

(k)
max} machines, using Lemma 13.

5 Conclusion

In this paper, we continue the recent line of research on scheduling with uncertainty in
the machine environment [1, 5, 20] by considering a stochastic machine environment in
which the number of identical parallel machines is only known in terms of a distribution
and the actual number is revealed once the jobs are assigned to bags which cannot be split
anymore. Interestingly, we present polynomial time approximation schemes for minimizing the
makespan as well as maximizing the minimum machine load, which matches their respective
deterministic counterparts from the perspective of approximation algorithms. We believe
that our insights open up many interesting questions for future research such as extending
the current model to the setting with uniformly related machines in which the uncertainty is
modeled in terms of machine speeds as done in [5] from a robustness point-of-view or to the
setting with different (job-based) objectives such as sum of weighted completion times.
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Abstract
In this work we study the classic problem of online weighted paging with a probabilistic prediction
model, in which we are given additional information about the input in the form of distributions
over page requests, known as distributional online paging (DOP). This work continues a recent line
of research on learning-augmented algorithms that incorporates machine-learning predictions in
online algorithms, so as to go beyond traditional worst-case competitive analysis, thus circumventing
known lower bounds for online paging. We first provide an efficient online algorithm that achieves a
constant factor competitive ratio with respect to the best online algorithm (policy) for weighted
DOP that follows from earlier work on the stochastic k-server problem.

Our main contribution concerns the question of whether distributional information over a limited
horizon suffices for obtaining a constant competitive factor. To this end, we define in a natural
way a new predictive model with limited horizon, which we call Per-Request Stochastic Prediction
(PRSP). We show that we can obtain a constant factor competitive algorithm with respect to the
optimal online algorithm for this model.
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1 Introduction

In the weighted paging problem there is a universe of n pages, where each page has a weight2,
and there is a cache that can hold up to k pages. At each time step a page is requested, and
if the requested page is already in the cache then no cost is incurred, otherwise, the page
must be loaded into the cache, incurring a cost equal to its weight. The goal is to minimize
the total cost incurred.

Paging is one of the earliest and most extensively studied problems in online computation
and competitive analysis [38, 22, 40, 42, 36, 7, 6, 1, 4, 11, 10, 27, 28, 29], including works on
non-standard caching models, e.g., elastic caches [25], caching with time windows [26], caching
with dynamic weights [21], and caching with machine learning predictions [35]. In fact, online
paging has become a focal point for many of the recent developments in competitive analysis,
e.g., the online primal-dual method, projections, and mirror descent [17, 16, 15].

1 Work done while at the Technion before joining Amazon.
2 In the unweighted version of the problem, all weights are equal (unit weights).
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In their seminal paper, Sleator and Tarjan [38] showed that any deterministic online
algorithm is at least k-competitive and that the LRU policy (Least Recently Used) is exactly
k-competitive for unweighted paging. The k-competitive bound was later generalized to
weighted paging as well [19, 41]. When randomization is allowed, Fiat et al. [22] gave the
elegant randomized marking algorithm for unweighted paging, which is Θ(log k)-competitive
against an oblivious adversary. Bansal et al. [7] gave a Θ(log k)-competitive randomized
algorithm for weighted paging based on the online primal-dual framework [17].

Algorithms with predictions, or learning-augmented algorithms, is an emerging field
of research lying at the intersection of machine learning and foundations of algorithms
(e.g. [5]). The goal is to use machine-generated predictions, that can be either deterministic
or probabilistic, so as to go beyond traditional worst-case competitive analysis, and relax the
overly pessimistic assumption of not having any prior knowledge of the future. This is in line
with recent momentum in deploying machine learning techniques for various applications,
e.g., search, business processes, and health.

The study of online paging with predictions has been a catalyst for the development of
this new field. In an influential paper, Lykouris et al. [35] studied a simple predictor that
provides for each requested page the next time step in which it is requested again, called PRP
(Per-Request Prediction). Clearly, for unweighted paging, PRP suffices for implementing
Belady’s algorithm. Lykouris et al. [35] analyzed the robustness of PRP.

Computationally, weighted paging is a very different problem from unweighted paging,
since it requires more global information about the request sequence to obtain (near) optimal
algorithms. For example, Belady’s local rule suffices to define an optimal offline algorithm
in the unweighted case, while a minimum cost flow procedure is needed for computing an
optimal solution in the weighted case. This is also manifested in the online setting, where
PRP does not improve on the competitive factor in the weighted case [31]. Even with precise
PRP, any deterministic online algorithm remains Ω(k)-competitive, and any randomized
algorithm is Ω(log k)-competitive.

Distributional Online Paging

We focus on probabilistic prediction models for online weighted paging. Suppose that an
online algorithm is given in advance, for each time step t ∈ {1, 2, . . . , T }, a distribution
over page requests at t. Thus, the request at time t is drawn according to Dt. The given
distributions are assumed to be independent between different time steps and the distributions
are not necessarily identical. This model is known in the literature as distributional online
paging, or DOP [34], and it can be viewed as the probabilistic counterpart of PRP. DOP
is also a special case of the stochastic uber problem studied by [20]. (See more about this
problem in the sequel.)

Define the cost of an online algorithm (or policy) for DOP to be the expected cost taken
over all possible request sequences, where the probability of a request sequence is determined
by the distributions D1, . . . DT . An optimal online algorithm minimizes the expected cost and
is defined by a Markov Decision Process. It can be computed by either a dynamic program
or a linear program. Unfortunately, the state space of the dynamic program, or the size of
the linear program, is of exponential size in k, rendering it computationally impractical. The
computational hardness of finding an optimal algorithm for DOP is still open to the best of
our knowledge3.

3 It is stated as an open problem in [13]. For general metrics (i.e., the k-server problem), [20] gives a
simple reduction to prove hardness: the uniform distribution over the points in the metric is given at all
times; thus, a solution to the k-median problem on the metric defines the placement of the servers in an
optimal online algorithm.
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For unweighted DOP, the work of Lund et al. [34] is seminal. They show that full
information about the distributions in each time step is actually not needed in order to get a
near-optimal online algorithm. Specifically, for general distributions over page requests, if
the probability that p is requested before q is available for any pair of pages p and q, then
this information can be leveraged to get an efficient and simple 4-competitive algorithm with
respect to the best online algorithm. However, these ideas do not seem to generalize to the
weighted setting, due to the more global nature of weighted paging, as indicated before.

1.1 Our Results
We study the weighted DOP problem. Our goal is to provide an efficient online algorithm
that achieves a constant competitive factor with respect to the best online algorithm (policy)
for weighted DOP. Our starting point is a linear program for DOP which is based on the
work of [20] for the stochastic k-server problem. In the case of the paging problem, this
linear program specifies to which cache slot a page is loaded. The linear program provides a
lower bound on the cost of any non-adaptive algorithm for DOP. However, [20] show that
an optimal non-adaptive algorithm can cost at most thrice the cost of an optimal online
algorithm for DOP. In Section 3 we provide the details for rounding the k-server linear
program, yielding a constant competitive algorithm for the weighted DOP problem.4 This is
summarized in the following theorem.

▶ Theorem 1. There exists an efficient algorithm for weighted DOP with O(1)-competitive
ratio.

The constant competitive factor obtained in Theorem 1 strongly utilizes information
about the page distributions over the entire time horizon. However, such distributional
information may not always be available. Thus, a natural question is whether distributional
information over a limited horizon suffices for obtaining a constant competitive factor. This
is the main focus of our paper.

In [31], a new deterministic predictive model for online weighted paging is suggested, due
to the weakness of PRP in the weighted setting, as indicated earlier. This model, called
SPRP, assumes that when a page p is requested, the full request sequence up to the next
request for p is revealed. It turns out that the SPRP predictive model is strong enough to
obtain a 2-competitive algorithm for online weighted paging in the adversarial setting [31].

Our first contribution is a novel limited horizon distributional model which we call the
Per-Request Stochastic Prediction (PRSP) model. In this model, at any point of time, the
known horizon of (future) distributions guarantees that for each page p in the cache, the sum
of the probabilities of requesting p (in the known horizon) is at least one. Interestingly, this
model captures the property needed from a limited horizon distributional model in order to
design a near-optimal online algorithm.

Note that in a deterministic setting, Dt is equal to zero for all pages, except for one page,
for which it is equal to one. Thus, when PRSP is restricted to a deterministic setting, it is
equivalent to the SPRP model of [31].

We show that any algorithm for (full horizon) weighted DOP can be used in a black-box
manner in the PRSP model, while increasing the competitive factor only by a constant. We
thus obtain the next theorem.

4 It is interesting to note that a natural linear programming formulation for the weighted DOP problem
that provides a lower bound on the best online algorithm has a large integrality gap which depends
on the maximum page weight. Thus, the work of [20] manages to circumvent this gap by utilizing a
stronger LP.
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▶ Theorem 2. If there exists an α-competitive algorithm for weighted DOP, then there exists
an O(α)-competitive algorithm for weighted DOP under the PRSP model. I.e., there exists
an efficient O(1)-competitive algorithm for weighted DOP under the PRSP model.

To prove Theorem 2, we design an algorithm called Split-and-Solve. The algorithm is
very natural and it splits the time horizon into phases, solving each one separately. Using
the properties of the PRSP model, the phases are chosen such that at the beginning of the
phase the distributions are known for all times in the phase. Therefore, each phase can be
regarded as a weighted DOP instance. As the analysis of Split-and-Solve does not make any
assumptions regarding the solutions of the phases, any algorithm for weighted DOP can be
employed in a black-box manner (e.g., Theorem 1). However, as each phase commences, the
cache is reset to be the final cache state of the optimal offline solution of the realization of
the request sequence of the previous phase.

The difficulty with analyzing the Split-and-Solve algorithm is in stitching together the
performance of the different phases. Even though the policy employed in each phase by itself
may be optimal, note that the initial cache states (in each phase) may be very different
from the corresponding cache states of the optimal online algorithm (which is familiar with
the full horizon). In particular, since our caching problem is weighted, the gap (in terms
of weight) between cache states can be arbitrarily large, and may also further lead to poor
performance within the phase. However, the crucial ingredient for bounding the performance
of each phase is the property of the PRSP model that guarantees that for each page in the
cache the sum of the probabilities in the known horizon adds up to at least 1. Thus, the
performance of each phase can be related to the performance of the optimal online algorithm
in the phase with a multiplicative constant factor (together with an additive term). Using a
global analysis that considers all phases, the loss incurred by the sum of the additive terms
can be charged to the cost of the optimal online algorithm, yielding Theorem 2.

1.2 Related Work
The k-server problem generalizes the paging problem to arbitrary metric spaces. (In paging
the underlying metric is a weighted star.) A natural generalization of DOP is distributional
k-server, where in every time step there is a given distribution over the possible request point.
This problem was studied by [20], who also introduced the stochastic Uber problem, where
each request is defined by two points in the metric. The server satisfying a request must
travel to the start point of the request and then to its end point, incurring a cost equal to
the total distance traveled. [20] gave a constant competitive factor algorithm for the case
where the metric is a line. For general metrics, they gave an O(log n)-competitive algorithm,
where n is the number of points in the metric.

Work on distributional paging goes back more than fifty years. Franaszek and Wagner [24]
compared FIFO and LRU in a model where every request is drawn from a fixed probability
distribution over time. Shedler and Tung [37] suggested a Markov model for generating
requests. This model and its extensions were analyzed in [32]. They also showed a gap of
Ω(log k) between optimal online and offline algorithms in the case of a uniform distribution.

Besides stochastic models, several paging models assuming partial knowledge of future
requests have been studied. For example, [8] studied the PRP model of Lykouris et al. [35]
(mentioned earlier) in the weighted setting. A very sophisticated algorithm is given in [8] for
this model whose competitive factor is at most a logarithm of the number of weight classes.
Other examples for models with predictions are paging with locality of reference [12, 23, 30],
paging with lookahead [3, 14, 39] and interleaved paging [9, 18, 33].
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2 Preliminaries

2.1 Distributional Online Paging
In the weighted paging problem there is a universe of n pages, denoted by P = {p1, p2, ..., pn},
and a cache of size k. The initial cache state is C0 ⊆ P . Each page p is associated
with a weight wp, the cost of loading or evicting page p to the cache. For a sequence of
requests σ1, σ2, ..., σT , an algorithm A determines a series of cache states C1, ..., CT , such
that ∀t : σt ∈ Ct. The cost of serving the request sequence by A is

∑T
t=1

∑
p∈Ct△Ct−1

wp,
which is equal to the sum of the loading costs and the eviction costs. Note that the sum of
the eviction costs and the loading costs can differ by at most an additive constant depending
only on the initial and final cache contents. For simplicity, we assume the initial cache and
final cache are identical, i.e., C0 = CT . This means that the loading costs are equal to the
eviction costs.

We focus on distributational prediction models in this paper. Suppose that we are given
in advance at time t = 0, for each (future) time step t ∈ {1, 2, . . . , T }, a distribution over
page requests at t. The given distributions are not necessarily identical, yet assumed to be
independent between different time steps. More formally, for every t ∈ [T ], a probability
distribution Dt is given from which request σt is drawn at time t. This model is called
distributional online paging, or DOP.

▶ Definition 3. For an algorithm A, let E(A) denote the expected cost of A over all
realizations of input sequences generated according to distributions D1, . . . , DT .

Denote by O the best online algorithm (in expectation) for DOP, i.e., it minimizes E(O).
We emphasize that algorithm O is only familiar with the distributions D1, . . . , Dt, but does
not have prior knowledge of the actual realization of the requests. Let E(O) = OPT .

2.2 Limited Horizon
So far we have assumed that all distributions D1, ..., DT are given as input at the beginning.
This is, of course, unreasonable in many cases as T may be very large. We aspire to bound the
horizon that an online algorithm needs to “see”, i.e., at any time t, how many distributions
into the future are available to the algorithm.

In [31] it was shown that the per-request-prediction (PRP) model and the lookahead
model are not sufficient to circumvent the known lower bounds for online paging. In [31] a
constant competitive factor for deterministic online weighted paging is achieved only through
a combination of two models which they call SPRP. Specifically, upon arrival of a page, the
time of its next request t is given, as in PRP, as well as the full sequence of page requests up
to t.

Here, we propose an extension of the above model for our stochastic setting called
Per-Request Stochastic Prediction (PRSP). The PRSP model requires that at any time t a
sequence of future distributions is revealed such that sufficient information is revealed for
each page in the current cache, as follows.

▶ Definition 4. Given a cache C ⊆ P and time t, let N(C, t) be the earliest time t′ that
satisfies:

∀p ∈ C :
t′∑

τ=t

Dτ (p) ≥ 1.

APPROX/RANDOM 2024
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Note that in the deterministic setting, Dt is equal to zero for all pages, except for one page,
for which it is equal to one. Assuming all pages in C are there because they were previously
requested, Definition 4, restricted to a deterministic setting, is equivalent to the SPRP model
of [31].

Using the definition of N(C, t) we can now give a formal definition of the PRSP model.

▶ Definition 5. In the PRSP model at each time step t, where the cache is Ct, the sequence
of distributions (Dt, ..., DN(Ct,t)) is revealed to the algorithm.

In a deterministic setting, at each time t it holds that there exists a single page p such
that Dt(p) = 1 and it is equal to zero for all other pages. Thus, in the PRSP model, when
restricted to a deterministic setting, at any time t, N(Ct, t) is equal to the latest time over
the next arrivals of all pages in Ct. In reality, the distributions up to time N(Ct, t) were
revealed earlier when the pages in Ct were requested and they were loaded to the cache.
Thus, in the deterministic setting, we can interpret PRSP as SPRP since it reveals upon a
request to a page the whole sequence of pages up to its next request.

3 Full Horizon

In this section we consider the weighted DOP problem when all the distributions are given
in advance and provide a proof for Theorem 1. The proof essentially follows from the work
of [20] on the stochastic k-server problem. Recall that weighted paging is the special case of
k-server when the underlying metric is a weighted star. We show here that when applying
the linear program for stochastic k-server to the special case of DOP, it can be rounded
yielding a constant competitive algorithm. It is interesting to note that a natural linear
programming formulation for the weighted DOP problem has a large gap compared to the
best online algorithm, where the gap depends on the maximum page weight. Thus, the work
of [20] manages to circumvent this gap by utilizing a stronger LP.

In [20], an algorithm A for DOP is defined to be non-adaptive if it satisfies the following.
First, algorithm A pre-computes a sequence of cache configurations C1, ..., CT ; then it serves
the request sequence as follows. Upon arrival of request σt at time t: (i) A changes the cache
contents to configuration Ct; (ii) A replaces the lightest page in Ct with σt; (iii) A changes
the cache contents back to the configuration that preceded the arrival of σt. The linear
program for stochastic k-server suggested in [20] provides a lower bound on the cost of any
non-adaptive algorithm. However, an online algorithm for the stochastic k-server problem
does not necessarily imply a feasible solution for the latter linear program. It is shown in
[20, Theorem 1.3] that an optimal non-adaptive online algorithm is a 3-approximation with
respect to an optimal online algorithm for stochastic k-server. Thus, non-adaptive algorithms
provide a useful tool for obtaining a competitive algorithm for stochastic k-server.

In what follows we describe the specialization of the linear program for the stochastic
k-server problem [20] to DOP. Essentially, this means specifying to which cache slot is a page
loaded. Thus, for each page p, there is a variable bt,p that indicates the fraction of p that is
not in the cache. For each page p and possible request q, variable xt,p,q indicates whether q

is served by replacing p.
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Serving requests using A

Retrieving
Dfi+1, ..., Dfi+1

.

Find the offline solution of
the phase: Hfi+1, ..., Hfi+1

and set Cfi+1
= Hfi+1

.

f0 = 0 f1 = N(C0, 0)
...

fi = N(Ci−1, fi−1) fi+1 = N(Ci, fi)

Figure 1 Algorithm Split-and-Solve splits the timeline into phases and separately solves each
phase as DOP. As phase i begins at fi the distributions t ill N(Cfi , fi) are revealed. The DOP black
box A serves the requests during the phase. As the phase terminates at N(Cfi , fi), the optimal
offline solution Hfi+1, ..., Hfi+1 is computed with the realization of the phase and Hfi+1 is loaded
into Cfi+1 .

min
∑

p,q,t≥1
(wp + wq) · Dt(q) · xt,p,q +

∑
p,t≥1

wp · |bt,p − bt−1,p| s.t.

∀t, q :
∑
p ̸=q

xt,p,q ≥ bt,q

∀t, p, q : xt,p,q ≤ 1 − bt,p

∀t :
∑

p

bt,p ≥ n − k

(31)

The cost function accounts for the weight of the pages that make two switches when serving
a request. By doing so it forces the solution to be non-adaptive. Note that (31) gives us a
lower bound only on the optimal non-adaptive algorithm. Thus, not every paging algorithm
can be mapped into a solution for (31), only a non-adaptive one.

The details for rounding the LP solution so as to yield a 60-competitive algorithm are
given in Appendix A.

4 The Split-and-Solve Algorithm

Section 3 provides us with a constant competitive factor algorithm, but requires that at
time 0 all distributions D1, ..., DT are known. In this section we present the Split-and-
Solve algorithm that provides a constant-competitive factor for DOP in the PRSP model.
The algorithm is very natural. It first splits the time horizon into phases: if a phase
begins at time t, then it ends at time N(Ct, t). As the horizon of the algorithm is at most
max{N(Ct′ , t′)|t′ <= t} for every time step t, the distributions Dt+1, ..., DN(Ct,t) can be
retrieved by the properties of the PRSP model.

Each phase is solved independently using a (full horizon) DOP algorithm in a black-box
manner. However, as each phase commences, the cache is reset to be the final cache state of
the optimal offline solution of the realization of the request sequence of the previous phase.
This cache state can be computed by running a min cost flow algorithm. This guarantees
that the definition of phases is independent of the algorithm A. The steps of the algorithm
are depicted in Figure 1. We are now ready to give a formal definition of the Split-and-Solve
algorithm.

APPROX/RANDOM 2024
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Algorithm 1 Split-and-Solve (SaS).

Input: Instance I of DOP and Algorithm A for DOP.
1: Initialize i = 0, f0 = 0, H0 = C0.
2: while fi < T do
3: Let fi+1 = N(Cfi , fi).
4: Retrieve Dfi+1, ..., Dfi+1 .
5: Set Cfi+1, ..., Cfi+1 as the solution returned by A for serving requests in time range

[fi, fi+1] with initial cache Hfi
.

6: Let Hfi+1, ..., Hfi+1 be the optimal offline solution for time range [fi, fi+1] with initial
cache Cfi .

7: After serving σfi+1 , set Cfi+1 = Hfi+1 as the initial cache of the next phase.
8: Update i := i + 1.

Before analyzing the algorithm, we need the following notation. We denote by F + 1
the number of phases into which the time horizon is split. The optimal online algorithm is
denoted by Oon and its caches are denoted by {Ot}t∈[T ].

In the sequel we will show that given an α-competitive algorithm for DOP, the Split-
and-Solve (SaS) algorithm has an O(α) competitive ratio, losing only an additional constant
factor. To do so, we first bound in Lemma 7 the cost of our algorithm by the cost of the
online algorithm when we also reset its cache at the beginning of each phase (i.e., similarly
to Step 6, where at the beginning of each phase the cache is set to Hfi). Then, Lemma 8
bounds the cost of the online algorithm (with the cache reset) at phase i by the sum of three
components:
1. The expected cost of Oon during the phase.
2. The total weight of Hfi \ Ofi .
3. The sum over pages in Ofi

\ Hfi
of the page weight times the probability it is requested

in phase i.
Lemmas 9, 11 and 12 bound the last two components by a constant factor of the cost of Oon.

In the following definition we provide a notation for a partial solution.

▶ Definition 6. Let t1, t2 ∈ [T ] such that t1 < t2 and C ⊆ P . We denote the expected cost
of an algorithm A on the sub-range [t1, t2] with Ct1 = C as its initial cache by A(C, t1, t2).

From the definition of the optimal offline and online algorithms it is easy to see that for
any t1 < t2 and cache C it holds that Ooff (C, t1, t2) ≤ Oon(C, t1, t2). The following lemma
bounds the expected cost of phase i by 2α + 1 times the expected cost of O during the phase
when O begins the phase with the same cache.

▶ Lemma 7. Given an α-competitive algorithm A for DOP it holds that for every phase i:

SaS(Hfi
, fi, fi+1) ≤ (2α + 1) · Oon(Hfi

, fi, fi+1).

Proof. At the beginning of each phase i we set the initial cache passed to algorithm A in
Step 5 to be the cache of the optimal offline solution Hfi

. For simplicity, we associate this
cost with phase i − 1 (note that for i = 0 the cost is zero as H0 = C0). Thus, in phase i we
need to bound the cost of serving requests as well as the cost of loading cache Hfi+1 at the
end of the phase.

The expected cost of serving requests in phase i is at most α · Oon(Hfi , fi, fi+1) due to
the competitive ratio of A. Next, loading Hfi+1 can be bounded by the cost of loading Hfi

and only then loading Hfi+1 . Loading Hfi
must cost less then the cost of SaS at this phase

(as eviction and loading costs are symmetric). Afterwards, loading Hfi+1 is bounded by the
cost of the optimal offline algorithm, but
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Ooff (Hfi
, fi, fi+1) ≤ Oon(Hfi

, fi, fi+1).

Summarizing over the three cost components produces the desired bound. ◀

The following lemma bounds Oon(Hfi
, fi, fi+1) with the total cost of evicting Hfi

\ Ofi
,

loading the requested pages from Ofi
\ Hfi

and then serving the requests as on.

▶ Lemma 8. Let γi,p be the event that page p is requested in phase i, i.e.,
γi,p = 1p is requested in [fi,fi+1]. Then, it holds that:

Oon(Hfi
, fi, fi+1) ≤ Oon(Ofi

, fi, fi+1) +
∑

p∈Hfi
\Ofi

wp + E

 ∑
p∈Ofi

\Hfi

wp · γi,p

 .

Proof. Consider the following online algorithm for serving phase i. First, evict the pages
in Hfi

\ Ofi
, incurring a cost of

∑
p∈Hfi

\Ofi
wp. Next, run the optimal online algorithm. A

feasible solution for the online algorithm would be to act as if Ofi \ Hfi are in the cache,
incurring a cost of Oon(Ofi

, fi, fi+1). Nonetheless, it might be that a page p ∈ Ofi
\ Hfi

is requested, incurring an additional cost of wp, though this only happens with probability
E[γi,p]. Summing over the three terms produces the desired bound. ◀

After bounding the cost at each phase, we will now evaluate the cost of all phases,
bounding the cost of splitting the time horizon. To do so we must bound

∑
i

∑
p∈Hfi

\Ofi
wp

and
∑

i E
[∑

p∈Ofi
\Hfi

wp · γi,p

]
. The following lemma bounds the former term. It strongly

uses the property of the PRSP model that for every page in cache the sum of the probabilities
of requesting this page in the known horizon is at least 1.

▶ Lemma 9. In each phase i ∈ [F ] it holds that
∑

p∈Hfi
\Ofi

wp ≤ e
e−1 · Oon(Ofi

, fi, fi+1).

Proof. At the beginning of each phase we set fi+1 = N(Hfi , fi). Thus from Definition 4 if
holds that

∑fi+1−1
t=fi

Dt(p) ≥ 1 for each page p ∈ Hfi
. Using the inequality 1 − x ≤ e−x for

x ∈ [0, 1] we get that for p ∈ Hfi
:

E[γi,p] = 1 −
fi+1−1∏

t=fi

(1 − Dt(p)) ≥ 1 −
fi+1−1∏

t=fi

e−Dt(p) = 1 − e

∑fi+1−1
t=fi

−Dt(p) ≥ 1 − e−1. (42)

Each page p ∈ Hfi \ Ofi must be loaded by Oon at phase i if it is requested. Thus from
Equation (42) it follows that,

Oon(Ofi , fi, fi+1) ≥
∑

p∈Hfi
\Ofi

E [γi,p] · wp ≥
∑

p∈Hfi
\Ofi

(1 − e−1) · wp.

Dividing by 1 − e−1 completes the proof of the lemma. ◀

The next corollary follows from lemmas 8 and 9.

▶ Corollary 10.

Oon(Hfi , fi, fi+1) ≤ 2e − 1
e − 1 Oon(Ofi , fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 .
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Next, we bound
∑

i E
[∑

p∈Ofi
\Hfi

wp · γi,p

]
. To do so we need the following auxiliary

lemma which bounds the expected eviction costs of Ooff .

▶ Lemma 11. Let Evoff (Hfi , fi, fi+1) be the expected eviction costs of the optimal offline
algorithm at phase i when initialized with cache Hfi

. It holds that,

Evoff (Hfi
, fi, fi+1) ≤ 2e − 1

e − 1 Oon(Ofi
, fi, fi+1).

Proof. Due to the optimallity of the offline algorithm,
Ooff (Hfi

, fi, fi+1) ≤ Oon(Hfi
, fi, fi+1). So from Corollary 10 it follows that,

Ooff (Hfi
, fi, fi+1) ≤ 2e − 1

e − 1 Oon(Ofi
, fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 . (43)

In addition, the offline optimal algorithm must load any page p /∈ Hfi in phase i if it is
requested. Thus, the expected loading costs of the offline optimal algorithm are at least
E

[∑
p∈Ofi

\Hfi
Wp · γi,p

]
. By combining the bound on the loading costs and Equation (43)

we get that,

Evoff (Hfi , fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 ≤ Ooff (Hfi , fi, fi+1)

≤ 2e − 1
e − 1 Oon(Ofi

, fi, fi+1) + E

 ∑
p∈Ofi

\Hfi

Wp · γi,p

 .

Subtracting the last term from both sides proves the lemma. ◀

▶ Lemma 12.

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

2e − 1
e − 1 Oon(Ofi

, fi, fi+1).

Proof. In Section 2.1 it is stated that we assume C0 = CT . If this was not the case, we can
simply load CT with only a constant additional cost. From this assumption it follows that
the total eviction costs are equal to the total expected loading costs.

At each phase i, Ooff must load pages in Ofi
\ Hfi

if they are requested. Thus, in the
event γi,p it will incur a loading cost of wp. As the total expected eviction costs are equal to
total expected loading costs we get that,

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

Evoff (Hfi , fi, fi+1).

Due to Lemma 11 it holds that

E

 ∑
i∈[F ]

∑
p∈Ofi

\Hfi

wp · γi,p

 ≤
∑

i∈[F ]

2e − 1
e − 1 Oon(Ofi

, fi, fi+1). ◀

The following lemma combines the above results to produce a bound on the competitive
ratio of SaS.
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▶ Lemma 13. Given an α-competitive algorithm A for DOP, the Split-and-Solve algorithm
is (2α + 1) · 4e−2

e−1 -competitive.

Proof. From Lemma 7 the cost of the Split-and-Solve algorithm is at most∑
i∈[F ]

(2α + 1) · Oon(Hfi , fi, fi+1).

Combining with Corollary 10 and Lemma 12 which provides a bound on∑
i∈[F ] Oon(Hfi

, fi, fi+1), we can bound the competitive ratio of the Split-and-Save algorithm
by (2α + 1) · 4e−2

e−1 . ◀

Theorem 2 follows immediately from Lemma 13.
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A Rounding the LP

We show how to discretize to multiples of 1/k a solution to the LP. We use techniques from
[2] and transform each xt,p to a multiple of 1

8k . First, We set b′
t,p := min {1, 2 · bt,p}. Assume

at,p ∈ [8k] denote ⌈8k·b′
t,p⌉

8k = at,p

8k . For every p ∈ P , we do the following iterative process for
t = 1 ... T :
1. If at,p is even, set yt,p := at,p

8k .
2. Else, if yt−1,p >

at,p

8k , set yt,p := at,p+1
8k .

3. Otherwise, set yt,p := at,p−1
8k .

▶ Lemma 14. The following statements hold:
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1. ∀t, p : if bt,p = 0 then yt,p = 0.
2. ∀t, p : if bt,p = 1 then yt,p = 1.
3. ∀t, p : yt,p ≤ 4 · bt,p.
4. ∀p :

∑
t∈[1,T ] |yt,p − yt−1,p| ≤ 4 ·

∑
t∈[1,T ] |bt,p − bt−1,p|.

5. ∀t :
∑

p∈P yt,p ≥ n − k.

Proof.
1. bt,p = 0 → at,p = 0 → yt,p = 0.
2. bt,p = 1 → at,p = 8k → yt,p = 1.
3. If bt,p < 1

16k , then at,p = 0 implying yt,p = 0. Otherwise, yt,p ≤ 2bt,p + 1
8k ≤ 4bt,p.

4. For a page p ∈ P , we prove the claim by induction on T .
Basis: for t = 0 the claim holds trivially.
Inductive step: Assume the claim holds for every τ ′ < t. We assume w.l.o.g that
at,p ≤ at−1,p We split to cases:
a. If at,p = at−1,p then also yt,p = yt−1,p.
b. If at,p = at−1,p − 2 then

∣∣b′
t,p − b′

t−1,p

∣∣ ≥ 1
8k , in addition note that |yt,p − yt−1,p| = 1

4k .
Overall, |yt,p − yt−1,p| = 1

4k ≤ 2
∣∣b′

t,p − b′
t−1,p

∣∣ ≤ 4 |bt,p − bt−1,p|.
c. If at,p ≤ at−1,p−3 then

∣∣b′
t,p − b′

t−1,p

∣∣ ≥ 1
4k , in addition |yt,p − yt−1,p| ≤

∣∣b′
t,p − b′

t−1,p

∣∣−
1

4k . Overall, |yt,p − yt−1,p| ≤
∣∣b′

t,p − b′
t−1,p

∣∣ − 1
4k ≤ 2

∣∣b′
t,p − b′

t−1,p

∣∣ ≤ 4 |bt,p − bt−1,p|.
d. Else, at,p = at−1,p − 1. In case that at,p is odd we that yt,p = yt−1,p. Otherwise, let t′

be the last time before t−1 such that at′,p ̸= at−1,p. It holds that at′,p ≤ at,p −2 and we
get, similar to Cases 4b and 4c,

∑t
i=t′+1 |yi,p − yi−1,p| = |yt,p − yt′,p| ≤ 2 |bt,p − bt′,p|.

We show that we can find t′ < t such that:∑
τ∈[t′,t] |yτ,p − yτ−1,p| ≤ 4 ·

∑
τ∈[t′,t] |bτ,p − bτ−1,p|. Finally, we apply the inductive

assumption for t′.
5. For time t we note A = {p|bt,p < 0.5}. It holds for every p that if p ∈ A then yt,p ≥

2 · bt,p − 1
8k , else yt,p = 1. Therefore, if |A| ≤ k we are done. Else,

∑
p∈P yt,p =∑

p∈A yt,p +
∑

p∈P \A yt,p ≥
∑

p∈A(2 · bt,p − 1
8k )+ |P |− |A| ≥ 2(|A|−k)− |A|

8k + |P |− |A| =
|P | + |A| − |A|

8k − 2k. Now, note that if k + 1 ≤ |A| ≤ 2k, then |A| ≥ k + |A|
8k so

|P | + |A| − |A|
8k − 2k ≥ n − k. Else, |A| > 2k and |P | + |A| − |A|

8k − 2k ≥ n − k. ◀

A similar process is required for discretizing the value of the x variables. For simplicity
we assume there is an additional page z with weight 0 such that
yz = max

{
0,

∑
p yt,p − (n + 1 − k)

}
. For time t and pages p, q ̸= z in P : if xt,p,q ≥ 0.5 then

vt,p,q = 1 − yt,p, else vt,p,q = min {1 − yt,p, xt,p,q}. For z, vt,z,q = max
{

0, yt,z −
∑

p vt,p,q

}
.

▶ Lemma 15. The following statements hold:
1. ∀t, p, q : vt,p,q ≤ 1 − yt,p.
2. ∀t, q :

∑
p vt,p,q = yt,q.

3.
∑

p,q,t≥1 (wp + wq) · vt,p,q ≤ 2 ·
∑

p,q,t≥1 (wp + wq) · xt,p,q.

Proof.
1. For every page p ̸= z the statement holds by definition. For z, since (1−bt,q)+

∑
p xt,p,q ≥

1, we can view it as a rounding of a cache with (at least) one slot. The value of vt,p,z is
the empty space in the cache, which is at most the empty space in the fractional cache Y ,
i.e. 1 − yt,z.

2. Holds immediately following definition of vt,z,q.
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3. We can rewrite the sum:
∑

p,q,t≥1 wp · vt,p,q +
∑

p,q,t≥1 wq · vt,p,q. Since
∑

q vt,p,q = yt,p

and yt,p ≤ 2bt,p, implying
∑

p,q,t≥1 wp · vt,p,q ≤ 2 ·
∑

p,q,t≥1 wp · xt,p,q. In addition, for
every page q, vt,p,q ≤ 2 · xt,p,q. ◀

We use Lemma 7.3 from [17] that provides a method for transforming distributions over
pages into distributions over cache states. It is immediate from the proof of this lemma that
if every distribution over the pages is a multiple of 1

L , for some L ∈ N, then the size of the
distribution is polynomial in L, n and T .

▶ Definition 16. For a page p and a cache C, W (C, p) = 0 if p ∈ C, otherwise W (C, p) =
min {wq|w ∈ C}.

We state here a lemma that summarizes the desired construction and its properties.

▶ Lemma 17. Given a solution (B, X) to the LP, a collection of random integral cache
states R(B, X) = {R1, ..., RT } can be constructed in polynomial time (in n, k, and T ) such
that:
1. ∀t, p: if bt,p = 0, then p ∈ Rt; if bt,p = 1, then p /∈ Rt.
2. ∀t, p : Pr[p /∈ Rt] ≤ 4 · bt,p.
3. E

[∑
t∈[1,T ],p∈Rt△Rt−1

wp

]
≤ 20 ·

∑
t∈[1,T ] |bt,p − bt−1,p| · wp.

4. ∀t, p : E [W (R(t), p] ≤ 8
∑

p,q,t≥1 wp · xt,p,q.
We use the construction in the above lemma as a black box. When X is obvious from the
context, we replace R(X) with R. Thus, we get the following algorithm:

Algorithm 2 DOP Algorithm.

Input: Fractional solution B to LP (31).
1: Initialize: let R(B) = {R1, ..., RT } (see Lemma 17).
2: for time t and request σt do
3: Set Ct = Rt.
4: if σt /∈ Rt then
5: Evicts the lightest page in Rt and loads σt instead.
6: Set Ct = Rt.

▶ Lemma 18. Algorithm 2 is 60-competitive.

Proof. The expected cost of Step 3 is 20 ·
∑

p,t≥1 wp · |Bt,p − Bt−1,p|. In Step 5 the cost is 0
if σt ∈ Rt and wσt

otherwise. Therefore the expected cost of Step 5 at time t is
∑

t,p yt,p · wp.
Now let us assume for time t that σt /∈ Rt. In this case, the cost of Step 6 is equal to
min {wq|q ∈ Rt} = W (σt, Ct). Therefore the expected cost of this step is E [= W (σt, R(t))].
From the construction of Rt in [17], this value is at most 8 ·

∑
q wq · vt,σt,q. In total, the

expected cost of the algorithm is at most 20 times the optimal value of the linear program (31),
hence at most 20 times the cost of the best non-adaptive algorithm. With [20, Theorem 1.3]
we get that the expected cost is at most 60 · OPT . ◀

Note that all the cache configurations during the execution of the algorithm contain at
most k pages. In addition, for every time t, the request σt is loaded in case it is not part
of Ct.
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Streaming and Robust Communication Models
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Abstract
We study the maximum weight matching problem in the random-order semi-streaming model and in
the robust communication model. Unlike many other sublinear models, in these two frameworks,
there is a large gap between the guarantees of the best known algorithms for the unweighted and
weighted versions of the problem.

In the random-order semi-streaming setting, the edges of an n-vertex graph arrive in a stream
in a random order. The goal is to compute an approximate maximum weight matching with a
single pass over the stream using O(n polylog n) space. Our main result is a (2/3 − ϵ)-approximation
algorithm for maximum weight matching in random-order streams, using space O(n log n log R),
where R is the ratio between the heaviest and the lightest edge in the graph. Our result nearly
matches the best known unweighted (2/3 + ϵ0)-approximation (where ϵ0 ∼ 10−14 is a small constant)
achieved by Assadi and Behnezhad [6], and significantly improves upon previous weighted results.
Our techniques also extend to the related robust communication model, in which the edges of
a graph are partitioned randomly between Alice and Bob. Alice sends a single message of size
O(n polylog n) to Bob, who must compute an approximate maximum weight matching. We achieve
a (5/6 − ϵ)-approximation using O(n log n log R) words of communication, matching the results of
Azarmehr and Behnezhad [20] for unweighted graphs.
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1 Introduction

The maximum matching problem is a fundamental problem in graph algorithms. In the
unweighted version of the problem, we are interested in computing a maximum cardinality
matching, i.e. to maximize the total number of edges in the matching. In the weighted
version, we are interested in computing a maximum weight matching, i.e. to maximize the
sum of the edge weights in the matching.

In this paper, we study matchings in the semi-streaming model. The semi-streaming
model, originally introduced in [42], is motivated by the rise of massive graphs where the data
is too large to be stored in memory, and has received extensive attention (see among others
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[69, 38, 48, 78, 58, 35, 73, 47, 59]). In this model, the edges of a graph arrive sequentially
as a stream. The algorithm typically makes a single pass over the stream using space
O(n polylog n), and must output an approximate maximum matching at the end of the
stream. If the graph is unweighted, the greedy algorithm trivially gives a 1/2-approximation,
which is the best known for adversarially ordered streams. On the hardness side, it is known
that a 0.59-approximation is not possible [59] (see also [48, 58]). Closing the gap between these
upper and lower bounds is one of the major open problems in the graph streaming literature.
There has also been a long line of work on the weighted problem [42, 69, 38, 78, 35, 73, 47],
culminating in a (1/2− ϵ)-approximation using space O(n) [73, 47].

Recently, there has been a wide interest in the random-order version of this problem,
in which the arrival order of the edges is chosen uniformly at random. This problem has
been extensively studied in the unweighted setting [64, 63, 5, 45, 41, 22, 6, 18]. Notably,
Bernstein [22] gave a 2/3-approximation, and Assadi and Behnezhad [6] improved it to
(2/3 + ϵ0) for a small constant ϵ0 ∼ 10−14.

Progress on the weighted version of the problem lags behind. Gamlath et al. [45] broke
the barrier of 1/2 in weighted graphs by obtaining a (1/2 + δ)-approximation for a small
constant δ ∼ 10−17. More recently, Huang and Sellier [54] gave a 1

2−1/(2W ) -approximation
under the assumption that the weights take integral values in [W ]. This leaves a considerable
gap between the best known results for the unweighted and weighted versions of the problem.
In contrast, in other sublinear contexts, such as adversarially ordered streams or the dynamic
graph setting, the weighted/unweighted gap has largely been closed [23]. The challenge of
closing the gap in random-order streams remains an open problem, and has been highlighted
explicitly in [22] and [23].

In this paper, we give a ( 2
3 − ϵ)-approximation algorithm for the weighted setting. Our

result almost matches the best known ( 2
3 + ϵ0)-guarantee for the unweighted setting, and

improves significantly upon the previous results for the weighted setting.

▶ Theorem 1.1. Given any constant ϵ > 0, there exists a deterministic single-pass streaming
algorithm that with high probability computes a ( 2

3−ϵ)-approximate maximum weight matching
if the edges arrive in a uniformly random order. The space usage of the algorithm is
O(n log n log R), where R is the ratio between the heaviest and the lightest edge weight in the
graph.

We also consider the two-player communication complexity model [77], and in particular
the one-way communication complexity of matching, which was first studied in [48]. Here,
the edge-set is partitioned between two parties Alice and Bob. Alice sends a single message
to Bob, who must output an approximate maximum matching. Typically, we are interested
in protocols with communication complexity O(n polylog n).

If the edges are partitioned adversarially between Alice and Bob, the right answer turns
out to be 2/3. A 2/3-approximation can be achieved using O(n) communication for both
bipartite unweighted [48], general unweighted [9] and general weighted [23] graphs. Going
beyond a 2/3-approximation requires n1+1/(log log n) ≫ n polylog n communication even for
unweighted bipartite graphs [48].

If instead the edges are partitioned randomly between the two parties, the answer is
less clear. Recently, Azarmehr and Behnezhad [20] gave a 5/6-approximation algorithm
for unweighted graphs, improving upon a previous result of Assadi and Behnezhad [7]. To
the best of our knowledge, prior to our work there were no results for weighted graphs
(besides the 2/3-approximation implied by adversarial protocols). We match the unweighted
guarantees of Azarmehr and Behnezhad [20], thus closing weighted/unweighted gap in the
robust communication complexity model.
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▶ Theorem 1.2. Given any constant ϵ > 0, there exists a protocol that with high probability
computes a ( 5

6 − ϵ)-approximate maximum weight matching in the two-party robust commu-
nication model using O(n log n log R) words of communication, where R is the ratio between
the heaviest and the lightest edge weight in the graph.

More generally, we match the results of Azarmehr and Behnezhad [20] for unweighted k-party
robust communication, thus closing the unweighted/weighted gap also in this model.

▶ Theorem 1.3. Given any k ≥ 2 and any constant ϵ > 0, there exists a protocol that
with high probability computes a ( 2

3 + 1
3k − ϵ)-approximate maximum weight matching in the

k-party one-way robust communication model using O(n log n log R) words of communication,
where R is the ratio between the heaviest and the lightest edge weight in the graph.

1.1 Related Work
The maximum matching problem is one of the most studied problems in the streaming
setting, with numerous lines of work. This includes among others single-pass algorithms
[42, 69, 38, 48, 78, 73, 47, 58, 35, 59, 8], multi-pass algorithms using 2 or 3 passes [64,
40, 56, 63, 65, 43, 3, 67, 66], and (1 − ϵ)-approximation using a higher number of passes
[69, 37, 1, 53, 2, 75, 45, 14, 10, 44, 18, 55, 4]. Garg et al. considered matching in a robust
random-order streaming model with adversarial noise [46]. There are many results on
dynamic streams, where edges can be deleted [33, 62, 12, 32, 11, 36, 17]. A different line of
work considers estimating matching size, either in random-order streams [60, 28, 72, 61, 19]
or in adversarially ordered streams [28, 70, 11, 34, 39, 71, 27, 13, 15]. Finally, there have
also been several works on exact matching [42, 32, 53, 16, 30, 10].

2 Technical Overview

In this paper, we are interested in the random-order streaming model. The maximum
cardinality matching problem has gained significant attention within this framework [64, 63,
45, 5, 41, 22, 6]. Bernstein [22] gave a 2/3-approximation algorithm by adapting the “matching
sparsifier” Edge-Degree Constrained Subgraph (EDCS) to the streaming context. Subsequent
work by Assadi and Behnezhad [6] improved upon this, achieving a (2/3 + ϵ0)-approximation
by simultaneously running Bernstein’s algorithm while identifying short augmenting paths.
One of the motivations for studying the random-order setting, is that real-world data is rarely
ordered adversarially. Rather, in most practical applications, it is reasonable to assume that
the data is drawn from some distribution. However, assuming uniform randomness is often
too strong of an assumption, since data correlations are prevalent in many real-world settings.
This raises the question:

How robust are random-order streaming algorithms to correlations in the arrival order?

The robustness of random-order streaming algorithms to various types of adversarial distor-
tions has already been studied previously, among others in the context of maximum matching
and submodular maximization [46], rank selection [49, 50, 51], clustering problems [68] and
component collection and counting [31]. In this paper, we focus on matchings. Our first
contribution, is showing that existing algorithms for unweighted matching in random-order
streams are in fact robust to correlations in the arrival order.

Bernstein’s
( 2

3 − ϵ
)
-approximation algorithm is resilient to (limited) adversarial

correlations in the arrival order.

APPROX/RANDOM 2024
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Surprisingly, this immediately gives a reduction from weighted matching in random-order
streams.

In adversarially ordered streams, Bernstein, Dudeja and Langley [23] gave a reduction
from maximum weight matching to maximum cardinality matching. Progress in random-
order streams has been comparatively limited. Gamlath et al. [45] achieved a (1/2 + δ)-
approximation, where δ ∼ 10−17 is a small constant. More recently, Huang and Sellier [54]
gave a 1

2−1/(2W ) -approximation under the assumption that the weights take integral values in
[W ], improving upon the result of Gamlath et al. [45] for small weights. They generalized the
definition of EDCS to weighted graphs, which enabled them to adapt Bernstein’s algorithm [22]
to weighted graphs. However, their generalized notion of EDCS has weaker guarantees
compared to the unweighted version, resulting in a significant loss in the approximation ratio.

Our second contribution is to nearly close the gap between weighted and unweighted
maximum matching in random-order streams. We show that the reduction of Bernstein,
Dudeja and Langley can be applied to random-order streaming algorithms which are resilient
to specific correlations in the arrival order. This, together with the fact that Bernstein’s
algorithm [22] is robust to the appropriate correlations, gives a 2/3-approximation algorithm
for weighted bipartite graphs. We are also able to extend the guarantees to non-bipartite
graphs.

2.1 Reduction in Adversarial Streams
First, we review the reduction of Bernstein, Dudeja and Langley [23] for adversarial streams.
It is based on a technique called graph unfolding by Kao, Lam, Sung and Ting [57].

▶ Definition 2.1 (Graph Unfolding [57]). Let G = (V, E, w) be a graph with non-negative
integral edge weights. The unfolded graph ϕ(G) is an unweighted graph created as follows.
For each vertex u ∈ V , let Wu = maxe∋uwe be the maximum edge weight incident on u.
There are Wu copies of u in ϕ(G), denoted by u1, ..., uWu . For each edge e = (u, v) in G,
there are we edges {(ui, vwe−i+1)}i∈[we] in ϕ(G). See Figure 1 for an illustration.

G

x

y z

2 3 ϕ

ϕ(G)

x1 x2 x3

y1 y2 z1 z2 z3

Figure 1 An example of a weighted graph G and its unfolding ϕ(G).

One can also do a reverse operation of unfolding to bring a subgraph back to G.

▶ Definition 2.2 (Refolding [23]). Let G = (V, E) be a weighted graph and let H ⊆ ϕ(G).
The refolded graph R(H) has vertex set V and edge set E(R(H)) := {e = (u, v) ∈ G :
(ui, vwe−i+1) ∈ H for some i ∈ [we]}. See Figure 2 for an illustration.

Figure 1 illustrates the unfolding operation and Figure 2 illustrates the refolding operation.
The key property of refolding is that it preserves the matching size in bipartite graphs.

▶ Lemma 2.3 (Refolding preserves matching size in bipartite graphs [23]). Let G be a weighted
bipartite graph, and let H ⊆ ϕ(G) be a subgraph of its unfolding. Then µw(R(H)) ≥ µ(H).
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G

x

y z

2 3
R(H)

R

ϕ(G)

x1 x2 x3

y1 y2 z1 z2 z3

H

Figure 2 An example of a subgraph H ⊆ ϕ(G) and its refolding R(H) ⊆ G. In this example,
H = {(u1, v2)}. Then R(H) = {(u, v)}.

This leads to a reduction from maximum weight bipartite matching to maximum cardinality
bipartite matching in adversarially ordered streams: Upon arrival of each weighted edge
e ∈ G, unfold e and pass the corresponding unweighted edges ϕ(e) into an unweighted
streaming algorithm. At the end of the stream we obtain an unweighted matching in ϕ(G),
which we can refold to obtain a weighted matching in G.

In random-order streams, this reduction breaks for the following reason: For each weighted
edge e ∈ G, the unweighted edges ϕ(e) will necessarily arrive together. This introduces
correlations in the arrival order of the edges, so the guarantees of random-order streaming
algorithms do not apply. To address this, we consider a new streaming model, the b-batch
random-order stream model, which is similar to the hidden-batch model introduced in [31].
This model allows us to capture the edge-correlations that arise from graph unfolding.

▶ Definition 2.4 (b-batch random-order stream model). In the b-batch random-order stream
model the edge set of the input graph G = (V, E) is presented as follows: An adversary
partitions the edge set E into batches B = {B1, ..., Bq} with |Bi| ≤ b for all i. The arrival order
of the batches (Bi1 , ..., Biq

) is then chosen uniformly at random among all the permutations
of B. The edges in each batch arrive simultaneously.

Graph unfolding gives a reduction from weighted bipartite random-order streams to
unweighted bipartite b-batch random-order streams. Each batch corresponds to one weighted
edge, so given a weighted graph G, we can simply run a b-batch random-order stream
algorithm on ϕ(G) with batches B = {ϕ(e) : e ∈ G}.

2.2 Bernstein’s Algorithm for Unweighted Random-Order Streams
We now review Bernstein’s algorithm for unweighted random-order streams [22]. The
algorithm proceeds in two Phases. Let β = O(poly(ϵ−1)) be a parameter. Phase 1 constructs
a subgraph H such that for all (u, v) ∈ H,

degH(u) + degH(v) ≤ β. (1)

Given a subgraph H , we will say that an edge (u, v) ∈ G is underfull if degH(u) + degH(v) ≤
β − 2, otherwise say that (u, v) is non-underfull.

The algorithm constructs H by adding underfull edges in a greedy manner, and then
removing any edges that violate Equation 1. Phase 1 terminates when ≈ poly(ϵ) m

n non-
underfull edges arrive in a row, and the algorithm then moves on to Phase 2. Bernstein [22]
showed that it is only possible to make at most nβ2 modifications to H. Since Phase 1
terminates when we see ≈ poly(ϵ) m

n edges in a row without modifying H, the Phase must
terminate within the first ≈ nβ2 · poly(ϵ) m

n ≈ ϵm edges. This argument also holds in the
b-batch random-order stream model.

APPROX/RANDOM 2024
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Then, in Phase 2, the algorithm simply collects all underfull edges into a separate set
U (without modifying the graph H). Let Glate denote the edges that arrive in Phase 2.
Bernstein [22] proved the following structural result about H ∪ U , which holds regardless of
the assumptions on the arrival order:

µ(H ∪ U) ≥
(

2
3 − ϵ

)
µ(Glate). (2)

Since Phase 2 contains at least a (1−ϵ) fraction of the edges, and since the stream is uniformly
at random, it follows from the Chernoff bound that µ(Glate) ≥ (1− 2ϵ)µ(G). Consequently,
by Equation 2, it holds that

µ(H ∪ U) ≥
(

2
3 − 3ϵ

)
µ(G).

For the space analysis, observe that H contains at most nβ = O(n) edges. Let us now
consider U . Recall that U is the set of all underfull edges that arrive after the termination of
Phase 1, and that Phase 1 terminates when we see ≈ m

n non-underfull edges in a row. So the
only way for U to become too large, is if we draw ≈ m

n non-underfull edges in a row when
there are more than C · n log n underfull edges left in the stream, for some constant C. The
probability of this event can be upper-bounded by(

1− C · n log n

m

)m/n

≤ n−C ,

so with high probability, the algorithm stores at most O(n log n) edges. Note that the space
analysis breaks down in the b-batch random-order stream model, due to the correlated arrival
orders.

2.3 Applying the Algorithm to Batch Arrivals
We now sketch why Bernstein’s algorithm can be adapted to work under batch arrivals. Let b

denote the upper-bound on the batch-size, and let q denote the total number of batches in the
stream. Recall that in the reduction from weighted random-order streams, b corresponds to
the maximum weight in the graph and q corresponds to the number of edges in the weighted
graph. We will now describe how to obtain an algorithm with a polynomial space dependence
on b. We will later discuss how to remove this dependence in the reduction from weighted
random-order streams.

We will say that a batch is underfull if it contains at least one underfull edge. Otherwise,
if it does not contain any underfull edges, say that it is non-underfull.

We terminate Phase 1 when ≈ poly(ϵ) q
bn non-underfull batches arrive in a row. This

ensures that Phase 1 terminates within the first ≈ nβ2 · poly(ϵ) q
bn ≈

ϵ
b q batches. Since each

batch contains at most b edges, and since the arrival order of the batches is uniformly at
random, it follows from Chernoff bounds that

µ(Glate) ≥ (1− 2ϵ)µ(G).

Combining with Equation 2 we obtain

µ(H ∪ U) ≥
(

2
3 − 3ϵ

)
µ(G).
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The only way for the space usage to become too large, is if ≈ poly(ϵ) q
b·n non-underfull

batches arrive in a row when there are more than C · n log n poly( b
ϵ ) underfull batches left in

the stream, for some large constant C. The probability of this event can be upper-bounded
by (

1− C · n log n

q
poly

(
b

ϵ

))poly(ϵ/b)q/n

≤ n−C ,

so with high probability, the algorithm stores at most O(n log n poly(b)) edges.
In our reduction, the parameter b corresponds to the maximum edge weight W in the

graph. This means that we would incur a polynomial dependence on W in the space usage.
However, a reduction due to Gupta and Peng [52] allows us to offset this space dependence.
Gupta and Peng [52] devised a scheme for bucketing together edges according to their weight,
which gives a reduction from general (possibly non-integral) weights, to integral bounded
weights. Combining with this reduction, our algorithm uses space O(n log n log R), where R

is the ratio between the heaviest and the lightest edge in the graph, and it can handle any
(possibly non-integral) edge weights. In particular, the space usage is O(n polylog n) as long
as the weights are polynomial in n.

2.4 Non-bipartite graphs
In general, the reduction of Bernstein, Dudeja and Langley only holds for bipartite graphs.
For non-bipartite graphs, it is no longer true that refolding preserves the matching size, since
refolding a matching in ϕ(G) can incur an additional 2/3 loss in the approximation ratio.
Indeed, consider for example a weighted triangle with all edges of weight 2 (see Figure 3).

ϕ

R

G

x

y z

2
2

2

R(H)

ϕ(G)

x1x2

y1

y2 z1

z2

H

Figure 3 Refolding does not in general preserve matching size in non-bipartite graphs. Consider
for example the blue subgraph H = {(x1, z2), (z1, y2), (y1, x2)} ⊆ ϕ(G) shown in the diagram. Then
µ(H) = 3, but µw(R(H)) = 2.

We prove that the subgraph H ∪ U computed by Bernstein’s algorithm still satisfies
µw(R(H ∪ U)) ≥ (2/3 − ϵ)µw(G), even for non-bipartite graphs. This allows us to apply
the unfolding reduction without any loss in the approximation ratio. We achieve this by
reducing to the bipartite case: We show that for every weighted graph G, there exists a
bipartite subgraph G̃ ⊆ G such that µ((H ∪ U) ∩ ϕ(G̃)) ≥ (2/3 − ϵ)µw(G). We can then
apply Lemma 2.3 to the bipartite graph G̃ to get the result.

In order to “bipartify” the graph, we use the following lemma from [23], which says that
there exists a bipartite subgraph in which the degrees to H concentrate well (See Lemma
4.10 for the formal statement).

▶ Lemma 2.5 (Informal version of Lemma 5.7 in [23]). Let G be a weighted graph and let M∗

be a maximum weight matching in G. Suppose that H ⊆ ϕ(G) satisfies Equation 1. Then
there exists a bipartite subgraph G̃ ⊆ G such that G̃ contains M∗, and, setting H̃ := H ∩ G̃,
it holds that

deg
H̃

(v) ≈ degH(v)
2 ∀v ∈ V.

APPROX/RANDOM 2024
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Using this, we will show that (H ∪ U) ∩ ϕ(G̃) contains an EDCS, and therefore also contains
a large matching.

▶ Definition 2.6 (EDCS [24]). Let G = (V, E) be an unweighted graph, and H = (V, EH) a
subgraph of G. Given parameters β ≥ 2 and λ < 1, we say that H is a (β, λ)-EDCS of G if
H satisfies the following properties:

(Property P1:) For all edges (u, v) ∈ H, it holds that degH(u) + degH(v) ≤ β.

(Property P2:) For all edges (u, v) ∈ G \H, it holds that degH(u) + degH(v) ≥ β(1− λ).
The crucial property of EDCS is that it contains a 2/3-approximate maximum cardinality
matching. This was first proved in [24] for bipartite graphs and in [25] for general graphs.
See also Lemma 3.2 in [9] for a simpler proof with improved parameters.

▶ Theorem 2.7 (EDCS contain a 2/3-approximate matching [9]). Let G be an unweighted
graph and let ϵ < 1/2 be a parameter. Let λ, β be parameters with λ ≤ ϵ

64 , β ≥ 8λ−2 log(1/λ).
Then, for any (β, λ)-EDCS H of G, we have that µ(H) ≥ ( 2

3 − ϵ)µ(G).

Now consider the weighted input graph G. Fix a maximum weight matching M∗ in G and let
H be the graph computed by Phase 1 of Bernstein’s algorithm on input ϕ(G). Let G̃ ⊆ G be
the bipartite subgraph from Lemma 2.5. Ideally, we would like to show that (H ∪ U) ∩ ϕ(G̃)
is an EDCS. However, this is not true in general, since the degrees to U can be arbitrarily
large (consider for example the case when U is a star, see Figure 4 for an illustration), so
deg(H∪U)∩ϕ(G̃) cannot be upper-bound by a constant. Instead, we will sparsify U , so that its
contribution to the degrees becomes insignificant. Let H̃ = H ∩ϕ(G̃) and let Ũ = U ∩ϕ(M∗)
(see Figure 4). This idea is similar to Bernstein’s original analysis [22], except that now we
perform this sparsification in the unfolded and “bipartified” graph.

Weighted

Non-bipartite

G

High-degree vertex affecting the edge-degrees

M∗

Bipartite

Bipartify

G̃

M∗

Unweighted

Unfold and run
Bernstein’s algorithm

ϕ(G)
Underfull edges are marked blue

ϕ(M∗)

U

Bipartify and
Sparsify

Unfold and
Sparsify

H̃ ∪ ϕ(M∗) ⊆ ϕ(G̃)
Restrict U in order to reduce edge-degrees

ϕ(M∗)

Ũ = U ∩ ϕ(M∗)

Figure 4 Illustration of the reduction to the bipartite case. We show that H̃ ∪ Ũ contains a
matching of size at least

(
2
3 − ϵ

)
µw(G). Since G̃ is bipartite, we can refold H̃ ∪ Ũ without reducing

the matching size.

Now Ũ is a matching, so for all v ∈ V , we have deg
H̃∪Ũ

(v) ∈ {deg
H̃

(v), deg
H̃

(v) + 1}. So

deg
H̃∪Ũ

(v) ≈ deg
H̃

(v) ≈ 1
2 degH(v).

In particular,

∀(u, v) ∈ H̃ ∪ Ũ , deg
H̃∪Ũ

(u) + deg
H̃∪Ũ

(v) ≈ 1
2 degH(u) + 1

2 degH(v) ≤ β

2 ,
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and

∀(u, v) ∈ ϕ(M∗)\(H̃∪Ũ), deg
H̃∪Ũ

(u)+deg
H̃∪Ũ

(v) ≈ 1
2 degH(u)+ 1

2 degH(v) ≥ β

2 −1.

Setting X = H̃ ∪ Ũ , β′ ≈ β
2 , and λ′ to be a sufficiently small constant, we can now apply

Theorem 2.7 to the graph H̃ ∪ ϕ(M∗), and obtain

µ(H̃ ∪ Ũ) ≥ (2/3− ϵ) µ(H̃ ∪ ϕ(M∗)) ≥ (2/3− ϵ) µ(ϕ(M∗)).

Since H̃ ∪ Ũ ⊆ ϕ(G̃) and since G̃ is bipartite, we can apply Lemma 2.3 to get the required
result

µw(R(H ∪ U)) ≥ µw(R(H̃ ∪ Ũ)) = µ(H̃ ∪ Ũ) ≥ (2/3− ϵ) µ(ϕ(M∗)) = (2/3− ϵ) µw(G).

In the rest of the paper, we will present the full analysis. In Section 4, we formally present
the algorithm and analysis for random-order streams. In Section 5, we prove Theorem 1.2
and Theorem 1.3.

3 Notation and Preliminaries

Given a graph G = (V, E), we will use n := |V | to denote the number of vertices and m := |E|
to denote the number of edges in G. If G is weighted, then we will use w : E → R+ to denote
the edge weights, and R := maxe∈E we/ mine∈E we to denote the ratio between the heaviest
and the lightest edge in G. We use µ(G) to denote the size of the maximum cardinality
matching in G, and µw(G) to denote the weight of the maximum weight matching in G.

Given ϵ > 0, define γϵ := (4/ϵ)⌈1/ϵ⌉, a large constant which will be incurred in the space
usage of our algorithms (instead of a dependence on the maximum weight of the graph).
Note that for any fixed ϵ, we have γϵ = O(1).

3.1 Models
Random-order streams In the random-order stream model, the weighted edges of the input

graph arrive one-by-one in an order chosen uniformly at random from all possible orderings.
The algorithm makes a single pass over the stream and must output an approximate
maximum weight matching at the end of the stream.

Robust communication model In the k-party one-way robust communication model, each
weighted edge of the input graph is assigned independently and uniformly at random to
one of the k parties. The ith party is supplied with its assigned edges and a message
mi−1 from the (i− 1)st party, and must send a message mi to the (i + 1)st party. The
kth party must output a valid weighted matching of the input graph. The communication
complexity of a protocol is defined to be max1≤i≤k |mi|, where |mi| is the number of
words in message mi.
In the case of k = 2, we refer to the first party as Alice and to the second party as Bob.

3.2 Graph Unfolding
In addition to the facts already stated in Section 2, we will need the following:

▶ Theorem 3.1 (Unfolding preserves matching size in bipartite graphs [57]). If G is a weighted
bipartite graph, then µw(G) = µ(ϕ(G)).

▶ Definition 3.2 (Refolding approximate [23]). Let G be a weighted graph. A subgraph
H ⊆ ϕ(G) is α-refolding-approximate if µw(R(H)) ≥ α · µw(G).

APPROX/RANDOM 2024



16:10 Weighted Matching in Random-Order Streams

3.3 EDCS
We will use the following guarantee which holds for a relaxed notion of EDCS.

▶ Definition 3.3 (Bounded edge-degree [22]). We say that a graph H has bounded edge-degree
β if for every edge (u, v) ∈ H, it holds that degH(u) + degH(v) ≤ β.

▶ Definition 3.4 (Underfull edge [22]). Let G be any unweighted graph, and let H be a
subgraph of G with bounded edge-degree β. For any parameter λ < 1, we say that an edge
(u, v) ∈ G \H is (G, H, β, λ)-underfull if degH(u) + degH(v) < β(1− λ).

▶ Lemma 3.5 (Relaxed EDCS contain a 2/3-approximate matching [22]). Let ϵ < 1
2 be a

parameter, and let λ, β be parameters with λ ≤ ϵ
128 , β ≥ 16λ−2 log(1/λ). Consider any

unweighted graph G and any subgraph H with bounded edge-degree β. Let U contain all edges
in G \H that are (G, H, β, λ)-underfull. Then µ(H ∪ U) ≥ (2/3− ϵ)µ(G).

3.4 Concentration Inequality
We will use the Chernoff bound for negatively associated random variables (see e.g. the
primer in [76]).

▶ Theorem 3.6. Let X1, . . . Xn be negatively associated random variables taking values in
[0, 1]. Let X :=

∑
Xi and let µ := E[X]. Then, for any 0 < δ < 1, we have

Pr[X ≤ µ(1− δ)] ≤ exp
(
−µδ2

2

)
.

4 2/3-Approximation in Random-Order Streams

In this section we prove Theorem 1.1. In Section 4.1, we formally describe the reduction from
weighted random-order streams to unweighted b-batch random-order streams, and we prove
its correctness. In Section 4.2, we show that Bernstein’s 2/3-approximation algorithm [22]
for random-order streams still works under batch-arrivals. Finally, in Section 4.3, we show
that the obtained weighted random-order streaming algorithm still works for non-bipartite
graphs, and we complete the proof of Theorem 1.1.

4.1 Reduction to Unweighted b-batch Random-Order Streams
Gupta and Peng [52] gave a reduction which allows us to assume that the edge weights are
integral and bounded above by a large constant.They originally proved the reduction for the
dynamic graph model, however it also applies to the streaming and one-way communication
models (See Theorem 6.1 and Theorem 6.2 in [23]).

▶ Theorem 4.1 (Reduction to bounded integral weights [52, 23]). If there is a random-order
streaming algorithm A to compute an α-approximate maximum weight matching in graphs
with edge weights in [W ] and using space S(n, m, W, α), then there exists a random-order
streaming algorithm A′ to compute a (1− ϵ)α-approximate maximum weight matching with
weights in graph with weights R+ using space O(S(n, m, γϵ, α) log R).

Similarly, if there is a one-way robust communication complexity protocol to com-
pute an α-approximate maximum weight matching for graphs with edge weights in [W ]
using C(n, m, W, α) words of communication, then there exists a protocol to compute
a (1 − ϵ)α-approximate maximum weight matching in graphs with weights in R+ using
O(C(n, m, γϵ, α) log R) words of communication.
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We would like to use the unfolding technique to reduce to the unweighted problem. As
Bernstein, Dudeja and Langley [23] showed, in adversarially ordered streams, unfolding
immediately gives a reduction for bipartite graphs: Whenever a weighted edge e ∈ G arrives,
we can unfold it and pass the unweighted edges ϕ(e) sequentially into an unweighted streaming
algorithm while tracking the updates in the weighted stream. In random-order streams,
there is a subtle issue with this approach. If the edges arrive uniformly at random in G, then
the arrival order in ϕ(G) will not be uniformly at random, but rather there will be batches
of edges which necessarily arrive together. To overcome this issue, we consider the b-batch
random-order stream model, restated below.

▶ Definition 2.4 (b-batch random-order stream model). In the b-batch random-order stream
model the edge set of the input graph G = (V, E) is presented as follows: An adversary
partitions the edge set E into batches B = {B1, ..., Bq} with |Bi| ≤ b for all i. The arrival order
of the batches (Bi1 , ..., Biq ) is then chosen uniformly at random among all the permutations
of B. The edges in each batch arrive simultaneously.

Graph unfolding naturally gives a reduction from weighted random-order streams to
unweighted b-batch random-order streams.

▶ Theorem 4.2 (Reduction to the b-batch model). If there exists an algorithm AB for
the unweighted b-batch random-order stream model that computes an α-approximate max-
imum cardinality matching in bipartite graphs using space S(n, m, b, α), then there ex-
ists an algorithm Aw for weighted random-order streams (with weights in R+) that com-
putes a (1 − ϵ)α-approximate maximum weight matching in bipartite graphs using space
O(S(nγϵ, mγϵ, γϵ, α) log R).

Moreover, suppose that AB computes an α-refolding approximate subgraph whenever the
input graph is of the form ϕ(G) for some weighted graph G with batches B = {ϕ(e) : e ∈ G}.
Then the guarantees of Aw also hold for non-bipartite graphs.

Proof. Let AB be the unweighted b-batch random-order streaming algorithm using space
S(n, m, b, α). By Theorem 4.1, it suffices to construct an algorithm AW that computes an
α-approximate maximum weight matching using space S(Wn, Wm, W, α) when the edge
weights are in [W ]. We can obtain the required algorithm AW as follows:

Whenever an edge e arrives in the weighted stream, define a batch Be := ϕ(e) consisting
of the unfolded edges of e. Feed the batch Be as an update to the batch algorithm AB . In
other words, AB is applied to the graph ϕ(G) with batches B = {ϕ(e) : e ∈ G}. At the end
of the stream, AB outputs an α-approximate maximum cardinality matching M of ϕ(G).
The algorithm AW outputs the maximum weight matching in R(M) (which can easily be
computed from M). We have

µw(R(M)) ≥ µ(M), by Lemma 2.3
≥ α · µ(ϕ(G)), by the assumption on M

= α · µw(G), by Theorem 3.1

so AW outputs an α-approximate maximum weight matching. Since the graph ϕ(G) has at
most Wn vertices and Wm edges, the space usage of AW is at most S(Wn, Wm, W, α), as
required.
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16:12 Weighted Matching in Random-Order Streams

For the “Moreover”-part, suppose that AB computes an α-refolding approximate subgraph
H. Define AW as before, except that now AW should output the maximum weight matching
in R(H). Then

µw(R(H)) ≥ α · µw(G), by Definition 3.2,

so the approximation ratio achieved by AW is still α, even for non-bipartite graphs, as
required. ◀

▶ Remark 4.3. The argument can easily be adapted to the robust communication model.
Consider a b-batch robust communication model, in which an adversary partitions the edges
into batches of size at most b, and each batch gets assigned uniformly at random to each of
the parties. Then any protocol for the b-batch robust communication model gives a protocol
for the weighted robust communication model.

4.2 2/3-Approximation in b-batch Random-Order Streams
In this section, we prove the following proposition.

▶ Proposition 4.4. Given any unweighted graph G and any approximation parameter
0 < ϵ < 1, Bernstein’s algorithm (Algorithm 1) with high probability computes a (2/3− ϵ)-
approximate maximum cardinality matching in the b-batch random-order stream model. The
space complexity of the algorithm is O(nb2 log n log b poly(ϵ−1)), where b is the upper bound
on batch-size.

▶ Definition 4.5 (Parameters). Let ϵ < 1
2 be the final approximation parameter we are aiming

for, λ = ϵ
512 , β = 144λ−2 log(2b/λ); note that β = O(poly(ϵ−1) log b). Set α = ϵq

b(nβ2+1) and
γ = 7 log n q

α = O(nb log n log b poly(ϵ−1)).

We now describe Bernstein’s algorithm [22] adapted to the b-batch model. The algorithm
has two Phases. In Phase 1, it computes a subgraph H that is bounded edge-degree β

(Definition 3.3). In Phase 2, it stores all the (G, H, β, λ)-underfull edges (Definition 3.4).
That way, the algorithm computes a “relaxed” EDCS, which by Lemma 3.5 contains a
(2/3− ϵ)-approximate maximum cardinality matching.

More concretely, the algorithm proceeds as follows: Initialize an empty subgraph H and
start Phase 1. Phase 1 is split into epochs, each of which contains exactly α batches. In
each epoch, the algorithm processes the batches sequentially. For each edge (u, v) in the
batch, if degH(u) + degH(v) < β(1− λ), then (u, v) is added to the subgraph H (note that
the algorithm changes H over time, so degH always refers to the degree of H at the time
when the edge is examined). After adding an edge to H, the algorithm runs procedure
RemoveOverfullEdges(H) to ensure that H is always bounded edge-degree β. In each
epoch, the algorithm also has a boolean FoundUnderfull, which tracks whether at least
one underfull edge arrived in the epoch. If FoundUnderfull is FALSE at the end of
an epoch, then the algorithm terminates Phase 1 and moves on to Phase 2. Once Phase
1 terminates, the subgraph H becomes fixed and does not change anymore. Then, in
Phase 2, the algorithm simply picks up all the underfull edges into a separate set U . For a
formal description, see Algorithm 1. Note that the only difference between Algorithm 1 and
Bernstein’s original algorithm (Algorithm 1 in [22]) is that the length of each epoch is now
determined by the number of batches, rather than the number of edges.

▶ Definition 4.6. Let Bearly denote the first ϵ
b q batches in the stream and let Blate denote

the remaining batches. Let Elate := {e ∈ E : e ∈ B for some B ∈ Blate} be the set of edges
that arrive as part of the late batches. More generally, let E>i denote the the set of edges
that arrive after the first i batches.
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Algorithm 1 Bernstein’s Algorithm [22] adapted to the b-batch model.

1 H ← ∅, U ← ∅
2 Procedure Phase 1
3 Do until termination
4 FoundUnderfull ← FALSE
5 for i = 1, . . . , α do // Each epoch has α batches
6 Let Bi denote the ith batch in the epoch
7 for (u, v) ∈ Bi do
8 if degH(u) + degH(v) < β(1− λ) then
9 H ← H ∪ {(u, v)}

10 FoundUnderfull ← TRUE
11 RemoveUnderfullEdges(H)
12 if FoundUnderfull = FALSE then
13 Go to Phase 2
14 Procedure RemoveOverfullEdges(H)
15 while there exists (u, v) ∈ H such that degH(u) + degH(v) > β do
16 Remove (u, v) from H

17 Procedure Phase 2
18 foreach remaining edge (u, v) in the stream do
19 if degH(u) + degH(v) < β(1− λ) then
20 U ← U ∪ {(u, v)}
21 return the maximum matching in H ∪ U

First, we show that we don’t loose too many matching edges in the early part of the stream.
To this end, we need to assume that the maximum cardinality matching is sufficiently large.

▷ Claim 4.7. We can assume that µ(G) ≥ 20b2 log nϵ−2.

Proof. It is well known that every graph G satisfies m ≤ 2nµ(G). Hence, if µ(G) <

20b2 log nϵ−2, then m = O(nb2 log nϵ−2), so we can simply store all the edges. ◁

▶ Lemma 4.8. For ϵ < b/2, it holds that Pr[µ(Elate) ≥ (1− 2ϵ)µ(G)] ≥ 1− n−5.

Proof. Fix a maximum cardinality matching in M∗ in G, and let B1, . . . , Bk be the set of
batches containing at least one matching edge from M∗. Each batch Bi contains at most
b edges from M∗, so it suffices to show that at most 2ϵµ(G)

b of these batches arrive in the
early part of the stream. For 1 ≤ i ≤ k, let Xi be the indicator that Bi ∈ Blate, and let
X =

∑k
i=1 Xi. We will show that with high probability, X ≥ k − 2ϵµ(G)

b . For 1 ≤ i ≤ k, we
have E[Xi] = (1− ϵ

b ), and so E[X] = k(1− ϵ
b ).

The Xis are negatively associated, since these variables correspond to sampling (1− ϵ)q
batches uniformly at random without replacement, which is known to be negatively associated
(see the primer [76]). Applying Theorem 3.6 gives

Pr
[
X ≥ k − 2ϵµ(G)

b

]
= 1− Pr

[
X − E[X] < −

(
2ϵµ(G)

b
− ϵk

b

)]
≥ 1− exp

(
−ϵ2(2µ− k)2

4b2k

)
≥ 1− n−5.

The last inequality follows because µ(G) ≥ k and µ(G) ≥ 20b2ϵ−2 log n, by Claim 4.7. ◀
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▶ Lemma 4.9. Phase 1 satisfies the following properties:
1. Phase 1 terminates within the first ϵq

b batches of the stream.
2. Phase 1 constructs a subgraph H ⊆ G with bounded edge-degree β. As a corollary, H has

at most O(nβ) edges.
3. When Phase 1 terminates after processing some batch Bl, with probability at least 1−n−5,

the total number of (E>l, H, β, λ)-underfull edges in E>l \H is at most bγ.
The proof of Lemma 4.9 proceeds similarly to the proof of Lemma 4.1 in [22]. We will use
the following result from the original analysis.

▶ Lemma 4.10 ([22]). Fix any parameter β > 2. Let H = (V, EH) be a graph, with EH

initially empty. Say that an adversary adds and removes edges from H using an arbitrary
sequence of two possible moves.

(Deletion move) Remove an edge (u, v) from H for which degH(u) + degH(v) > β.
(Insertion move) Add an edge (u, v) to H for some pair u, v ∈ V for which degH(u) +
degH(v) < β − 1.

Then, after nβ2 moves, no legal move remains.

Proof of Lemma 4.9. Property 1: By Lemma 4.10, the algorithm can make at most nβ2

changes to H. Since each epoch that does not terminate Phase 1 must make at least one
change to H, there can be at most nβ2 + 1 epochs in Phase 1. So overall, Phase 1 goes
through at most α(nβ2 + 1) = ϵq

b batches in Phase 1.
Property 2: Holds by construction of the algorithm, since the RemoveOverfull procedure
ensures that H is always bounded edge-degree β.
Property 3: Let l be the last batch processed in Phase 1. We will say that a batch Bj with
j > l is underfull if it contains at least one (E>l, H, β, λ)-underfull edge. We will show that
with probability at least 1− n−5, the number of underfull batches is at most γ. Since each
underfull batch contains at most b underfull edges, this will give the result. The intuition
is as follows: Phase 1 terminates only if there is an epoch without a single underfull batch.
Since the stream is random, this means that there are relatively few underfull batches left
in the stream. More formally, for each epoch 0 ≤ i ≤ ϵq

b , say that a batch is underfull if it
contains at least one (G, Hi, β, λ)-underfull edge, where Hi is the subgraph H constructed
by the algorithm at the beginning of epoch i. Let Ei be the event that no underfull batches
appear in epoch i, and let Fi be the event that there are more than γ underfull batches left
in the stream when epoch i begins. Property 3 fails only if Ei ∧Fi happens for some i, so we
need to upper bound Pr[∪ϵq/b

i=1 Ei ∧ Fi]. Let Br
i denote the set of batches that have not yet

appeared at the beginning of epoch i (r for remaining), let Be
i denote the set of batches that

appear in epoch i (e for epoch) and let Bu
i denote the set of underfull batches that remain

in the stream (u for underfull). With these definitions, we can write Ei ∧ Fi as the event
(Bu

i ∩ Be
i = ∅) ∧ (|Bu

i | > γ), since the event Bu
i ∩ Be

i = ∅ ensures that the graph H does not
change throughout the epoch. We have

Pr [Ei ∧ Fi] = Pr [(Bu
i ∩ Be

i = ∅) ∧ (|Bu
i | > γ)]

≤ Pr
[
Bu

i ∩ Be
i = ∅

∣∣|Bu
i | > γ

]
<

(
1− γ

q

)α

=
(

1− 7 log n

α

)α

≤ n−7.
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Here the second inequality follows because Be
i is obtained by sampling α batches from Br

i

uniformly at random without replacement, and since |Bu
i | > γ and |Br

i | ≤ q. There are at
most n2 epochs in total, so taking the union bound over all epochs gives the result. ◀

Finally, we complete the proof of Proposition 4.4.

Proof of Proposition 4.4. Let us first show the approximation guarantee. By Part 2 of
Proposition 4.9, Phase 1 computes a subgraph H which has bounded edge-degree β. Moreover,
by Part 1 of Proposition 4.9, it holds that H ⊆ Elate. Phase 2 finds the set U of all
(Elate, H, β, λ)-underfull edges. So by Lemma 3.5 applied to the graph Elate, the algorithm
returns a matching of size at least

µ(H ∪ U) ≥ (2/3− ϵ)µ(Elate) by Lemma 3.5
≥ (2/3− ϵ)(1− 2ϵ)µ(G), by Lemma 4.8,

where the last inequality holds with probability at least 1 − n−5. Re-scaling ϵ gives the
approximation ratio.

For the space analysis: By Part 2 of Lemma 4.9, the space usage of Phase 1 is O(nβ) =
O(n log b poly(ϵ−1)). By Part 3 of Lemma 4.9, with probability at least 1− n−5, the space
usage of Phase 2 is at most O(bγ) = O(nb2 log n log b poly(ϵ−1)). So with probability at least
1− n−5, the total space usage is at most O(nb2 log n log b poly(ϵ−1)). By a union bound, the
overall success probability of the algorithm is at least 1− 2n−5. ◀

4.3 Extension to Non-Bipartite Graphs
In this section, we show that the computed graph H ∪ U is (2/3− ϵ)-refolding approximate.
This, together with Proposition 4.4 and Theorem 4.2 will complete the proof of Theorem 1.1.

In [23], it was shown that EDCS are (almost) 2/3-refolding approximate. However, since
H ∪ U is not actually an EDCS, but rather a relaxed version of an EDCS, this result cannot
be applied directly. Instead, we need a more careful argument. We need the following lemma
which was proved in [23].

▶ Lemma 4.11 (Lemma 5.7 in [23]). Let G be a weighted graph with weights in [W ]. Let
δ ∈ (0, 1/2), and let d ≥ 36δ−2log(W/δ). For any matching M in G and any subgraph H of
ϕ(G) with maximum degree at most d, there exists a bipartite subgraph G̃ = G̃(M, H) of G

such that, setting H̃ := H ∩ ϕ(G̃), it holds that
1. M ⊆ G̃ and
2. | deg

H̃
(v)− degH(v)/2| ≤ δd for all vertices v ∈ V (H).

▶ Remark 4.12. Bernstein, Dudeja and Langley [23] state the lemma for the special case
when M is a maximum weight matching in G, however, without changing their argument,
the same is true for any arbitrary matching M.
We now prove the main technical lemma, which shows that H ∪ U is (2/3 − ϵ)-refolding
approximate.

▶ Lemma 4.13. Let G be a (possibly non-bipartite) weighted graph with weights in [W ].
Let ϵ > 0, λ ≤ ϵ

512 , β ≥ 144
λ2 log(2W/λ). Let GS ⊆ G be any subgraph of G. Consider the

unfolded graph ϕ(G). Let H be a subgraph of ϕ(G) with bounded edge-degree β, and let U be
the set of all edges in ϕ(GS) \H that are (ϕ(GS), H, β, λ)-underfull. Then µw(R(H ∪ U)) ≥
(2/3− ϵ)µw(GS).
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Proof. Let δ = λ
2 . Fix a maximum-weight matching M∗ of GS , and let G̃ = G̃(M∗, H) be

the bipartite subgraph obtained from Lemma 4.11. Consider the subgraph ϕ(G̃) ⊆ ϕ(G). Let
H̃ := H∩ϕ(G̃) be the restriction of H to ϕ(G̃), and let Ũ := U∩ϕ(M∗) be the restriction of U

to the matching ϕ(M∗). Note that Ũ is a matching. By Lemma 4.11, we have ϕ(M∗) ⊆ ϕ(G̃),
and therefore H̃ ∪ Ũ ⊆ ϕ(G̃). Therefore, we may now apply Lemma 2.3 to the bipartite
graph G̃ and the subgraph H̃ ∪ Ũ of ϕ(G̃).

µw(R(H ∪ U)) ≥ µw(R(H̃ ∪ Ũ)), since H ∪ U ⊇ H̃ ∪ Ũ

≥ µ(H̃ ∪ Ũ), by Lemma 2.3.
(3)

Furthermore, recalling that M∗ is a maximum weight matching in GS , we have

µw(GS) = w(M∗) = |ϕ(M∗)| ≤ µ(H̃ ∪ ϕ(M∗)). (4)

We will show that µ(H̃ ∪ Ũ) ≥ ( 2
3 − ϵ)µ(H̃ ∪ ϕ(M∗)). To this end, we will show that H̃ ∪ Ũ

is an EDCS of H̃ ∪ ϕ(M∗).

▷ Claim 4.14. H̃ ∪ Ũ is a (β′, λ′)-EDCS of H̃ ∪ ϕ(M∗) for β′ = β
2 + βλ + 2, λ′ = 8λ.

Proof. Let us start by showing property P1 in Definition 2.6. First note that for all
(u, v) ∈ H̃ ∪ Ũ , it holds that degH(u) + degH(v) ≤ β. Indeed, if (u, v) ∈ H̃, then (u, v) ∈ H,
so degH(u) + degH(v) ≤ β since H is bounded edge-degree β. If instead (u, v) ∈ Ũ , then
(u, v) ∈ U , so degH(u) + degH(v) ≤ (1 − λ)β, since all elements of U are (ϕ(G), H, β, λ)-
underfull. Therefore, for all (u, v) ∈ H̃ ∪ Ũ , it holds that

deg
H̃∪Ũ

(u) + deg
H̃∪Ũ

(v) ≤ deg
H̃

(u) + deg
H̃

(v) + deg
Ũ

(u) + deg
Ũ

(v)

≤ degH(u) + degH(v)
2 + 2δβ + deg

Ũ
(u) + deg

Ũ
(v)

≤ β

2 + βλ + deg
Ũ

(u) + deg
Ũ

(v)

≤ β

2 + βλ + 2

= β′.

The second inequality follows by Lemma 4.11, and the third inequality follows since δ = λ
2 .

We now show property P2 in Definition 2.6: If (u, v) ∈ (H̃ ∪ ϕ(M∗)) \ (H̃ ∪ Ũ), then
(u, v) ∈ ϕ(M∗) \ U , and in particular degH(u) + degH(v) > (1 − λ)β (by definition of U).
Thus,

deg
H̃∪Ũ

(u) + deg
H̃∪Ũ

(v) ≥ deg
H̃

(u) + deg
H̃

(v)

≥ degH(u) + degH(v)
2 − 2δβ, by Lemma 4.11

≥ β(1− λ)
2 − βλ, since δ = λ

2

≥
(

β

2 + λβ + 2
)

(1− 8λ)

= β′(1− λ′).

The last inequality follows from simple algebraic manipulations, using the fact that λβ ≥ 2.
◁
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By the choice of parameters, we have λ′ ≤ ϵ
64 and β′ ≥ 8λ′−2 log(1/λ′), so Claim 4.14

together with Theorem 2.7 yields µ(H̃ ∪ Ũ) ≥ (2/3− ϵ)µ(H̃ ∪ϕ(M∗)). Combining everything,
we get

µw(R(H ∪ U)) ≥ µ(H̃ ∪ Ũ), by Equation 3

≥ (2/3− ϵ)µ(H̃ ∪ ϕ(M∗))
≥ (2/3− ϵ)µw(GS), by Equation 4. ◀

Finally, we complete the proof of Theorem 1.1.

Proof of Theorem 1.1. We apply the reduction in Theorem 4.2 to Algorithm 1. By Propos-
ition 4.4, Algorithm 1 computes a (2/3 − ϵ)-approximate maximum cardinality matching
using space O(n log n poly(b/ϵ)) in the b-batch random-order stream model. It remains to
show that if the input graph is of the form ϕ(G) for some weighted graph G with batches
B = {ϕ(e) : e ∈ G}, then H ∪U is (2/3− ϵ)-refolding approximate. Let Glate ⊆ G denote the
weighted edges corresponding to Blate. An application of the Chernoff bound for negatively as-
sociated random variables (Theorem 3.6) shows that Pr[µw(Glate) ≥ (1−2ϵ)µw(G)] ≥ 1−n−5

(the argument is similar to Lemma 4.8). Applying Lemma 4.13 to the graph G and the
subgraph GS := Glate yields

µw(R(H ∪ U)) ≥ (2/3− ϵ)µw(Glate), by Lemma 4.13
≥ (1− 2ϵ)(2/3− ϵ)µw(G)
≥ (2/3− 3ϵ)µw(G),

as required. Re-scaling ϵ and applying Theorem 4.2 yields the result. ◀

5 5/6-Approximation in the Robust Communication Model

In this section, we prove Theorem 1.2 and Theorem 1.3. By applying the results from the
previous section, we can generalize the protocol of Azarmehr and Behnezhad [20] to the
weighted case. By the reduction in Theorem 4.1, we can assume that the edge weights take
integral values in [W ], for a large constant W . We will now describe the protocol for the
two-party model.

Let ϵ > 0 be the final parameter we are aiming for, and let

λ = ϵ

2048 , β = 144λ−4 log(2W/λ).

Let EA denote the set of edges assigned to Alice and EB the set of edges assigned to
Bob. Alice simulates a random-order stream. She unfolds the edges and runs Algorithm
1 on the corresponding unweighted W -batch random-order stream. That way, she obtains
a set H ⊆ ϕ(EA) with bounded edge degree β and a set UA ⊆ ϕ(EA) consisting of all
(ϕ(EA \ Eearly), H, β, λ)-underfull edges, where Eearly ⊆ EA denotes the first ϵ

W m weighted
edges in her simulated stream. She communicates R(H ∪ UA) to Bob. Bob outputs the
maximum weight matching in R(H ∪ UA) ∪ EB . See Algorithm 2 for a formal description.

The protocol for k parties is similar, only that now all of the first k − 1 parties should
simulate a random-order stream (we describe the protocol more formally in the proof of
Theorem 1.3).

Assume that each edge is assigned to Bob with probability p ≤ 1
2 (this will make the

analysis applicable to the k-party setting). Let UB be the set of all (ϕ(EB), H, β, λ)-underfull
edges, i.e. the set of underfull edges assigned to Bob. Let U := UA ∪UB denote the set of all
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Algorithm 2 Robust Communication Protocol for Weighted Graphs.

1. Alice simulates a random-order stream
by ordering the edges in EA uniformly at random.

2. Alice obtains H ∪ UA ⊆ ϕ(EA) by running Algorithm 1
on input ϕ(EA) with batches B = {ϕ(e) : e ∈ EA}.
She communicates R(H ∪ UA) to Bob.

3. Bob outputs the maximum weight matching in R(H ∪ UA) ∪ EB .

underfull edges. We will define an auxiliary fractional matching x on R(H ∪ U) of weight at
least (2/3− ϵ)µw(G). We will then extend it to a fractional matching y on EB ∪R(H ∪UA),
and show that due to the additional edges in EB, the fractional matching y has weight at
least (5/6− ϵ)µw(G).

Let Elate := E \Eearly. Fix a maximum weight matching M∗ in Elate. Define a fractional
matching x on R(H ∪ U) as follows:

Start with H1 = H and U1 = U .
For i = 1, . . . , λβ :

Let Mi be a maximum weight matching in R(Hi ∪ Ui).
Let Hi+1 = Hi \ ϕ(Mi \M∗) and Ui+1 = Ui \ ϕ(Mi \M∗).

For every edge e, let xe = |{i:e∈Mi}|
λβ .

In other words, we start with H ∪ U , and then in each iteration, we find a maximum weight
matching Mi in the refolding, and remove the edges in ϕ(Mi \M∗) from H ∪ U .

▶ Remark 5.1. Note that this is a valid fractional matching, since

xu =
∑
e∋u

xe =
∑
e∋u

|{i : e ∈Mi}|
λβ

=
∑

i

|{e ∋ u : e ∈Mi}|
λβ

≤ 1.

Furthermore, note that xe ≤ 1
λβ whenever e /∈M∗. This is because, if e ∈Mi \M∗ for

some i, then e /∈ R(Hj ∪ Uj) for all j > i.

▶ Lemma 5.2. It holds that
∑

e wexe ≥ ( 2
3 − ϵ)µw(Elate).

Proof. For each i, let Gi := Elate \ (∪j<iMj \M∗). We will apply Lemma 4.13 to the graph
G\ (∪j<iMj \M∗) and subgraph GS = Gi. Recall that we obtain Hi+1 from Hi by removing
the edges in ϕ(Mi \M∗). Since ϕ(Mi \M∗) is a matching, the degree of each edge in ϕ(G)
will decrease by at most two in each iteration. Therefore, Ui contains all the edges in Gi \Hi

that have Hi degree less than (1− λ)β − 2(i− 1) ≥ (1− 3λ)β. By Lemma 4.13, we get

w(Mi) = µw (R(Hi ∪ Ui)) ≥
(

2
3 − ϵ

)
µw(Gi). (5)

Also, Gi is constructed so that it always contains M∗, so

µw(Gi) ≥ w(M∗) = µw(Elate). (6)
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Combining, we obtain∑
e∈R(H∪U)

wexe =
∑

e∈R(H∪U)

we
|{i : e ∈Mi}|

λβ

= 1
λβ

∑
i

∑
e∈R(H∪U)

we1{e ∈Mi}

= 1
λβ

∑
i

w(Mi)

≥ 1
λβ

∑
i

(
2
3 − ϵ

)
µw(Gi). by Equation 5

≥
(

2
3 − ϵ

)
µw(Elate), by Equation 6. ◀

Recall that the set of edges that Bob has access to is EB ∪R(H ∪ U). We need to show
that µw(EB ∪ R(H ∪ U)) ≥ ( 5

6 − ϵ)µw(G). We will do this by extending the fractional
matching x on R(H ∪U) to a fractional matching y on EB ∪R(H ∪U). In order to describe
y, we will condition on the set of early edges Eearly, thereby fixing R(H ∪ U) and x. For
each edge e ∈ Elate, we have

Pr[e ∈ EB |e ∈ Elate] = Pr[e ∈ EB ∧ e ∈ Elate]
Pr[e ∈ Elate] = p

1− ϵ/W
.

and

Pr[e ∈ EA|e ∈ Elate] = 1− p

1− ϵ/W
.

Recall that M∗ is a fixed maximum weight matching in Elate. Let Min := M∗ ∩R(H ∪ U)
and let Mout := M∗ \ R(H ∪ U). After drawing EB , define a random matching M ′ ⊆M∗ as
follows:

Include each edge e ∈Min independently with probability p.
Include each edge e ∈Mout ∩ EB independently with probability 1− ϵ/W.

Conditioned on Eearly, each edge in Mout ends up in M ′ independently with probability
(1− ϵ/W ) · p

1−ϵ/W = p. Each edge in Min also ends up in M ′ independently with probability
p, so overall each edge in M∗ ends up in M ′ independently with probability p.

For any edge e /∈M∗, let pe denote the probability that e is not adjacent to any edge in
M ′. In other words,

pe =
{

(1− p) if e has exactly one endpoint matched by M∗,
(1− p)2 if both of the endpoints of e are matched by M∗.

We can now define ŷ on EB ∪R(H ∪ U).

ŷe =


1 if e ∈M ′,

xe if e ∈M∗ \M ′,

0 if e /∈M∗ and e is adjacent to at least one edge of M ′

(1− p) xe

pe
if e /∈M∗ and e is not adjacent to M ′.

Finally, we scale down ŷ and zero out some of the entries in order to obtain a valid fractional
matching y.

y(u,v) =
{

0 if ŷu/(1 + ϵ) > 1 or ŷv/(1 + ϵ) > 1
ŷ(u,v)
1+ϵ otherwise.
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▶ Lemma 5.3. It holds that

E

[∑
e∈E

weye

]
≥

(
2
3 + p

3 − 4ϵ

)
µw(G).

The proof is similar to Lemma 4.6 in [20], and is included in the full version of the paper.
Next, we round y to an integral matching.

▶ Lemma 5.4. There exists a matching of weight at least (1−3ϵ)
∑

e∈E weye in EB ∪R(H ∪
UA).

The proof is similar to Lemma 4.7 in [20] and is included in the full version of the paper.
Finally, we show that we have a large matching with high probability, and not just in
expectation.

▶ Lemma 5.5. With probability at least 1− n−5, there exists a matching of weight at least( 2
3 + p

3 −O(ϵ)
)

µw(G) in EB ∪R(H ∪ UA).

The proof is similar to Lemma 5.2 in [20], and is included in the full version of the paper.
We now complete the proofs of Theorem 1.2 and Theorem 1.3.

Proof of Theorem 1.2. Suppose that the edge weights are in [W ]. By Proposition 4.4,
Protocol 2 uses O(n log n poly(W/ϵ)) words of communication with high probability. By
Lemma 5.5, the protocol achieves a ( 2

3 + p
3 −O(ϵ))-approximation with high probability. So

by Theorem 4.1, there exists a protocol that achieves a ( 2
3 + p

3 −O(ϵ))(1− ϵ)-approximation
using space O(n log n log R) when the edge weights are in R+. Letting p = 1

2 and re-scaling
ϵ proves the theorem. ◀

Proof of Theorem 1.3. Suppose that the edge weights are in [W ]. We need to adjust the
protocol to the k-party model. The first party simulates the start of a random-order stream
by selecting an ordering of their edges uniformly at random. They unfold the edges and run
Algorithm 1 on the corresponding unweighted W -batch random-order stream. They pass
the memory state of the algorithm to the next party. Each of the next k − 2 parties will
continue to simulate the random-order stream that way. The (k − 1)st party communicates
R(H ∪ U) to the last party, where H ∪ U is the unweighted graph computed by Algorithm 1
on the unfolded W -batch stream. Finally, the last party will output the maximum weight
matching in the graph consisting of all edges to which they have access. That way, we can set
p = 1

k and treat the first k− 1 parties as Alice and the last party as Bob. By Proposition 4.4,
the protocol uses O(n log n poly(W/ϵ)) words of communication with high probability. By
Lemma 5.5, the protocol achieves a ( 2

3 + p
3 −O(ϵ))-approximation with high probability. So

by Theorem 4.1, there exists a protocol that achieves a ( 2
3 + p

3 −O(ϵ))(1− ϵ)-approximation
using space O(n log n log R) when the weights are in R+. Re-scaling ϵ proves the theorem. ◀
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1 Introduction
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a complete preference list over the agents of the other set. The task is to find a stable
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internet services, etc. Since its introduction by Gale and Shapley [13] this problem has been
widely studied in different variants from both practical and theoretical perspectives; we refer
to the books [15, 31, 25].

While the majority of the literature assumes full information about the preference lists,
this may not be realistic in large matching markets. It might be impractical or too costly and
not even necessary to gather the complete preferences. Hence, different models for uncertainty
in the preferences have received attention in the past decade [1, 2, 6, 7, 9, 17, 16, 29, 30]. Many
of these works rely on probabilistic models and guarantees. This may not be appropriate for
applications in which no (correct) distributional information is available, e.g. in one-time
markets. Further, one might ask for guaranteed properties such as stability and optimality
instead of probabilistic ones.

A different way of handling uncertainty in the preferences is to allow an algorithm to make
queries to learn about the unknown preferences. Various types of queries (in terms of both
input and output) are conceivable, with one example being interview queries [6, 7, 29, 30].
Here one asks for a query sequence where a query corresponds to an interview between two
potential matching partners and the outcome is the placement of the interview partners in
each other’s preference list among all other candidates that she has interviewed so far. Hence,
if an agent has several such interviews then she finds out her preference order over all these
candidates.

In this paper we investigate various query models for stable matching problems with
one-sided uncertainty in the preferences. We assume that initially only the preference lists of
one side, A, are known but the preference lists of the other side, B, are unknown. Applications
include allocations between groups of different seniority or when preferences shall be kept
private; see also [17, 16, 18]. For illustration consider, e.g., pairing new staff with mentors or
new PhD students with supervisors as part of the onboarding. New staff can be asked to
provide a full preference list of mentors based on information about the available mentors
that can be made accessible with little effort, while requiring mentors to rank potential
mentees might be considered too burdensome for senior staff due to other significant time
commitments.

We consider three types of queries to gain information about the preferences, namely
(i) comparison queries that reveal for an agent b ∈ B and a pair of agents from A which
one b prefers, (ii) set queries that reveal for an agent b ∈ B and a subset S ⊆ A the agent
in S that b prefers most, and (iii) interview queries.

We study basic problems regarding stability and optimality of matchings using these query
models. A stable matching is called A-optimal (resp. B-optimal) if no agent in A (resp. B)
prefers a different stable matching over the current one. To our knowledge, most existing
related work considers worst-case bounds on the absolute number of queries necessary to solve
the respective problem; see Further Related Work below for a discussion. For many instances,
however, executing such a worst-case number of queries might not be necessary. To also
optimize the number of queries on these instances, we analyze our algorithms using competitive
analysis. We say that an algorithm that makes queries until it can output a provably correct
answer, e.g., a stable and A-optimal matching, is ρ-competitive (or ρ-query-competitive) if it
makes at most ρ times as many queries as the minimum possible number of queries that also
output a provably correct answer for the given instance. Note that this answer may differ
from that of the algorithm, e.g., a different stable matching. In this paper, we design upper
and lower bounds on the competitive ratios for the above mentioned problems and query
models. Our results illustrate that worst-case instances regarding the competitive ratio are
very different from the worst-case instances regarding the absolute number of queries. Thus,
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our lower bounds on the competitive ratio use different instances and our algorithms are
designed to optimize on different instances. Indeed, worst-case instances for the absolute
number of queries turn out to be “easy” for competitive analysis as the optimal solution we
compare against is very large.

Query-competitive algorithms are often associated with the field of “explorable uncer-
tainty”. Most previous work considers queries revealing an originally uncertain value [4, 8,
10, 19, 20, 22, 26, 11], while in this work we query a preference.

Our Contribution. We study the stable matching problem with one-sided uncertainty in the
preference lists and give the following main results. Note that we assume that the preferences
of the B side are unknown, and |A| = |B| = n. We remark that our technically most involved
main results are lower bounds on the competitive ratio and hardness results, so the results
only get stronger by making these assumptions.

In Section 3 we focus on comparison queries. Firstly, we ask the question of how to verify
that a given matching is stable. We show that the problem can be solved with a 1-competitive
algorithm. Then we ask how to find a stable matching under one-sided uncertainty. We
give a 1-competitive algorithm that finds a stable matching and, moreover, the solution is
provably A-optimal. Essentially, we employ the well-known deferred acceptance algorithm,
first analyzed by Gale and Shapley [13], and compare its number of queries carefully with
the number of queries that any algorithm needs to verify a stable matching.

A substantially more challenging task is to find a B-optimal stable matching. Note that
a trivial competitive ratio is O(n2 log n), as it is possible to obtain the full preferences of
each of the n elements in B using O(n log n) queries, and the optimum total number of
queries is at least 1. One of our main contributions is a tight bound of O(n). To that end,
we first show that every algorithm for verifying that a given matching is B-optimal and
stable requires Ω(n) queries. Then we give an O(n)-competitive algorithm for the problem
of finding one. This is best possible up to constant factors, which we prove with a matching
lower bound that also holds for verifying that a given matching is stable and B-optimal, even
for randomized algorithms.

We complement these results by showing that the offline problem of determining the
optimal number of queries for finding the B-optimal stable matching is NP-hard, and we give
an O(log n log log n)-approximation algorithm. Here, the offline version of a problem is to
compute, given full information about the preferences of all agents, a smallest set of queries
with the property that an algorithm making exactly those queries has sufficient information
to solve the problem with one-sided uncertainty.

Section 4 discusses interview queries. We show that the bounds on the competitive
ratio and hardness results for comparison queries translate to interview queries. We remark
that some of these results for interview queries, e.g., a 1-competitive algorithm for finding
an A-optimal stable matching, were already proven by Rastegari et al. [30] and discuss
differences to their results in the corresponding section. Interestingly, we can use essentially
the same techniques as for the comparison model. This may seem surprising, especially for
the lower bounds, as interview queries seem to be more powerful. For instance, n interviews
are sufficient to determine the precise preference order of an agent b ∈ B, while we need
Ω(n log n) comparison queries to determine b’s preference order. On the other hand, an
instance that can be solved with a single comparison query requires two interviews. In
general, we can simulate a comparison query by using two interview queries.

In Section 5 we discuss the set query model. While some bounds remain the same as in
the other models, e.g., 1-competitiveness for verifying the stability of a given matching, we
show that some bounds change drastically. For example, we give an O(log n)-competitive
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algorithm for verifying that a given matching is B-optimal, which is in contrast to the
lower bound of Ω(n) in the other query models. It remains open whether O(1)-competitive
algorithms exist for the problems of finding a stable matching or verifying a B-optimal
matching with set queries.

Further Related Work. In classical work on stable matching with queries, the preferences on
both sides can only be accessed via queries, with a query usually either asking for the ith entry
in a preference list or for the rank of a specific element within a preference list (cf. e.g. [27]).
Note that two rank queries are sufficient to simulate a comparison query, but up to n− 1
comparison queries are needed to obtain the information of a single rank query. Thus, existing
lower bounds on the necessary number of rank queries in these query models translate to
our setting (up to a constant factor), but upper bounds do not necessarily translate. Ng
and Hirschberg [27] showed that Θ(n2) such queries are necessary to find or verify a stable
matching in the worst case. The lower bound of Ω(n2) translates to any type of queries
with boolean answers, including comparison queries [14]. Further work on interview queries
includes empirical results [6, 7] and complexity results [29] on several decision problems
under partial uncertainty. We discuss the latter in Section 4.

Our setting of one-sided uncertainty and querying uncertain preferences is also related to
existing work on online algorithms for eliciting partial preferences [21, 28, 24]. These works
also consider a setting where the preferences of agents in one of the sets are uncertain but can
be determined by using different types of queries. In particular, [28] also considers the set
query model. The main difference to our work is that these papers assume that the elements
of one set do not have any preferences at all. As a consequence, they do not consider stability
at all and instead aim at computing pareto-optimal or rank-maximal matchings.

2 Preliminaries

An instance of the two-sided stable matching problem consists of two disjoint sets A and B of
size |A| = |B| = n and complete preference lists: The preference list for each agent a ∈ A

is a total order ≺a of B, the preference list of each agent b ∈ B is a total order ≺b of A.
Here, a1 ≺b a2 means that b prefers a1 to a2. A matching is a bijection from A to B. For
a matching M , we denote the element of B that is matched to a ∈ A by M(a), and the
element of A that is matched to b ∈ B by M(b).

Given a matching M , a pair (a, b) ∈ A×B is a blocking pair in M if a is not matched
to b in M , a prefers b to M(a), and b prefers a to M(b). A matching M is called a stable
matching if there is no blocking pair in M .

In their influential paper, Gale and Shapley [13] showed that a stable matching always
exists, and the deferred acceptance algorithm computes one in O(n2) time. In this algorithm,
one group (A or B) proposes matches and the other decides whether to accept or reject each
proposal. The algorithm produces a stable matching that is best possible for the group X

that proposes (we say X-optimal) and worst possible for the other group: Each element of
the group that proposes gets matched to the highest-preference element to which it can be
matched in any stable matching, and each element of the other group gets matched to the
lowest-preference element to which it can be matched in any stable matching.

In this paper, we consider the setting of one-sided uncertainty, where initially only the
preference lists of all agents in A are known, but the preference lists of b ∈ B are unknown.
An algorithm can make queries to learn about the preferences of b ∈ B. We distinguish the
following types of queries:
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Comparison queries: For agents b ∈ B and a1, a2 ∈ A, the query prefer(b, a1, a2) returns a1
if b prefers a1 to a2 and a2 otherwise. These queries can also be seen as Boolean queries
that return true iff b prefers a1 to a2.
Set queries: For agents b ∈ B and any subset S ⊆ A, the query top(b, S) returns b’s most
preferred element of S.
Interview queries: For agents b ∈ B and a ∈ A, an interview query intq(b, a) reveals the
total order of the subset {a}∪Pb defined by ≺b, where Pb is the set of all elements a′ ∈ A

for which a query intq(b, a′) has already been executed before the query intq(b, a).

A stable matching instance with one-sided uncertainty is given by two sets A and B of
size n and, for each agent a ∈ A, a total order ≺a of the agents in B. The preferences
of the agents in B are initially unknown. For a given stable matching instance with one-
sided uncertainty, we consider the following problems: finding a stable matching, finding
an A-optimal stable matching, and finding a B-optimal stable matching. For a given stable
matching instance with one-sided uncertainty and a matching M , we consider the following
problems: verifying that M is stable, verifying that M is stable and A-optimal, and verifying
that M is stable and B-optimal. All problems can be considered for each query model. For
the verification problems, we consider the competitive ratio only for inputs where M is
indeed a stable (and A- or B-optimal) matching. If this is not the case, the algorithm must
detect this, but we do not compare the number of queries it makes to the optimum. This is
because any algorithm may be required to make up to Ω(n2) comparison or interview queries
to detect a blocking pair, while the optimum can prove its existence with a constant number
of queries.

It is easy to see that for the optimum, the problem of verifying that a given matching M

is stable and A-optimal (B-optimal) is the same as that of finding the A-optimal (B-optimal)
stable matching. This implies that any lower bound on the number of queries required to
verify that M is stable and A-optimal (B-optimal) also applies to the problem of finding the
A-optimal (B-optimal) stable matching.

An important concept is the notion of rotations, which can be defined as follows (cf. [25]):
Let a stable matching M be given. For an agent ai ∈ A, let sA(ai) denote the most-preferred
element bj on ai’s preference list such that bj prefers ai to her current partner M(bj). Note
that sA(ai) must be lower than M(ai) in ai’s preference list as otherwise (ai, sA(ai)) would be
a blocking pair. Let nextA(ai) = M(sA(ai)). Then a rotation (exposed) in M is a sequence
(ai0 , bj0), . . . , (air−1 , bjr−1) of pairs such that, for each k (0 ≤ k ≤ r − 1), (aik

, bjk
) ∈M and

aik+1 = nextA(aik
), where addition is modulo r. The rotation can be viewed as an alternating

cycle consisting of the matched edges (aik
, bik

) and the unmatched edges (aik
, bik+1) (for

0 ≤ k ≤ r−1). We refer to an edge (a, sA(a)) as a rotation edge or r-edge as it can potentially
be part of a rotation. Note that every vertex a ∈ A is incident with at most one r-edge.

Given a rotation R in a stable matching M , we can construct a stable matching M ′

from M by removing all edges that are part of R and M and adding all r-edges that are
part of R. We refer to this as applying a rotation. Observe that no agent in B is worse off in
M ′ than in M , and some agents in B prefer M ′ to M . The following has been shown.

▶ Lemma 1 (Lemma 2.5.3 in Gusfield and Irving [15]). If M is any stable matching other
than the B-optimal stable matching, then there is at least one rotation exposed in M .

3 Stable Matching with Comparison Queries

In this section, we consider the comparison query model. We first discuss our results on the
problems of verifying that a given matching is stable and finding an A-optimal matching,
before moving on to our main results regarding the competitive ratio for finding/verifying a
B-optimal matching.
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3.1 Verifying That a Given Matching Is Stable

We consider the verification problem where we are given a matching M and our task is to
verify that M is indeed stable. As argued in the previous section, we only care about the
competitive ratio if the given matching M is indeed stable.

The following auxiliary lemma shows that exploiting transitivity cannot reduce the number
of comparison queries to an agent b ∈ B if one needs to find out the preference relationship
of k agents from A to one particular agent from A in b’s preference list.

▶ Lemma 2. Consider two agents a ∈ A, b ∈ B and assume that there are k agents
a1, . . . , ak ∈ A\{a} for each of which we want to know whether b prefers that agent to a or not.
Then exactly k comparison queries to b are necessary and sufficient to obtain this knowledge.

Proof. The k queries prefer(b, a, ai) for i = 1, . . . , k are clearly sufficient. Assume that k′

queries to b, for some k′ < k, are sufficient to obtain the desired information. Consider the
auxiliary graph H with vertex set VH = A and an edge {a′, a′′} for each of those k′ queries
prefer(b, a′, a′′). As the set A′ = {a, a1, a2, . . . , ak} has k + 1 vertices and H has fewer than k

edges, the set A′ intersects at least two different connected components of H . Let aj , for some
1 ≤ j ≤ k, be a vertex that does not lie in the same component as a. Then the k′ queries do
not show whether b prefers aj to a or not, which contradicts k′ queries being sufficient. ◀

If an algorithm obtains for agents x and y with y ̸= M(x) the information that M(x) ≺x y

(either via a direct query or via transitivity), we say that the algorithm relates y to M(x)
for x. By Lemma 2, if the optimum relates k different elements to M(x) for x, it needs to
make k queries to x. A pair (x, y) with y ̸= M(x) such that the optimum relates y to M(x)
for x is called a relationship pair (for x). Lemma 2 implies the following.

▶ Corollary 3. The total number of relationship pairs (for all agents x) is a lower bound on
the number of comparison queries the optimum makes.

▶ Theorem 4. Given a stable matching instance with one-sided uncertainty and a stable
matching M , there is a 1-competitive algorithm that uses

∑
a∈A |{b ∈ B | b ≺a M(a)}|

queries for verifying that M is stable in the comparison query model.

Proof. Since the preferences of agents on the A-side are not uncertain, for each (a, b) /∈M ,
we already know whether M(a) ≺a b. If M(a) ≺a b, then we do not have to execute any
queries to show that (a, b) /∈M is not a blocking pair. Otherwise, every feasible query set
has to prove M(b) ≺b a. Therefore, for each element b ∈ B, there is a uniquely determined
number nb of elements of A that any solution (including the optimum) must relate to M(b)
for b. Let K =

∑
b∈B nb be the resulting number of relationship pairs.

Our algorithm simply queries prefer(b, M(b), a) for every pair (a, b) /∈ M for which
b ≺a M(a). These are exactly K queries. As the total number of relationship pairs is K, the
optimum must also make K queries (Corollary 3). Hence, our algorithm is 1-competitive. ◀

The proof of Theorem 4 implies that the stable matching that maximizes the number of
queries that are required to prove stability is the B-optimal matching.

▶ Corollary 5. The number of comparison queries needed to verify that the B-optimal
matching is stable is maxM stable

∑
a∈A |{b ∈ B | b ≺a M(a)}|.
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3.2 Finding an A-Optimal Stable Matching
We obtain the following positive result by adapting the classical deferred acceptance algo-
rithm [13] with A making the proposals.

▶ Theorem 6. For a given stable matching instance with one-sided uncertainty, there is a
1-competitive algorithm for finding a stable matching in the comparison query model. The
algorithm actually finds an A-optimal stable matching.

Proof. We utilize the classical deferred acceptance algorithm [13] where A makes the pro-
posals, and we assume the reader’s familiarity with it. An unmatched agent a ∈ A makes
a proposal to their preferred agent b ∈ B by whom it has never been rejected. If b is
unmatched, then b accepts the proposal and a and b get matched. If b is currently matched
to some a′ ∈ A, the algorithm makes a query prefer(b, a, a′). If the query result is that b

prefers a to a′, then b accepts a’s proposal and becomes matched to a while a′ becomes
unmatched. Otherwise, b rejects the proposal and remains matched to a′. The algorithm
terminates if all agents in A are matched or if every unmatched agent in A has been declined
by all agents in B.

We show that this algorithm makes the minimum possible number of comparison queries.
We execute the deferred acceptance algorithm with A as the proposers, so it produces an

A-optimal stable matching. Consider an arbitrary agent b ∈ B. Assume that b gets matched
to a ∈ A in the stable matching. Let Ab = {a, a1, a2, . . . , akb

} (for some 0 ≤ kb < n) be
the set of agents of A that proposed to b during the execution of the algorithm. Note that
|Ab| = kb + 1 and the algorithm has executed kb queries to b, each for two agents of Ab (the
first agent of A that proposed to b did not require a query). Observe that each of a1, . . . , akb

gets matched with an agent of B that they rank strictly lower than b in the final matching.
We claim that no stable matching can be identified without making at least kb queries

to b. Let M ′ be an arbitrary stable matching. Note that b rates M ′(b) at least as highly as a,
because M is the worst possible matching for B. Furthermore, for each ai with 1 ≤ i ≤ kb,
we have that ai rates b strictly higher than M ′(ai) because M is A-optimal and ai rates
M(ai) strictly lower than b. Thus, for none of the pairs (ai, b) for 1 ≤ i ≤ kb to be a blocking
pair, the queries of any optimal query set must establish that b rates M ′(b) more highly than
every ai for 1 ≤ i ≤ kb. This can only be achieved with at least kb queries.

The same argument applies to each b ∈ B, so we have that both the optimal number of
queries and the number of queries made by the algorithm are equal to

∑
b∈B kb. ◀

The proof of Theorem 6 implies that, for the A-optimal stable matching M , the optimal
number of queries to prove that M is stable equals the optimal number of queries to prove
that M is stable and A-optimal. Hence, proving optimality comes in this case for free.

3.3 Finding a B-Optimal Stable Matching
The problem of finding a B-optimal stable matching is substantially more challenging. While
there still exists a 1-competitive algorithm in special cases, e.g., when all A-side preference
lists are equivalent (see the full version [3]), this is not the case for arbitrary instances.

We first describe an algorithm that is O(n)-competitive. Complementing this result, we
then show that every (randomized) online algorithm has competitive ratio at least Ω(n) for
finding a B-optimal stable matching. Finally, we show that the offline problem of determining
the optimal number of queries for computing a B-optimal stable matching is NP-hard and
give an O(log n log log n)-approximation.
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3.3.1 Algorithm for Computing a B-Optimal Stable Matching
We first consider the problem of verifying that a given stable B-optimal matching is indeed
stable and B-optimal. An algorithm for this problem needs to prove that M has no blocking
pair and that no alternating cycle with respect to M is a rotation. For each potential blocking
pair (a, b) that cannot be ruled out because of a’s preferences, such an algorithm has to prove
that it is not a blocking pair using a suitable query to b as discussed in Section 3.1.

The more involved part is proving that M is B-optimal. By Lemma 1, M is B-optimal
if and only if it does not expose a rotation. Based on the known A-side preferences, each
edge (a, b) with M(a) ≺a b could potentially be an r-edge. Thus, each cycle that alternates
between such edges and edges in M could potentially be a rotation. An algorithm that proves
B-optimality has to prove for each such alternating cycle that at least one non-matching
edge (a, b) on that cycle is not an r-edge. By definition, there are two possible ways to prove
that an edge (a, b) with M(a) ≺a b is not an r-edge:
1. Query b and find out that b prefers M(b) to a. Then, b cannot be sA(a) as b does not

prefer a to M(b).
2. Query one b′ with M(a) ≺a b′ ≺a b and find out that b′ prefers a to M(b′). Then, b

cannot be the most-preferred element in a’s list that prefers a to her current partner, as
b′ has that property and is preferred over b.

Corollary 5 gives the optimal number of queries to prove that the matching M is stable,
which is a lower bound on the optimal number of queries necessary to prove that M is
stable and B-optimal. Let Q(M) denote this number. However, there exist instances where
Q(M) = 0 and QB(M) > 0 for the optimal number QB(M) of queries to prove that M

is stable and B-optimal. Consider an instance where all elements of A have distinct first
choices and let M denote the matching that matches all elements of A to their respective
first choice. Then, there is a realization of B-side preference lists such that the matching
M is also B-optimal. For this realization we have Q(M) = 0 and QB(M) > 0. This implies
that the lower bound of Corollary 5 is not strong enough for analyzing algorithms that verify
B-optimality as we cannot prove that such an algorithm makes at most c ·Q(M) queries.
We give another lower bound on the optimal number of queries.

▶ Lemma 7. The optimal number of queries for verifying (and thus also for finding) the
B-optimal stable matching is at least n− 1 for every instance of the stable matching problem
with one-sided uncertainty.

Proof. Let M be the B-optimal stable matching for the given instance. For a ∈ A, call a
query an a-query if it reveals for some b ∈ B with b ̸= M(a) whether b prefers a to her current
partner or not. We claim that an optimal algorithm needs to make at least one a-query for
every a ∈ A with at most a single exception. Assume for a contradiction that the optimal
algorithm makes neither an a-query nor an a′-query for two distinct elements a, a′ ∈ A. If a

prefers M(a) over M(a′) and a′ prefers M(a′) over M(a), then it is impossible to exclude
the possibility that (a, M(a)), (a′, M(a′)) is a rotation exposed in M , because the only way
to prove that (a, M(a′)) is not an r-edge is via an a-query, and similarly for (a′, M(a)). If a

prefers M(a′) over M(a), then an a-query to M(a′) is necessary to exclude that (a, M(a′)) is
a blocking pair. If a′ prefers M(a) over M(a′), then an a′-query to M(a) is necessary for the
analogous reason. Hence, the claim holds. We note that the n− 1 queries whose existence is
asserted by the claim are distinct: A query to some b ∈ B cannot be an a-query and at the
same time an a′-query for some a′ ̸= a, as the query prefer(b, a, a′) cannot yield previously
unknown information about how both a and a′ compare to M(b) in b’s preference list. ◀
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Algorithm 1 Algorithm to find the B-optimal stable matching using comparison queries.

Input: Instance of the stable matching problem with one-sided uncertainty.
1 M ← A-optimal matching computed using Theorem 6 ;
2 N ← {a ∈ A |M(a) is last in ≺a} ; /* Elements without r-edge */
3 ∀a ∈ A \N : p(a)← first element in ≺a after M(a);
4 ∀a ∈ A \N : r(a)← ⊤ ; /* known r-edges or ⊤ if r-edge still unknown */
5 foreach a ∈ A \N do
6 repeat
7 t← prefer(p(a), a, M(p(a))) ;
8 if t = M(p(a)) then
9 if p(a) is the last element of ≺a then N ← N ∪ {a} ;

10 else p(a)← direct successor of p(a) in ≺a ;
11 else
12 r(a)← p(a); /* r(a) and a form an r-edge */

13 until r(a) ̸= ⊤ or a ∈ N ;
14 if M exposes a rotation R then
15 M ← stable matching constructed from M by applying R;
16 N ← N ∪ {a ∈ A ∩R |M(a) is last in ≺a};
17 ∀a ∈ (A ∩R) \N : r(a)← ⊤ and p(a)← first element in ≺a after M(a);
18 ∀a ∈ (A \R) \N : p(a)← r(a) and r(a)← ⊤;
19 Jump to Line 5;
20 return M ;

Next, we give an O(n)-competitive algorithm for finding a B-optimal matching and
analyze it by exploiting the lower bounds on the optimal number of queries of Corollary 5
and Lemma 7. For pseudocode see Algorithm 1.

1. Find an A-optimal matching using the 1-competitive algorithm for A-optimal matchings.
2. Search for a rotation by asking, for every a ∈ A, the elements of B that are below M(a)

in a’s preference list in order of ≺a whether they prefer a to their current partner, until
either an r-edge is found or we know that a has no r-edge.

3. If a rotation R is found, apply that rotation. The agents a ∈ A ∩R then no longer have
a known r-edge as their previous r-edge is now their matching edge. However, the new
r-edge partner of such an agent must be further down the preference list of a than the
old one. The elements a ∈ A \ R that had an r-edge to an element b ∈ B ∩ R can no
longer be sure that their edge to b is an r-edge since b has a new matching partner M(b),
so b must be asked again whether it prefers the new partner over a when searching for
the new r-edge of a. The algorithm then repeats Step 2 but starts the search for the new
rotation edge of an agent a ∈ A at either the previous rotation edge (if a ∈ A \R) or at
the direct successor of the new M(a) in ≺a (if a ∈ A ∩R).

4. When a state is reached where it is known for every a ∈ A what its r-edge is (or that
it has no r-edge) but the r-edges do not form a rotation, the algorithm terminates and
outputs M .

▶ Theorem 8. Given a stable matching instance with one-sided uncertainty, the algorithm is
O(n)-competitive for finding a B-optimal stable matching using comparison queries.
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Proof. Let OPT denote the number of queries made by an optimal algorithm. Since finding
any stable matching can never require more queries than finding a B-optimal stable matching,
Theorem 6 implies that the algorithm makes at most OPT queries in the first step.

We analyze the queries executed after the first algorithm step. Call a query good if it is
the first query involving a specific combination of an agent a ∈ A and an agent p(a) ∈ B, i.e.,
the first query of form prefer(p(a), a, M(p(a))) for that specific combination of p(a) and a.
All other queries are bad. By definition of good queries, the algorithm makes at most n2 such
queries since this is the maximum number of good queries that can exist. Since OPT ≥ n− 1
(Lemma 7), the number of good queries is O(n) ·OPT.

Consider the bad queries and a fixed a ∈ A. In the second step of the algorithm, it
repeatedly executes queries of the form prefer(p(a), a, M(p(a))) with p(a) ∈ B to find out if
(a, p(a)) is an r-edge, starting with the direct successor p(a) of M(a) in ≺a. If (a, p(a)) is not
an r-edge, then the next query partner p(a) for a moves one spot down in the list ≺a. This
is repeated until the r-edge (a, r(a)) of a is found or we know that a does not have an r-edge.
Here, r(a) refers to the element that forms an r-edge with a.

If a does not have an r-edge, there will be no more queries for a again as all b ∈ B that
are lower than M(a) in the preference list of a prefer their current partner M(b) over a and
this partner will only improve during the execution of the algorithm. Otherwise, a will be
considered again in the second step of the algorithm only if a rotation was found in the third
step. If a is part of the rotation, then r(a) = p(a) will be the new matching partner of a and
p(a) will be moved one spot down in ≺a. Only if a is not part of the rotation, p(a) = r(a)
remains unchanged by definition of the third step. In conclusion, the next query partner
p(a) of a moves down one spot in ≺a after each query for a unless a rotation is found that
does not contain a. This means that a bad query for a can only occur as the first query for a

after a new rotation that does not involve a is found. Thus, each rotation can cause at most
|A| − 2 bad queries (at least two members of A must be involved in the rotation). Thus, the
number of bad queries is at most (n− 2) · nr for the number of applied rotations nr.

For each applied rotation, at least two agents of A get re-matched to agents of B that
are lower down on their preference lists than their previous matching partner. This increases
the lower bound on the optimal number of queries to show stability (cf. Corollary 5) by at
least 2. Thus, Corollary 5 implies OPT ≥ 2 · nr. We can conclude that the number of bad
queries is at most (n− 2) · nr ≤ O(n) ·OPT. ◀

3.3.2 Lower Bound for Computing a B-Optimal Matching
We give a lower bound of Ω(n) on the competitive ratio for finding a B-optimal stable matching
with comparison queries. This implies that the result of Theorem 8 is, asymptotically, best-
possible. Further, the lower bound also holds for verifying that a given matching is B-optimal.

▶ Theorem 9. In the comparison query model, every deterministic or randomized online
algorithm for finding a B-optimal stable matching in a stable matching instance with one-sided
uncertainty has competitive ratio Ω(n).

Proof. We show the statement for deterministic algorithms and refer to the full version [3]
for the extension to randomized ones. The proof of the randomized lower bound exploits
Yao’s principle [5, 32] and uses a randomized version of the instance we describe here to
show the statement. Consider the following instance (cf. Fig. 1) with two sets of agents
A = {a0, . . . , an−1} and B = {b0, . . . , bn−1}, and assume n/2 to be even. If this is not the
case, then the constant factor in the lower bound will be slightly worse.
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a0 b0

a1 b1

a2 b2

a3 b3

a4 b4

a5 b5

a6 b6

a7 b7

a8 b8

a9 b9

a10 b10

a11 b11

(b0, b6, b7, b8, b9, b10, b11, ∗)
(b1, b6, b7, b8, b9, b10, b11, ∗)
(b2, b6, b7, b8, b9, b10, b11, ∗)
(b3, b6, b7, b8, b9, b10, b11, ∗)
(b4, b6, b7, b8, b9, b10, b11, ∗)
(b5, b6, b7, b8, b9, b10, b11, ∗)
(b6, b11, ∗)
(b7, b11, ∗)
(b8, b11, ∗)
(b9, b11, ∗)
(b10, b11, ∗)
(b11, ∗)

(a1, a0, ∗)
(a0, a1, ∗)
(a3, a2, ∗)
(a2, a3, ∗)
(a5, a4, ∗)
(a4, a5, ∗)
(⋄, a6, a7, a8, a9, a10, a11, ⋄)
(⋄, a7, a8, a9, a10, a11, a6, ⋄)
(⋄, a8, a9, a10, a11, a6, a7, ⋄)
(⋄, a9, a10, a11, a6, a7, a8, ⋄)
(⋄, a10, a11, a6, a7, a8, a9, ⋄)
(⋄, a6, a7, a8, a9, a10, a11, ⋄)

Figure 1 Example of the lower bound construction for finding B-optimal matchings. The solid
edges represent the A-optimal matching M that needs to be shown to be also B-optimal using
queries. The dashed edges represent rotation edges. Each of the agents in {a0, a1, . . . , a5} also has a
rotation edge to some agent in {b6, b7, b8, b9, b10, b11} that is not shown. An asterisk (∗) indicates
that the remaining agents are placed in arbitrary order in the preference list. A diamond (⋄) indicates
that the adversary decides in response to the queries made by the algorithm which of the agents in
{a0, a1, . . . , a5} are placed at the front of the preference list and which at the back.

We partition A into three subsets A1 = {a0, . . . , a n
2 −1}, A2 = {a n

2
, . . . , an−2} and

A3 = {an−1}, and B into two subsets, B1 = {b0, . . . , b n
2 −1} and B2 = B \B1.

In the following, we first define the known A-side preferences and the adversarial strategy.
Then we give bounds on the optimal number of queries and the number of queries made by
any deterministic algorithm.

A-side preferences. Consider the following preference lists for A. For an agent ai ∈ A1,
the preference list consists of three parts, P (ai) = P1(ai)P2(ai)P3(ai). The first part of the
list is the corresponding ith agent of B, i.e., P1(ai) = (bi). The second part consists of the n

2
agents of set B2 in increasing order, i.e., P2(ai) = (b n

2
, b n

2 +1, . . . , bn−2, bn−1). The last part
P3(ai) consists of the agents of B1 \ {bi} in an arbitrary order.

For an agent ai ∈ A2, the preference list starts with agent bi, followed by the last agent
bn−1 and finally an arbitrary order of the remaining agents in group B. For the single agent
an−1 in set A3, the preference list starts with agent bn−1 followed by an arbitrary order of
the remaining agents of set B.

Adversarial strategy. The preference lists of the agents in set B are unknown. The instance
has the A-optimal matching M = {(ai, bi) | 0 ≤ i < n}. The adversary will ensure that this
matching is also B-optimal. Since each ai is matched with its top choice, proving stability
does not require any queries. To prove B-optimality of M , the executed queries must prove
that there is no rotation.

The adversary will ensure that M can be shown to be a B-optimal matching with O(n)
queries while any deterministic algorithm is forced to make Ω(n2) queries.

To achieve this, the adversary sets the preferences of the agents of B1 independent of the
algorithm’s actions as follows. For each odd i ∈ {1, 3, 5, . . . , (n/2)− 1}, we let the preference
list of bi start with ai−1 followed by ai and finally all remaining agents in A in an arbitrary
order. The preference list of bi−1 starts with ai followed by ai−1 and then the remaining
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agents in A in an arbitrary order. Using these preferences, the sequences (ai−1, bi−1), (ai, bi)
are potential rotations. To prove that such a sequence is not a rotation, an algorithm has to
show that either (ai−1, bi) or (ai, bi−1) is not an r-edge. The only way of showing this is to
prove that either ai−1 or ai instead has an r-edge to some agent of B2.

Consider any deterministic algorithm. The adversary selects the preferences of the agents
in B2 in such a way that the following properties hold:
(P1) Agent an−1 has no r-edge. Note that, by the definition of the preferences of B1 above,

an−1 already cannot have a rotation edge to an agent of B1.
(P2) Each agent in A2 has an r-edge to bn−1.
(P3) Each agent ai in A1 has an r-edge to some agent bt(i) of B2. The choice of that agent

bt(i) depends on the queries made by the algorithm.

The properties (P1)–(P3) ensure that there is no rotation, as the alternating path starting
at any a ∈ A \ {an−1} with the r-edge of that agent ends at an−1, which has no r-edge.

Let t(i) denote the index of the agent bt(i) of B2 to which ai ∈ A1 has an r-edge. This
index is determined by the adversary in response to the queries made by the algorithm.
Concretely, the adversary lets t(i) be the index of the last agent bj ∈ B2 for which the
algorithm makes a query of the form prefer(bj , ai, ∗), where we use prefer(bj , ai, ∗) as a short-
hand to refer to queries prefer(bj , ai, ai′) or prefer(bj , ai′ , ai) for some i′. If the algorithm
doesn’t make queries of this form for all bj ∈ B2, then let t(i) be an arbitrary j such that the
algorithm does not make a query of this form for bj ∈ B2. The adversary sets the preferences
of the agents in B2 in such a way that bt(i) prefers ai to her partner at(i) in the A-optimal
matching M while all other bj ∈ B2 prefer their partner in the A-optimal matching aj to ai.
For example, if the algorithm was to make queries prefer(bj , ai, aj) for all bj ∈ B2 (which it
might do in order to check whether ai has an r-edge to one of these agents), the adversary
would answer false to the first n

2 − 1 such queries and true to the final one.
To achieve the properties (P1)–(P3), the adversary sets the preferences of each agent bj

of B2 as follows:
bj prefers ai ∈ A1 to aj if and only if j = t(i).
If j ̸= n− 1, bj prefers aj to aj′ for all j′ ̸= j, aj′ ∈ A2.
If j = n− 1, bj prefers aj′ to aj for all j′ ̸= j, aj′ ∈ A2.

This can be done by letting the preference list of bj contain first the agents ai ∈ A1 with
j = t(i) in some order, then the agents of A2 in some order (only ensuring for bj that aj

comes first among the agents of A2 if j ̸= n− 1 and that aj comes last among the agents of
A2 if j = n− 1), and finally the agents ai ∈ A1 with j ̸= t(i) in some order.

Upper bound on the optimal query cost. An optimal solution for the instance can prove
that matching M is B-optimal by verifying that the properties (P1)–(P3) indeed hold by
using at most n− 1 + n

2 − 1 + n
2 = 2n− 2 queries as follows:

The n− 1 queries prefer(bi, an−1, ai) = false for i ≤ n− 2 show that an−1 has no r-edge.
Each of the n

2 − 1 queries prefer(bn−1, a n
2 +i, an−1) = true for 0 ≤ i ≤ n

2 − 2 shows that
a n

2 +i has an r-edge to bn−1. This is because each agent of A2 has bn−1 in its preference
list directly after its current matching partner. So if bn−1 prefers an agent of A2 over its
current partner an−1, then this directly gives us an r-edge.
Each of the n

2 queries prefer(bt(i), ai, at(i)) = true for 0 ≤ i ≤ n
2 − 1 shows that ai has a

rotation edge to some agent in B2. Based on the result of such a query, ai must have an
r-edge to either bt(i) or to some other agent of B2 that is higher up in ai’s preference list.
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Lower bound on the algorithm’s query cost. We provide to the algorithm the information
that an−1 has no r-edge, that each agent of A2 has an r-edge to bn−1, and we reveal the full
preference lists of all agents in B1. Clearly, this extra information can only reduce the number
of queries a deterministic algorithm may need as it could simply ignore the information.

For each agent ai ∈ A1, the algorithm will either make queries of the form prefer(bj , ai, ∗)
for all bj ∈ B2 or not. Call ai resolved in the former case and unresolved otherwise. For any
resolved agent, the algorithm may have determined that it has an r-edge to an agent of B2
and hence cannot be part of a rotation. For the unresolved agents, the algorithm cannot
know whether they have an r-edge to an agent in B2.

As argued above, for each odd i ∈ {1, 3, 5, . . . , n
2 −1}, the algorithm has to resolve either ai

or ai−1 to prove that (ai, bi), (ai−1, bi−1) is not a rotation. Thus, it must resolve at least n/4
agents. For each resolved agent, the algorithm has made queries of the form prefer(bj , ai, ∗)
for each bj ∈ B2. This totals to at least n

4 ·
n
2 ·

1
2 = n2

16 ∈ Ω(n2) queries. Note that we
divide n

4 ·
n
2 by two as a single query prefer(bj , ai, ai′) is of the form prefer(bj , ai, ∗) and also

prefer(bj , ai′ , ∗). ◀

3.3.3 Offline Results for Computing B-Optimal Stable Matchings
We show NP-hardness for the offline problem of verifying a given matching M to be stable
and B-optimal. Recall that in the offline problem we assume full knowledge of the B-side
preferences but still want to compute a query set of minimum size that a third party without
knowledge of the B-side preferences could use to verify the B-optimality of M .

▶ Theorem 10. The offline problem of computing an optimal set of comparison queries
for finding (or verifying) the B-optimal stable matching in a stable matching instance with
one-sided uncertainty is NP-hard.

Proof. We give a reduction from the NP-hard Minimum Feedback Arc Set (FAS) problem.
Given a directed graph G = (V, E), a feedback arc set is a subset of edges E′ ⊆ E which, if
removed from G, leaves the remaining graph acyclic. The FAS problem is to decide for a
given directed graph and some k ∈ Z+, whether there is a feedback arc set E′ with |E′| ≤ k.

Given an instance of FAS with G = (V, E) and some k, we construct a stable matching
instance with one-sided uncertainty as follows. For each node v of G, introduce an agent
v in A and an agent v′ in B. Let N+(v) denote the set of out-neighbors of v in G, and
d+(v) = |N+(v)|. The preference list of v is such that it ends with v′ followed by all u′ for
u ∈ N+(v). All other w′ in B come before v′. Thus, the elements of B \{u′ | u ∈ N+(v)} are
the most preferred partners of v, followed by v′ and finally the elements of {u′ | u ∈ N+(v)}.
Let M be the matching that matches v to v′, for all v. The preference lists of b ∈ B are
such that M is the B-optimal stable matching: Every v′ has v as top preference, and the
remaining agents of A follow in arbitrary order. By selecting the matching M this way, we
have that, for every v ∈ A, all edges to elements of {u′ | u ∈ N+(v)} are potential r-edges.
To prove that such an edge (v, u′) is not an r-edge, an algorithm has to compare u and v

from the perspective of u′ to prove that u′ prefers M(u′) = u over v.
The number of queries Q(M) needed to verify the stability of M is determined by M

and is polynomial-time computable by using Theorem 4. To prove B-optimality of M , we
need to show that there is no rotation (Lemma 1). Indeed, there is a query strategy with k

queries for verifying that there is no rotation if and only if there is a feedback arc set in G of
size k. To see this, observe that every directed cycle in G corresponds to a potential rotation
in the matching instance, and every query that excludes one of the edges of the potential
rotation from being an r-edge corresponds to the removal of the corresponding arc in G.
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Note that, for the constructed instance, all queries to verify the stability of M obtain
information of the form M(b) ≺b a for a ∈ A and b ∈ B with b ≺a M(a). On the other
hand, all queries that help to verify the absence of a rotation obtain information of the form
M(b) ≺b a for a ∈ A and b ∈ B with M(a) ≺a b. As these are disjoint query sets, we can
conclude that there is a query strategy that proves M to be stable and B-optimal with at
most Q(M) + k queries if and only if there is a feedback arc set in G of size at most k. ◀

We also prove the following approximation for the offline problem by exploiting an
O(log n log log n)-approximation for weighted feedback arc set by Even et al. [12].

▶ Theorem 11. The offline problem of computing an optimal set of comparison queries for
finding the B-optimal stable matching in a stable matching instance with one-sided uncertainty
can be approximated within ratio O(log n log log n).

Proof. Let M be the B-optimal matching. We give an algorithm that verifies M to be
stable and B-optimal by executing at most O(log n log log n) ·OPT queries, where OPT is
the optimal number of queries for the same instance. First, the algorithm proves that M is
stable using Theorem 4. This leads to at most OPT queries.

After that, the algorithm has to prove B-optimality. First, for every a ∈ A that has an
r-edge to an agent r(a) ∈ B, the algorithm queries prefer(r(a), a, M(r(a))). Since (a, r(a))
is an r-edge, this query must return that r(a) prefers a over M(r(a)). This leads to at most
n ≤ OPT + 1 queries (n ≤ OPT + 1 holds by Lemma 7). Note that, for an a ∈ A with an
r-edge, the query prefer(r(a), a, M(r(a))) proves that a has an r-edge but is not necessarily
sufficient to prove that (a, r(a)) is indeed the r-edge of a. If there is an agent b ∈ B with
M(a) ≺a b ≺a r(a) for which we have not yet verified whether b prefers a over M(b), then
(a, b) could also still be the r-edge of a. We call such pairs (a, b) potential r-edges and let P

denote the set of these edges.
It remains to consider the graph G defined by the matching edges, the r-edges R, and all

potential r-edges P . If G has no cycle alternating between edges in M and edges in P ∪R,
then we have shown that M does not expose a rotation and, thus, is B-optimal. Otherwise,
the algorithm has to execute queries prefer(b, a, M(b)) for edges (a, b) ∈ P to prove that they
are not actually r-edges until it becomes clear that M has no rotation.

To select the edges (a, b) ∈ P for which the algorithm executes such queries, we exploit
the O(log n log log n)-approximation for weighted feedback arc set by Even et al. [12]. To
this end, we create an instance of the weighted feedback arc set problem by considering the
vertices A ∪B, adding the edges M ∪R with weight ∞ each and adding the edges P with
weight 1 each. We orient all edges in M from the B-side vertex to the A-side vertex and all
edges in R ∪ P from the A-side vertex to the B-side vertex. The orientation ensures that
all cycles in the graph alternate between M -edges and R ∪ P -edges. Since the matching
M is B-optimal by assumption, there cannot be an alternating cycle using only edges in
M ∪R, so there must be a feedback arc set that only uses edges in P . The choice of the edge
weights ensures that every approximation algorithm for weighted feedback arc set finds such a
solution. We use the O(log n log log n)-approximation to find such a feedback arc set F ⊆ P .
Since removing F from the instance yields an acyclic graph, querying prefer(b, a, M(b))
for each (a, b) ∈ F proves that M does not expose a rotation. As the minimum weight
feedback arc set is the cheapest way to prove that M does not have a rotation, we have
|F | ≤ O(log n log log n) ·OPT, which implies the theorem. ◀
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4 Stable Matching with Interview Queries

In this section, we summarize our results for the interview query model. We refer to the
full version [3] for formal proofs. Most of our results and proofs are quite similar to their
counterparts for comparison queries. This might be surprising as interview and comparison
queries are, in a sense, incomparable: While interview queries allow us to more efficiently
determine full preference lists, a comparison between two agents can be done more efficiently
via a single comparison query. As we show the same (asymptotic) bounds on the competitive
ratio, the latter seems to be the deciding factor.

▶ Theorem 12. In the interview query model, the best possible (randomized) competitive ratio
for finding the B-optimal stable matching in an instance of stable matching with one-sided
uncertainty is in Θ(n).

For the offline problem of verifying a given B-optimal stable matching with interview
queries, Rastegari et al. [30] show NP-hardness in a setting with partial uncertainty on both
sides. As their proof exploits the possibility of giving partial information as part of the input,
it does not directly translate to our setting with one-sided uncertainty.

▶ Theorem 13. The offline problem of computing an optimal set of interview queries for
finding the B-optimal stable matching in a stable matching instance with one-sided uncertainty
is NP-hard.

A 1-competitive algorithm for finding a stable matching and veryfing a given stable
matching with interview queries is implied by the results and arguments from [30] for a more
general uncertainty setting.

5 Stable Matching with Set Queries

We consider the stable matching problem with one-sided uncertainty and set queries. Note
that set queries are a natural generalization of comparison queries. For verifying any B-
optimal matching, we show that the optimal number of set queries is at least n− 1. We also
observe that there is an algorithm that makes at most n2 queries for finding the B-optimal
matching (or an A-optimal matching if we want to), as one can sort all preference lists
using n2 set queries. This implies an O(n)-competitive algorithm for finding the B-optimal
matching. For the subproblem of verifying that a given matching is B-optimal, we give
an O(log n)-competitive algorithm by exploiting the additional power of set queries in an
involved binary search algorithm. If we only have to verify stability for a given matching, we
give a 1-competitive algorithm. Furthermore, we show that the offline problem of verifying
that a given matching does not have a rotation is NP-hard.

5.1 Verifying That a Given Matching Is Stable
We start by characterizing the optimal number of queries (and query strategy) to verify that
a given matching M is stable. The main difference to the comparison model is that, for a
fixed b ∈ B, a single query top(b, {a | b ≺a M(a)} ∪ {M(b)}) is sufficient to prove that b is
not part of any blocking pair.

▶ Theorem 14. Consider a stable matching instance with one-sided uncertainty and a
stable matching M . The minimum number of set queries to verify that M is stable is
|{b ∈ B | ∃a ∈ A : b ≺a M(a)}| ≤ n. Further, there is a 1-competitive algorithm to verify
that M is stable.
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Proof. Consider an arbitrary b ∈ B. Let Z(b) = {a ∈ A | b ≺a M(a)}, i.e., Z(b) contains
all a ∈ A that could potentially form a blocking pair with b. Thus, M can only be stable if
M(b) ≺b a holds for all b ∈ B and a ∈ Z(b). If Z(b) ̸= ∅, at least one query to b is necessary,
and the query top(b, Z(b) ∪ {M(b)}) with answer M(b) reveals all the required information
to prove that b is not part of any blocking pair. Thus, the minimum number of queries to
confirm that M is stable is |{b ∈ B | ∃a ∈ A : b ≺a M(a)}| as claimed. Furthermore, the
algorithm that queries top(b, Z(b)∪{M(b)}) for all b ∈ B with Z(b) ̸= ∅ is 1-competitive. ◀

5.2 Verifying That a Given Matching Is Stable and B-Optimal
For the problem of confirming that a given matching is B-optimal by using set queries, we
show that every algorithm needs to execute at least n− 1 queries. This is analogous to the
setting with comparison queries and uses a similar proof as Lemma 7. It implies that finding
a B-optimal matching also requires at least n− 1 queries.

▶ Lemma 15. Consider an arbitrary stable matching instance with one-sided uncertainty
and the B-optimal matching M . Every algorithm needs at least n− 1 set queries to verify
that M is indeed stable and B-optimal.

Proof. For each b ∈ B, let Z(b) = {a ∈ A | b ≺a M(a)} and let S = {b ∈ B | Z(b) ̸= ∅}. By
the proof of Theorem 14, every algorithm needs to execute at least one query of the form
top(b, X) with X ⊆ A for all b ∈ S and this query has to return M(b) as the top choice.
Since verifying B-optimality includes proving stability, this leads to at least |S| queries.

Consider an arbitrary algorithm that verifies M to be B-optimal and let A1 ⊆ A denote
the agents of A that are returned as the top choice by some query of the algorithm. Then
|S| ≤ |A1| and {a ∈ A | ∃b ∈ S : M(b) = a} ⊆ A1 by the argumentation above.

If |A1| ≥ n − 1, then the statement follows immediately, so assume |A1| < n − 1 and
let A2 = A \ A1. Since |A1| < n− 1, the set A2 has at least two distinct members a1 and
a2. Furthermore, we must have M(a1), M(a2) /∈ S as observed above. By definition of
S, we have M(a1) ≺a1 M(a2) and M(a2) ≺a2 M(a1). This means that (a1, M(a2)) and
(a2, M(a1)), based on the initially given information, could potentially be rotation edges.
Thus, (a1, M(a1)), (a2, M(a2)) could potentially be a rotation and the algorithm has to
prove that this is not the case by showing that one of (a1, M(a2)) and (a2, M(a1)) is not an
r-edge. To prove that (a1, M(a2)) is not an r-edge, one has to either verify a2 ≺M(a2) a1 or
a1 ≺b M(b) for some b ∈ B with M(a1) ≺a1 b ≺a1 M(a2). However, this requires at least
one query that returns either a1 or a2 as the top choice, and there is a symmetric argument
for proving that (a2, M(a1)) is not an r-edge. Since a1 and a2 are never returned as the
top choice by a query of the algorithm, this is a contradiction to the assumption that the
algorithm verifies that M is B-optimal. ◀

In contrast to the comparison model, there exists an offline algorithm that asymptotically
matches the lower bound of Lemma 15.

▶ Theorem 16. There exists a polynomial-time offline algorithm that, given an instance of
stable matching with one-sided uncertainty and the B-optimal matching M , verifies that M

is indeed stable and B-optimal by executing O(n) set queries.

Proof. By the proof of Theorem 14, an algorithm can prove M to be stable by executing at
most n set queries, so it remains to prove that M is B-optimal by executing at most O(n)
set queries.
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We do so by proving that M does not contain a rotation. First, for each b ∈ B, we
compute the set P (b) = {a ∈ A |M(a) ≺a b and M(b) ≺b a}. Each tuple (b, a) with b ∈ B

and a ∈ P (b) could be a rotation edge based on ≺a but is not a rotation edge as M(b) ≺b a.
An algorithm can prove that none of these edge are actually rotation edges by executing a
query top(b, P (b) ∪ {M(b)}) for each b ∈ B. This leads to n additional queries.

If an a ∈ A does not have a rotation edge, then the previous queries prove that this is the
case. Consider an a ∈ A that has a rotation edge. Then the second endpoint of that edge
is the agent b ∈ B of highest preference according to ≺a among those agents that satisfy
M(a) ≺a b and a ≺b M(b). Let b be that endpoint. To prove that (a, b) is indeed a rotation
edge, an algorithm has to verify a ≺b M(b) and M(b′) ≺b′ a for all b′ with M(a) ≺a b′ ≺a b.
The latter has already been verified by the previous n queries and the former can be proven
by an additional query top(b, {a, M(b)}). Doing this for every a ∈ A that has a rotation edge
leads to at most n further queries.

Executing these queries yields, for each a ∈ A, either the rotation edge of a or a proof
that a does not have a rotation edge. Thus, it gives sufficient information to show that M

does not have a rotation and is B-optimal. ◀

Next, we give an online algorithm that decides whether a given matching M is B-optimal
by executing at most O(n log n) set queries. In combination with Lemma 15, this yields an
O(log n)-competitive algorithm for verifying that a given matching is B-optimal with set
queries.

▶ Theorem 17. There is an algorithm that decides if a given matching M in a stable matching
instance with one-sided uncertainty is stable and B-optimal with O(n log n) set queries.

Proof. First, we can use Theorem 14 and execute O(n) queries to decide whether M is
stable. If M turns out not to be stable, then we are done. Otherwise, we have to decide
whether M is B-optimal by using at most O(n log n) set queries. We do so by giving an
algorithm that, for each a ∈ A, either finds the rotation edge of a or proves that a does not
have a rotation edge. After executing that algorithm we clearly have sufficient information
to decide whether M exposes a rotation and, thus, whether it is B-optimal.

For each a ∈ A, we use R(a) to refer to the set of agents that could potentially form a
rotation edge with a. Initially, we set R(a) = {b ∈ B |M(a) ≺a b} as all agents with a lower
priority than M(a) can potentially form a rotation edge with a based on the initially given
information. During the course of our algorithm, we will update the set R(a) such that it
always only contains the agents of B that, based on the information obtained by all previous
queries, could still form a rotation edge with a. In particular, if we obtain the information
that M(b) ≺b a for some b ∈ R(a), then (a, b) clearly cannot be a rotation edge and we
can update R(a) = R(a) \ {b}. Similarly, if we obtain the information that a ≺b M(b) for
some b ∈ R(a), then the agents b′ ∈ R(a) with b ≺a b′ cannot form a rotation edge with a

anymore and we can update R(a) = R(a) \ {b′ ∈ R(a) | b ≺a b′}. Given the current list R(a)
of potential rotation edge partners, we use R̄(a) to refer to the

⌈
|R(a)|

2

⌉
agents of R(a) with

the highest priority in R(a) according to ≺a.
Our algorithm, cf. Algorithm 2, proceeds in iterations that each execute at most O(n)

set queries. Let Ri(a), a ∈ A, denote the current sets of potential rotation edges at the
beginning of iteration i and let R̄i(a) be as defined above. We define our algorithm in a way
such that each iteration i decides for each a ∈ A whether it has a rotation edge to an agent of
R̄i(a) or not. Then, |Ri+1(a)| ≤ |Ri(a)|+1

2 holds for each a ∈ A with |Ri(a)| > 1 as we either
get Ri+1(a) ⊆ R̄i(a) or Ri+1 ⊆ Ri(a) \ R̄i(a). Furthermore, if |Ri(a)| = 1, then iteration i

either identifies the rotation edge of a or proves that it does not have one. This means that
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Algorithm 2 Algorithm to decide whether a given matching is B-optimal using set queries.

Input: Stable matching instance with one-sided uncertainty and a matching M .
1 Decide whether M is stable using Theorem 14. If M is not stable, terminate;
2 R(a)← {b ∈ B |M(a) ≺a b} for all a ∈ A;
3 while We did not decide yet whether M is B-optimal do
4 U ← {a ∈ A | |R̄(a)| ≥ 1};
5 for b ∈ B do
6 Ub ← {a ∈ U | b ∈ R̄(a)};
7 repeat
8 t← top(b, Ub ∪ {M(b)});
9 if t = M(b) then R(a)← R(a) \ b for all a ∈ Ub; Ub ← ∅; ;

10 else
11 U ← U \ {t}; Ub ← Ub \ {t};
12 R(t)← R(t) \ {b′ ∈ R(t) | b ≺t b′};

13 until Ub = ∅;

after at most O(log n) such iterations, for each a ∈ A, we either found the rotation edge of a

or verified that it does not have one. Since each iteration executes O(n) set queries, we get
an algorithm that executes O(n log n) set queries and decides whether M is B-optimal.

It remains to show that each iteration i indeed executes O(n) set queries and decides,
for each a ∈ A, whether a has a rotation edge to some agent of R̄i(a). Lines 4 to 13 of
Algorithm 2 show the pseudocode for such an iteration. In each iteration i, the algorithm
considers the set U = {a ∈ A | |Ri(a)| ≥ 1}, i.e., the subset of A for which we do not yet
know whether it has a rotation edge to some agent of R̄i(a). Then, the algorithm iterates
through the agents b of B and considers the set Ub = {a ∈ U | b ∈ R̄i(a)}. Note that, for
each a ∈ Ub, it holds that if a ≺b M(b), then a has a rotation edge to some agent of R̄i(a)
(not necessarily to b). The algorithm executes the query top(b, Ub ∪ {M(b)}). If this query
returns M(b), then we know for sure that b does not have a rotation edge to any agent of Ub

and we can discard b for the rest of the iteration and also remove b from the current R(a) of
all a ∈ Ub. On the other hand, if the query returns a ̸= M(b), then we know that a has a
rotation edge to some agent of R̄i(a) and we do not need to consider a for the rest of the
iteration anymore. Thus, after each query within the iteration we discard an agent of either
A or B, which means that the iteration terminates after at most 2n queries. At the end of
the iteration, we know for each a ∈ A whether it has a rotation edge to some b ∈ R̄i(a). ◀

For the offline problem, we show that computing the query set of minimum size that
verifies that a given matching does not have a rotation is NP-hard. However, in the instances
constructed by the reduction, verifying that the given matching does not have a rotation
and is stable is trivial as we will discuss after the proof. This means that the following result
does not imply NP-hardness for the offline variant of finding the B-optimal matching with
set queries.

▶ Theorem 18. In the set query model, the offline problem of computing an optimal set of
queries for verifying that a given B-optimal stable matching M for a stable matching instance
with one-sided uncertainty does not have a rotation is NP-hard.

Proof. We show the statement by reduction from the NP-hard feedback vertex set problem [23].
In this problem, we are given a directed graph G = (V, E) and a parameter k ∈ N. The goal
is to decide whether there exists a subset F ⊆ V with |F | ≤ k such that deleting F from G

yields an acyclic graph.
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We construct an instance of the stable matching problem with one-sided uncertainty and
a matching M as follows:
1. For each v ∈ V , we add an agent av to set A and a matching partner M(av) to set B.
2. For each v ∈ V and u ∈ V \ {v}, we set M(av) ≺av M(au) if (v, u) ∈ E and M(au) ≺av

M(av) otherwise.
3. For each v ∈ V and u ∈ V \ {v}, we set av ≺M(v) au.

Based on the A-side preferences, each (av, M(au)) with (v, u) ∈ E could be an r-edge
and each (av, M(au)) with (v, u) /∈ E is not an r-edge. Consider the directed graph
G′ = (A ∪ B, E′) with E′ = {(M(av), av) | v ∈ V } ∪ {(av, M(au)) | (v, u) ∈ E)}. Then,
based on the A-side preferences, each cycle in G′ could be a rotation. Furthermore, if we
contract the edges {(M(av), av) | v ∈ V }, we arrive at the given graph G.

Assume that there is a set F ⊆ V with |F | ≤ k such that deleting F from G yields an
acyclic graph. Consider the queries top(M(av), A) for all v ∈ F . By the third step of the
reduction, these queries prove that the agents M(av) with v ∈ F are not part of any rotation.
This also means that the agents av with v ∈ F cannot be part of a rotation. Thus, the only
edges that can still be part of a rotation are the matching edges (M(av), av) with v /∈ F and
the edges (av, M(au)) with (v, u) ∈ E but v, u /∈ F . If we consider the graph induced by
these remaining edges and contract the matching edges, we arrive at the subgraph G[V \ F ]
of the given feedback vertex set instance. Since this graph by assumption does not contain a
cycle, this implies that executing the queries proves that the constructed instance has no
rotation.

Consider a query strategy that proves the constructed instance to not have a rotation
by using at most k queries. Let A′ ⊆ A denote the set of all agents that are returned as
the top choice by at least one of those queries. Then, by construction, the alternative query
strategy that queries top(M(av), A) for each av ∈ A′ must also be feasible and uses at most
k queries. This alternative strategy proves that there exists no rotation by proving that no
av ∈ A′ is part of any rotation. Thus, removing all vertices av and M(av) with av ∈ A′ from
the graph G′ as defined above yields a graph without cycles. This also implies that removing
F = {v ∈ V | av ∈ A′} from G yields a graph without cycles. Thus, F with |F | ≤ k is
feasible for the given feedback vertex set instance. ◀

In the instances constructed within the proof, querying top(M(av), A) for between n− 1
and n agents av ∈ A proves that the given matching is stable and B-optimal. If n− 1 queries
suffice, then this is optimal by Lemma 15. Otherwise, n queries are optimal. We can decide
whether n − 1 queries suffice via enumeration over which agent M(av) does not receive a
query top(M(av), A). Thus, the NP-hardness for proving that no rotation exists does not
directly translate to the offline problem of proving that a given matching has no rotation
and is stable.

6 Open Problems

While we understand the comparison model quite rigorously, it remains open in the set query
model what best possible competitive ratio can be achieved for finding a (A- or B-optimal)
stable matching. Further, it would be interesting to investigate the two-sided stable matching
problem with uncertainty in the preference lists on both sides. For verifying the stability
of a given matching in this case, we give a best possible 2-competitive algorithm in the full
version [3]. All other questions regarding finding a stable or stable and optimal matching
remain open under two-sided uncertainty. It would also be interesting to investigate a
generalized set query model in which a query to a set S ⊆ A for a b ∈ B reveals the top-k
partners of b, that is, the k partners in S that b prefers most.
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A Constant Factor Approximation for Directed
Feedback Vertex Set in Graphs of Bounded Genus
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Abstract
The minimum directed feedback vertex set problem consists in finding the minimum set of vertices
that should be removed in order to make a directed graph acyclic. This is a well-known NP-hard
optimization problem with applications in various fields, such as VLSI chip design, bioinformatics
and transaction processing deadlock prevention and node-weighted network design. We show a
constant factor approximation for the directed feedback vertex set problem in graphs of bounded
genus.
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1 Introduction

In the directed feedback vertex set problem (DFVS), we are given a (node-weighted) directed
graph G = (V,E) with costs cv ∀v ∈ V and wish to find a minimum cost set X for which
G\X is acyclic. DFVS is one of Karp’s original 21 NP-hard problems [16]. The DFVS
problem has many applications including deadlock resolution [10], VLSI chip design [19] and
program verification [20].

A 2-approximation for (undirected) FVS is given in [2]. DFVS has a 2-approximation in
tournaments [21] and bipartite tournaments [24], is polynomial-time solvable on graphs of
bounded treewidth, has a 2.4-approximation in planar graphs [3] and has an O(log n log log n)-
approximation in general graphs [7]. DFVS does not have an O(1)-approximation under the
unique games conjecture [13]. The genus of a graph is the minimal integer g such that the
graph can be drawn without crossing itself on a sphere with g handles.

The following is the natural LP for DFVS and its dual, where C is the set of directed
cycles of our graph.

min cTx (PDFVS)
s.t. x(C) ≥ 1 ∀ C ∈ C (1)

x ≥ 0

max 1T y (DDF V S)

s.t.
∑

C∈C,v∈C

yC ≤ cv ∀v ∈ V (G)

y ≥ 0 .
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Given that constant approximations for DFVS exist for planar graphs, one naturally
wonders if DFVS admits constant approximations in bounded genus graphs. We answer this
question positively.

▶ Theorem 1. For any fixed genus g, there is a polynomial-time O(g)-approximation for
DFVS for graphs of genus g. Moreover, the algorithm returns a DFVS with cost O(g) times
the optimum solution to (PDFVS).

From the proof of Theorem 1, it is clear that the algorithm in Theorem 1 runs in time
O(g)poly(|V (G)|).

For uniform costs, the dual LP (DDF V S) is the natural LP of the dicycle packing problem.
The dicycle packing problem is the problem of finding the maximum number of vertex disjoint
dicycles of a graph. Schlomberg et al. [23] show that the LP gap of the natural LP for dicycle
packing is at most Ω( 1

g2 log g ) on any graph of genus g. Our result then also implies that the
minimum size of a DFVS is at most O(g3 log g) the size of a maximum dicycle packing.

1.1 Our techniques
Informally speaking, for a (directed) graph embedded on a surface where each directed cycle
bounds a region homeomorphic to the plane, one can apply the same primal-dual techniques
in [12, 3] to obtain a constant factor primal-dual approximation.

In the other case, our algorithm will use the natural LP for DFVS to look for a “separator”
[5, 8, 9] S ⊂ V of cost at most a constant times the optimal DFVS such that G\S is of
smaller genus. We obtain a directed cycle C, the removal of which results in a surface of one
smaller genus. Traversing along the dicycle, we may define a “left” and “right” side of the
dicycle. Like in [7], we solve the DFVS LP and use the LP values as distances.

If there is no short path leaving C from the left and entering C from the right and vice
versa then there is a small separator S such that each dicycle of G\S either does not use any
“left arc” that is, an arc coming in or leaving C from the left, or does not use any “right arc”
that is, an arc coming in or leaving C from the right. G with all left (resp. right) arcs deleted
is of genus at least one less so inductively we can solve within a constant factor DFVS on G

with all left (resp. right) arcs deleted. These two solutions together with S form a DFVS of
constant times more than the optimum. If such short paths exist but all starting points of
such paths and ending points of such paths are far apart the analysis is similar.

The final case is where there are short paths P1, P2 leaving C from the left and entering C
from the right (or vice versa) and the starting point of P2 is close to the endpoint of P1. We
show that P1 is “far” from P2 so to speak (we are using directed distances so this is not the
same as P2 being far from P1) and compute a suitable separator. We show that the resulting
strongly connected components are of smaller genus. We then combine approximations for
different components to give an approximation for the original graph.

The presentation in this paper is focused on demonstrating linear dependence on the
genus rather than optimizing the constant in Theorem 1.

2 Preliminaries

In our figures, we will use the representation of the torus by taking the unit square [0, 1]×[0, 1]
and identifying the two pairs of edges {0} × [0, 1], {1} × [0, 1] and [0, 1]× {0}, [0, 1]× {1},
that is, the point (0, p) is identified with (1, p) and the point (q, 0) is identified with the point
(q, 1).
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Throughout this paper, all surfaces are orientable and smooth and all curves are piece-
wise smooth. Distances on surfaces will refer to the geodesic (shortest path on the surface)
distance. It is well known (see for instance [22]) that a smooth orientable surface Q is
diffeomorphic to the g-genus torus for some g. For X ⊂ Q, denote cl(X) as the closure of X
in Q. We henceforth assume our surface is a g-genus torus for some g.

Let us call a cycle of G, or a closed curve C embedded on a surface Q facial if it bounds a
region inside(C) of the surface homeomorphic to the plane. If the genus of Q is greater than
0, call inside(C) the inside region of Q\C. For any set F ⊂ V , define GF to be the residual
graph, that is, the subgraph of G induced by those vertices that lie in a dicycle of G\F .

3 Hitting the facial cycles of a digraph

In general, given a (node-weighted) directed graph G = (V,E) with costs cv ∀v ∈ V a set
C of cycles of a digraph G, we define the C-hitting set problem as the problem of finding a
minimum cost set X such that X ∩ C ̸= ∅ ∀C ∈ C. In this section, we are concerned with
when C is the set of facial cycles of our graph.

Given a digraph G embedded on a surface Q, we show how to obtain an O(g)-
approximation for the problem of finding a minimal hitting set for the set of facial dicycles
of a graph embedded on any surface Q of genus g.

▶ Theorem 2. For a graph G embedded on a surface Q of genus g, there is a polynomial-time
O(g)-approximation for the problem of hitting facial dicycles of G. Moreover, the algorithm
returns a DFVS with cost O(g) times the optimum solution to (PDFVS) where C is the set of
facial dicycles.

Further, if G is embedded in a way such that there exist regions R1, R2 of Q homeomorphic
to the open disk, such that the inside region of any facial dicycle contains at least one of
R1, R2, then there is an algorithm that returns the optimum solution to (PDFVS) where C is
the set of facial dicycles.

Proof. We first show that DFVS has an O(g)-approximation. If C is a facial cycle bounding
a face of G, call C face minimal. Note that if G contains a facial cycle, then it must contain
a face minimal cycle by the following argument. Let C be a dicycle such that inside(C) is a
minimal (by containment) region of Q. Recall that we removed all vertices of G not lying
on a dicycle. In particular, any vertex w inside the region inside(C) must lie on a facial
dicycle Aw. Aw cannot be contained entirely in cl(inside(C)), as then the region Aw would
be strictly contained in inside(C). Thus, inside(Aw) intersects C and there is a dipath P

between two nodes u, v of C. If C is not a face, then either there is a vertex w inside the
region RC or there is an edge uv between two nodes u, v of C such that g(uv)\(g(v) ∪ g(u))
lies in RC . In either case, there is a dipath P between two nodes u, v of C then P together
with either the u-v or v-u dipath in C forms a cycle bounding a smaller region of Q, which
is a contradiction.

Our algorithm proceeds as follows. This is a primal-dual algorithm analogous to the
technique of [12] for DFVS in planar graphs. Given a feasible dual solution y to (DDF V S),
let the residual cost of node v ∈ V be cv −

∑
C∈C,v∈C yC . For Ŝ ⊂ V (G), recall GŜ denotes

the subgraph of G induced by those vertices which are in a dicycle of G\Ŝ.
Our primal-dual method begins with a trivial feasible dual solution y = 0, and the empty,

infeasible hitting set Ŝ = ∅.
While GŜ contains a facial cycle, increment the dual variables yC in PDFVS of face minimal

cycles C of G. When a node of G becomes tight add it to Ŝ. When GŜ contains no facial
cycles apply reverse deletion to Ŝ with respect to the facial cycles of GŜ , that is, we consider

APPROX/RANDOM 2024
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Algorithm 3.1 MinWeightDirectedFVS (G, c).

Input : A digraph G = (V,E) with non-negative node-costs cv, for each v ∈ V .
Output : A Directed FVS S of G.

1 S = ∅
2 while GS contains a facial cycle do
3 Increment all dual variables yC for face minimal cycles of GS . Add all nodes that

became tight to S.
4 end while
5 Reverse-Deletion:
6 Let s1, s2, .., sl be nodes of S in the order they were added.
7 for t = l downto 1 do
8 if GS\{st} contains no facial cycle then
9 S ← S\{st}

10 end if
11 end for
12

13 return S

each node v of Ŝ in the order it was added and if G\(Ŝ\{v}) contains no facial cycles, delete
v from Ŝ. Denote by S̄ the set Ŝ at the end of the algorithm. In other words, we apply the
primal-dual method to solve the problem of hitting all facial dicycles of G.

Clearly, S̄ is a feasible hitting set for the set of facial dicycles of G, we claim it has cost
O(g)OPTLP . To do so we apply that standard analysis of primal-dual methods in [11, 12].

▶ Theorem 3 ([11]). Suppose S ⊂ V (G) and y is a solution to (DDF V S) output by our
primal-dual algorithm such that the following holds.
1. y is obtained starting with the initial feasible solution y := 0 and incrementing some set

of dual variables {yC : v ∈ Ct} uniformly and maintaining feasibility of y for iterations
t = 1, 2, .., l for some l ∈ N.

2. For each iteration t ∈ {1, 2, 3, .., l}, the set {yC : C ∈ Ct} of incremented dual variables
satisfies

∑
C∈Ct

|S ∩ C| ≤ β|Ct|.
3. ∀v ∈ S,

∑
C∈C v∈C yC = cv.

Then S has cost at most β
∑

C∈C yC , that is at most β times the LP value.

Using Theorem 3, it suffices to prove that during any iteration t, the face minimal cycles
Ct of GSt , where St is our current hitting set satisfies∑

C∈Ct

|S̄ ∩ C| ≤ O(g)|Ct|. (2)

Again we remove nodes of G that do not lie on any dicycle. Denote S̄t to be the nodes of
S̄ that intersect a cycle of Ct. So it suffices to show

∑
C∈Ct

|S̄t ∩ C| ≤ O(g)|Ct|.
The following definition of crossing cycles was elementary to the approach by Goemans

and Williamson [12].

▶ Definition 4. Fix an embedding of a planar graph. Two cycles C1, C2 cross if Ci contains
an edge intersecting the interior of the region bounded by C3−i, for i = 1, 2. That is, the
plane curve corresponding to the embedding of the edge in the plane intersects the interior of
the region of the plane bounded by C3−i. A set of cycles C is laminar if no two elements of C
cross.
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Denote C′ the set of facial cycles of C. For a node v ∈ S̄, call a cycle C ∈ C′ with
C ∩ S̄ = {v} a witness for v. Since we applied reverse deletion to S̄ at the end of the
algorithm, each node of S̄ has a witness in C′ which is a cycle of GS .

The following result about the structure of witness cycles was vital to the 3 and 2.4
approximations for DFVS in planar graphs by [12] and [3]. We observe that the proof in [12]
which involves iteratively applying an “uncrossing” procedure to two witness cycles that
cross yields the same result for facial cycles of graphs on surfaces.

▶ Lemma 5 ([12]). There exists a laminar family A ⊂ C′ of witness cycles in GSt̄ for S̄t.

The laminar family A can be represented by a forest where A1 is an ancestor of A2 if the
inside region of A1 contains the inside region of A2. Add a root node r to this forest, make
it the parent of every maximal node of the forest and call the resulting tree T .

We assign each cycle C of Ct to the smallest node of T containing C. Call the set of cycles
assigned to w ∈ T , Cw. We assign the nodes that w and the children of w are witnesses of to
w and call this set S̄w.

To bound
∑

C∈Ct
|S̄t ∩ C|, we define the following bipartite graph.

▶ Definition 6 ([12]). The debit graph for Ct and S is the bipartite graph DG = (R∪ S,E)
with edges ECt

= {(C, s) ∈ Ct × S | s ∈ C}.

Since each C ∈ Ct is incident to the vertices of S̄t on C, |S̄t ∩ C| is the degree of C in DG.
Summing this equality over each C ∈ Ct yields

∑
C∈Ct

|S̄ ∩ C| = E(DG). By placing the
node of the debit graph corresponding to C inside the inside region of C we can see that the
debit graph is also embedded on Q.

▶ Proposition 7 (Corollary of Euler’s formula for graphs of genus g). A (simple) bipartite
graph Ḡ with at least three vertices embedded on a surface of genus g satisfies

E(Ḡ) ≤ (2 + g)|V (Ḡ)| − 4

if G has two vertices then

E(Ḡ) ≤ (2 + g)|V (Ḡ)| − 3

Proof. Euler’s formula (for instance see [17]) for graphs embedded on a surface of genus
g yields 2 − 2g = |V (Ḡ)| − |E(Ḡ)| + |F (Ḡ)|. Following the same method as the proof of
Euler’s formula for bipartite planar graphs with at least 3 vertices, (for instance see Corollary
4.2.10 of [6]) we observe that each face of Ḡ having at least 4 edges means |F (Ḡ)| ≤ 1

2 ||.
Thus, for |V (Ḡ)| ≥ 3, |E(Ḡ)| ≤ 2|V (Ḡ)| − 4 + 4g ≤ (2 + g)|V (Ḡ)| − 4. If |V (Ḡ)| ≤ 2 then
|E(Ḡ)| ≤ 1 ≤ (2 + g)|V (Ḡ)| − 3. ◀

For a node w of T that is not a leaf or the root, the subgraph of DG induced by Cw ∪ S̄w is
embedded on Q and further |Cw ∪ S̄w| ≥ 3, thus by Proposition 7,

|E(DG(Cw∪ S̄w))| ≤ (2+g)|Cw|+(2+g)|S̄w|−4 = (2+g)|Cw|+(2+g)(degT (w)−1)−4. (3)

For a leaf v of T

|E(DG(Cv ∪ S̄v))| ≤ (2 + g)|Cv|+ 2|S̄v| − 3 = (2 + g)|Cv|+ 2(degT (v)− 1)− 3. (4)

For the root r of T

|E(DG(Cr ∪ S̄r))| ≤ (2 + g)|Cr|+ 2|S̄r| = (2 + g)|Cr|+ 2(degT (r)− 1). (5)

APPROX/RANDOM 2024
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Summing these up we get

|E(DG)| =
∑

v∈T |E(DG(Cv ∪ S̄v))|
≤ (2 + g)|C|+

∑
v∈T (2 + g) degT (v)− 4|T |+ l + 4

≤ (2 + g)|C|+ 2((2 + g)|T | − 2)− 4|T |+ l + 4
≤ (2 + g)|C|+ 2g|T |+ l

≤ (3 + 3g)|C|

where l is the number of (non-root) leaves of T . Thus,
∑

C∈Ct
|S̄∩C| = |E(DG)| ≤ (3+3g)|C|.

This shows that S̄ has cost O(g)OPTLP and hence our algorithm returns a solution of
cost O(g)OPTLP .

Now let us show that in the case G is embedded in a way such that there exist regions
R1, R2 of Q homeomorphic to the open disk, such that the inside region of any facial dicycle
contains at least one of R1, R2, then Algorithm 3.1 is an 8- approximation.

The proof works exactly the same as the general case. The key here is to note that the
inside regions of face minimal dicycles do not intersect. Thus, R1 lies in the inside region
of at most one cycle in Ct. Likewise, R2 lies in the inside region of at most one cycle in
Ct. Since inside region of any facial dicycle contains at least one of R1, R2, |Ct| ≤ 2. Again
Lemma 5 holds. For a facial dicycle A, denote insideCt

(A) the set of cycles of Ct that lie in
the closure of the inside region of A.

▶ Lemma 8. There do not exist distinct A1, A2, A3 ∈ A such that insideCt
(A1) =

insideCt(A2) = insideCt(A3).

Proof. Suppose such A1, A2, A3 existed. Since they are laminar we may assume w.l.o.g that
A1 is contained in the closure of the inside region of A2 and A2 is contained in the closure of
the inside region of A3. Let vi be the hit node that Ai is the witness of. Note that v2 does
not lie on A1. Thus, as v2 lies outside inside(A1), it lies outside the closure cl(inside(A1)) of
inside(A1). So v2 lies in Q\ inside(A3). Thus, v2 does not lie on any cycle of insideCt

(A3).
Also v2 does not lie on A3. Thus, as v2 lies inside cl(inside(A3)), it lies inside inside(A3).
Thus, v2 does not lie on any cycle of Ct\ insideCt

(A3).
This implies that v2 does not lie on any cycle of Ct, which is a contradiction. ◀

This implies that |S̄t| = |A| ≤ 2(2|Ct|) ≤ 8. Thus,
∑

C∈Ct
|S̄t ∩ C| ≤ |S̄t||Ct| ≤ 8|Ct|. This

shows Algorithm 3.1 is an 8-approximation. ◀

4 Solving the case of no facial cycles

We now show the LP gap of the natural LP (PDFVS) for G has integrality gap O(g) in the
case G contains no facial cycles. This will allow us to derive an O(g)-approximation for the
general case by first using Theorem 2 to obtain a hitting set S for the set of facial cycles of
cost at most O(g)OPT and then obtaining a hitting set S̄ for the remaining dicycles.

▶ Lemma 9. Suppose G is a digraph embedded on a surface Q of some fixed genus g and
there is no facial dicycle of G. Then the LP gap of the natural LP (PDFVS) for G has
integrality gap O(g).

Proof. We prove the statement by induction on the genus g. The case g = 0 is trivial because
all cycles in planar graphs are facial. Suppose the statement is true for g = g′. Let Q be a
surface of genus g, Let G be a digraph embedded on Q.
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First, while the optimal solution x̄ to (PDFVS) has a vertex v with value x̄v ≥ 1
24 add v

to our temporary hitting set F . Formally initialize F = ∅. While the optimal solution x̄ to
(PDFVS) for GF contains a value x̄v which is 1

24 or more add v to F .
Let F denote the final set obtained. Let x̂ be an optimal extreme point solution for the

DFVS LP (PDFVS) for GF , so x̂v <
1

24 ∀v ∈ V (GF ). Standard results in iterative rounding,
see for instance page 14 of [18], show F has cost at most 24 times the optimal value of our LP.

We now seek to define (integral) distances on GF . By standard LP theory, x̂ has rational
coordinates. Let N ∈ Z>0 be such that Nx̂ and 1

12N are integral, call Nx̂v, the weight of v.
Define the weighted distance of path P = v0, v1, .., vl, ω(P ) to be ω(P ) :=

∑l−1
i=0 Nx̂vi

. For
a subgraph H of GF define the weighted distance d{ω,H}(u, v) from u to v the minimum
weight of a u-v path in H. Define dω := d{ω,G}. For U,W ⊂ V (G), define dω,H(U,W ) :=
minu∈U,w∈W dω(u,w). Define dω(U,W ) = dω,G(U,W ). Define the weighted distance of a
closed walk P ′ = v0, v1, .., vlv0, ω(P ′) to be ω(P ′) :=

∑l
i=0 Nx̂vi

. The results in this paper
could also be shown by instead defining the weight of each vertex to be x̂v and instead
defining the layers (see later) to be the vertices at distance a multiple of 1/N from a given
set of vertices. Since x̂ is feasible the following result holds.

▶ Proposition 10. The weighted distance of any (directed) closed walk P ′ is at least N .

Since x̂ is optimal, there exists a dicycle C1 := v1, v2, .., vl′ such that
∑

v∈C1 x̂v = 1. The
motivation of our definition of weighted distance comes from [7]. In [7], they also scale the
LP values of (PDFVS) so that the resulting values are integer. For any vertex v with x̂v = 0,
they “bypass” the vertex, that is, for each out neighbour u of v and in neighbour w of v,
they add the edge wu to the graph and when they have done this for all neighbours, they
delete v from the graph. For any vertex v with Nx̂v > 1‘ they replace v by a “chain” of
Nx̂v > 1‘ vertices v1 → v2 → .. → vNx̂v

, that is, for i = 1, 2, .., Nx̂v − 1, vivi+1 is an edge.
wv1 and vNx̂v

u are edges for each in neighbour w and out neighbour u. Call this graph H.
For any W ⊂ V (H) they define “layers” Li = {v ∈ H : dH(W, v) = i} the nodes at

distance i from W . They show that the cost of all layers L0, L1, ... is
∑

v∈V (G) Nx̂v. This is
very useful for us as we will use this to show that one layer in L1, ...Lm has cost at most
1
m

∑
v∈V Nx̂v. However, the bypassing operation and replacing a node with a chain operation

of [7] do not preserve the genus of the graph. We instead define the notion of weighted
distance dω. Denote the i-th layer from W as Li := {v ∈ V : i ≥ dω(W, v) > i− ω(v)} the
set of nodes for which the distance from W to v is at most i, but for which the distance
plus the weight of v is more than i. One can see that v lies in Nx̂v different Li, which is
analogous to how H defined in [7] contains Nx̂v copies of v each lying in different layers as
well. In particular, a node of weight 0 does not lie in any Li, which is analogous to how a
vertex of weight 0 is bypassed in [7].

Consider the embedding of C1 on our surface. Given a subgraph W of G, denote by g(W )
the subset of our surface occupied by a vertex or edge of W . We want to define a “small”
neighbourhood around g(C1), not containing any vertices outside C1, which we divide up
into “left” of g(C1) and “right” of g(C1), which we do using the following propositions. These
are slightly informal statements of the exact propositions we require, the precise statements
appear in Section 5.

▶ Proposition 11 (Informal statement of Proposition 23 and Proposition 24). Given a closed
continuous non-self-intersecting curve C ′ embedded on an orientable surface Q, we may
partition a small open neighbourhood about C into a “left” L and “right” R. For any curve
f : [0, 1]→ Q disjoint from C ′ except at f(1) the partition allows us to say that f “reaches”
C ′ from either the left or right.
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h(0)

h(1)

Figure 1 L and R from Proposition 11 in yellow and red respectively curve C′ depicted in black.
The curve h leaving C′ from the left and entering from the right is depicted in dark green. The
closed curve formed by h and the subcurve of C′ between h(0) and h(1) depicted in light green
forms a non-facial closed curve.

▶ Proposition 12 (Informal statement of corollary of Proposition 26). Let C ′ be a non-facial
closed curve. If a curve h : [0, 1] → Q “leaves” C ′ at a point h(0) ∈ C ′ from the left and
reaches C ′ at a point h(1) ∈ C ′ from the right, then h([0, 1]) together with a subcurve of C ′

from h(0) to h(1) is a non-facial closed curve.

We defer the proofs of Proposition 11 and Proposition 12 for now. We apply Proposition 11
to g(C1). Let L,R be as in Proposition 11 so that each g(e) for e ∈ E(G)\E(C1) is disjoint
from at least one of L,R and for each e ∈ E(G\C1), g(e) is disjoint from both L,R. For
each arc uv of GF with exactly one endpoint v on C1, g(uv) can be parameterized by a
(continuous) curve f : [0, 1]→ g(uv) with f(0) = g(u), f(1) = g(v). If f reaches g(C1) from
the left we say that uv reaches C1 from the left, otherwise, we say uv reaches C1 from the
right.

Let u′
i,1, u

′
i,2, .., u

′
i,li

be the out neighbours of vi such that the edges u′
i,t′vi reach vi from

the left, that is, the arc obtained from reversing the arc viu
′
i,t′ of our graph reaches vi from the

left. Let w′
i,1, w

′
i,2, .., w

′
i,zi

be the in neighbours of vi such that the edges w′
i,t′vi reach vi from

the right. Subdivide each edge viu
′
i,t into a path viui,tu

′
i,t and each edge w′

j,t′vj into a path
w′

j,t′wj,t′vj and give the new vertices wj,t′ , ui,t infinite cost. There is a natural embedding
of our new graph on our surface by placing each ui,t where the midpoint of the curve
g(viu

′
i,t) was embedded and likewise for wj,t′ . By abuse of notation, we continue to call our

graph G and define x̂ui,t = x̂wj,t′ = 0 for all ui,t, wj,t′ . Denote U := ∪l′

i=1{ui,1, ui,2, .., ui,li}
and W := ∪l′

i=1{wi,1, wi,2, .., wi,zi
}. For X ⊂ [l′], denote UX := ∪i∈X{ui,1, ui,2, .., ui,li

},
VX = {vi : i ∈ X} and WX := ∪i∈X{wi,1, wi,2, .., wi,zi}.

Let τ− := {i ∈ [l′] : ∃wi,t′ ∈ W, ∃uj,t ∈ U : dω,GF \C1(uj,t, wi,t′) < 1
12N} the first

indices of the set of vertices of W of weighted distance at most 1
12N from U in GF \C1. Let

τ+ := {j ∈ [l′] : ∃uj,t ∈ U, ∃wi,t′ ∈W : dω,GF \C1(uj,t, wi,t′) < 1
12N} the first indices of the

set of vertices of U that can reach W in GF \C1 with a path of weighted distance at most
1

12N .

▷ Claim 13. If dω(Vτ− , Vτ+) > 1
12N , then we can find S ⊂ V , c(S) = O(1)OPTLP , where

OPTLP :=
∑

v∈V cvxv is the value of the optimal fractional solution, such that any strongly
connected component of GF \S does not contain a directed path from U to W in G\C1.
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Figure 2 Nodes of Uτ+ and Vτ− shown in blue.

If dω(Vτ− , Vτ+) ≤ 1
12N , then the LP gap of the natural LP (PDFVS) for GF has integrality

gap O(g).

Proof. Suppose dω,G\C1(Vτ− , Vτ+) > 1
12N . For i = 0, .., 1

12N let Si := {v ∈ V : i ≥
dω,GF \C1(U\Uτ+ , v) > i−ω(v)} denote the set of vertices of V that are at weighted distance
i from U\Uτ+ inGF \C1. (see Figure 2). Since dω,GF \C1(U\Uτ+ ,W ) > 1

12N , for i = 0, .., 1
12N ,

W ∩ Si = ∅ and W is not reachable from U\Uτ+ in (GF \C1)\Si for any i.
Since each v can lie in at most ω(v) Si,

∑ 1
12 N
i=0 c(Si) ≤ N · OPTLP . Let S′ be the

Si of minimum cost. For i = 0, .., 1
12N let Ti := {v ∈ V : i > dω,GF \C1(v,W\Wτ−) −

ω(v), dω,GF \C1(v,W\Wτ−) ≥ i}. Since for v ∈ U , dω,GF \C1(v,W\Wτ−) − ω(v) =
dω(v,W\Wτ−) > 1

12N , U ∩ Ti = ∅ for i = 0, .., 1
12N . Hence W\Wτ− is not reachable

from U in (GF \C1)\Ti for any i. Let T ′ be the Ti of minimum cost.
Finally, let Yi := {v ∈ V : i ≥ dω(Vτ− , v) > i − ω(v)} the set of vertices of weighted

distance i from Vτ− . By assumption dω(Vτ− , Vτ+) > 1
12N and hence Vτ+ is not reachable

from Vτ− in GF \Yi for any i = 1, 2, .., 1
12N . Let Y ′ be the Yi of minimum cost.

Let S := S′ ∪ T ′ ∪ Y ′. We claim no strongly connected component K ′ of GF \S contains
a directed path from U to W in GF \C1. Suppose for a contradiction that some strongly
connected component K ′ of GF \S contains a directed path from some ui,t ∈ U to some
wj,t′ ∈W .

If j /∈ τ−, then wj,t′ is not reachable from U in GF \S. If i /∈ τ+, then W is not reachable
from ui,t in GF \S. Thus, if either j /∈ τ− or i /∈ τ+ then there is no path from ui,t to wj,t′

in GF \S. Thus, j ∈ τ− and i ∈ τ+. As K ′ is strongly connected, this implies that GF \S
contains a path from Vτ− to Vτ+ , which is not possible.

Now suppose that dω(Vτ− , Vτ+) ≤ 1
12N . Let i ∈ τ− and j ∈ τ+ be such that dω(vi, vj) ≤

1
12N . Let P1, P2, P3 be ua,t-vi, uj,t′-vb and vi-vj paths of weight at most 1

12N , with the
second last vertices of P1, P2 being in W , for some a, b. Such paths exist as i ∈ τ− and j ∈ τ+.
If a = i, then P1viua,t is a cycle for which

∑
v∈P1viua,t

x̂v < 1 which is a contradiction. So
a ̸= i, likewise b ̸= j.

For i′, j′ ∈ {1, 2, .., l′}, let C1
(vi′ ,vj′ ) := vi′ , vi′+1, vi′+2, .., vj′−1vj′ (where vt = vt (mod l′))

denote the directed path in C1 from vi to vj . Note that dω(vi′ , vj′) = ω(C1
(vi′ ,vj′ )), for

otherwise there is a vi′-vj′ path P ′ of weight less than dω(vi′ , vj′). Then C1
(vj′ ,vi′ ) ∪ P

′ is
a directed closed walk of weight ω(C1) − ω(C1

(vi′ ,vj′ )) + dω(vi′ , vj′) < ω(C1). Noting that
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the weighted distance of a cycle is equal to N
∑

v∈C1 x̂v, we obtain N
∑

v∈C1
(v

j′ ,v
i′ )∪P ′ x̂v <

ω(C1) = N , from which it follows the sum of the x̂v values along the closed walk C1
(vj′ ,vi′ )∪P

′,∑
v∈C1

(v
j′ ,v

i′ )∪P ′ x̂v is strictly less than 1, which contradicts the feasibility of x̂.

We claim ω(C1
(va,vi)), ω(C1

(vj ,vb)) ≤
1

12N . Suppose for a contradiction that ω(C1
(va,vi)) >

1
12N . Since ω(C1) = N , this implies that ω(C1

(vi+1,va−1)) < N − 1
12N . Then the cycle

P1C
1
(vi,va)vaua,t satisfies

∑
v∈V (P1C1

(vi,va)vaua,t) x̂v < 1− 1
12 + 1

12 = 1 which is a contradiction.
Likewise, ω(vj , vb) ≤ 1

12N .
Let us show C1

(va,vi) ∩ C
1
(vj ,vb) = {vi} ∩ {vj}, that is the paths C1

(va,vi) and C1
(vj ,vb) are

disjoint except in the case i = j when their intersection is vi. First, let us address the case
i ≠ j. Suppose for a contradiction that C1

(va,vi) ∩ C
1
(vj ,vb) ̸= ∅. Let v ∈ C1

(va,vi) ∩ C
1
(vj ,vb).

Note v ̸= vi, vj for otherwise C1
(vj ,vi)P3 is a closed walk of weight less than N . Let Q1 be

a path from v to vi in C1
(va,vi) and Q2 a path from vj to v in C1

(vj ,vb). Then Q2Q1P3 is a
closed walk of weighted distance at most 1

4N which is a contradiction.
Now suppose that i = j. Suppose for a contradiction that C1

(va,vi) ∩ C
1
(vj ,vb) ̸= {vi}. Let

v ∈ (C1
(va,vi) ∩ C

1
(vj ,vb))\vi. Let Q1 be a path from v to vi in C1

(va,vi) and Q2 a path from vi

to v in C1
(vi,vb). Then Q1Q2 is a closed walk of weighted distance at most 1

6N , which is a
contradiction.

▷ Claim 14. dω(P2 ∪ C1
(vj+1,vb), P1 ∪ C1

(va,vi)) ≥
1
6N .

Proof. Suppose for a contradiction that dω(P2 ∪ C1
(vj+1,vb), P1 ∪ C1

(va,vi)) <
1
6N . Let s ∈

P2 ∪ C1
(vj+1,vb) and q ∈ P1 ∪ C1

(va,vi) be such that dω(s, q) < 1
6N . Let P ′

1 be the directed
path in P1 ∪C1

(va,vi) from q to vi. P ′
2 the directed path in P2 ∪C1

(vj ,vb) from vj to s and Q a
path of weight at most 1

6N from s to q. Then C̄ := vjP
′
2QP

′
1P3 is a closed walk such that∑

v∈C̄ x̂v < 1 which is a contradiction (see Figure 3).
Thus, dω(P2 ∪ C1

(vi,vb), P1 ∪ C1
(va,vi)) ≥

1
6N . Since dω(u, vi) ≤ 1

12N for any u ∈ C1
(va,vi),

dω(P2, C
1
(va,vi)) ≥

1
12N ◁

For i = 0, 1, .., 1
12N , define Ri := {v ∈ V : i ≥ dω(P2 ∪ C1

(vj+1,vb), v) > i − ω(v)}. Each
vertex v ∈ V lies in at most ω(v) Ri. Let R′ be the Ri of the smallest cost, so c(R′) ≤
12OPTLP . Since dω(P2 ∪ C1

(vj+1,vb), P1 ∪ C1
(va,vi)) ≥

1
12N , it follows that (P1 ∪ C1

(va,vi))\Ri

is not reachable from (P2 ∪ C1
(vj+1,vb))\Ri in G\Ri for any i. Thus, (P1 ∪ C1

(va,vi))\R′ is not
reachable from (P2 ∪ C1

(vj+1,vb))\R′ in G\R′.
Thus, any strongly connected component of G\R′ is either contained in GF \(P1∪C1

(va,vi))
or GF \(P2 ∪ C1

(vj+1,vb)). For i = 1, 2, .., 1
12N let K+

i := {v ∈ V : i ≥ dω(vj , v) > i− ω(v)}
be the vertices of weighted distance i from vj . Let K ′+ denote the K+

i of minimum cost.

▷ Claim 15. vj is not contained in a cycle in GF \(R′ ∪K ′+).

Proof. Suppose that there is a cycle a1, a2, .., apvja1 in GF \(R′ ∪K ′+). If dω(vj , ap) > 1
12N ,

then ap is not reachable from vj in GF \(R′ ∪K ′+). Thus, there is a path Pa of weighted
distance at most 1

12N from vj to ap. Then the closed walk vjpaapvj has weighted distance
at most ω(Pa) + ω(ap) ≤ 1

12N + 1
12N < N which is a contradiction. ◁

Recall that any dicycle of GF \R′ is contained in either GF \(P1 ∪ C1
(va,vi)) or GF \(P2 ∪

C1
(vj+1,vb)). Since vj is not contained in any dicycle of GF \(R′ ∪K ′+) it follows that any

dicycle of GF \(R′ ∪K ′+) is either contained in G\(P1 ∪C1
(va,vi)) or in G\(P2 ∪C1

(vj ,vb)). By
Proposition 12, g(P1 ∪ C1

(va,vi)) and g(P2 ∪ C1
(vj ,vb)) are nonfacial.
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Figure 3 On the left, there are u1,1-v2 and u2,1-v3 paths (green and blue vertices respectively) of
weight at most 1

12 N and s-q path of length at most 1
12 N . The red cycle would then have weight

at most N , which is a contradiction. On the right are the sets Ri, vertices at distance i from
P2 ∪ C1

(vj+1,vb).

▶ Definition 16 ([1, 14]). Given a simple closed curve f on a surface without boundary Q,
not dividing the surface into 2 regions, we say Q′ is obtained by doing surgery along f if Q′

is obtained as follows. “Thicken” f to obtain a cylinder and remove this cylinder from Q,
call this resulting surface Q′′. The boundary of Q′′ consists of 2 circles we “glue” two cones
N1, N2 along these circles and call this final surface Q′.

▶ Theorem 17 ([1] p.162). For a surface without boundary Q of genus g′, Q′ obtained by
Definition 16 is a surface without boundary of genus at most g′ − 1.

We apply the surgery of Definition 16 to g(P1 ∪ C1
(va,vi)) to obtain a surface Q′ of genus

one less than Q. Let N ′
1, N

′
2 denote the two cones glued to Q′. We also apply the surgery of

Definition 16 to g(P2 ∪ C1
(vj ,vb)) to obtain a surface Q̂ of genus one less than Q. Let N̂1, N̂2

denote the two cones glued to Q̂.

▶ Lemma 18. Let G be a graph embedded on a surface Q with no dicycles. Let h be a non-
facial curve of Q\G. Let Q′ be the surface obtained by applying the surgery of Definition 16
to with respect to the curve h and surface Q. There is a natural embedding of G on Q′ (by
leaving each node of G where it was in Q). Let N1, N2 denote the two cones glued to Q′

during the surgery process. Then each facial cycle of G with respect to its embedding in Q′

contains either N1 or N2 in its inside region.
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Proof. Let C be a facial cycle of GF \(P1 ∪ C1
(va,vi)) with respect to its embedding in Q′. If

neither of the cones N1, N2 are contained in the inside region of C, then C is a facial cycle
of G with respect to its embedding in Q, which is a contradiction. ◀

Thus, any facial cycle of GF \(P1 ∪ C1
(va,vi)) contains either N ′

1 or N ′
2 in its inside region.

Now let G1, G2, .., Gl be the strongly connected components of GF \(R′ ∪K ′+). Since any
closed walk of of GF \(R′∪K ′+) is either contained in G\(P1∪C1

(va,vi)) or in G\(P2∪C1
(vj ,vb))

each strongly connected component is either contained in G\(P1 ∪ C1
(va,vi)) or in G\(P2 ∪

C1
(vj ,vb)). If Gi is contained in G\(P1 ∪ C1

(va,vi)), then there is a natural embedding of Gi in
Q′ (obtained by leaving all nodes and edges where they are in the surgery for Definition 16).
Likewise, if Gi is contained in G\(P1∪C1

(va,vi)), then there is a natural embedding of Gi in Q̂.
Thus, for any Gi contained in G\(P1 ∪ C1

(va,vi)) by Theorem 2, there is an 8-approximation
for the problem of hitting the facial cycles of Gi (with respect to the natural embedding in
Q′). Likewise, for any Gi contained in G\(P2 ∪ C1

(vj ,vb)) there is an 8-approximation for the
problem of hitting the facial cycles of Gi. Let Zi be a solution for the problem of hitting
facial cycles of Gi of cost at most 8OPTLP (Gi) as guaranteed by Theorem 2.

Then each Gi\Zi is embedded in a surface of smaller genus with no facial cycles.
By induction, there are solutions Ai to Gi\Zi of cost cg−1OPTLP (Gi\Zi), where cg is the

integrality gap of the DFVS LP for graphs of genus g.
Define x̂Gi\Zi ∈ RV (Gi\Zi) as x̂Gi(v) = x̂v, where x̂ is as in the proof of Lemma 9.

Since graphs Gi are vertex disjoint, Gi\Zi are vertex disjoint, so
∑l

i=1 OPTLP (Gi) ≤∑l
i=1

∑
v∈V (Gi) x̂

G
i (v) ≤

∑
v∈V (G) x̂ = OPTLP (G). Now F ∪R′ ∪K ′+ ∪ (∪l

i=1Ai)∪ (∪l
i=1Zi)

is a DFVS of cost (O(1)+cg−1)OPTLP (G) = (O(1)+O(g−1))OPTLP (G) = (O(g))OPTLP (G).
◁

Note that the argument in Claim 13 is symmetric with respect to left and right and we
may swap right and left to get the following result. Let b′

i,1, b
′
i,2, .., b

′
i,l′

i
be the in neighbours of

vi such that each edge b′
i,tvi reaches vi from the left and d′

i,1, d
′
i,2, .., d

′
i,t′

i
be the out neighbours

of vi such that the edge d′
i,t′vi reaches vi from the right. Subdivide each edge b′

j,t′vj into a
path b′

j,t′bj,t′vj and each edge vid
′
i,t into a path vidi,td

′
i,t and give the new vertices dj,t′ , bi,t

infinite cost. There is a natural embedding of our new graph on our surface by placing each
bi,t where the midpoint of the curve g(vib

′
j,t′) was embedded and likewise for dj,t′ . By abuse

of notation, we continue to call our graph G and define x̂bi,t = x̂dj,t′ = 0 for all bi,t, dj,t′ .
Denote B := ∪l′

i=1{bi,1, bi,2, .., bi,l′
i
}, D = ∪l′

i=1{d′
i,1, d

′
i,2, .., d

′
i,t′

i
}. Let κ− : {i ∈ [l′] :

∃bi,t′ ∈ D, ∃dj,t ∈ U : dω,GF \C1(dj,t, bi,t′) < 1
12N} the first indices of the set of vertices

of B of weighted distance at most 1
12N from D in GF \C1. Let κ+ := {j ∈ [l′] : ∃dj,t ∈

U, ∃bi,t′ ∈W : dω,GF \C1(dj,t, bi,t′) < 1
12N} the first indices of the set of vertices of D that

can reach B with a path of weighted distance at most 1
12N in GF \C1. Similarly to how we

proved Claim 13, we can show the following:

▷ Claim 19. If dω(Vκ− , Vκ+) > 1
12N , then we can find T ⊂ V , c(T ) = O(1)OPTLP , (recall

OPTLP :=
∑

v∈V cvxv is the value of the optimal fractional solution), such that any strongly
connected component of GF \T does not contain a directed path from D to B in G\C1.

If dω(Vκ− , Vκ+) ≤ 1
12N , then the LP gap of the natural LP (PDFVS) for G has integrality

gap O(1).

We now construct a DFVS of cost at most O(g)OPTLP . If either dω(Vκ− , Vκ+) ≤ 1
12N

or dω(Vτ− , Vτ+) ≤ 1
12N . Then Claim 13 or Claim 19 respectively shows that that the LP

gap of the natural LP (PDFVS) for G has integrality gap O(g).
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Now assume both dω(Vτ− , Vτ+), dω(Vκ− , Vκ+) > 1
12N . Then by Claim 13 and Claim 19,

there are sets S, T such that any strongly connected component of GF \(S ∪ T ) does not
contain a path from U to W or a path from D to B in GF \C1.

For any digraph H define un(H) to be the underlying (undirected) graph of H. Let K
be any strongly connected component of GF \(S ∪ T ). We will prove un(K) does not contain
any path from U ∪B to W ∪D in un(K)\C1.

▶ Proposition 20. If there is a (undirected) path P = ui,tq1, q2, .., qt from some ui,t ∈ U (resp
ui,t ∈ D) in un(K)\C1, then there is a directed path from U (resp D) to qj in GF \(S∪T ∪C1)
for any j = 1, 2, .., t.

If there is a (undirected) path P = q1, q2, .., qtwi,t from some wi,t ∈W (resp bi,t ∈ B) in
un(K)\C1, then there is a directed path from qj to W (resp B) in GF \(S ∪ T ∪C1) for any
j = 1, 2, .., t.

Proof. Let P = ui,rq1, q2, .., qt be a path in un(K)\C1 from some ui,r ∈ U (resp ui,r ∈ D).
We prove by induction t′ on that there is a directed path from U to qj in GF \(S ∪ T ∪ C1)
for any j = 1, 2, .., t′. The case t′ = 1 is clear as each ui,r ∈ U (resp ui,r ∈ D) only has out
neighbours so the undirected edge {ui,r, q1} in un(K) is directed from ui,r to q1.

Now assume the statement true for t′ = t′′. For t′ = t′′ + 1, if the undirected edge
{qt′ , qt′+1} is directed from qt′ to qt′+1, then there is a directed path from ui,r to qt′+1 in
GF \(S ∪ T ∪ C1).

Otherwise {qt′ , qt′+1} is directed from qt′+1 to qt′ . By strong connectedness of K, there
is a directed path P ′ from qt′ to qt′+1 in K\(S ∪ T ). If P ′ does not intersect C then there is
a directed path from ui,r to qt′+1 in GF \(S ∪T ∪C1). So, assume P ′ intersects W or B. Let
P ′′ denote the subpath of P ′ from qt′ to when P ′ first intersects U or B. By construction
P ′′ lies in GF \(S ∪ T ∪ C1). As ui,r lies in U (resp D) P ′′ does not intersect W (resp. B),
as then we would have a U -W (resp. D-B) path in GF \(S ∪ T ∪ C1). Thus, P ′′ is a qt′-B
(resp. qt′-W ) path. Consider the subpath Q of the reversal of P ′ starting from qt′+1 to
when the reversal of P ′ first intersects D or U . Let rev(Q) denote the reversal of Q. Note
rev(Q) lies in GF \(S ∪ T ∪ C1). If the starting vertex of rev(Q) is in D (resp. U), then
rev(Q) ∪ {qt′+1qt′} ∪ P ′′ is a D-B (resp. U -W ) path in GF \(S ∪ T ∪ C1). This contradicts
Claim 19. Thus, the starting vertex of of rev(Q) is in U (resp. D). This implies there is a
path from U (resp. D) to qt′+1 completing the induction. The proof of the second part is
similar. ◀

▶ Proposition 21. There is no (undirected) path from W ∪D to U ∪B in un(K)\C1.

Proof. If we have a U -W path P = ui,tq1, q2, .., qtwj,t′ in un(K)\C1, then by Proposition 20,
there are directed U -q1 and q1-W paths P1 and P2 in un(K)\C1. Then P1 ∪ P2 is a directed
U -W path in K\C1 which contradicts Claim 19. Thus, we do not have a U -W path P =
ui,tq1, q2, .., qtwj,t′ in K\C1. Likewise, we do not have a D-B path P = ui,tq1, q2, .., qtwj,t′

in K\C1.
Suppose we have a U -D path P = ui,tq1, q2, .., qtdj,t′ in un(K)\C1. By Proposition 20,

there are directed U -q1 and D-q1 paths P1 and P2 in K\C1. Recall U has no in-neighbours
of in G\C1, so the edge {ui,t, q1} in K is directed from ui,t to q1. By 2 connectedness of K,
there is a path P3 from q1 to ui,t. The only in-neighbours of ui,t are in C1, thus P3 intersects
W ∪B. Let P ′

3 be the subpath of P3 from q1 to when it the path first intersects W ∪B. If the
endpoint of P ′

3 is in W , then P1 ∪ P ′
3 is a U -W path in K\C1. Otherwise, if the endpoint of

P ′
3 is in B, then P2 ∪ P ′

3 is a D-B path in K\C1. Either way this contradicts Claim 19. ◀
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▶ Proposition 22 ([15, 25]). Suppose G is a graph embedded on a surface Q. Let C be a
cycle of G that does not divide Q into two separate regions such that there is no edge between
vertices of C that is not part of C. Define a “left” and “right” as in Proposition 11. Let
L̂, R̂ denote the neighbours of C that are “left” or “right” of C. Suppose each connected
component of G\C only contains nodes of L̂ or R̂ but not both. There is a non-facial closed
curve h in Q\G.

Applying Proposition 21, we get that GF satisfies Proposition 22 with respect to C1.
Thus, there is a non-facial closed curve h in Q\GF . We apply the surgery of Definition 16
with respect to the closed curve h and surface Q to obtain a surface Q′ of lower genus. Let
G1, G2, ., Gl be the strongly connected components of GF \(S ∪ T ), so each Gi is embeddable
on Q′. By Lemma 18 each facial dicycle of Gi contains one of the cones of Q′. Hence there
is an algorithm that returns a hitting set Zi to the set of facial cycles of Gi of cost at most
8OPTLP (Gi). By induction, there are solutions Ai to Gi\Zi of cost cg−1OPTLP (Gi), where cg

is the integrality gap of the DFVS LP for graphs of genus g. Define x̂G
i ∈ RV (Gi) as x̂G

i (v) = x̂v,
where x̂ is as in the proof of Lemma 9. Since graphs Gi are vertex disjoint,

∑l
i=1 OPTLP (Gi) ≤∑l

i=1
∑

v∈V (Gi) x̂
G
i (v) ≤

∑
v∈V (G) x̂ = OPTLP (G). Then S∪T ∪F ∪ (∪l

i=1Ai)∪ (∪l
i=1Zi) is a

DFVS of cost (O(1)+cg−1)OPTLP (G) = (O(1)+O(g−1))OPTLP (G) = (O(g))OPTLP (G). ◀

As observed in [7], (PDFVS) can be solved in polynomial-time via the ellipsoid method.
Hence Lemma 9 yields a polynomial time O(g)-approximation algorithm for DFVS in graphs
of genus g with no facial cycle.

5 Statement and proofs of topological results we use

First let us prove Proposition 22.

Proof. Suppose each connected component of G\C only contains nodes of L̂ or R̂ but not
both. Let GL and GR be the unions of the components of G− C that only contain nodes
fromL̂ and R̂ respectively. Assume that Q\G contains no non-facial curve h.

Case 1: At least one of GL or GR is empty.
Suppose, without loss of generality, that GL is empty. Consider the face of G that contains

C and intersects the left of C. But, C is not contractible (else it would separate the surface
Q into two components). Hence, a small leftward shift of C which will lie in the face f will
produce a non-facial curve h.

Case 2: Both GL and GR are nonempty.
We claim that if a face contains vertices of GL, GR and of C then there is a non-facial

curve in Q\G. Let f be such a face of degree d. Let ∂f = v0 · · · vd−1 be the boundary
cycle of f , where i ∈ Z/dZ. Without loss of generality, assume that v0 ∈ L̂ and for some q
v1, v2, .., vq ∈ C, and vq+1 ∈ R̂. There is are points pl on the edge v0v1 in the interior of L
and pR on the edge vqvq+r in the interior of R. Let h : [0, 1]→ Q be a non-self-intersecting
curve in f from pR to pL. Let rL, rR > 0 be such that BQ(pl, rL) ⊂ L, BQ(pR, rR) ⊂ R. Let
hL, hR be non-self-intersecting curves in BQ(pl, rL) and BQ(pR, rR) from pl to v1 and pR to
vq respectively not intersecting h. Then h∪hL ∪hR satisfies the conditions of Proposition 12.
Thus, h ∪ hL ∪ hR ∪ g(plv0, v1, ..., vq+1pR) does not bound a region of the closure of f . As
this curve lies in the closure of f , this implies that f is not homeomorphic to an open disk.
By the classification theorem for orientable surfaces (see for instance page 87 of [17] ), cl(f)
is homeomorphic to a m-torus Tm with a finite number of open disks removed. Since f is
not homeomorphic to an open disk, f contains a non-facial closed curve h in its interior.
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If there is a face f of G whose boundary contains vertices of GL and of GR (but not of
C), then as there is no edge between GL and GR, the boundary of f is not connected and so
f is not homeomorphic to an open disk. Just as before this implies f contains a non-facial
closed curve h.

Now, consider the subsets QL and QR of Q obtained by taking the union of all the
vertices, edges and faces induced by GL ∪ C and GR ∪ C, respectively. By assumption 3,
every component of G− C is in GL or GR, so every vertex and edge of G belongs to QL or
QR. By the subcases eliminated above under Case 2, every face of G also belongs to QL or
QR (but not both). Then, Q = QL ∪QR = (QL − C) ⊔ (QR − C) ⊔ C. This means that C
separates Q into two components, which contradicts assumption 1. ◀

It is well known (see for instance [1] page 15) that smooth surfaces Q have the property
that for each v ∈ Q there is an open ball BQ(v, r0) of some small radius r0 > 0 in Q and a
diffeomorphism ψ from BQ(v, r0) to the open disk BR2(0, r0) of radius r0 about the origin in
the two-dimensional plane such that ψ(v) = (0, 0) and ψ preserves distances from v, that is
distQ(v, x) = ∥ψ(v)−ψ(x)∥, where distQ(v, x) is the geodesic distance from v to x in Q. For
p ∈ Q, r > 0, denote by B(p, r) the open ball of radius r about p. We now formally state
and prove what Proposition 11 and Proposition 12 informally say.

▶ Proposition 23. Given a closed continuous non-self-intersecting curve C ′ embedded on an
orientable surface Q. There exist some radius r > 0 and disjoint subsets L,R “on each side”
of C ′ such that the set {B(v, r) : v ∈ C ′} (where B(v, r) is the open ball around v of radius
r in Q) is contained in the union L ∪R ∪ C ′, and for each v ∈ C ′, r′ ≤ r, L ∩B(v, r′) and
R ∩B(v, r′) are the two connected components of B(v, r′)\C ′. There is a diffeomorphism ϕ

from L∪C ′∪R to a connected open neighbourhood of C ′×{0} in C ′×R and small q > 0 with
C ′× (−q, 0) ⊂ ϕ(L) ⊂ C ′× (−∞, 0), C ′× (0, q) ⊂ ϕ(R) ⊂ C ′× (0,∞) and ϕ(C ′) = C ′×{0}.
Further for any (piecewise smooth) curve f : [0, 1]→ Q such that f(x) /∈ C ′ for any x ∈ [0, 1),
f(1) ∈ C ′ satisfies that for some β ∈ (0, 1), either f((β, 1)) ∈ L, that is the curve “reaches C
from the left” L or f((β, 1)) ∈ R, that is the curve “reaches C ′ from the right” R.

▶ Proposition 24. For a finite set of curves f1, f2, f3, ..fl′ , h1, h2, .., ht′ : [0, 1] → Q such
that for each i, fi(x) /∈ C ′ for any x ∈ [0, 1) and hi(x) /∈ C ′ for any x ∈ [0, 1] we may
choose L,R, r above so that each curve fi([0, 1)) is disjoint from at least one of L,R and
each curve hi([0, 1]) is disjoint from both L,R. We refer to L and R as the left and right of
C ′ respectively.

Further, there are curves fL : [0, 1] → L, fR : [0, 1] → R which are homotopic to C ′.
Informally speaking, these are obtained by “slightly shifting” f “left” and “right” respectively.

▶ Proposition 25. Lastly let h : [0, 1]→ Q be any curve that reaches C ′ from the right at a
point c2 = h(1) on C ′, leaves C ′ from the left at c1 = h(0), that is the curve ψ̄(t) = h(1− t)
reaches C ′ at c1 from the left and h is otherwise disjoint from C ′. Assume c1 ̸= c2 and let
C ′

c1,c2
be a subcurve of C ′ with endpoints c1 and c2. Then there is a curve ĥ : [0, 2] → Q

that reaches C ′ from the right at c1 = ĥ(1) and leaves C ′ at a point c1 = ĥ(0) ĥ is otherwise
disjoint from C ′, and a there is a homeomorphism of Q that maps ĥ to the concatenation of
h and C ′

c1,c2
.

▶ Proposition 26. Let Q be an orientable surface and ϕ : [0, 1] → Q a closed curve not
dividing Q into 2 regions with disjoint subsets L,R “on each side” of ϕ as in Proposition 23.
Let c1, c2 ∈ [0, 1), with c2 ≥ c1. Suppose that ϕ1 : [0, 1] → Q is a curve with ϕ1(0) =
ϕ(c1) ϕ1(1) = ϕ(c2), ϕ1((0, 1)) is disjoint from ϕ([0, 1]) and the curve ϕ1([0, 0.5]) approaches
ϕ([0, 1]) from the left L and ϕ1([0.5, 1]) approaches ϕ([0, 1]) from the right R.
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Then the curve ϕ2 : [0, 1]→ Q, ϕ2(x) = ϕ(c2−x) if x ≤ c2−c1 and ϕ2(x) = ϕ1( 1
c2−c1

(x−
c2 + c1)) for x > c2 − c1, that is the curve obtained by joining the portion of ϕ from c1 to c2
to ϕ1([0, 1]) does not divide Q into 2 regions.

Proof. We prove Proposition 23, Proposition 24, and Proposition 25. We use the following
corollary of the tubular neighbourhood theorem (see for instance [4]).

▶ Proposition 27 (corollary of tubular neighbourhood theorem [4]). Given a curve C ′ embedded
in a surface Q there is an open neighbourhood U of C and an open set V in C ′ ×R such that
there is a diffeomorphism ϕ : U → V with ϕ(C ′) = C ′ × {0}.

Let w : [0, 1] → C ′ with w(0) = w(1), w(0.5) = c2 be a parameterization of C ′. We
define distance on C ′ × R by dist((a1, b1), (a2, b2)) := (distQ(a1, a2)2 + |b1 − b2|2) 1

2 , where
distQ(a1, a2) is the geodesic distance between a1 and a2 in Q. For each v ∈ C ′ let qv be the
minimum of 1 and sup{q′ : B(v, q′) ⊂ V }. qv is continuous in v and qv > 0 ∀v ∈ C ′. By
compactness of C ′, q := minv∈C′ qv exists and is positive. Now define L′ = ϕ−1(C ′× (−q, 0)),
R′ = ϕ−1(C ′ × (0, q).

Define U ′ = L′ ∪ C ′ ∪ R′. Let f : [0, 1] → Q be a curve with f(x) /∈ C ′ for any
x ∈ [0, 1). By continuity of f there is some β ∈ (0, 1) for which f((β, 1]) ⊂ U ′. We claim
f((β, 1)) ⊂ L′ or f((β, 1]) ⊂ R′. If ϕ(f((β, 1))) contains a point in C ′×(−∞, 0) and a point in
ϕ−1(C ′×(0,∞) then by continuity ϕ(f((β, 1))) contains a point in C ′×{0} and hence f((β, 1))
contains a point in C ′ which is a contradiction. Thus, either ϕ(f((β, 1))) ⊂ C ′ × (−∞, 0)
or ϕ(f((β, 1))) ⊂ C ′ × (0,∞). If ϕ(f((β, 1))) ⊂ C ′ × (−∞, 0), then f((β, 1)) ⊂ L′. If
ϕ(f((β, 1))) ⊂ C ′ × (0,∞), then f((β, 1)) ⊂ R′.

For each fi there exists βi for which f((βi, 1]) ∈ L′ or f((βi, 1]) ∈ R′. For
each x ∈ C ′ define r′

x to be the supremum of all radius r′′
x for which the ball

B(x, r′′
x) of radius r′′

x is entirely contained in U ′ and for which B(x, r′′
x) is disjoint from

f1([0, β1)), f2([0, βs)), f3([0, β3)), ..fl′([0, βl)), h1([0, 1]), h2([0, 1]), .., ht′([0, 1]). If the su-
premum does not exist, set r′

x =∞. Define rx = min{1, r′
x}. Again rx > 0 for all x ∈ C ′ and

is continuous in x. Since C ′ is a compact set, r := minx∈C′ rx exists and is positive. Note each
curve fi([0, 1)) is disjoint from at least one of L′ ∩ {B(x, r) : x ∈ C}, R′ ∩ {B(x, r) : x ∈ C}
and each curve hi([0, 1]) is disjoint from both L′ ∩ {B(x, r) : x ∈ C}, R′ ∩ {B(x, r) : x ∈ C}.

Let us show that by making r smaller if necessary B(v, r)\C ′ contains two connected
components.

▶ Proposition 28. Given a (piece-wise smooth non-self-intersecting) curve f : [0, 1]→ R2 with
t0 ∈ (0, 1) there exists r > 0 for which B(f(t0), r)\f([0, 1]) contains exactly two components.

Proof. Let [t0, t1] be an interval in which f is smooth.
Let f(t) = f(t0)+(t−t0)∇f(t0)+g(t−t0). By smoothness of f , ∇g(t−t0) is bounded for

t ∈ [t0, t1] and g(t−t0) = o(t−t0). Differentiating ∥f(t)−f(t0)∥2 = ∥(t−t0)∇f(t0)+g(t−t0)∥2

we obtain

d

dt
∥f(t)− f(t0)∥2 = 2(∇f(t0) +∇g(t− t0))t((t− t0)∇f(t0) + g(t− t0))

= 2(∇f(t0) + o(1))t((t− t0)∇f(t0) + o(t− t0))
= 2(∇f(t0) + o(1))t(t− t0)∇f(t0) + o(t− t0)

For t close enough to t0 the last line is positive. This implies that for some t2 > t0,
∥f(t) − f(t0)∥2 is increasing on [t0, t2]. Likewise, for some t3 < t0, ∥f(t) − f(t0)∥2 is
decreasing on [t3, t0].
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Let r > 0 be such that ∥f(t0)− f(t)∥ ≥ 2r for all t ∈ [0, 1]\ frac([t3, t2]), where frac(x) is
the fractional part of x. Then ∥f(t0)−f(t2)∥, ∥f(t0)−f(t3)∥ ≥ 2r. Then since ∥f(t0)−f(t)∥
is increasing on [t0, t2] there is exactly one t4 ∈ [t0, t2] with ∥f(t0)− f(t4)∥ = r. Likewise,
there is exactly one t5 ∈ [t3, t0] with ∥f(t0)−f(t5)∥ = r. So f([t5, t4]) forms a simple curve in
the closed ball B̄(f(t0), r) with endpoints on the boundary and f((t5, t4)) lying in the interior.
It follows from the Jordan curve theorem that B(f(t0), r)\f([0, 1]) = B(f(t0), r)\f((t5, t4))
contains exactly two connected components. ◀

Let v ∈ C ′. For small enough r0, B(v, r0) is diffeomorphic to the open disk B(0, r0) in R2 via
some diffeomorphism ψ with ψ(v) = (0, 0). Let w be a paramaterization of C ′ with w(0.5) = v.
Let t1 := inf{t : w([t, 0.5]) ⊂ B(v, r0)} and t2 := sup{t : w([0.5, t]) ⊂ B(v, r0)} that is [t1, t2]
is a maximal interval for which w([t1, t2]) ⊂ B(v, r0) by continuity t1 < 0.5 < t2. Choose
r1 > 0 less than the distance from v to C ′\w((t1, t2)) and r1 < distQ(v, w(t1)), distQ(v, w(t2)).
From the previous proposition there exists r2 > 0 such that BR2(ψ(v), r2)\ψ(w([t1, t2]))
contains exactly two connected components. By making r smaller than r1 and r2 if necessary
we get that for any 0 < r̂ ≤ r, BR2(ψ(v), r̂)\ψ(C ′) contains exactly two connected components.
Thus, B(v, r̂)\C ′ contains exactly two connected components.

Define L = L′∩{B(x, r) : x ∈ C}, R = R′∩{B(x, r) : x ∈ C}. Each curve f : [0, 1]→ Q

with f(x) /∈ C ′ for any x ∈ [0, 1) satisfies f((β, 1)) ⊂ L or f((β, 1]) ⊂ R. Each curve fi([0, 1))
is disjoint from at least one of L,R and each curve hi([0, 1]) is disjoint from both L,R.

Since ϕ(v) = {v}×{0}, ϕ(B(v, r̂)) intersects both {v}× (−∞, 0) and {v}× (0,∞). Recall
B(v, r̂) ⊂ L∪R∪C ′, so B(v, r̂) intersects both L and R. Since there is no path from L to R
in L∪R∪C ′ one component of B(v, r̂)\C ′ is contained in L and the other is contained in R.

For each v ∈ C ′ let yv be the supremum of {y′
v ≥ 0 : {v} × (−y′

v, y
′
v) ⊂ ϕ(B(v, r))}.

Again yv is positive and continuous in v so y := minv∈C′ yv exists and is positive. Then
C ′× (−y, 0) ⊂ ϕ(L) and C ′× (0, y) ⊂ ϕ(R). Define the curves fL, fR to be parameterizations
of ϕ−1(C ′ × {−y

2 }) and ϕ−1(C ′ × {y
2}) respectively.

Lastly given a curve h : [0, 1] → Q be any curve that reaches C ′ from the right at a
point c2 = h(1) on C ′, leaves C ′ from the left at c1 = h(0) and C ′

c1,c2
be a subcurve of C ′

with endpoints c1 and c2. Let j : [0, 1]→ C ′
c1,c2

be a parameterization of C ′
c1,c2

and denote
j̄ : [0, 2]→ Q by j̄(t) = h(t) for t ∈ [0, 1] and j̄(t) = j(t− 1) for t > 1. Informally speaking,
we “slightly shift” all points in L ∪ C ′ ∪R to the right while keeping h([0, 1]) ∩ L to the left
of C ′. Let ϕ(x) = (ϕ1(x), ϕ2(x)), ϕ−1(x) = (ϕ−1

1 (x), ϕ−1
2 (x)).

Let γ : C ′ → (−y, 0) be any continuous function such that γ(c2) = 0 and for any t ∈ [0, 1]
for which ϕ(h(t)) ∈ C ′ × (−y, 0), (ϕ(h(t))2) < γ(ϕ(h(t))1) < 0. Informally γ is a curve lying
to the right of ϕ(h([0, 1])) ∩ C ′ × (−y, 0) and to the left of [0, 1] × {0}. Such γ exists for
instance define −γ(t) to be half of the minimum of the distance from the point (t, 0) to
ϕ(h([0, 1])) ∩ C ′ × (−y, 0) and y.

Define γ̄ : C ′ × (−y, y) → C ′ × (−y, y) as follows. For (a, b) ∈ C ′ × (−y, y) if b < γ(a)
4

define γ̄(a, b) = (a, b). If γ(a)
4 ≤ b < 0, define γ̄(a, b) = (a, γ(a)

4 +2(b− γ(a)
4 )). If 0 ≤ b ≤ −γ(a)

2 ,
define γ̄(a, b) = (a, −γ(a)

4 + b
2 ). If b ≥ −γ(a)

2 γ̄(a, b) = (a, b). Informally, γ̄ shifts C ′ × (−y, y)
to the right while keeping ϕ(h([0, 1])) ∩ C ′ × (−y, 0) left of C ′ × {0}.

Define γ̂ : Q → Q by γ by γ̂(v) = v if v /∈ ϕ−1(C ′ × (−y, y)) and γ̂(v) = ϕ−1γ̄(ϕ(v)) if
v ∈ ϕ−1(C ′×(−y, y)). Note γ̂ is a homeomorphism from ϕ−1(C ′×(−y, y)) to ϕ−1(C ′×(−y, y))
and from Q\ϕ−1(C ′ × (−y, y)) to Q\ϕ−1(C ′ × (−y, y)). Further, γ̂ agrees on the boundary
of ϕ−1(C ′ × (−y, y)) and Q\ϕ−1(C ′ × (−y, y)), that is for sequence {ai}∞

i=1 converging to a
boundary point a of ϕ−1(C ′ × (−y, y)) (resp Q\ϕ−1(C ′ × (−y, y))) the sequence {γ̂(ai)}∞

i=1
converges to γ̂(a). Thus, γ̂ is a homeomorphism on Q, in fact, it turns out to be a continuous
deformation.
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Define ĥ : [0, 2]→ Q by ĥ(t) = γ̂(j̄(t)). Then γ̂ is a homeomorphism mapping ĥ([0, 2]) to
j̄([0, 2]). ◀

The actual statement of the tubular neighbourhood theorem involves first defining the
normal fibre Nx as the quotient TxQ/TxC where TxQ and TxC are the tangent plane and
tangent to the curve C at x and the normal bundle NX as {(x, v) : x ∈ C v ∈ Nx}.

▶ Theorem 29 (tubular neighbourhood theorem). There are open sets U in Q containing C
and V in NX such that there is a diffeomorphism γ : U → V .

Let us quickly show how the version of the tubular neighbourhood theorem in Proposition 27
follows from the tubular neighbourhood theorem.

By orientability each point x ∈ Q has a normal vector n(x) and n is continuous. We
may parameterize C ′ with a function ψ : [0, β]→ C ′ with derivative ψ′(x) = 1 for some β.
Define v(x) to be of unit norm and positively orthogonal to n(x), ϕ′(x) that is n(x)tv(x) =
(ϕ′(x))tv(x) = 0 and

[
n(x) ψ′(x) v(x)

]
has determinant 1. By the inverse function

theorem, v(x) is continuous. n(x), ψ′(x), v(x) is a basis for R3 known as the Darboux
frame. Since v(x) is orthogonal to n(x) it lies in the tangent plant TxQ since v(x) is
orthogonal to ϕ′(x), v(x), ϕ′(x) is a basis for TxQ. Thus, Nx = TxQ/TxC is diffeomorphic
to {av(x) : a ∈ R} which is diffeomorphic to R. Thus, NX is diffeomorphic to C ′ × R.

To prove Proposition 26, we first prove the following special case.

▶ Proposition 30. Let Q be an orientable surface and ϕ : [0, 1] → Q a closed curve not
dividing Q into 2 regions with disjoint subsets L,R “on each side” of ϕ as in Proposition 23.
Let c ∈ [0, 1), with c2 ≥ c1. Suppose that ϕ1 : [0, 1]→ Q is a curve with ϕ1(0) = ϕ(c) ϕ1(1) =
ϕ(c), ϕ((0, 1)) is disjoint from ϕ([0, 1]) and the curve ϕ1([0, 0.5]) approaches ϕ([0, 1]) from
the left L and ϕ1([0.5, 1]) approaches ϕ([0, 1]) from the right R.

Then ϕ1 does not divide Q into 2 regions.

Proof. Suppose for a contradiction that ϕ1 divides Q into 2 regions. It’s a well-known result
that one of the regions Q1 must be homeomorphic to an open disk. Let Q2 be the other
region.

There exists a small radius r1 for which the ball B(ϕ(c), r) of radius r1 about ϕ(c) such
that B(ϕ(c), r1) is homeomorphic to an open disk. Let r be as in Proposition 23 and define
r2 = min{r, r1}.

▶ Definition 31. Given 2 curves f1, f2 : [0, 1]→ Q on a surface Q, with f1(0.5) = f2(0.5)
and f1(x) ̸= f2(y) ∀x, y ∈ ([0, 1]\{0.5}), that is they intersect only at f1(0, 5), we say that
f1 crosses f2 at f1(0.5) if there exists r0 > 0 such that for all r ≤ r0 such that f2 intersects
both regions of B(f1(0.5), r)\f1([0, 1]), where B(p, r) is the open ball around p of radius r.

▶ Lemma 32. For two curves f1, f2 on a surface Q and p a point on both curves, f1 crosses
f2 at p if and only if f2 crosses f1 at p.

Proof. Let f1(b1) = p = f2(b2). Let L1, R1 and r1 (resp L2, R2 and r2) be the left, right and
radius respectively for f1 (resp. f2 ) as guaranteed by Proposition 23. Define r = min{r1, r2}.

▷ Claim 33. f1 crosses f2 at p if and only if for all r ≥ r0 > 0 none of L1 ∩ B(p, r0),
R1 ∩B(p, r0), L2 ∩B(p, r0), R2 ∩B(p, r0) is contained in another.
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Proof. Suppose that f1 crosses f2. Let r ≥ r0 > 0. Let tL, tR ∈ R be such that f2(tL) ∈
L1∩B(p, r0), f2(tR) ∈ R1∩B(p, r0). Since R1∩B(p, r0), L1∩B(p, r0) are open, there exists
rL, rR be such that B(f2(tL), rL) ⊂ L1 ∩B(p, r0) and B(f2(tR), rR) ⊂ R1 ∩B(p, r0). Since
B(f2(tL), rL) ∩ L2, B(f2(tL), rL) ∩ R2, B(f2(tR), rR) ∩ L2, B(f2(tR), rR) ∩ R2 ̸= ∅, none of
L1 ∩B(p, r0), R1 ∩B(p, r0), L2 ∩B(p, r0), R2 ∩B(p, r0) is contained in another.

Conversely, suppose that for any 0 < r0 ≤ r none of L1 ∩ B(p, r0), R1 ∩ B(p, r0),
L2 ∩B(p, r0), R2 ∩B(p, r0) is contained in another. Then for any 0 < r0 ≤ r, if f2 does not
intersect L1 ∩B(p, r0), then L1 ∩B(p, r0) is connected in B(p, r0)\f2, that is L1 ∩B(p, r0)
is contained in one of the two components L2 ∩B(p, r0), R2 ∩B(p, r0) of B(p, r0)\f2. Hence
f2 intersects L1 ∩B(p, r0), likewise f2 intersects R1 ∩B(p, r0). Hence f2 crosses f1. ◁

From the previous claim it’s clear that crossing is a symmetric relation. ◀

Define ϕ2(x) = ϕ(frac(x− 0.5 + c)), where frac(x) = x− ⌊x⌋ is the fractional value of x
and ϕ3(x) = ϕ1(frac(x− 0.5)), that is, ϕ2, ϕ3 are reparameterized versions of ϕ and ϕ1. For
some 0 < β1 < β2 < 1 ϕ1(x) ∈ L for x ∈ (0, β1) and ϕ1(x) ∈ R for x ∈ (β2, 1).

Define β′
1 = min{β1, 0.5} + 0.5 β′

2 = max{β2, 0.5}. Then ϕ3((0.5, β′
1)) ⊂ L and

ϕ3((β′
2, 0.5)) ⊂ R. Since L ∪ R covers B̄(ϕ(c), r)\ϕ([0, 1]), this implies that ϕ3 crosses

ϕ2.
By Lemma 32 ϕ2 crosses ϕ3. Let Lϕ3 , Rϕ3 be the left and right of ϕ3 as in Proposition 23.

Since Lϕ3 , Rϕ3 are connected, Lϕ3 , Rϕ3 belong to different regions of Q\ϕ3. Since ϕ2 crosses
ϕ3, there exists t0 for which ϕ(t0) ∈ Q1 and t1 for which ϕ(t1) ∈ Q2. Let t2 = inf{a ∈ [0, 1] :
∃b ∈ (a, 1] s.t. ϕ((a, b)) ⊂ Q1}, t3 = sup{b ∈ [t2, 1] : s.t.ϕ((t2, b)) ⊂ Q1}, that is [t2, t3] is a
maximal interval for which ϕ([t2, t3]) ⊂ Q1. It follows ϕ(t2), ϕ(t3) lie on the boundary of Q1,
that is on ϕ1. This implies t2, t3 ∈ {0, 1}. Since t2 < t3 t2 = 0 and t3 = 1. This implies that
ϕ([0, 1])) lies in Q1 ∪ {ϕ(0)} contradicting that there exists t1 for which ϕ(t1) ∈ Q2. ◀

Proof. (of Proposition 26) Let f : [0, 1]→ C ′ be a parameterization of C ′ and let c = f−1(c1).
Note that by Proposition 25 the curve ϕ2 is homeomorphic to a curve ϕ3 that enters ϕ from
the right and leaves ϕ from the left at the same point f(c). By Proposition 30, ϕ3 does not
divide Q into 2 regions. Thus, ϕ2 does not divide Q into 2 regions. ◀
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Abstract
We expand on recent exciting work of Debris-Alazard, Ducas, and van Woerden [Transactions on
Information Theory, 2022], which introduced the notion of basis reduction for codes, in analogy
with the extremely successful paradigm of basis reduction for lattices. We generalize DDvW’s LLL
algorithm and size-reduction algorithm from codes over F2 to codes over Fq, and we further develop
the theory of proper bases. We then show how to instantiate for codes the BKZ and slide-reduction
algorithms, which are the two most important generalizations of the LLL algorithm for lattices.

Perhaps most importantly, we show a new and very efficient basis-reduction algorithm for codes,
called full backward reduction. This algorithm is quite specific to codes and seems to have no
analogue in the lattice setting. We prove that this algorithm finds vectors as short as LLL does in
the worst case (i.e., within the Griesmer bound) and does so in less time. We also provide both
heuristic and empirical evidence that it outperforms LLL in practice, and we give a variant of the
algorithm that provably outperforms LLL (in some sense) for random codes.

Finally, we explore the promise and limitations of basis reduction for codes. In particular, we
show upper and lower bounds on how “good” of a basis a code can have, and we show two additional
illustrative algorithms that demonstrate some of the promise and the limitations of basis reduction
for codes.
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1 Introduction

1.1 Codes and lattices
A linear code C ⊆ Fn

q is a subspace of the vector space Fn
q over the finite field Fq, i.e., it is the

set of all Fq-linear combinations of a linearly independent list of vectors B := (b1; . . . ; bk),

C := C(B) := {z1b1 + · · ·+ zkbk : zi ∈ Fq} .

We call b1, . . . , bk a basis for the code and k the dimension of the code. We are interested in
the geometry of the code induced by the Hamming weight |c| for c ∈ Fn

q , which is simply
the number of coordinates of c that are non-zero. For example, it is natural to ask about a
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code’s minimum distance, which is the minimal Hamming weight of a non-zero codeword,
i.e.,

dmin(C) := min
c∈C ̸=0

|c| .

At a high level, there are two fundamental computational problems associated with linear
codes. In the first, the goal is to find a short non-zero codeword – i.e., given a basis for
a code C, the goal is to find a non-zero codeword c ∈ C ̸=0 with relatively small Hamming
weight |c|. In the second, the goal is to find a codeword that is close to some target vector
t ∈ Fn

q – i.e., given a basis for a code C and a target vector t ∈ Fn
q , the goal is to find a

codeword c ∈ C such that |c− t| is relatively small. (Here, we are being deliberately vague
about what we mean by “relatively small.”)

We now describe another class of mathematical objects, which are also ubiquitous in
computer science. Notice the striking similarity between the two descriptions.

A lattice L ⊂ Qn is the set of all integer linear combinations of linearly independent basis
vectors A := (a1; . . . ; ak) ∈ Qn, i.e.,

L := L(A) := {z1a1 + · · ·+ zkak : zi ∈ Z} .

We are interested in the geometry of the lattice induced by the Euclidean norm ∥a∥ :=
(a2

1 + · · · + a2
n)1/2. In particular, it is natural to ask about a lattice’s minimum distance,

which is simply the minimal Euclidean norm of a non-zero lattice vector, i.e.,

λ1(L) := min
y∈L ̸=0

∥y∥ .

At a high level, there are two fundamental computational problems associated with
lattices. In the first, the goal is to find a short non-zero lattice vector – i.e., given a basis
for a lattice L, the goal is to find a non-zero lattice vector y ∈ L ̸=0 with relatively small
Euclidean norm ∥y∥. In the second, the goal is to find a lattice vector that is close to some
target vector t ∈ Qn – i.e., given a basis for a lattice L and a target vector t ∈ Zn, the goal
is to find a lattice vector y ∈ L such that ∥y − t∥ is relatively small. (Again, we are being
deliberately vague here.)

Clearly, there is a strong analogy between linear codes and lattices, where to move from
codes to lattices, one more-or-less just replaces a finite field Fq with the integers Z and the
Hamming weight | · | with the Euclidean norm ∥·∥. It is therefore no surprise that this analogy
extends to many applications. For example, lattices and codes are both used for decoding
noisy channels. They are both used for cryptography (see, e.g., [26, 3, 5, 23, 7, 30]; in fact,
both are used specifically for post-quantum cryptography). And, many complexity-theoretic
hardness results were proven simultaneously or nearly simultaneously for coding problems
and for lattice problems, often with similar or even identical techniques.1

1.2 Basis reduction for lattices
However, the analogy between lattices and codes has been much less fruitful for algorithms.
Of course, there are many algorithmic techniques for finding short or close codewords and
many algorithmic techniques for finding short or close lattice vectors. But, in many parameter
regimes of interest, the best algorithms for lattices are quite different from the best algorithms
for codes.

1 For example, similar results that came in separate works in the two settings include [15] and [14], [4]
and [33], [27] and [19], [13, 2] and [32], etc. Works that simultaneously published the same results in
the two settings include [9] and [18].
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In the present work, we are interested in basis reduction, a ubiquitous algorithmic
framework in the lattice literature. At a very high level, given a basis A := (a1; . . . ; ak)
for a lattice L, basis reduction algorithms work by attempting to find a “good” basis
of L (and in particular, a basis whose first vector a1 is short) by repeatedly making
“local changes” to the basis. Specifically, such algorithms manipulate the Gram-Schmidt
vectors ã1 := a1, ã2 := π⊥

{a1}(a2), . . . , ãk := π⊥
{a1,...,ak−1}(ak). Here, π⊥

{a1,...,ai−1} represents
orthogonal projection onto the subspace orthogonal to a1, . . . , ai−1. Notice that we can view
the Gram-Schmidt vector ãi as a lattice vector in the lower-dimensional lattice generated
by the projected block A[i,j] := π⊥

{a1,...,ai−1}(ai; . . . ; aj). Basis reduction algorithms work by
making many “local changes” to A, i.e., changes to the block A[i,j] that leave the lattice
L(A[i,j]) unchanged. The goal is to use such local changes to make earlier Gram-Schmidt
vectors shorter. (In particular, ã1 = a1 is a non-zero lattice vector. So, if we can make the
first Gram-Schmidt vector short, then we will have found a short non-zero lattice vector.)
One accomplishes this, e.g., by finding a short non-zero vector y in L(A[i,j]) and essentially
replacing the first vector in the block with this vector y. (Here, we are ignoring how exactly
one does this replacement.)

This paradigm was introduced in the celebrated work of Lenstra, Lenstra, and Lovász [25],
which described the polynomial-time LLL algorithm. Specifically, (ignoring important details
that are not relevant to the present work) the LLL algorithm works by repeatedly replacing
Gram-Schmidt vectors ãi with a shortest non-zero vector in the lattice generated by the
dimension-two block A[i,i+1]. The LLL algorithm itself has innumerable applications. (See,
e.g., [29].) Furthermore, generalizations of LLL yield the most efficient algorithms for finding
short non-zero lattice vectors in a wide range of parameter regimes, including those relevant
to cryptography.

Specifically, the Block-Korkine-Zolotarev basis-reduction algorithm (BKZ), originally
due to Schnorr [31], is a generalization of the LLL algorithm that works with larger blocks.
It works by repeatedly modifying blocks A[i,i+β−1] of a lattice basis A := (a1; . . . ; ak) in
order to ensure that the Gram-Schmidt vector ãi is a shortest non-zero vector in the lattice
generated by the block. Here, the parameter β ≥ 2 is called the block size, and the case
β = 2 corresponds to the LLL algorithm (ignoring some technical details). Larger block size
β yields better bases consisting of shorter lattice vectors. But, to run the algorithm with
block size β, we must find shortest non-zero vectors in a β-dimensional lattice, which requires
running time 2O(β) with the best-known algorithms [6, 1, 12]. So, BKZ yields a tradeoff
between the quality of the output basis and the running time of the algorithm. (Alternatively,
one can view BKZ as a reduction from an approximate lattice problem in high dimensions to
an exact lattice problem in lower dimensions, with the approximation factor depending on
how much lower the resulting dimension is.)

BKZ is the fastest known algorithm in practice for the problems relevant to cryptography.
However, BKZ is notoriously difficult to understand. Indeed, we still do not have a proof
that the BKZ algorithm makes at most polynomially many calls to its β-dimensional oracle,
nor do we have a tight bound on the quality of the bases output by BKZ, despite much effort.
(See, e.g., [34]. However, for both the running time and the output quality of the basis, we
now have a very good heuristic understanding [16, 11].)

Gama and Nguyen’s slide-reduction algorithm is an elegant alternative to BKZ that is
far easier to analyze [20]. In particular, it outputs a basis whose quality (e.g., the length
of the first vector) essentially matches our heuristic understanding of the behavior of BKZ,
and it provably does so with polynomially many calls to a β-dimensional oracle for finding
a shortest non-zero lattice vector. Indeed, for a wide range of parameters (including those
relevant to cryptography), [20] yields the fastest algorithm with proven correctness for finding
short non-zero lattice vectors.

APPROX/RANDOM 2024
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Dual reduction, and some foreshadowing

One of the key ideas used in Gama and Nguyen’s slide-reduction algorithm (as well as in
other work, such as [28]) is the notion of a dual-reduced block A[i,j]. The motivation behind
dual-reduced blocks starts with the observation that the product ∥ãi∥ · · · ∥ãj∥ does not
change if the lattice L(A[i,j]) is not changed. Formally, this quantity is the determinant of
the lattice L(A[i,j]), which is a lattice invariant. So, while it is perhaps more natural to
think of basis reduction in terms of making earlier Gram-Schmidt vectors in a block shorter,
with the ultimate goal of making a1 short, one can more-or-less equivalently think of basis
reduction in terms of making later Gram-Schmidt vectors longer.

One therefore defines a dual-reduced block as a block A[i,j] such that the last Gram-
Schmidt vector ãj is as long as it can be without changing the associated lattice L(A[i,j]).
When β := j − i + 1 > 2, a dual-reduced block is not the same as a block whose first
Gram-Schmidt vector is as short as possible. However, there is still some pleasing symmetry
here. In particular, it is not hard to show that the last Gram-Schmidt vector ãj corresponds
precisely to a non-zero (primitive) vector in the dual lattice of L(A[i,j]) with length 1/∥ãj∥.
This of course explains the terminology. It also means that making the last Gram-Schmidt
vector ãj as long as possible corresponds to finding a shortest non-zero vector in the dual
of L(A[i,j]), while making the first Gram-Schmidt vector ãi as short as possible of course
corresponds to finding a shortest non-zero vector in L(A[i,j]) itself. Either way, this amounts
to finding a shortest non-zero vector in a β-dimensional lattice, which takes time that is
exponential in the block size β.

1.3 Basis reduction for codes!
As far as the authors are aware, until very recently there was no work attempting to use
the ideas from basis reduction in the setting of linear codes. This changed with the recent
exciting work of Debris-Alazard, Ducas, and van Woerden, who in particular showed a simple
and elegant analogue of the LLL algorithm for codes [17].

Debris-Alazard, Ducas, and van Woerden provide a “dictionary” ([17, Table 1]) for
translating important concepts in basis reduction from the setting of lattices to the setting
of codes, and it is the starting point of our work. Below, we describe some of the dictionary
from [17], as well as some of the barriers that one encounters when attempting to make basis
reduction work for codes.

1.3.1 Projection, epipodal vectors, and proper bases
Recall that when one performs basis reduction on lattices, one works with the Gram-Schmidt
vectors ãi := π⊥

{a1,...,ai−1}(ai) and the projected blocks A[i,j] := π⊥
{a1,...,ai−1}(ai; . . . ; aj),

i.e., the orthogonal projection of ai, . . . , aj onto the subspace {a1, . . . , ai−1}⊥ orthogonal to
a1, . . . , ai−1.

So, if we wish to adapt basis reduction to the setting of linear codes (and we do!), it is
natural to first ask what the analogue of projection is in the setting of codes. [17] gave a
very nice answer to this question.2 In particular, for a vector x = (x1, . . . , xn) ∈ Fn

q we call
the set of indices i such that xi is non-zero the support of x, i.e.,

2 [17] formally worked with the case q = 2 everywhere. Rather than specialize our discussion here to
F2, we will largely ignore this distinction in this part of the introduction. While the more general
definitions that we provide here for arbitrary Fq are new to the present work, when generalizing to Fq is
straightforward, we will not emphasize this in the introduction.
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Supp(x) := {i ∈ [n] : xi ̸= 0} .

Then, [17] define z := π⊥
{x1,...,xℓ}(y) as follows. If i ∈

⋃
j Supp(xj), then zi = 0. Otherwise,

zi = yi. In other words, the projection simply “zeros out the coordinates in the supports
of the xj .” This notion of projection shares many (but certainly not all) of the features of
orthogonal projection in Rn, e.g., it is a linear contraction mapping that is idempotent.

Armed with this notion of projection, [17] then defined the epipodal vectors associated
with a basis b1, . . . , bn as b+

1 := b1, b+
2 := π⊥

{b1}(b2), . . . , b+
n := π⊥

{b1,...,bn−1}(bn), in analogy
with the Gram-Schmidt vectors. In this work, we go a bit further and define

B[i,j] := π⊥
{b1,...,bi−1}(bi; . . . ; bj) ,

in analogy with the notation in the literature on lattice basis reduction.
Here, [17] already encounters a bit of a roadblock. Namely, the epipodal vectors b+

i can
be zero! E.g., if b1 = (1, 1, . . . , 1) is the all-ones vector, then b+

i will be zero for all i > 1!3
This is rather troublesome and could lead to many issues down the road. For example, we
might even encounter entire blocks B[i,j] that are zero! Fortunately, [17] shows how to get
around this issue by defining proper bases, which are simply bases for which all the epipodal
vectors are non-zero. They then observe that proper bases exist and are easy to compute.
(In Section 4, we further develop the theory of proper bases.) So, this particular roadblock
is manageable, but it already illustrates that the analogy between projection over Fn

q and
projection over Rn is rather brittle.

The LLL algorithm for codes then follows elegantly from these definitions. In particular, a
basis B = (b1; . . . ; bk) is LLL-reduced if it is proper and if b+

i is a shortest non-zero codeword
in the dimension-two code generated by B[i,i+1] for all i = 1, . . . , k − 1. [17] then show
a simple algorithm that computes an LLL-reduced basis in polynomial time. Specifically,
the algorithm repeatedly makes simple local changes to any block B[i,i+1] for which this
condition is not satisfied until the basis is reduced.

In some ways, this new coding-theoretic algorithm is even more natural and elegant than
the original LLL algorithm for lattices. For example, the original LLL algorithm had to
worry about numerical blowup of the basis entries. And, the original LLL algorithm seems
to require an additional slack factor δ in order to avoid the situation in which the algorithm
makes a large number of minuscule changes to the basis. Both of these issues do not arise
over finite fields, where all vectors considered by the algorithm have entries in Fq and integer
lengths between 1 and n.

1.3.2 What’s a good basis and what is it good for?
Given the incredible importance of the LLL algorithm for lattices, it is a major achievement
just to show that one can make sense of the notion of “LLL for codes.” But, once [17] have
defined an LLL-reduced basis for codes and shown how to compute one efficiently, an obvious
next question emerges: what can one do with such a basis?

In the case of lattices, the LLL algorithm is useful for many things, but primarily for the
two most important computational lattice problems: finding short non-zero lattice vectors and
finding close lattice vectors to a target. In particular, the first vector a1 of an LLL-reduced
basis is guaranteed to ∥a1∥ ≤ 2k−1λ1(L). This has proven to be incredibly useful, despite
the apparently large approximation factor.

3 Of course, similar issues do not occur over Rn, because if a1, . . . , ak ∈ Rn are linearly independent,
then π⊥

a1,...,ak−1 (ak) cannot be zero.
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For codes over F2, [17] show that the same is true, namely that if B = (b1; . . . ; bk) is an
LLL-reduced basis for C ⊆ Fn

2 , then |b1| ≤ 2k−1dmin(C). They prove this by showing that
if b+

i has minimal length among the non-zero codewords in C(B[i,i+1]), then |b+
i | ≤ 2|b+

i+1|.
It follows in particular that |b1| = |b+

1 | ≤ 2i−1|b+
i | for all i. One can easily see that

dmin(C) ≥ mini |b+
i |, from which one immediately concludes that |b+

1 | ≤ 2k−1dmin(C). A
simple generalization of this argument shows that over Fq, we have |b+

1 | ≤ qk−1dmin(C). (We
prove something more general and slightly stronger in the full version [21].)

However, notice that all codewords have length at most n and dmin(C) is always at least
1. Therefore, an approximation factor of qk−1 is non-trivial only if n > qk−1. Otherwise,
literally any non-zero codeword has length less than qk−1dmin(C)! On the other hand, if
n > qk−1, then we can anyway find an exact shortest vector in time roughly qkn ≲ n2

by simply enumerating all codewords. (The typical parameter regime of interest is when
n = O(k).)

In some sense, the issue here is that the space Fn
q that codes live in is too “cramped.”

While lattices are infinite sets that live in a space Qn with arbitrarily long and arbitrarily
short non-zero vectors, codes are finite sets that live in a space Fn

q in which all non-zero
vectors have integer lengths between 1 and n. So, while for lattices, any approximation factor
between one and, say, 2k is very interesting, for codes the region of interest is simply more
narrow.

[17] go on to observe that because |b+
i+1| is an integer, for codes over F2 an LLL-reduced

basis must actually satisfy

|b+
i+1| ≥

⌈
|b+

i |
2

⌉
.

With this slightly stronger inequality together with the fact that
∑
|b+

i | ≤ n, they are able
to show that b1 of an LLL-reduced basis will meet the Griesmer bound [22],

k∑
i=1

⌈
|b1|
2i−1

⌉
≤ n , (1)

which is non-trivial. E.g., as long as k ≥ log n, it follows that

|b1| −
⌈log |b1|⌉

2 ≤ n− k

2 + 1 (2)

(We generalize this in the full version [21]to show that the appropriate generalization of
LLL-reduced bases to codes over Fq also meet the q-ary Griesmer bound.)

1.3.2.1 Finding close codewords and size reduction

For lattices, Babai also showed how to use an LLL-reduced basis to efficiently find close
lattice vectors to a given target vector [10], and like the LLL algorithm itself, Babai’s
algorithm too has innumerable applications. More generally, Babai’s algorithm tends to
obtain closer lattice vectors if given a “better” basis, in a certain precise sense. [17] showed
an analogous “size-reduction” algorithm that finds close codewords to a given target vector,
with better performance given a “better” basis. Here, the notion of “better” is a bit subtle,
but essentially a basis is “better” if the epipodal vectors tend to have similar lengths. (Notice
that

∑
i |b

+
i | = |Supp(C)|, so we cannot hope for all of the epipodal vectors to be short.)

The resulting size-reduction algorithm finds relatively close codewords remarkably quickly.
(Indeed, in nearly linear time.) Furthermore, [17] showed how to use their size-reduction
algorithm combined with techniques from information set decoding to speed up some
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information set decoding algorithms for finding short codewords or close codewords to a
target, without significantly affecting the quality of the output. For this, their key observation
was the fact that typically most epipodal vectors actually have length one (particularly the
later epipodal vectors, as one would expect given that later epipodal vectors by definition
have more coordinates “zeroed out” by projection orthogonal to the earlier basis vectors)
and that their size-reduction algorithm derives most of its advantage from how it treats the
epipodal vectors with length greater than one. They therefore essentially run information set
decoding on the code projected onto the support of the epipodal vectors with length one and
then “lift” the result to a close codeword using their size-reduction algorithm.

They call the resulting algorithm Lee-Brickell-Babai because it is a hybrid of Babai-style
size reduction and the Lee-Brickell algorithm [24]. The running time of this hybrid algorithm
is dominated by the cost of running information set decoding on a code with dimension
k − k1, where

k1 := |{i : |b+
i | > 1}|

is the number of epipodal vectors that do not have length 1. Indeed, the (heuristic) running
time of this algorithm is better than Lee-Brickell by a factor that is exponential in k1, so
that even a small difference in k1 can make a large difference in the running time. They
then show that LLL-reduced bases have k1 ≳ log n (for random codes) and show that this
reduction in dimension can offer significant savings in the running time of information set
decoding.

Indeed, though the details are not yet public, the current record in the coding problem
challenges [8] was obtained by Ducas and Stevens, apparently using such techniques.

1.4 Our contribution
In this work, we continue the study of basis reduction for codes, expanding on and generalizing
the results of [17] in many ways, and beginning to uncover a rich landscape of algorithms.

1.4.1 Expanding on the work of [17]
1.4.1.1 Generalization to Fq

Our first set of (perhaps relatively minor) contributions are generalizations of many of the
ideas in [17] from F2 to Fq, a direction proposed in that work. In fact, they quite accurately
anticipated this direction. So, we quote directly from [17, Section 1.3]:

In principle, the definitions, theorems and algorithms of this article should be gen-
eralizable to codes over Fq endowed with the Hamming metric. . . Some algorithms
may see their complexity grow by a factor Θ(q), meaning that the algorithms remains
polynomial-time only for q = nO(1). It is natural to hope that such a generalised
LLL would still match [the] Griesmer bound for q > 2. However, we expect that
the analysis of the fundamental domain [which is necessary for understanding size
reduction]. . . would become significantly harder to carry out.

In Section 3, we generalize from F2 to Fq the definitions of projection, epipodal vectors,
and proper bases; the definition of an LLL-reduced bases and the LLL algorithm;4 and the
size-reduction algorithm and its associated fundamental domain. Some of this is admittedly

4 We actually describe the LLL algorithm as a special case of the more general algorithms that we describe
below. See the full version [21].
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quite straightforward – e.g., given the definitions in [17] of projection, epipodal vectors,
and proper bases for codes over F2, the corresponding definitions for codes over Fq are
immediate (and we have already presented them in this introduction). And, the definition
of an LLL-reduced basis and of size reduction follow more-or-less immediately from these
definitions. In particular, we do in fact confirm that LLL over Fq achieves the Griesmer
bound.

As [17] anticipated, the most difficult challenge that we encounter here is in the analysis
of the fundamental domain that one obtains when one runs size reduction with a particular
basis B. We refer the reader to the full version [21]for the details.

(We do not encounter the running time issue described in the quote above – except for our
algorithm computing the number of vectors of a given length in F(B+). In particular, our
versions of the LLL algorithm and the size-reduction algorithm – and even our generalizations
like slide reduction – run in time that is proportional to a small polynomial in log q.)

Along the way, we make some modest improvements to the work of [17], even in the case
of F2. In particular, using more careful analysis, we shave a factor of roughly n from the
proven running time of LLL. (See the full version [21].)

1.4.1.2 More on the theory of proper bases

In order to develop the basis-reduction algorithms that we will describe next, we found that
it was first necessary to develop (in Section 4) some additional tools for understanding and
working with proper bases, which might be of independent interest. Specifically, we define the
concept of a primitive codeword, which is a non-zero codeword c such that Supp(c) does not
strictly contain the support of any other non-zero codeword. We then show that primitive
codewords are closely related to proper bases. For example, we show that c is the first vector
in some proper basis if and only if c is primitive, and that a basis is proper if and only if the
epipodal vectors are primitive vectors in their respective projections.

We find this perspective to be quite useful for thinking about proper bases and basis
reduction in general. In particular, we use this perspective to develop algorithms that perform
basic operations on proper bases, such as inserting a primitive codeword into the first entry
of a basis without affecting properness. The resulting algorithmic tools seems to be necessary
for the larger-block-size versions of basis reduction that we describe below, in which our
algorithms must make more complicated changes to a basis.

1.4.2 Backward reduction and redundant sets
Our next contribution is the notion of backward reduction, described in Section 5. Recall
that in the context of lattices, a key idea is the notion of a dual-reduced block A[i,j], in which
the last Gram-Schmidt vector ãj is as long possible, while keeping L(A[i,j]) fixed.

Backward-reduced blocks are what we call the analogous notion for codes. Specifically,
we say that a block B[i,j] is backward reduced if the last epipodal vector b+

j is as long as
possible, while keeping C(B[i,j]) fixed. Just like in the case of lattices, this idea is motivated
by an invariant. Here, the invariant is |b+

i |+ · · ·+ |b
+
j |, which is precisely the support of the

code C(B[i,j]). So, if one wishes to make earlier epipodal vectors shorter (and we do!), then
one will necessarily make later epipodal vectors longer, and vice versa. In particular, in the
case of LLL, when the block size β := j − i + 1 is equal to 2, there is no difference between
minimizing the length of the first epipodal vector and maximizing the length of the second
epipodal vector. So, if one wishes, one can describe the LLL algorithm in [17] as working by
repeatedly backward reducing blocks B[i,i+1].
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The above definition of course leads naturally to two questions. First of all, how do we
produce a backward-reduced block (for block size larger than 2)? And, second, what can we
say about them? Specifically, what can we say about the length |b+

j | of the last epipodal
vector in a backward-reduced block B[i,j]?

One might get discouraged here, as one quickly discovers that long last epipodal vectors do
not correspond to short non-zero codewords in the dual code. So, the beautiful duality that
arises in the setting of lattices simply fails in our new context. (The only exception is that
last epipodal vectors with length exactly two correspond to dual vectors with length exactly
two.) This is why we use the terminology “backward reduced” rather than “dual reduced.”
One might fear that the absence of this correspondence would make backward-reduced blocks
very difficult to work with.

Instead, we show that long last epipodal vectors b+
j in a block B[i,j] have a simple

interpretation. They correspond precisely to large redundant sets of coordinates of the code
C(B[i,j]). In the special case when q = 2, a redundant set S ⊆ [n] of coordinates is simply a
set of coordinates in the support of the code such that for every a, b ∈ S and every codeword
c, ca = cb. For larger q, we instead have the guarantee that ca = zcb for fixed non-zero
scalar z ∈ F∗

q depending only on a and b. In particular, maximal redundant sets correspond
precisely to the non-zero coordinates in a last epipodal vector. (See Lemma 8.)

This characterization immediately yields an algorithm for backward reducing a block.
(See Algorithm 2.) In fact, finding a backward-reduced block boils down to finding a set of
most common elements in a list of at most n non-zero columns, each consisting of β := j−i+1
elements from Fq. One quite surprising consequence of this is that one can actually find
backward-reduced blocks efficiently, even for large β! (Compare this to the case of lattices,
where finding a dual-reduced block for large β is equivalent to the NP-hard problem of finding
a shortest non-zero vector in a lattice of dimension β.)

Furthermore, this simple combinatorial characterization of backward-reduced blocks
makes it quite easy to prove a simple tight lower bound on the length of b+

j in a backward-
reduced block B[i,j]. (See the full version [21].) Indeed, such a proof follows immediately
from the pigeonhole principle. This makes backward-reduced blocks quite easy to analyze.
In contrast, as we will see below, forward-reduced blocks, in which the first epipodal vector
b+

i is as short as possible, are rather difficult to analyze for β > 2.

1.4.3 Fully backward-reduced bases

With this new characterization of backward-reduced blocks and the realization that we can
backward reduce a block quite efficiently, we go on to define the notion of a fully backward-
reduced basis. We say that a basis is fully backward reduced if all of the prefixes B[1,j] are
backward reduced for all 1 ≤ j ≤ k.5 In fact, we are slightly more general than this, and
consider bases that satisfy this requirement for all j up to some threshold τ ≤ k.

We show that a fully backward-reduced basis achieves the Griesmer bound (Equation (1)
for q = 2), just like an LLL-reduced basis. This is actually unsurprising, since it is not
difficult to see that when the threshold τ = k is maximal, a fully backward-reduced basis is
also LLL reduced. However, even when τ = logq n, we still show that a backward-reduced
basis achieves the Griesmer bound. (See Theorem 16.)

5 Notice that this implies that B[i,j] is also backward reduced for any 1 ≤ i < j. So, such bases really are
fully backward reduced.
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We then show a very simple and very efficient algorithm for computing fully backward-
reduced bases. In particular, if the algorithm is given as input a proper basis, then it will
convert it into a fully backward-reduced basis up to threshold τ in time O(τ2n polylog(n, q)).
Notice that this is extremely efficient when τ ≤ poly(logq n).6 Indeed, for most parameters
of interest, this running time is in fact less than the time O(nk log q) needed simply to read
the input basis B ∈ Fk×n

q . (Of course, this is possible because the algorithm only looks at
the first τ rows of the input basis.) So, if one already has a proper basis, one can convert it
into a fully backward-reduced basis nearly for free.7

In contrast, the LLL algorithm runs in time O(kn2 log2 q). One can perform a similar
“threshold” trick and run the LLL algorithm only on the first τ basis vectors for τ = ⌈logq n⌉
(which would still imply that |b1| must be bounded by the Griesmer bound). But, this would
still yield a running time of Ω(τn2 log2 q) in the worst case. The speedup that we achieve
from fully backward reduction comes from the combination of this threshold trick together
with the fact that fully backward reduction runs in time proportional to τ2n, rather than
τn2.

Furthermore, we show empirically that the resulting algorithm tends to produce better
bases than LLL in practice. (See the full version [21].)

(It seems unlikely that any similar algorithm exists for lattices for two reasons. First, in
the setting of lattices, computing a dual-reduced basis for large block sizes is computationally
infeasible. Second, while for codes it is not unreasonable to look for a short non-zero codeword
in the subcode generated by the first τ basis vectors, for lattices the lattice generated by the
first k − 1 basis vectors often contains no shorter non-zero vectors than the basis vectors
themselves, even when the full lattice contains much shorter vectors.)

1.4.3.1 Heuristic analysis of full backward reduction

We also provide heuristic analysis of full backward reduction, providing a compelling heuristic
explanation for why its performance in practice seems to be much better than what worst-case
analysis suggests. In particular, recall that we essentially characterize the length of the last
epipodal vector of a backward-reduced block B[i,j] in terms of the maximal number of times
that a column in B[i,j] repeats. We then naturally use the pigeonhole principle to argue that
for suitable parameters there must be a column that repeats many times.

E.g., for q = 2, there must be at least one repeated non-zero column if the number of
non-zero columns s is larger than the number of possible non-zero columns 2β − 1, where
β := j − i + 1 is the length of a column. This analysis is of course tight in the worst case.
However, in the average case, we know from the birthday paradox that we should expect to
see a repeated column even if s is roughly 2β/2, rather than 2β .

So, under the (mild but unproven) heuristic that the blocks B[1,j] in a fully backward-
reduced basis behave like a random matrices for all j (in terms of the number of redundant
coordinates), it is easy to see that k1 ≳ 2 logq n, which is significantly better than what LLL
achieves (both in the worst case and empirically).

This heuristic argument is backed up by experiments. (See the full version [21].) We
also show (in the full the version [21]) a less natural variant of this algorithm that provably
achieves k1 ≳ 2 logq n when its input is a random matrix. This variant works by carefully

6 We argue (in the full version [21]) that there is not much point in taking τ significantly greater than
log2

q(n).
7 Computing a proper basis seems to require time O(nk2 log2 q) (without using fast matrix multiplication

algorithms), but in many contexts the input basis is in systematic form and is therefore proper.
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“choosing which coordinates to look at” for each block, in order to maintain independence.
We view this as an additional heuristic explanation for full backward reduction’s practical
performance, since one expects an algorithm that “looks at all coordinates” to do better
than one that does not.

This result about k1 for backward-reduced bases also compares favorably with the study
of the LLL algorithm in [17]. In particular, in [17], they proved that LLL achieves k1 ≳ log n

for a random code for q = 2, but in their experiments they observed that LLL combined with
a preprocessing step called EpiSort actually seems to achieve k1 ≈ c log n for some constant
1 < c ≤ 2. However, the behavior of LLL and EpiSort seems to be much more subtle than
the behavior of full backwards reduction. We therefore still have no decent explanation (even
a heuristic one) for why LLL and EpiSort seem to achieve k1 ≈ c log n or for what the value
of this constant c actually is.

1.4.4 BKZ and slide reduction for codes
Our next set of contributions are adaptations of the celebrated BKZ and slide-reduction
algorithms to the setting of codes.

1.4.4.1 BKZ for codes

Our analogue of the BKZ algorithm for codes is quite natural.8 Specifically, our algorithm
works by repeatedly checking whether the epipodal vector b+

i is a shortest non-zero codeword
in the code generated by the block B[i,i+β−1]. If not, it updates the basis so that this is the
case (using the tools that we have developed to maintain properness). The algorithm does
this repeatedly until no further updates are possible. At least intuitively, a larger choice of β

here requires a slower algorithm because the resulting algorithm will have to find shortest
non-zero codewords in β-dimensional codes. But, larger β will result in a better basis.

As we mentioned above, in the setting of lattices, the BKZ algorithm is considered to be
the best performing basis-reduction algorithm in most parameter regimes, but it is notoriously
difficult to analyze. We encounter a roughly similar phenomenon in the setting of linear
codes. In particular, we run experiments that show that the algorithm performs quite well in
practice. (Though it requires significantly more running time than full backward reduction
to achieve a similar profile. See the full version [21].) However, we are unable to prove that
it terminates efficiently, except in the special case of β = 2, in which case we recover the LLL
algorithm of [17]. For β > 2, we offer only an extremely weak bound on the running time.
As in the case of lattices, the fundamental issue is that it is difficult to control the effect that
changing b+

i can have on the other epipodal vectors b+
i+1, . . . , b+

i+β−1 in the block.
Here, we encounter an additional issue as well. In the case of lattices, there is a relatively

simple tight bound on the minimum distance of the lattice generated by the block A[i,i+β−1]
to the lengths of the Gram-Schmidt vectors ∥ãi∥, . . . , ∥ãi+β−1∥ in the block. In particular,
Minkowski’s celebrated theorem tells us that λ1(L(A[i,i+β−1])) ≤ C

√
β(∥ãi∥ · · · ∥ãi+β−1∥)1/β

for some constant C > 0, and one applies this inequality repeatedly with different i to
understand the behavior of basis reduction for lattices.

8 We note that the name “BKZ algorithm for codes” is perhaps a bit misleading. In the case of lattices, the
BKZ algorithm is named after Korkine and Zolotarev due to their work on Korkine-Zolotarev-reduced
bases (which can be thought of as BKZ-reduced bases with maximal block size β = k, and is sometimes
also called a Hermite-Korkine-Zolotarev-reduced basis). A Block-Korkine-Zolotarev-reduced basis is
(unsurprisingly) a basis in which each block B[i,i+β−1] is a Korkine-Zolotarev-reduced basis. For codes,
the analogous notion of a Korkine-Zolotarev-reduced basis was called a Griesmer-reduced basis in [17].
So, we should perhaps call our notion “Block-Griesmer-reduced bases” and the associated algorithm
“the block-Griesmer algorithm.” However, the authors decided to use the term “BKZ” here in an attempt
to keep terminology more consistent between lattices and codes.
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However, in the case of codes, there is no analogous simple tight bound on
dmin(C(B[i,i+β−1])) in terms of the lengths of the epipodal vectors |b+

i |, . . . , |b+
i+β−1|, except

in the special case when β = 2. Instead, there are many known incomparable upper bounds
on dmin in terms of the dimension β and the support size s := |b+

i |+ · · ·+ |bi+β−1| (and, of
course, the alphabet size q). Each of these bounds is tight or nearly tight for some support
sizes s (for fixed β) but rather loose in other regimes. The nature of our basis-reduction
algorithms is such that different blocks have very different support sizes s, so that we cannot
use a single simple bound that will be useful in all regimes. And, due to the relatively
“cramped” nature of Fn

q , applying loose bounds on dmin can easily yield trivial results, or
results that do offer no improvement over the β = 2 case. As a result, the bound that we
obtain on the length of b1 for a BKZ-reduced basis does not have a simple closed form.
(Since the special case of β = 2 yields a very simple tight bound dmin ≤ (1− 1/q)s, this is
not an issue in the analysis of the LLL algorithm in [17].)

In fact, we do not even know if the worst-case bound on |b1| for a BKZ-reduced basis is
efficiently computable, even if one knows the optimal minimum distance of β-dimensional
codes for all support sizes. However, we do show an efficiently computable bound that is
nearly as good. And, we show empirically that in practice it produces quite a good basis.
(See the full version [21].)

1.4.4.2 Slide reduction for codes

Given our difficulties analyzing the BKZ algorithm, it is natural to try to adapt Gama and
Nguyen’s slide-reduction algorithm [20] from lattices to codes. In particular, recall that in
the case of lattices, the slide-reduction algorithm has the benefit that (unlike BKZ) it is
relatively easy to prove that it terminates efficiently.

In fact, recall that the idea for backward-reduced bases was inspired by dual-reduced bases
for lattices, which are a key component of slide reduction. We therefore define slide-reduced
bases for codes by essentially just substituting backward-reduced blocks for dual-reduced
blocks in Gama and Nguyen’s definition for lattices. Our slide-reduction algorithm (i.e., an
algorithm that produces slide-reduced bases) follows similarly.

We then give a quite simple proof that this algorithm terminates efficiently. Indeed, our
proof is a direct translation of Gama and Nguyen’s elegant potential-based argument from
the case of lattices to the case of codes. (Gama and Nguyen’s proof is itself a clever variant
of the beautiful original proof for the case when β = 2 in [25].)

Finally, we give an efficiently computable upper bound on |b1| for a slide-reduced basis
in a similar spirit to our upper bound on BKZ. Here, we again benefit from our analysis of
backward-reduced blocks described above. Indeed, the behavior of the epipodal vectors in
our backward-reduced blocks is quite easy to analyze. However, our bound does not have a
simple closed form because the behavior of the forward-reduced blocks still depends on the
subtle relationship between the minimal distance of a code and the parameters n and k, as
we described in the context of BKZ above.

In our experiments (in the full version [21]), slide reduction is far faster than BKZ but
does not find bases that are as good.

1.4.5 Two illustrative algorithms
In the full version [21], we show yet two more basis-reduction algorithms for codes. We think
of the importance of these algorithms as being less about their actual usefulness and more
about what they show about the potential and limitations of basis reduction for codes. We
explain below.
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1.4.5.1 One-block reduction

The one-block-reduction algorithm is quite simple. It finds a short non-zero codeword
in a code C generated by some basis B by first ensuring that B is proper, and then by
simply finding a shortest non-zero codeword in the subcode C(B[1,β]) generated by the
prefix basis B[1,β]. Notice that if β ≤ O(logq n), then this algorithm runs in polynomial
time. In particular, enumerating all codewords in the subcode can be done in time roughly
O(nqβ log q).

Furthermore, it is not hard to see that when β = ⌈logq n⌉, this simple algorithm actually
meets the Griesmer bound! (See the full version [21].) At a high level, this is because (1) the
worst case in the Griesmer bound has |b+

i | = 1 for all i ≥ β; and (2) the resulting bound is
certainly not better than the minimum distance of a code with dimension β and support size
n−(k−β). Here, the k−β term comes from the fact that Supp(B[1,β]) = n−|b+

β+1|−· · ·−|b
+
k |.

(Similar logic explains why full backward reduction achieves the Griesmer bound with
τ ≈ logq n.)

More generally, it seems unlikely that a basis-reduction algorithm will be able to find b1
that is shorter than what is achieved by this simple approach if we take β ≥ max{k∗

1 , β′},
where β′ is the size of the largest block in the basis reduction algorithm and k∗

1 is the maximal
index of an epipodal vector that has length larger than one. (In practice, k∗

1 is almost never
much larger than k1.) In particular, for a basis reduction algorithm to do better than this,
it must manage to produce a block B[1,β] that has minimum distance less than what one
would expect given its support size.

We therefore think of this algorithm as illustrating two points.
First, the existence of this algorithm further emphasizes the importance of the parameter

k∗
1 (and the closely related parameter k1) as a sort of “measure of non-triviality.” If an

algorithm achieves large k∗
1 , then the above argument becomes weaker, since we must take

β ≥ k∗
1 . Indeed, if β is significantly larger than 2 logq k, then the running time of one-block

reduction (if implemented by simple enumeration) becomes significantly slower.
Second, the existence of the one-block-reduction algorithm illustrates that we should be

careful not to judge basis-reduction algorithms entirely based on |b1|. We certainly think
that |b1| is an important measure of study, and indeed it is the main way that we analyze
the quality of our bases in this work. However, the fact that one-block-reduction exists shows
that this should not be viewed as the only purpose of a basis-reduction algorithm.

Of course, the algorithms that we have discussed thus far are in fact non-trivial, because
they (1) find short non-zero codewords faster than one-block reduction; and (2) find whole
reduced bases and not just a single short non-zero codeword. Such reduced bases have
already found exciting applications in [17] and [8], and we expect them to find more.

1.4.5.2 Approximate Griesmer reduction

Recall that [17] calls a basis B ∈ Fk×n
q Griesmer reduced if b+

i is a shortest non-zero
codeword in C(B[i,k]) for all i. And, notice that, if one is willing to spend the time to find
shortest non-zero codewords in codes with dimension at most k, then one can compute a
Griesmer-reduced basis iteratively, by first setting b1 to be a shortest non-zero codeword in
the whole code, then projecting orthogonal to b1 and building the rest of the basis recursively.
(Griesmer-reduced bases are the analogue of Korkine-Zolotarev bases for lattices. We discuss
Griesmer-reduced bases more below.)

Our approximate-Griesmer-reduction algorithm is a simple variant of this idea. In
particular, it is really a family of algorithms parameterized by a subprocedure that finds short
(but not necessarily shortest) non-zero codewords in a code. Given such a subprocedure, the
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algorithm first finds a short non-zero codeword b1 in the input code C. It then projects the
code orthogonally to b1 and builds the rest of the basis recursively. (To make sure that we
end up with a proper basis, care must be taken to assure that b1 is primitive. We ignore this
in the introduction. See the full version [21].)

The running time of this algorithm and the quality of the basis produced of course depends
on the choice of subprocedure. Given the large number of algorithms for finding short non-
zero codewords with a large variety of performance guarantees for different parameters
(some heuristic and some proven), we do not attempt here to study this algorithm in full
generality. We instead simply instantiate it with the Lee-Brickell-Babai algorithm from [17]
(an algorithm which itself uses [17]’s LLL algorithm as a subroutine). Perhaps unsurprisingly,
we find that this produces significantly better basis profiles (e.g., smaller |b1| and larger k1
and k∗

1) than all of the algorithms that we designed here. The price for this is, of course,
that the subprocedure itself must run in enough time to find non-zero short codewords in
dimension k codes.

We view this algorithm as a proof of concept, showing that at least in principle one can
combine basis-reduction techniques with other algorithms for finding short codewords to
obtain bases with very good parameters. This meshes naturally with the Lee-Brickell-Babai
algorithm in [17], which shows how good bases can be combined with other algorithmic
techniques to find short non-zero codewords. Perhaps one can merge these techniques more
in order to show a way to use a good basis to find a better basis, which itself can be used to
find a better basis, etc?

1.4.6 On “the best possible bases”
Finally, in the full version [21], we prove bounds on “the best possible bases” in terms of
the parameters k1 and k∗

1 . Indeed, recall that the (heuristic) running time of [17]’s Lee-
Brickell-Babai algorithm beats Lee-Brickell by a factor that is exponential in k1. And, we
argued above that k∗

1 can be viewed as a measure of the “non-triviality” of a basis reduction
algorithm. So, it is natural to ask how large k1 and k∗

1 can be in principle.
In the full version [21], we show that any code over F2 has a basis with k∗

1 ≥ Ω(log k2),
even if the support size is as small as n = k +

√
k. For this, we use Griesmer-reduced

bases (not to be confused with the approximate-Griesmer-reduced bases described above;
note in particular that it is NP-hard to compute a Griesmer-reduced basis). Notice that
this is a factor of Ω(log k) better than the logarithmic k∗

1 achieved by all known efficient
basis-reduction algorithms.

Here, we use the parameter k∗
1 and not k1 because it is easy to see that in the worst

case a code can have arbitrarily large support but still have no proper basis with k1 > 1.9
Typically, of course, one expects k∗

1 and k1 to be very closely related, so that one can view
this as heuristic evidence that typical codes have bases with k1 ≥ Ω(log2 k).

In the full version [21], we argue under a mild heuristic assumption that any basis for a
random code over F2 has k1 ≤ k∗

1 ≤ O(log2 k), even if the support size n is a large polynomial
in the dimension k.

Taken together, these results suggest that the best possible bases that we should expect
to find in practice should have k1 ≈ k∗

1 = Θ(log2 k) for typical settings of parameters. Such
a basis would (heuristically) yield a savings of kΘ(log k) in [17]’s Lee-Brickell-Babai algorithm.
So, it would be very exciting to find an efficient algorithm that found such a basis.

9 For example, take that code Fk−1
2 ∪ (Fk−1

2 + c) where c := (1, 1, . . . , 1) ∈ Fn
2 . Any proper basis of this

code must have k − 1 vectors with length one and therefore must have k1 = 1.
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On the other hand, our (heuristic) upper bound on k1 suggests a limitation of basis
reduction for codes. In particular, we should not expect any improvement better than kΘ(log k)

in Lee-Brickell-Babai. And, the upper bound also suggests that basis-reduction algorithms
are unlikely to outperform the simple one-block-reduction algorithm for block sizes larger
than Ω(log2 k).

2 Preliminaries

2.1 Some notation

Logarithms are base two unless otherwise specified, i.e., log(2x) = x. We write Im for the
m×m identity matrix.

If b1, . . . , bk ∈ Fn
q , then (b1, . . . , bk) ∈ Fn×k

q denotes the matrix where each bi is a column
and (b1; . . . ; bk) ∈ Fk×n

q denotes the matrix where each bi is row i of B.
We say that a matrix B ∈ Fk×n

q is in systematic form if A = (Ik, X)P , where P is a
permutation matrix (i.e., if k contains the columns eT

1 , . . . , eT
k ).

For any basis B ∈ Fk×n
q and any subset S ⊆ [n] with |S| = k such that BS has full rank,

we call the process of replacing B by (B|S)−1 systematizing B with respect to S. When the
set S is not important, we simply call this systematizing B. This procedure is useful at least
in part because it results in a proper basis.

We define two notions of the support of a vector. Specifically, we write

Supp(x) := {i ∈ J1, nK : xi ̸= 0} ,

and similarly

#          »Supp(x)i :=
{

0 xi = 0
1 xi ̸= 0 .

We can also define the support of an [n, k]q code C by extending the definitions of Supp and
#          »Supp,

Supp(C) ≜
⋃
c∈C

Supp(c) #          »Supp(C) =
∨
c∈C

#          »Supp(c) ,

and we define the support of a matrix B ∈ Fk×n
q as the support of the code generated by

the matrix.
If A ∈ Fm×n

q , B ∈ Fr×s
q , then the direct sum of A and B, denoted A⊕B ∈ F(m+r)×(n+s)

q ,
is

A⊕B =
(

A 0m×s

0n×r B

)
We will often use the following important property regarding matrix direct sums. If A ∈ Fm×n

q ,
B ∈ Fr×s

q , x ∈ Fn
q , y ∈ Fs

q, then

(A⊕B)
(

x

y

)
=

(
Ax

By

)
.
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19:16 More Basis Reduction for Linear Codes

3 Generalizing epipodal vectors, size reduction, and the fundamental
domain to Fq

In this section, we generalize many of the fundamental concepts in [17] from codes over F2
to codes over Fq. Specifically, we generalize the notions of projection, epipodal matrices, and
the size-reduction algorithm. We then study the geometry of the fundamental domain that
one obtains by running the size-reduction algorithm on a given input basis.

Much of this generalization is straightforward (once one knows the theory developed
for F2 in [17]). So, one might read much of this section as essentially an extension of
the preliminaries. The most difficult part, in the full version [21], is the analysis of the
fundamental domain (which is not used in the rest of the paper).

3.1 Projection and epipodal vectors
The notions of projection and epipodal vectors extend naturally to Fq from the notions
outlined in [17]. However, to ensure that this work is as self-contained as possible, we will
now explicitly outline how some of those notions extend to Fq. Notice that these operations
are roughly analogous to orthogonal projection maps over Rn.

▶ Definition 1. If x1 = (x1,1, . . . , x1,n), . . . , xk = (xk,1, . . . , xk,n) ∈ Fn
q , the function

π{x1,...,xk} : Fn
q → Fn

q is defined as follows:

π{x1,...,xk}(y)i =
{

yi x1,i ̸= 0 ∨ · · · ∨ xk,i ̸= 0
0 otherwise.

We call this “projection onto the support of x1, . . . , xk.”

▶ Definition 2. If x1 = (x1,1, . . . , x1,n), . . . , xk = (xk,1, . . . , xk,n) ∈ Fn
q , the function

π⊥
{x1,...,xk} : Fn

q → Fn
q is defined as follows:

π⊥
{x1,...,xk}(y)i =

{
yi x1,i = 0 ∧ · · · ∧ xk,i = 0
0 otherwise.

We call this “projection orthogonal to x1, . . . , xk.”

We will often simply write πx to denote π{x} and π⊥
x to denote π⊥

{x}
We now define the epipodal matrix of a basis for a code, which is the analogue of the

Gram–Schmidt matrix.

▶ Definition 3. Let B = (b1; . . . ; bk) ∈ Fk×n
q be a matrix with elements from Fq. The ith

projection associated to the matrix B is defined as πi := π⊥
{b1,...,bi−1}, where π1 denotes the

identity.
The ith epipodal vector is defined as b+

i := πi(bi). The matrix B+ := (b+
1 ; . . . ; b+

k ) ∈
Fk×n

q is called the epipodal matrix of B.

The following notation for a projected block will be helpful in defining our reduction
algorithms. (The same notation is used in the lattice literature.)

▶ Definition 4. For a basis B = (b1; . . . ; bk) ∈ Fk×n
q and i, j ∈ [1, k] where i ≤ j, we use the

notation B[i,j] as shorthand for (πi(bi); . . . ; πi(bj)). Furthermore, for i ∈ [1, k] and j > k,
we define B[i,j] = B[i,k] for all j > k.

We will often write ℓi to denote |b+
i | when the basis B = (b1; . . . ; bk) is clear from context.
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3.1.1 Basic operations on blocks
See the full version [21].

3.2 Size reduction and its fundamental domain
See the full version [21].

4 Proper bases and primitivity

We will primarily be interested in bases that are proper in the sense that the epipodal vectors
should all be non-zero.

▶ Definition 5. A basis is said to be proper if all its epipodal vectors b+
i are non-zero.

[17] observed that, given an arbitrary basis B ∈ Fk×n
q for a code, we can efficiently compute

a proper basis B′ for the same code by systematizing B. In particular, let A ∈ Fk×k
q be an

invertible matrix formed from k columns of B (which must exist because B is a full-rank
matrix). Then, B′ := A−1B is a proper basis for the code generated by B. In particular,
every code has a proper basis. From this, we derive the following simple but useful fact.

See the full version [21].

5 Redundant sets of coordinates, the last epipodal vector, and
backward reduction

We are now ready to develop the theory behind backward-reduced bases. A backward-reduced
basis is one in which the last epipodal vector b+

k is as long as possible. In the context of
lattices, such bases are called dual-reduced bases and the maximal length of the last Gram-
Schmidt vector has a simple characterization in terms of λ1 of the dual lattice. For codes,
the maximal length of the last epipodal vector behaves rather differently, as we will explain
below. In particular, we will see how to find a backward-reduced basis quite efficiently. In
contrast, finding a dual-reduced basis is equivalent to finding a shortest non-zero vector in a
lattice and is therefore NP-hard.

On our way to defining backward reduction, we first define the notion of redundant
coordinates. Notice that we only consider coordinates in the support of C.

▶ Definition 6. For a code C ⊆ Fn
q , we say that a set S ⊆ [n] of coordinates is redundant

for C if S ⊆ Supp(C) and for every c ∈ C and all i, j ∈ S, ci = 0 if and only if cj = 0.

The following simple claim explains the name “redundant.” In particular, for any codeword
c ∈ C, if we know ci for some i ∈ S, then we also know cj for any j ∈ S.

▷ Claim 7. For a code C ⊆ Fn
q , a set S ⊆ Supp(C) is redundant for C if and only if for every

i, j ∈ S, there exists a non-zero scalar a ∈ F∗
q such that for all c ∈ C, cj = aci.

Furthermore, to determine whether S is a set of redundant coordinates, it suffices to
check whether the latter property holds for all c := bi in a basis (b1; . . . ; bk) of C.

Proof. See the full version [21]. ◁

Next, we show that redundancy is closely connected with the last epipodal vector in a
basis.
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19:18 More Basis Reduction for Linear Codes

▶ Lemma 8. For a code C ⊆ Fn
q with dimension k and S ⊆ [n], there exists a basis

B := (b1; . . . ; bk) of C with S ⊆ Supp(b+
k ) if and only if S is redundant.

Furthermore, if S is redundant, then there exists a proper basis with this property.

Proof. See the full version [21]. ◀

The above motivates the following definition.

▶ Definition 9. For a code C ⊆ Fn
q , the repetition number of C, written η(C), is the maximal

size of a redundant set S ⊆ Supp(C).

In particular, notice that by Lemma 8, η(C) is also the maximum of |b+
k | over all bases

(b1; . . . ; bk) and this maximum is achieved by a proper basis. The next lemma gives a lower
bound on η(C), therefore showing that codes with sufficiently large support and sufficiently
low rank must have bases whose last epipodal vector is long.

▶ Lemma 10. For any code C ⊆ Fn
q with dimension k,

η(C) ≥
⌈

q − 1
qk − 1 · |Supp(C)|

⌉
.

Proof. See the full version [21]. ◀

We present in Algorithm 1 a simple algorithm that finds the largest redundant set of
a code C. (The algorithm itself can be viewed as a constructive version of the proof of
Lemma 10.)

Algorithm 1 Max Redundant Set.

Input: A basis B = (b1; . . . ; bk) ∈ Fk×n
q for C

Output: A redundant set S for C with |S| = η(C)
for j ∈ [n] do

aj ← B−1
i,j , where i ∈ [k] is minimal such that Bi,j ̸= 0.

end
Find S ⊆ Supp(C) with maximal size such that for all j1, j2 ∈ S and all i,
aj1Bi,j1 = aj2Bi,j2 .

return S

▷ Claim 11. Algorithm 1 outputs a redundant set S for C with |S| = η(C). Furthermore,
Algorithm 1 runs in time O(kn log(q) log(qn)) (when implemented appropriately).

Proof. See the full version [21]. ◁

5.1 Backward reduction
We are now ready to present our definition of backward-reduced bases.

▶ Definition 12. Let B = (b1; . . . ; bk) ∈ Fk×n
q be a basis of a code C. We say that B is

backward reduced if it is proper and |b+
k | = η(C(B)).

Finally, we give an algorithm that finds a backward-reduced basis. See Algorithm 2.

▷ Claim 13. On input a proper basis B, Algorithm 2 correctly outputs an invertible
matrix A such that AB is backward reduced. Furthermore, Algorithm 2 runs in time
O(nk log(q) log(qn)).

Proof. See the full version [21]. ◁
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Algorithm 2 Backward Reduction.

Input: A proper basis B = (b1; . . . ; bk) ∈ Fk×n
q for C

Output: An invertible matrix A ∈ Fk×k
q such that AB is backward reduced.

{j1, . . . , jt} ← MaxRedundantSet(B)
Let m be minimal such that Bm,j1 ̸= 0.
for i ∈ [m + 1, k] do

bi ← bi −B−1
m,j1

Bi,j1bm

end
(b1; . . . ; bk)← (b1; . . . ; bm−1; bm+1; . . . ; bk; bm)
return the matrix corresponding to the linear transformation done to B.

5.2 Full backward reduction
Since backward reduction can be done efficiently, it is natural to ask what happens when
we backward reduce many prefixes B[1,i] of a basis. We could simply do this for all i ∈ [k],
but it is natural to be slightly more fine-grained and instead only do this for i ≤ τ for some
threshold τ . In particular, since the last k− poly(log n) epipodal vectors tend to have length
one even in very good bases (see the full version [21]to understand why), it is natural to take
τ ≤ poly(log n) to be quite small, which leads to very efficient algorithms. This suggests the
following definition.

▶ Definition 14. For some threshold τ ≤ k, a basis B ∈ Fk×n
q is fully backward reduced up

to τ if it is proper and B[1,i] is backward reduced for all 1 ≤ i ≤ τ .

We now show how to easily and efficiently compute a fully backward-reduced basis, using
the backward-reduction algorithm (Algorithm 2) that we developed above. We present the
algorithm in Algorithm 3 and then prove its correctness and efficiency. Notice in particular
that the algorithm only changes each prefix B[1,i] (at most) once.

Algorithm 3 Full Backward Reduction.

Input: A proper basis B := (b1; . . . ; bk) ∈ Fk×n
q for a code C and a threshold

τ ∈ [1, k]
Output: A basis for C that is totally backward reduced up to τ .
for i = τ, . . . , 1 do

A← BackwardReduction(B[1,i])
B ← (A⊕ Ik−i)B

end
return B

▶ Theorem 15. On input a proper basis B := (b1; . . . ; bk) ∈ Fk×n
q for a code C and a

threshold τ ∈ [1, k], Algorithm 3 correctly outputs a basis B′ ∈ Fk×n
q for C that is fully

backward reduced up to τ . Furthermore, the algorithm runs in time O(τ2n log(q) log(qn)).

Proof. See the full version [21]. ◀

We next bound |b1| of a fully backward-reduced basis. In fact, when τ ≥ ⌈logq n⌉, this
bound matches the Griesmer bound. In fact, it is not hard to see that with τ = k, a fully
backward-reduced basis is in fact LLL-reduced as well. But, the below theorem shows that
we do not need to go all the way to τ = k to achieve the Griesmer bound. This is because in
the worst case, |b+

i | = 1 for all i ≥ logq n anyway.
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19:20 More Basis Reduction for Linear Codes

▶ Theorem 16. For any positive integers k, n ≥ k, and τ ≤ k, a basis B ∈ Fk×n
q of a code

C that is fully backward reduced up to τ satisfies

τ∑
i=1

⌈
|b1|
qi−1

⌉
≤ n− k + τ .

Proof. See the full version [21]. ◀

5.3 Heuristic analysis suggesting better performance in practice
Recall that our analysis of backward-reduced bases in Section 5 relied crucially on the
repitition number η(C), which is the maximum over all bases of C of the last epipodal
vector. We showed that η(C) can be equivalently thought of as the maximal set of redundant
coordinates. E.g., when q = 2, η(C) is precisely the number of repeated columns in the basis
B for C.

Our analysis of fully backward-reduced bases then relies on the lower bound on η(C) in
Lemma 10. The proof of Lemma 10 simply applies the pigeonhole principle to the (normalized,
non-zero) columns of a basis B for C to argue that, if there are enough columns, then one of
them must be repeated many times. Of course, the pigeonhole principle is tight in general
and it is therefore easy to see that this argument is tight in the worst case.

However, in the average case, this argument is not tight. For example, if the number n of
(non-zero) columns in our basis B ∈ Fk×n

2 is smaller than the number of possible (non-zero)
columns 2k − 1, then it is certainly possible that no two columns will be identical. But, the
birthday paradox tells us that even with just n ≈ 2k/2, a random matrix B ∈ Fk×n

2 will
typically have a repeated column. More generally, if a code C is generated by a random
basis B ∈ Fk×n

q , then we expect to have η(C) > 1 with probability at least 1− 1/ poly(n),
provided that, say, n ≥ 10 log(n)qk/2, or equivalently, provided that

k ≤ 2(logq n− logq(10 log(n))) .

We could now make a heuristic assumption that amounts to saying that the prefixes
B[1,i] behave like random matrices with suitable parameters (in terms of the presence of
repeated non-zero columns). We could then use such a heuristic to show that we expect the
output of Algorithm 3 to achieve

k1 > (2− o(1)) logq n .

We choose instead to present in the full version [21]a variant of Algorithm 3 that provably
achieves the above. This variant is identical to Algorithm 3 except that instead of looking at all
of B[1,i] and choosing the largest set of redundant coordinates in order to properly backward
reduce B[1,i], the modified algorithm chooses the largest set of redundant coordinates from
some small subset of all of the coordinates. In other words, the modified algorithm ignores
information. Because the algorithm ignores this information, we are able to rigorously prove
that the algorithm achieves k1 ≳ 2 logq n when its input is a random matrix (by arguing that
at each step the algorithm has sufficiently many fresh independent random coordinates to
work with).

We think it is quite likely that Algorithm 3 performs better (and certainly not much
worse) than this information-ignoring variant. We therefore view this as strong heuristic
evidence that Algorithm 3 itself achieves k1 ≳ 2 logq n. (This heuristic is also confirmed by
experiment. See the full version [21].)
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5.3.1 Backward reducing without all of the columns
See the full version [21].
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give a lower bound showing that the competitive ratio of every algorithm must depend on k.
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1 Introduction

Clustering problems, such as k-means clustering and k-median clustering, are a classic
genre of learning / data mining problems [5]. Typically the input consists of a collec-
tion X = {x1, . . . , xn} of points in some metric space M (typically ℜd with the 1-norm
or 2-norm) and a positive integer k. Typically k is a small constant [2, 5]. The out-
put for a center-based clustering problem is a collection c1, . . . , ck of k points from
X, called centers, that succinctly summarize the data points. The implicit cluster Ci

corresponding to the center ci is the collection of points in X whose closest center is ci,
that is Ci = {xj | arg minh∈[k] d(xj , ch) = i}, where d(·, ·) is the distance function for
the metric space. The output for a cluster-based clustering problem is a partition
C1, . . . Ck of X into k parts, called clusters. The implicit center of each cluster Ci is then
ci = arg minxh∈Ci

∑
xj∈Ci

d(xh, xj). For both center-based clustering and cluster-based
clustering, the objective is to minimize the cost of the clustering. This paper considers the
k-median objective which is the aggregate distance from each point to the center of its cluster,
that is

∑k
i=1

∑
xj∈Ci

d(xj , ci).
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20:2 Online k-Median with Consistent Clusters

Here we consider applications where the data points in X arrive online over time. In an
online center-based clustering problem, the online algorithm maintains a collection
of centers. In a online cluster-based clustering problem, the online algorithm needs
to assign the data points to a cluster when they arrive, that is each point xj needs to be
assigned a label ℓj ∈ [k] when xj arrives. In either case, these choices should (ideally) be
irrevocable.

An application of online clustering given by [16] is the task of clustering news articles
that arrive online, e.g., at Yahoo news or Google news. We refer to these outlets as the
news providers. The news provider selects some (approximately) fixed number k of articles
to feature on the news homepage, and has a “view complete coverage” link next to each
article to see all the news stories on this topic. The problem of selecting the best k articles
that summarize all current news articles is better modeled as a center-based clustering. The
problem of partitioning all news articles into clusters of similar articles is better modeled as
a cluster-based clustering. Other applications can be found in [17, 14], but we will the news
story clustering application as our running canonical example.

A line of research [12, 11, 14, 17] within online clustering goes by moniker of consistent
clustering. Research on consistent clustering studies the tradeoffs between the following
objectives:

Maximizing the Quality of the Clustering: One seeks a clustering of small cost.
The most common metric to measure the quality of a solution is the ratio of the cost of
this solution to cost of the optimal solution. The most common metric to measure the
quality of an online algorithm is the competitive ratio, which is the maximum (over all
inputs) of the ratio of the cost of the online algorithm’s solution to the optimal cost.
Maximizing Consistency: Ideally one would like the centers in a center-based problem,
or the clusters (labels of points) in a cluster-based problem, to be consistent over time.
That is, they should change as little as possible. E.g., the news provider does not want
the clusters to completely change every time a new news article is written.

1.1 Prior Work on Consistent Clustering

k-median clustering is NP-hard, but constant-factor approximation algorithms are known [9,
13, 1, 15, 6].

All prior algorithmic research on consistent clustering that we are aware of [12, 11, 14, 17, 4]
is center-based. That is, the online algorithm explicitly maintains a collection of centers, and
the clustering is implicit; each point is associated with the closest center, but there are no
restrictions on how often points’ associated centers can change.

In the first paper in this line of research, Liberty et al. [17] gave a lower bound that
showed that one cannot simultaneously have both high quality and maximum consistency.
That is, they showed that if a center cannot be changed once it is established, then there is no
algorithm whose competitive ratio can be bounded by any function of n and k. Thus various
“beyond worst-case analysis” (see [21]) approaches have been used in the literature to attempt
to circumvent the obstacle presented by this lower bound. One approach is to use bi-criteria
analysis or resource augmentation analysis. This analysis allows the online algorithm to use
more than k centers, and then compares the cost of the algorithm’s clustering to the optimal
one using k centers [17]. A second approach is to allow the algorithm recourse, which in this
setting means allowing the algorithm to change the centers (or clusters) a small number of
times [14, 11, 12].
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Resource Augmentation. Liberty et al. [17] give a randomized algorithm for k-means
clustering and analyzes this algorithm using resource augmentation analysis. They show that
the expected number of clusters/centers used by their algorithm is O(k log n log(n∆)) and at
all times the expected cost of the clustering using these centers is at most O(log n) times the
optimal cost using k clusters. Here ∆ is the aspect ratio of the data points, which is the ratio
between the distance between the furthest pair of points and the distance between the closest
pair of points. The algorithm leverages a randomized online algorithm for facility location
of Meyerson [18] to decide whether to create a new center at a newly arriving data point.
Once a center is established, it is maintained throughout the course of the algorithm. Finally,
they give a randomized algorithm that requires a priori knowledge of n and a lower bound
on the optimal with k centers, and that maintains a collection of O(k log n log α) centers in
expectation that has expected cost O(1) times the optimal cost with k centers. Here α is the
ratio between the actual optimal cost with k centers and the lower bound provided a priori
to the algorithm.

Recourse. Lattanzi and Vassilvitskii [14] give a randomized algorithm for k-median cluster-
ing that uses recourse. It maintains the invariant that the cost of the current centers is always
O(1)-competitive with the optimal clustering of the data points seen to date. To maintain this
invariant, the expected number of cluster center changes used is O(k2 log4(n∆)). They show
a similar lower bound, that is they show that every algorithm requires Ω(k logc

∆
k ) center

changes to maintain O(c)-competitiveness. Further, they show that it possible to maintain
O(1)-competitiveness with O(k log2(n∆)) center changes, but this is given as an existential
result. In a follow-up paper, Fichtenberger et al. [11] gave a randomized algorithm that is
O(1)-competitive with O(k polylog(n∆)) cluster center changes. In both papers, the result
of Meyerson [18] is again a key subroutine. The results of Lattanzi and Vassilvitskii [14] were
extended to k-median clustering with outliers (so one could opt to not cluster a pre-specified
number of points) by Guo et al. [12]. Lattanzi and Vassilvitskii [14] also observe that for
k-center clustering an algorithm of Charikar et al. [8] yields an O(1)-competitive clustering
with O(k log(n∆)) center changes.

While not directly germane to the work in this paper, there is also research on online
clustering in the streaming setting, where the emphasis is more on the algorithm using a
small amount of memory, or quickly responding to the arrival of a new data point (e.g.
[7, 10, 3]).

1.2 Our Contribution

Our research investigates consistent clustering for cluster-based problems (recall that all the
past algorithmic consistent clustering publications that we are aware of focus on center-based
clustering). We are interested in applications where the focus is on explicitly maintaining
consistent clusters (and not necessarily on maintaining consistent centers). The application
where Google or Yahoo news is trying to maintain collections of similar news articles is an
example of such an application. Note that even the algorithms from [17] that are perfectly
consistent from a center perspective, in that once a center is established it persists until
the end of the algorithm, are not necessarily consistent from a cluster perspective in that a
data point could change clusters every time a new center is established. All one can say (at
least naively) about the cluster consistency of the algorithms from [17] is that no data point
changes clusters more than O(k log n log(n∆)) times.

APPROX/RANDOM 2024
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▶ Problem 1 ((Online) cluster-based clustering). The points X = {x1, . . . , xn} from a metric
space arrive online in this (adversarial) order. Each point must be given an irrevocable label
from {1, . . . , k} (i.e., irrevocably assigned a cluster) upon arrival. (The number of points n

is not known.) The goal is to minimize the k-median objective.

Beyond Worst-Case Model. We first observe that the lower bound from [17] extends to
the cluster-based setting, so no online algorithm can achieve a competitive ratio bounded
by any function of n. Thus we turn to a learning-augmented approach, namely we assume
that the algorithm is provided a priori with an estimated upper bound B on the cost OPT
of the final optimal clustering; recourse and resource augmentation are not allowed. This
approach is both natural and appealing, as the a priori information provided to the algorithm
is minimal. Moreover, it finds motivation in the Google/Yahoo news application, where
presumably the final objective values for prior instances could be used as a basis to obtain a
reasonable estimate for B. Thus we then seek algorithms that will maintain a clustering of
low cost relative to B (not the current optimal cost for the points that have arrived to date).
We say an algorithm is c-competitive with respect to B if the algorithm’s cost is at most
c · B on instances where the optimal cost is at most B (after all points have arrived).

We first show that any deterministic algorithm must have dependence on k in the
competitive ratio. The proof is deferred to the full version.

▶ Proposition 1. Any deterministic algorithm for cluster-based clustering is Ω(k)-competitive
with respect to B.

In almost all applications, k is a small constant [2, 5]. Thus, we ask if an algorithm can
have performance only depending on k and not on the large parameters ∆ and n.

Does there exist an online algorithm for Problem 1 that, given a priori knowledge of an
upper bound B on OPT, achieves competitiveness independent of n and ∆?

1.3 Results
Our main question is whether there exists an algorithm with competitiveness depending only
on k (and not n or ∆). We answer this constructively:

▶ Theorem 2. There is a poly-time algorithm for cluster-based clustering that is O(k53k)-
competitive with respect to B.

Intuitively, our algorithm uses the value of B to determine a scale for which costs are
cheap (namely that are small relative to B) and which are expensive (namely that are large
relative to B). Thus, one upshot of our results is that this minimal scaling information is
all that the online algorithm needs to overcome the strong lower bound. Moreover, existing
algorithms/subroutines in the recourse and resource augmentation settings do not seem
to translate to guarantees in our setting. Thus, our setting requires novel techniques and
structural insights, which we turn to next.

2 Technical Overview

As our algorithm is fairly detailed, we begin with a technical overview to build the case for
our design decisions.

To understand the motivation for the learning-augmented approach, let us consider the
lower bound instance from [17]. It is sufficient to assume k = 2. The first point x1 arrives
and is assigned some irrevocable label. Then assume the second data point x2 arrives a unit
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distance from x1. If the online algorithm assigns x2 the same label as x1, then the cost of
the algorithm’s clustering is 1, and the optimal cost is 0 (which is the cost if each of these
data points were given a different label). This results in the algorithm having unbounded
competitiveness. In contrast, if the algorithm gave x2 a different label from x1 then the third
data point x3 could arrive very far away. In which case, the algorithm’s clustering would
necessarily have very high cost (as x3’s label would have to be either the same as x1’s or the
same as x2’s). However, the optimal clustering would have cost 1 (by giving x1 and x2 the
same label and giving x3 the remaining label). Again, this results in competitiveness that
can only be bounded by ∆ (which may be much larger than n or k).

Intuitively, the dilemma faced by the algorithm when x2 arrives is that it does not know
whether the distance between x1 and x2 is small or large. Equipped with an estimate of the
optimal cost B, the algorithm could resolve the dilemma in this case by giving x2 a different
label than x1 if their distance is larger than B and the same label otherwise.

2.1 Properties of competitive algorithms

To better understand our algorithm design it is useful to understand some instances that
illustrate some properties that a competitive algorithm must have.

A simple first observation is that any reasonably competitive algorithm can never use
t + 1 labels if it is the case that the points to date could be clustered with cost at most B

using at most t labels. If the algorithm ever allowed this to happen, it could be that the next
k − t data points could arrive very far from the previous data points, and very far from each
other. Thus after these data points arrive, the algorithm’s cost would increase by an amount
depending on the diameter of the metric space, while there would still be a clustering of cost
at most B, since the clustering that used t labels could be extended with no additional cost
by giving each of the new k − t data points a new label.

Natural greedy algorithm fails. In light of this last observation, a natural greedy algorithm
would maintain the invariant that the number of labels it uses is always equal to the minimum
number of labels necessary for a clustering of cost at most B, and then give each new data
point the label that minimizes the increase in cost. To see why such an algorithm (and other
similar algorithms) can have unbounded cost even when k = 2, and the metric space is the
real line, consider the following instance (see Figure 1). Let α be an arbitrarily large positive
integer. We construct an example in which the budget B = 2. The first point arrives at
location −2. Say the algorithm gives this point the label blue. The next point arrives at
location 1. Now, we know that any offline clustering with cost at most 2 must use at least 2
clusters. So the greedy algorithm would give this new point a second label, say green, as
that would minimize the increase in the objective. Then a total of α additional points arrive
at location 1. The algorithm labels these points green. Then α points arrive at the origin 0.
It is still the case that only 2 clusters are required in order to have cost at most 2, since we
may place the points at location −2 and the origin in one cluster, and the points at location
1 in the other cluster. However the algorithm would assign each point arriving at the origin
the label green, since this increases the objective by at most 1 while assigning such a point
the label blue increases the objective by 2. Yet, this results in a solution for the algorithm in
which the contribution of green points towards the objective is α.

APPROX/RANDOM 2024
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Figure 1 An example in which the natural greedy algorithm fails.

Upon reflection of this lower bound instance for the natural greedy algorithm, there
appear to us to be two natural hypotheses as to the “mistake” that this algorithm is making,
and correspondingly two natural paths towards a remedy:

One hypothesis is that greedy assignment is a mistake, and then the natural remedy is
some label assignment rule more sophisticated than greedy.
Another is that the algorithm was too hasty in using a new label. Thus the natural
remedy would be to delay using a new label until it is more clear as to a region where
arriving data points should be given this new label. Note in the example in Figure 1 that
if the algorithm had waited until some reasonable number of data points had arrived at
the origin before using the second label, then the algorithm might have been able to see
that the right choice was to give the remaining points arriving at the origin the second
label of green.

2.2 Techniques
Here we primarily adopt the second remedy/approach (while also considering an alternate
greedy assignment policy). To apply this remedy we must address the following:

Under what conditions can the algorithm justify the use of an additional label, increasing
from t − 1 labels to t labels?
When this can be justified, how should we modify our prior partition of space into t − 1
parts to a partition into t parts? We would like to greedily assign each point to its
“closest” part.

Well-separated points. At a high level our answer to the first question is that we do not use
t labels until there exist t well-separated points xα(1), . . . , xα(t). We will say that a collection
of points xα(1), . . . , xα(t) from a collection S of points is β-well-separated with respect
to wS (for some β > 0) if for all i, j ∈ [t], i ̸= j

min{wS(xα(i)), wS(xα(j))} · d(xα(i), xα(j)) ≥ β · B (⋆)

Here wS(xh) is what we call the natural weight of point xh in S, which is the maximum
number of points in S whose distances to xh sum to at most 2B:

wS(xh) := max{|S′| : S′ ⊆ S,
∑
s∈S′

d(s, xh) ≤ 2B}.

The condition (⋆) states that every pair of these t points is far apart – according to a weighted
notion of distance. In turn, the weights used in this notion of distance are the so-called
natural weight of each point, which captures the density of its nearby points. Intuitively, if
we have t well-separated points, then not only must any near-optimal solution use t labels,
but such a solution cannot combine the points near xα(i) and the points near xα(j) into a
single cluster.

Pivots. The algorithm is divided into at most k phases. For each phase t, the algorithm
maintains a collection of points p1, . . . , pt from the online stream X which we call pivots. The
pivots p1, . . . , pt stay fixed during phase t. The key property they should satisfy is that they
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are well-separated with respect to the points seen so far. Between phases, we increase the
number of pivots, thus allowing the algorithm to use more labels. The pivot pi is associated
with the label i. Thus, during phase t, there are t clusters (i.e., t labels in use). When a new
point arrives, it is assigned the label i of the pivot pi nearest to it (so we maintain a greedy
labelling rule). Importantly, though, the location of the pivot pi for label i may change over
time. Roughly speaking, this occurs when there is a better representative for cluster i.

Pivots vs. centers. While one might reasonably think that the pivots are intuitively
(low-cost) centers for the clusters, this intuition is only partially correct. Part of the subtlety
of the algorithm design is that there are in fact scenarios where some pivots are poor centers
for the corresponding clusters, but still good representatives for making cluster assignment
decisions. What is critical is that the pivots are located so as to guarantee that using
greedy assignment in the future results in a relatively low cost assignment; so pivots serve
to recruit points to the right clusters. Our algorithm evinces a distinction between a good
representative for a cluster in the long-term (a pivot) and a good center at a single moment.

Invariants. In order for our cost analysis to be tractable, the algorithm should maintain
the following invariants:

Each pivot pi is located in a region where it would not be too costly to assign points
arriving there the label i.
The pivots p1, . . . , pt for phase t are well-separated (for some appropriate choice of β)
during phase t.1

There is no other point that is well-separated from the pivots during a phase. (Otherwise,
this indicates that another label can and should be in use.)
The locations of the pivots should not move very often.

Note that some of these invariants can intuitively be in opposition to each other, which
requires that the algorithm design be a bit detailed, as there are several different cases where
maintaining this invariant requires different updates to the pivots. We now give an overview
of how the algorithm maintains these invariants, highlighting representative cases.

2.3 Preliminaries

Assumptions. We state our results assuming B = OPT, but all still hold by replacing OPT
with B.

Terminology. Recall from above the natural weights wS(·). We will always take S to be
some prefix of the online stream X. Note wS(p) can only increase over time as S enlarges.

Other terms related to well-separation are: A pair of points xi, xj are β-attached with
respect to wS if min{wS(xi), wS(xj)} · d(xi, xj) < β · B, i.e., the well-separated condition
does not hold for this pair. A useful way of viewing attachment is that we may move a
certain number of points lying near xαj

to xαi
at bounded cost (but perhaps not in the

reverse direction). We say p is β-well-separated from a set of points {xα(1), . . . , xα(m)}
with respect to wS if min{wS(p), wS(xα(i))} · d(p, xα(i)) ≥ β · B, ∀i ∈ [m].

1 β must be initialized sufficiently large and also decrease as the number of pivots increases.

APPROX/RANDOM 2024



20:8 Online k-Median with Consistent Clusters

Figure notation. In all figures below, dashed lines indicate well-separation. Solid lines
indicate attachment; where included, arrows on solid lines specify the direction of attachment,
i.e., point from smaller to larger natural weights (see previous paragraph). Colors except
black correspond to cluster labels. Small circles drawn near a larger circle indicate the points
attaining the natural weight of the larger point (the maximizing set S′ in the definition of
wS).

2.4 Subroutines
There are two subroutines used to enlarge the set of pivots from phase t to phase t + 1, the
Add Operation and the Exchange Operation. There are subtleties to the execution of
these operations that require we also keep track of good centers for the clusters built so far,
called estimated centers.

Estimated Centers. As the pivots are not necessarily good centers (for example, pivot p1
at location −2 as the points arrive at location 1 in Figure 1), the algorithm also maintains a
collection c1, . . . , cT of estimated centers for the T labels2 that have been used to date. The
estimated centers are updated at the end of some phases, and satisfy the invariant that cj

is a center for label j’s current cluster with bounded cost. Consider Figure 2. At the start
of phase T , cold

j is the estimated center for points in cluster j. Points arriving in phase T

that are closer to pj than to other pivots are given label j (by our greedy assignment rule).
However, these new points may be concentrated around, for instance, y2, so that pj is not
actually a good center for cluster j at the end of phase T (even though it is fine for labelling
purposes).

Figure 2 Updating the estimated centers at the end of a phase.

Thus, when it comes time to reset the pivots at the end of phase T , we might need to
move pj to the new estimated center y2 = cnew

j or to a nearby point. So, estimated centers
are not only used in the cost analysis, but critically are used algorithmically to update the
locations of pivots. The computation of the estimated centers will involve running an offline
approximation algorithm on the points seen to date.

Add Operation. An Add Operation is applicable when there is a point xα that is well-
separated from the current pivots. Intuitively, this means a new label (cluster) can be
justified, but the implementation requires the consideration of several possible scenarios. In
the simplest scenario xα is near a cluster of new points that are all far from previous points,
and the pivot pt+1 for the new label (t + 1) is set to xα. In some scenarios an old pivot pi

(i ≤ t) is set to xα and pt+1 is set to pi (so the new pivot location inherits the old label i and
an old pivot location gets the new label t + 1). Intuitively, this occurs when the estimated

2 We use T instead of t here to distinguish that this subroutine is only executed at the end of certain
phases; see Section 3.
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center ci for cluster i is at or near the location of xα. See Figure 3 (left); take i = 2, t = 4,
and xα = c2. Finally, there are scenarios where xα is close to two different clusters; in this
case xα is never made a pivot and instead two pivots are added at the estimated centers of
these clusters (so we skip straight to phase t + 2). See Figure 3 (right). One must show that
this move maintains the well-separation invariant.

Figure 3 Two cases of the Add Operation.

Exchange Operation. An Exchange Operation is applicable when there are two points xα

and xγ near a pivot pj that are well-separated from each other and the other pivots (besides
pj). See Figure 4 (left); take j = 3. So intuitively the cluster of points labeled j appear to
be splitting into two clusters. In the simplest scenario the location of pivot pj is set to the
location of one of xα or xγ , and the location of the new pivot pt+1 is set to the other. See
Figure 4 (right); set j = 3, t = 4.

Figure 4 A case of the Exchange Operation.

This scenario occurs in the instance depicted in Figure 1. The first pivot p1 is initially
set to location −2. The points arriving at location 1 would all be assigned the label 1 (blue)
as there is no point well-separated from p1 (the points located at 1 are not separated from p1
because the points at p1 can be cheaply moved to location 1). When enough points have
arrived at the origin, then the points xα = 0 and at xγ = 1 are near p1 (because the point at
p1 can be cheaply moved to either xα or xγ), but are well-separated from each other and the
pivots other than p1. Thus our algorithm would locate p1 at 1 and p2 at the origin. While
this gives intuition, there are other more subtle scenarios.

3 Algorithm Description

The algorithm sees an online sequence X = {x1, x2, . . . xn} of points. Let Xi = {x1, x2, . . . xi}.
Let wi be shorthand for wXi . During any phase t, the algorithm maintains:

a collection of previously arriving points p1, . . . , pt that have been designated as pivots,
where t is the number of labels used by the algorithm to date and pivot pj is associated
with label j,
a separation parameter βt = 8 · 3k−t+2, and
a collection of previously arriving points c1, . . . , cs (s ≤ t) that have been designated as
estimated centers.

Phase t is the set of time steps when there are t pivots. Phase 1 is initialized as follows:
the first point x1 is given the label 1, the first pivot p1 is set to x1, and the collection of
estimated centers is empty. Let T be the current phase. The algorithm handles the arrival

APPROX/RANDOM 2024
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of each subsequent point xi as follows. It checks whether there is an applicable Add or
Exchange Operation, both of which will increase the number of pivots. If so, phase T ends.
First estimated centers c1, . . . , cT are computed, and then, using these, the algorithm carries
out consecutive Add and Exchange Operations (giving preference to Add Operations for
technical reasons) until there are none left. With each operation, the phase increases and
the pivots are reset. Call the last phase in this sequence of consecutive operations T +. (Note
that T + ≥ T + 1.) The point xi is the first point labelled during phase T + (it is not labelled
during phase T ). In summary:
1. If there is an applicable Add or Exchange Operation upon the arrival of xi then compute

new Estimated Centers c1, . . . cT .
a. Repeat while there is an applicable Add Operation or Exchange Operation.

i. If there is an applicable Add Operation then apply an arbitrary applicable one.
ii. Else apply an arbitrary applicable Exchange Operation.

2. Give xi label j, where pj is the nearest pivot (among p1, . . . , pT +) to xi

We then repeat the above steps upon the arrival of xi+1. Note that if there is t such that
T < t < T +, then no points are labelled during phase t. We call such phases t during which
no points are labelled intermediate. During each other phase, at least one point is labelled,
and we call such phases non-intermediate. So for a non-intermediate phase T , T + is the
first non-intermediate phase after T , and we will also use T − to refer to the last intermediate
phase before T . We now describe the three subroutines.

3.1 The Estimated Center Subroutine
This subroutine computes T new estimated centers c1, . . . , cT from pivots p1, . . . pT , the
points Xi−1 that have arrived before xi, and estimated centers c1, . . . cT − .

Choose y1, . . . , yk ∈ Xi−1 to be an (offline) optimal collection of k centers3 for the points
in Xi−1. For each offline optimal center yh, h ∈ [k], define p(yh) to be the pivot with the
minimum weighted distance to yh, that is,

p(yh) = arg min
pj

(min{wi−1(pj), wi−1(yh)} · d(pj , yh)) (†)

Say that yh is assigned to pj if p(yh) = pj . For each pivot pj , we define the set δ(pj) to
contain a subset of the offline optimal centers that are assigned to pj , and possibly cj as well;
the points in δ(pj) are “close” to pj in some sense. In particular, yh ∈ δ(pj) if p(yh) = pj and
wi−1(yh) > wi−1(p(yh)). Also, cj is in δ(pj) if wi−1(cj) > wi−1(pj) and cj is βt+1-attached
to pj w.r.t. wi−1.

As an example, see Figure 2. Here, δ(pj) = {y1, y2}, so cj (denoted cold
j ) is not in δ(pj),

because the arrow from cold
j to pj (representing attachment) points in the wrong direction.

For each j ∈ [T ], we now define the new estimated center cj : If wi−1(pj) ≥
maxp∈δ(pj) wi−1(p) then cj = pj , else

cj = arg max
p∈δ(pj)

wi−1(p) (‡)

So in Figure 2, cj is updated to y2 (denoted cnew
j ), because y2 has the largest weight in δ(pj).

Intuitively, this means that cnew
j is now a better center for cluster j than, say, cold

j .

3 To run in poly-time, replace with any constant approximation algorithm. This algorithm’s cost will
change by a constant factor.
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3.2 The Add Operation Subroutine
Let t ≥ T be the number of pivots when an Add Operation is called (during an execution
of (i) above). The Add Operation applies if there is a point xα ∈ Xi such that xα is
βt+1-well-separated from the current pivots p1, . . . , pt with respect to the weights wi. (E.g.,
Figure 3, left, with t = 4.) The Add Operation depends on xα, Xi, the current pivots
p1, . . . , pt, and estimated centers c1, . . . , cT . In most cases, the Add Operation adds xα to
the set of pivots, and changes the location of up to two previous pivots (Figure 3).

Define wt := wi−1 if t = T and wt := wi if t > T .4
1. If there is an estimated center cj that is βt+1-well-separated from p1, . . . , pt w.r.t. wi

then set pt+1 = pj and set pj = cj . (Figure 3, left)
2. Else if it is the case that for every estimated center cj that is βt+2-attached to xα w.r.t.

wi it is also the case that wt(cj) < wt(pj), then set pt+1 = xα.
3. Else if there exists a unique estimated center cj is βt+2-attached to xα w.r.t. wi and

wt(cj) ≥ wt(pj) then set pt+1 = pj and pj = xα.
4. Else Let cf and cg be estimated centers such that each is βt+2-attached to xα w.r.t. wi,

wt(cf ) ≥ wt(pf ), and wt(cg) ≥ wt(pg). Set pt+1 = pf , pt+2 = pg, pf = cf , and pg = cg.
(Figure 3, right)

Note in the last case that we skip to phase t + 2.

3.3 The Exchange Operation Subroutine
The Exchange Operation subroutine is applicable if there exists two points xα and xγ in Xi,
and a pivot pj such that:

xα and xγ are each βt+1-attached to pj w.r.t. wi,
wi(pj) ≤ wi(xα),
wi(pj) ≤ wi(xγ), and
The collection of the t + 1 points, consisting of xα, xγ , and the pivots other than pj , are
βt+1-well-separated w.r.t. wi. (E.g., Figure 4, left, with t = 4.)

The Exchange Operation depends on xα, xγ , Xi, the current pivots p1, . . . , pt, and estimated
centers c1, . . . , cT . In most cases, the Exchange Operation adds xα and xγ to and deletes pj

from the set of pivots, and possibly changes the location of one previous pivot.

1. If j > T then set pj = xα and pt+1 = xγ .
2. Else if wi(cj) < wi(pj) then set pj = xα and pt+1 = xγ .
3. Else if cj is βt+2-attached to xα w.r.t. wi then set pj = xα and pt+1 = xγ . (Figure 4,

right)
4. Else if cj is βt+2-attached to xγ w.r.t. wi then set pj = xγ and pt+1 = xα.
5. Else set pt+1 = xα, pt+2 = xγ , and pj = cj .

4 Algorithm Invariants and Analysis

In this section, we state the key technical lemmas. We defer full proofs to the Appendix.

▶ Theorem 3. The algorithm uses at most k labels.

▶ Theorem 4. The algorithm’s cost is O(k5 · 3k · OPT).

4 We are overloading subscripts here for ease. We could instead write vt, but we retain w to recall weights.
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4.1 Notation
pt

1, . . . , pt
t denote the pivots for labels 1 through t, respectively, during phase t.

wt are the natural weights at the end of phase t.
X(t) is the set of points assigned a label before or during phase t.
For j ∈ [t], Ct

j is the set of points labelled j in phases 1 through t.
For j ∈ [T ], cT

j is the estimated center (‡) computed at end of non-intermediate phase T .
yT

1 , . . . , yT
k are the offline optimal centers computed at the end of phase T in The Estimated

Center Subroutine.
PT = {pT

1 , . . . , pT
T , yT

1 , . . . , yT
k }

cost(S; c) =
∑

p∈S d(p, c) for S ⊆ X and c ∈ X.

4.2 Invariants
In the next two lemmas, we show that our algorithm maintains two key invariants. The full
proofs are deferred to the full version, although we give a proof sketch of Lemma 5 in the
appendix.

▶ Lemma 5. Let t ∈ [k]. The algorithm maintains the invariant that pt
1, . . . , pt

t are βt-well-
separated w.r.t. the natural weights at the start of phase t (and after).

Lemma 5 directly implies Theorem 3 once we show that there can be no more than k

well-separated points in X and note that we have set β1 sufficiently large.
Next is a key technical lemma. It states that the estimated center cT −

j for the points
given label j before phase T is close, in a weighted sense, to the pivot for label j in phase
T . This is key to showing that points in cluster j that are labelled before phase T can be
combined with those that are labelled during phase T at bounded cost. This lemma is in
tension with the prior one because a pivot must be placed in a location where it is both
well-separated from other pivots and is close to previously arriving points in its cluster.

▶ Lemma 6. Let T be a non-intermediate phase and let j ∈ [T ]. If T > 1, at least one of
the following holds:
(a) wT −(cT −

j ) ≤ wT (pT
j ) and wT −(cT −

j ) · d(cT −

j , pT
j ) ≤ βT −(T − T −) · OPT.

(b) cT −

j is βT +1-attached to pT
j w.r.t. wT .

5 Bounding Cost

We show by induction that the estimated center cT
j is good for all points given label j by

the end of phase T . Taking T to be the last phase gives our main result. We follow Figure
5. By definition of attached, a certain number of points sitting at the head (equal to the
head’s natural weight) of an arc can be moved to the tail at bounded cost. First we address
the cost of CT −

1 , the points given label 1 before phase T . We inductively assume these can
be moved to cT −

1 at bounded cost. From there, we need to move them to cT
1 at bounded

cost. This can be done by showing that (1)|CT −

1 | is a bounded factor away from the natural
weight of cT −

1 (Lemma 8), and (2) cT
1 is “close” to pT

1 (Lemma 8). Together these imply that
we can move the points in CT −

1 along the arc from cT −

1 to pT
1 at bounded cost.

Next we show that the points given label 1 during phase T , call them C1, can also
be moved to cT

1 at bounded cost. This is where we use the set of offline optimal centers
yT

1 , . . . , yT
k computed during the Estimated Centers Subroutine. Importantly, since during a

phase every point is attached to at least one pivot (otherwise we execute an Add Operation
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and leave the phase), each offline center yT
i is attached to a pivot. We partition the points in

C1 based on which center yT
i they are assigned to in the offline optimal solution. The set

of points in C1 that are assigned to centers attached to the pivot for label 1, pT
1 , is called

Snear,1. In Figure 5, these are points assigned to yT
1 and yT

2 . One can show, using that
during a phase no Exchange Operation occurs, that these can be moved to cT

1 at bounded
cost. The set of points that are assigned to centers that are attached to a pivot for a different
label, say label 2, is called Sfar,1. These points are misclassified in the sense that the online
and offline algorithms classify them differently. However, we show their cost is still controlled.
Specifically, the well-separated invariant implies that (1) these points can be moved to pT

1 at
bounded cost, and (2) the number of them is a bounded factor away from the natural weight
of pT

1 (Lemma 7). These two properties imply we can move the points in Sfar,1 to pT
1 , and

then to cT
1 , at bounded cost.

Figure 5 The points given label 1 (blue) before or during phase T are partitioned as in the text.

▶ Lemma 7. Let T be a non-intermediate phase. For any j ∈ [T ], let Cj be the points
given label j during phase T , i.e., Cj = CT

j \ CT −

j . Define Sji to be be the set of elements
in Cj assigned to yi in the clustering of X(T ) \ X(T −) induced by PT . Define Sfar,j =⋃

i:p(yi)̸=pT
j

Sji. Then
1. cost(Sfar,j ; pT

j ) ≤ k · (βT +1 + 2) · OPT, and
2. |Sfar,j | ≤ k · wT (pT

j ), where wT denotes the natural weights at the end of phase T .

▶ Lemma 8. Let T be a non-intermediate phase and j ∈ [T ]. Let wT (cT
j ) be the natural

weight of cT
j at the end of phase T and CT

j be the set of points in cluster j by the end of
phase T . Then |CT

j | ≤ (2k + 1) · T · wT (cT
j ).

The final lemma below shows that the cost of our algorithm’s solution at the end of phase
T is bounded against OPT. Taking T to be the last phase gives Theorem 4.

▶ Lemma 9. Let T be a non-intermediate phase and j ∈ [T ]. Then cost(CT
j ) is bounded

against center cT
j , i.e.,

∑
x∈CT

j
d(x, cT

j ) ≤ g(T, k) · OPT, where

g(T, k) = T · g(k) and g(k) = β1(2k3 + 3k2 + 5k + 1) + 2k + 4.

6 Conclusion

This paper gives the first online algorithm for cluster-based k-median clustering, with
competitive ratio independent of n and ∆, that does not recluster or use additional centers.
We take a learning-augmented approach, assuming minimal a priori information in the form
of an upper bound B on the optimal cost. Prior to this work, it was not known that any
algorithm could have bounded worst-case guarantees. Interestingly, we remark that if the
algorithm does not know B and reclustering is allowed, our results imply an algorithm that
maintains a solution competitive against the optimal solution on the points that have arrived
so far. Reclustering an O(log(n∆)) number of times, the algorithm is always O(1)-competitive
when k is a constant at each point in time. This matches the number of reclusterings used in
prior work for the consistent center case.
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The Appendix is organized as follows. In Appendix A, we introduce some additional
terminology and notation. In Appendix B, we introduce a few propositions that will be
useful for proving the main lemmas. In Appendix C, we prove Lemma 5, the well-separation
invariant; this is a rather involved proof, so we include both a proof sketch with the high-level
ideas, and defer the full proof to the full version. Then, in Appendix D, we show how Lemma
5 swiftly implies Theorem 3. In the remaining appendices, we prove the lemmas in Section 5.
The last lemma, Lemma 9, directly implies Theorem 4.

A Terminology

Throughout this appendix, we take B = OPT for simplicity. Our results still hold as long as
B ≥ OPT. Below is some additional terminology used in the proofs.

Let yT
1 , . . . , yT

k be the optimal collection of k centers computed at the end of phase T in
The Estimated Center Subroutine. Let PT = {pT

1 , . . . , pT
T , yT

1 , . . . , yT
k } and call this set

the offline centers for phase T . When the context is clear, we may omit the superscript
T in yT

i .
The attachment digraph D(T ) is a bipartite digraph with vertex set PT , plus {cT −

j |
j ≤ T −} if T > 1, partitioned as ({pT

1 , . . . , pT
T }, {y1, . . . , yk, cT −

1 , . . . , cT −

T −}). There is a
directed arc (yi, p(yi)) if wT (yi) ≤ wT (p(yi)) and a directed arc (yi, p(yi)) otherwise. If
cT −

j and pT
j are βT +1-attached w.r.t. wT , add the arc (cT −

j , pT
j ) if wT (cT −

j ) ≤ w(pT
j ) and

the arc (pT
j , cT −

j ) otherwise. δ+(pT
j ) and δ−(pT

j ) denote the out- and in-degree of pT
j . See

Figure 6.

Figure 6 The attachment digraph D(T ). Arrows represent attached pairs, and arrows point from
smaller to larger natural weights. So we may move a certain number of points near the head, to the
tail at bounded cost.

B Helper Propositions

In this section, we present a few short propositions that will be useful in the remaining proofs.
All excluded proofs are deferred to the full version.

The following fact justifies that the offline optimal centers yT
1 , . . . , yT

k have cost at most
2OPT on the points that arrive during phase T . This is used at various points in the analysis.

▶ Fact 10 (Fact 2.1 in [19]). Let N be a set of points, with S ⊆ N . Let k be an integer with
0 ≤ k ≤ n. Let K ⊆ S be the k-element subset of S minimizing

∑
x∈S d(x, K) where d(·, ·) is

the distance function on N , and d(x, K) denotes minm∈K d(x, m). Then if K ′ is a k-element
subset of N ,

∑
x∈S d(x, K) ≤ 2

∑
x∈S d(x, K ′).

The following proposition is a weighted version of the triangle inequality.

▶ Proposition 11. Let x, y, p be three points in some set S, and let w : S → Z+ be a weight
function on S. Assume that β, βx, βy, B > 0. Suppose that w(x) ≤ w(p) and that x and y are
β-well-separated w.r.t. w. If x and p are βx-attached w.r.t. w, and y and p are βy-attached
w.r.t. w, then β < βx + βy.
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Next, we show that a point set cannot contain more than k pairwise β-well-separated
points for β a sufficiently large constant. This allows us to bound the number of labels used.

▶ Proposition 12. Let X be a set of points whose optimal k-median cost using k centers is
OPT. Let {x1, . . . , xl} be a set of points in X, and let wX denote their natural weights in X.
Let β > 8. If {x1, . . . , xl} is β-well-separated w.r.t. wX , then l ≤ k.

The next two propositions will be used to aid the proofs of Lemmas 5 and 6. Recall that
for each non-intermediate phase T , we defined a set of offline centers PT that has cost at
most 2OPT on X(T ) (Appendix A and Fact 10). In order to compare the (low-cost) offline
clustering induced by PT to our online algorithm’s clustering, we relate the offline set of
centers PT (which we know have bounded cost on X(T )) to the pivots in phase T (which are
used to make the greedy online choices) in the next proposition.

▶ Proposition 13. Let PT = {pT
1 , . . . , pT

T , y1, . . . , yk} be as in Appendix A. Then yi and p(yi)
are βT +1-attached w.r.t. the natural weights wT at the end of phase T .

Each attached pair in Proposition 13 is encoded in the digraph D(T ) by a directed arc.
So, we can now think of this directed arc as representing the direction in which we could
move a certain number of points sitting near one endpoint to the other at bounded cost.

Next we show that the estimated center for a cluster at the end of a phase is attached
to the pivot for that cluster in that phase. Thus, while the pivot itself may not be a good
center for the cluster, the pivot is close to the estimated center (in at least one direction, in
a weighted sense).

▶ Proposition 14. The estimated center cT
j is βT +1-attached to pT

j w.r.t. the natural weights
wT at the end of phase T . Further, wT (cT

j ) ≥ wT (pT
j ), with equality if and only if cT

j = pT
j .

C Proof of Lemma 5

As the proof of Lemma 5 is a rather involved double induction, we provide a proof sketch
which pulls out the hard cases. In the full version, we give the full proof.

Proof sketch of Lemma 5. The proof is by induction. However, we need to couple the
induction with a statement about the relative position of the estimated center for a cluster
(which stays fixed between intermediate phases) to that cluster’s pivot, which may change
often as we consecutively reset the pivots between intermediate phases. Roughly, we prove
below that if the estimated center for cluster j has not separated entirely from the present
set of pivots, then it must be close (in a weighted sense) to the present pivot for label j.

▷ Claim 1. Let wi−1, wi, and wt be as Section 3.2. For each j ∈ [T ] and t ∈ [T, T +] such
that pt

1, · · · , pt
t are defined,5

pt
1, . . . , pt

t are βt-well-separated w.r.t. wt. (♢)

Moreover, at least one of the following properties holds:
(a) cT

j is βt+1-well-separated from pt
1, . . . , pt

t w.r.t. wi.
(b) cT

j is βt+1-attached to pt
j w.r.t. wt.

(c) cT
j is f(t, T )-attached to pt

j w.r.t. wt and wt(cT
j ) < wt(pt

j), where f(t, T ) = βT · (t − T ).

5 Recall in Case 4 of the Add Operation and Case 5 of the Exchange Operation, we go directly from t to
t + 2 pivots, skipping phase t + 1.
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Figure 7 Cases (i) –(iii) in the proof sketch of Lemma 5. Dashed lines indicate well-separation
and solid lines indicate attachment, labelled with the appropriate parameters. Arrows go from
smaller to larger natural weights.

For the proof sketch we focus on Case 4 of the Add Operation, which will give a flavor
of the arguments. This is a concerning case a priori; for, if we were to add xα to the set of
pivots as in Cases 2 and 3, it is ambiguous as to whether xα should be associated with label
f or g, as both cT

f and cT
g are close to xα. We maneuver around the issue by making cT

f and
cT

g new pivots and excluding xα. However, it is not immediately clear that such a step will
preserve the desired invariants. To give intuition, we suppress the separation parameters and
the precise weights used, though emphasize both are brittle (e.g., the arguments rely heavily
on βt decreasing with t. The directions of attachment between points (arrows in Figure 7)
are also crucial. We will also see why we need to couple the induction with (a) –(c).

To prove the inductive step for (♢) when Case 4 of the Add Operation is performed, we
need to show (i) cT

f and cT
g are well-separated, (ii), WLOG, cT

f is well-separated from pt
f , and

(iii), WLOG, cf is well-separated from pt
l , l ̸= f . See Figure 7. When we say “close” or “far”

below, we always mean in a weighted sense. For (i), because pT
f is close to cT

f (Proposition
14) and likewise for pT

g , cT
g , then cT

f and cT
g cannot be close, since this would violate that pT

f

and pT
g are (inductively) far. To prove (ii), note xα is far from pt

f by assumption of the Add
Operation, and cT

f is close to xα by assumption of Case 4, so pt
f and cT

f must be far. Finally
for (iii), one can (inductively) deduce that (b) must hold when j = f , so cT

f and pt
f are close;

but, since pt
f and pt

l are (inductively) far, ct
f and pt

l must be far.
Proving the inductive step for (a) –(c) involves detailed casework. The Add and Exchange

Operations are engineered so that, loosely speaking, an estimated center is either attached
to the corresponding present pivot, or else breaks off to form its own pivot. A main subtlety
is the direction and strength of attachment, e.g., property (c). Another is the sequence of
operations, specifically, the Add Operation taking precedence over the Exchange Operation.

◀

D Proof of Theorem 3

Proof of Theorem 3. The number of labels used by the algorithm is the number of pivots
in the last phase. By Lemma 5, we maintain the invariant that pivots pt

1, . . . , pt
t are βt-well-

separated w.r.t. the natural weights at every time step in phase t. Suppose to the contrary
that the final number of pivots is strictly more than k. Then at some point there are t = k +1
or t = k + 2 pivots6 that are βt-well-separated w.r.t. the natural weights throughout phase t.
But βk+2 = 8, and it is impossible for k + 2 points to be 8-well-separated, by Proposition 12.
We conclude the final number of pivots is at most k. ◀

6 The algorithm may skip a phase, hence we consider both cases.
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E Proof of Lemma 7

Proof of Lemma 7. WLOG, let j = T . For c ∈ PT , let m(c) be the number of points
assigned to c in the clustering of X(T ) \ X(T −) induced by the centers PT , i.e., in this
clustering every point is assigned to the nearest point in PT . For shorthand, let w denote
the natural weights wT of points at the end of phase T .

▶ Observation 2. For c ∈ PT , w(c) ≥ m(c).

This follows from the definition of w(c) and the fact that there are m(c) points whose
movement cost to c is at most 2OPT, by construction of PT .

▶ Observation 3. If (p(yi), yi) is a directed edge in D(T ), then w(p(yi)) ·d(p(yi), yi) < βT +1 ·
OPT. Likewise, if (yi, p(yi)) is a directed edge in D(T ), then w(yi) ·d(p(yi), yi) < βT +1 ·OPT.

This follows from the definition of D(T ) and Proposition 13.
Call the points in Sfar,T far points. In the claims below, we show that the far points

can be moved to pT
T at bounded cost (Claims 1 and 2), and that there are not too many far

points relative to the weight of pT
T (Claim 3). In turn, we will be able to charge the cost of

the far points to pT
T .

▷ Claim 1. Let p(yi) ̸= pT
T . Suppose w(yi) > w(p(yi)). Then cost(ST i; pT

T ) ≤
(βT +1 + 2)OPT.

Proof. WLOG, let p(yi) = pT
1 . We consider two cases.

▶ Case 1. |ST i| ≥ w(pT
1 ). We will show this case cannot happen.

We know that w(yi) ≥ m(yi) ≥ |ST i| ≥ w(pT
1 ), and by Observation 3, that

w(pT
1 ) · d(pT

1 , yi) < βT +1 · OPT. By Proposition 11, this implies w(pT
1 ) · d(yi, pT

T ) ≥ 2βT +1 ·
OPT.

Since |ST i| ≥ w(pT
1 ), there exists S′

T i ⊆ ST i such that |S′
T i| = w(pT

1 ). In turn,
cost(S′

T i; pT
1 ) ≤ cost(S′

T i; yi) + w(pT
1 ) · d(yi, pT

1 ) < (βT +1 + 2) · OPT, since PT is a clus-
tering with cost at most 2OPT. On the other hand,

cost(S′
T i; pT

T ) ≥
∑

p∈S′
T i

d(yi, pT
T )−

∑
p∈S′

T i

d(p, yi) = w(pT
1 )·d(yi, pT

T )−
∑

p∈S′
T i

d(p, yi) ≥ (2βT +1−2)OPT.

Since βT +1 ≥ 4, βT +1 + 2 ≤ 2βT +1 − 2, so cost(S′
T i; pT

1 ) < cost(S′
T i; pT

T ), which violates
that T = arg minj∈[T ] d(p, pT

j ) for all p ∈ S′
T i ⊆ CT .

▶ Case 2. |ST i| ≤ wt(pT
1 ).

In this case, we know that since w(pT
1 ) ·d(yi, pT

1 ) < βT +1 ·OPT, we also have |ST i| ·d(yi, pT
1 ) <

βT +1 · OPT. By the triangle inequality,

cost(ST i; pT
1 ) ≤ cost(ST i; yi) + |ST i| · d(yi, pT

1 ) ≤ 2OPT + βT +1 · OPT.

Since cost(ST i; pT
T ) ≤ cost(ST i; pT

1 ) by the greedy procedure, this proves Claim 1. ◁

▷ Claim 2. Let p(yi) ̸= pT
T . Suppose that w(yi) ≤ w(p(yi)). Then cost(ST i; pT

T ) ≤
(βT +1 + 1)OPT.

Proof. WLOG, let p(yi) = pT
1 . By Observation 3, w(yi) · d(yi, pT

1 ) < βT +1 · OPT. Further,
|ST i| ≤ m(yi) ≤ w(yi), so |ST i| · d(yi, pT

1 ) < βT +1 · OPT. So:

cost(ST i; pT
T ) ≤ cost(ST i; pT

1 ) ≤ cost(ST i; yi) + |ST i| · d(yi, pT
1 ) ≤ 2OPT + βT +1 · OPT. ◁
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▷ Claim 3. Let p(yi) ̸= pT
T . Then |ST i| ≤ w(pT

T ).

Proof. As before, assume WLOG that p(yi) = pT
1 .

▶ Case 1. w(yi) > w(pT
1 ).

We know from the proof of Claim 1, Case 1 that this implies |ST i| < w(pT
1 ). We have

|ST i| · d(pT
T , yi) =

∑
p∈ST i

d(yi, pT
T ) ≤

∑
p∈ST i

d(p, pT
T ) +

∑
p∈ST i

d(p, yi)

≤ (βT +1 + 2)OPT + 2OPT (Claim 1)
≤ 2βT +1 · OPT ≤ w(pT

T ) · d(pT
T , yi)

where in the last line we have applied Proposition 11, using that w(yi) > w(pT
1 ), Observation

3, and pT
1 and pT

T are βT -well-separated w.r.t. w. Finally, dividing both ends of the chain of
inequalities by d(pT

T , yj) gives |ST j | ≤ w(pT
T ), as desired.

▶ Case 2. w(yi) ≤ w(pT
1 ).

Consider when w(pT
T ) ≥ w(yi). Then w(pT

T ) ≥ w(yi) ≥ m(yi) ≥ |ST i|, so the claim follows.
So the last case to consider is when w(pT

T ) < w(yi). It suffices to show that w(pT
T ) ·

d(pT
T , yi) ≥ 2βT +1 · OPT; then, we can just apply the argument in Case 1. Suppose to the

contrary that w(pT
T ) · d(pT

T , yi) < 2βT +1 · OPT. Then

βT · OPT ≤ w(pT
T ) · d(pT

T , pT
1 ) ≤ w(pT

T ) · d(pT
T , yi) + w(pT

T ) · d(yi, pT
1 )

≤ 2βT +1 · OPT + w(pT
T ) · d(yi, pT

1 )
< 2βt+1 · OPT + w(yi) · d(yi, pT

1 )
< 2βT +1 · OPT + βT +1 · OPT = βT · OPT

where the second-to-last line follows from Observation 3. The left-hand and right-hand sides
give a contradiction, concluding the proof of the case and the claim. ◁

▷ Claim 4. cost(Sfar,T ; pT
T ) ≤ k · (βT +1 + 2)OPT and |Sfar,T | ≤ k · w(pT

T ).

Proof. By Claims 1 and 2,

cost(Sfar,T ; pT
T ) =

∑
i:p(yi)̸=pT

T

cost(ST i; pT
T ) ≤ k · (βT +1 + 2)OPT

By Claim 3,

|Sfar,T | =
∑

i:p(yi)̸=pT
T

|ST i| ≤ k · w(pT
T ). ◁

This concludes the proof of the claim, thus also of the lemma. ◀

F Proof of Lemma 8

Proof of Lemma 8. As in Lemma 7, let Cj = CT
j \ CT −

j and let Sji be the set of elements
in Cj assigned to yi in the clustering of X(T ) \ X(T −) induced by PT . Let Sfar,j =⋃

i:p(yi)̸=pT
j

Sji, Snear,j =
⋃

i:p(yi)=pT
j

Sji, and Sj be the elements in Cj that are assigned to
pT

j in the clustering of X(T ) \ X(T −) induced by PT .
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The proof is by induction. We have that

|CT
j | = |CT −

j | + |Cj | = |CT −

j | + |Sfar,j | + |Snear,j | + |Sj | (1)

(Note we use that there are no points in Cj that are assigned to pT
j′ , j′ ̸= j, in the offline

clustering induced by PT , due to the greedy labelling rule. This is true as long as in the
offline clustering induced by PT we break ties consistent with how the online algorithm
breaks ties.)

First, we bound the last three terms. Let wt denote the natural weights at the end of
phase t.

|Sfar,j | ≤ k · wT (pT
j ) ≤ k · wT (cT

j ) (2)

where the first inequality follows from Lemma 7 and the second inequality follows from the
definition (‡) of estimated center. Next,

|Snear,j | =
∑

i:p(yi)=pT
j

|Sji| ≤
∑

i:p(yi)=pT
j

wT (yi) ≤ k · wT (cT
j ) (3)

where the second inequality follows from the definition of wT . The third inequality follows
from the definitions of attachment digraph and estimated center: If yi ∈ δ−(pT

j ), then
wT (yi) ≤ wT (pT

j ) by construction of the attachment digraph D(T ). Otherwise, yi ∈ δ+(pT
j ),

so by (‡), wT (cT
j ) ≥ wT (yi). Finally,

|Sj | ≤ wT (pT
j ) ≤ wT (cT

j ) (4)

where the first inequality is by the definition of wT and the second inequality from (‡).
For simplicity, let h(t, k) = (2k + 1)t. Now we need to bound |CT −

j | in terms of wT (cT
j ).

If j ̸∈ [T −], then |CT −

j | = 0. So assume j ∈ [T −]. Inductively, we have that

|CT −

j | ≤ h(T −, k) · wT −
(cT −

j ).

We will prove that

|CT −

j | ≤ h(T −, k) · wT (cT
j ). (5)

There are two cases to consider.

▶ Case 1. (a) holds in Lemma 6.

|CT −

j | ≤ h(T −, k) · wT −
(cT −

j ) ≤ h(T −, k) · wT (pT
j ) ≤ h(T −, k) · wT (cT

j ).

▶ Case 2. (b) holds in Lemma 6.

This means that cT −

j is βT +1-attached to pT
j w.r.t. wT . If wT (cT −

j ) ≤ wT (pT
j ), then

wT (cT −

j ) ≤ wT (cT
j ). Otherwise, wT (cT −

j ) > wT (pT
j ), so cT −

j ∈ δ+(pT
j ). By (‡), wT (cT −

j ) ≤
wT (cT

j ). In both cases we have wT (cT −

j ) ≤ wT (cT
j ), so building from the inductive assumption,

|CT −

j | ≤ h(T −, k) · wT −
(cT −

j ) ≤ h(T −, k) · wT (cT −

j ) ≤ h(T −, k) · wT (cT
j )

which concludes the case. Putting equations (1), (2), (3), (4), (5) together gives

|CT
j | ≤

(
h(T −, k) + 2k + 1

)
· wT (cT

j ) ≤ h(T, k) · wT (cT
j ) = (2k + 1) · T · wT (cT

j )

as desired. ◀
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G Proof of Lemma 9

Proof of Lemma 9. The proof is by induction. Let Cj , Sji, and Sfar,j be as in Lemma 7.
Define Snear,j =

⋃
i:p(yi)=pT

j
Sji and Sj to be the elements in Cj that are assigned to pT

j in
the clustering of X(T ) \ X(T −) induced by PT . Let wt denote the natural weights at the
end of phase t. First we need the following key claim.

▷ Claim 1. For any x, y ∈ δ+(pT
j ) ∪ δ−(pT

j ) ∪ {pT
j }, x and y are 2βT +1-attached w.r.t. wT .

Proof of Claim 1. If x or y is pT
j , then the claim automatically holds by Proposition 13. There

are two other cases. The first case is, WLOG, x ∈ δ−(pT
j ). Regardless of whether y is

in δ−(pT
j ) or δ+(pT

j ), the claim holds by Propositions 13 and 11. The second case is that
x, y ∈ δ+(pT

j ). We prove the stronger statement that x and y are βT +1-attached w.r.t. wT .
Suppose to the contrary that x and y are βT +1-well-separated. We claim that this implies

{pT
1 , . . . , pT

T } ∪ {x, y} \ {pT
j } (6)

is βT +1-well-separated w.r.t. wT ; this would give a contradiction, since if an Exchange
Operation were available, it would have been executed. Now suppose that (6) does not hold.
Then WLOG pT

j′ and x are βT +1-attached w.r.t. wT , for some j′ ≠ j. Since x ∈ δ+(pT
j )

and since x and pT
j are βT +1-attached w.r.t. wT , by Proposition 11, pT

j and pT
j′ are 2βT +1-

attached w.r.t. wT . This contradicts that pT
j and pT

j′ are βT -well-separated w.r.t. wT , since
2βT +1 < βT . This concludes the proof of the case and the claim. ◁

To bound the cost contribution of CT −

j , we case on which statement holds in Lemma 6.

▶ Case 1. cT −

j is βT +1-attached to pT
j w.r.t. wT (i.e., (b) holds in Lemma 6).

Since in Case 1, cT −

j is βT +1-attached to pT
j w.r.t. wT , cT −

j ∈ δ+(pT
j ) ∪ δ−(pT

j ). Also, cT
j

by definition is in δ+(pT
j ) ∪ {pT

j }. So by Claim 1, cT −

j is 2βT +1-attached to cT
j w.r.t. wT .

Using this, we bound cost(CT −

j ; cT
j ):

cost(CT −

j ; cT
j ) ≤ cost(CT −

j ; cT −

j ) + |CT −

j | · d(cT −

j , cT
j )

≤ g(T −, k) · OPT + |CT −

j | · d(cT −

j , cT
j )

≤ g(T −, k) · OPT + (2k + 1) · T − · wT −
(cT −

j ) · d(cT −

j , cT
j )

≤ g(T −, k) · OPT + (2k + 1) · T − · wT (cT −

j ) · d(cT −

j , cT
j )

≤ g(T −, k) · OPT + (2k + 1) · T − · 2βT +1 · OPT (7)

where the third inequality is due to Lemma 8.

▶ Case 2. (b) does not hold in Lemma 6, so (a) holds, i.e., wT −(cT −

j ) ≤ wT (pT
j ) and

wT −(cT −

j ) · d(cT −

j , pT
j ) ≤ βT −(T − T −) · OPT.

We bound cost(CT −

j ; cT
j ):

cost(CT −

j ; cT
j ) ≤ cost(CT −

j ; cT −

j ) + |CT −

j | · d(cT −

j , cT
j )

≤ g(T −, k) · OPT + |CT −

j | · d(cT −

j , pT
j ) + |CT −

j | · d(pT
j , cT

j ) (8)

and now we use the assumptions of the case to continue bounding from (8):

|CT −

j | · d(cT −

j , pT
j ) ≤ (2k + 1) · T − · wT −

(cT −

j ) · d(cT −

j , pT
j )

≤ (2k + 1) · T − · βT −(T − T −) · OPT (9)
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where the first inequality is due to Lemma 8. Next,

|CT −

j | · d(pT
j , cT

j ) ≤ (2k + 1)T − · wT −
(cT −

j ) · d(pT
j , cT

j ) ≤ (2k + 1)T − · wT (pT
j ) · d(pT

j , cT
j )

≤ (2k + 1)T − · βT +1 · OPT (10)

where the first inequality is due to Lemma 8 and the last inequality is due to Proposition 14.
So combining (8), (9), (10) gives

cost(CT −

j ; cT
j ) ≤ g(T −, k) · OPT + (2k + 1) · T − · (βT −(T − T −) + βT +1) · OPT. (11)

Now we have bounds (7) and (11) for cost(CT −

j ; cT
j ). Recall that CT

j = CT −

j ∪ Sfar,j ∪
Snear,j ∪ Sj . The following bounds will hold regardless of whether we are in Case 1 or 2. We
have

cost(Sj ; cT
j ) ≤ cost(Sj ; pT

j )+ |Sj | ·d(pT
j , cT

j ) ≤ 2OPT+wT (pT
j ) ·d(pT

j , cT
j ) ≤ (2+βT +1)OPT

(12)

cost(Snear,j ; cT
j ) =

∑
i:p(yi)=pT

j

cost(Sji; cT
j ) ≤

∑
i:p(yi)=pT

j

∑
p∈Sji

d(p, cT
j )

≤ 2OPT +
∑

i:p(yi)=pT
j

wT (yi) · d(yi, cT
j ) ≤ (2kβT +1 + 2)OPT (13)

where we have used Claim 1 and that |Sji| ≤ wT (yi). Finally, by Lemma 7,

cost(Sfar,j ; cT
j ) ≤ cost(Sfar,j ; pT

j ) + |Sfar,j | · d(pT
j , cT

j ) ≤ k(2βT +1 + 2)OPT (14)

Combining (12), (13), (14) with (7) or (11) gives the sought bound:

cost(CT
j ; cT

j ) ≤ [g(T −, k) + g(k)]OPT ≤ g(T, k) · OPT. ◀
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Abstract
We consider minimum time multicasting problems in directed and undirected graphs: given a root
node and a subset of t terminal nodes, multicasting seeks to find the minimum number of rounds
within which all terminals can be informed with a message originating at the root. In each round,
the telephone model we study allows the information to move via a matching from the informed
nodes to the uninformed nodes.

Since minimum time multicasting in digraphs is poorly understood compared to the undirected
variant, we study an intermediate problem in undirected graphs that specifies a target k < t, and
requires the only k of the terminals be informed in the minimum number of rounds. For this problem,
we improve implications of prior results and obtain an Õ(t1/3) multiplicative approximation. For the
directed version, we obtain an additive Õ(k1/2) approximation algorithm (with a poly-logarithmic
multiplicative factor). Our algorithms are based on reductions to the related problems of finding
k-trees of minimum poise (sum of maximum degree and diameter) and applying a combination of
greedy network decomposition techniques and set covering under partition matroid constraints.
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1 Introduction

We study an information spreading problem that captures applications in distributed com-
puting [16] and keeping distributed copies of databases synchronized [2]. A given graph
models a synchronous network of processors that exchange information in rounds. There
are several models describing how information may be exchanged between processors in the
graph. In this work, we focus on the classic Telephone Model [8]: during a round, each vertex
that knows the message can send the message to at most one of its neighbors.

In the Minimum Time Telephone Multicast (MTM) problem, we are given a network,
modeled by a directed or undirected graph G(V, E), a root vertex r that knows a message, and
a set S of terminals. The message must be transmitted from r to S under the telephone model.
In every round, there is a set of vertices K ⊆ V that know the message (initially K = {r}),
and the communication in a given round is described by a matching {(k1, v1), . . . , (kℓ, vℓ)}
between some pairs of vertices ki ∈ K and vi ̸∈ K for which kivi ∈ E. In the directed setting,
edge kivi must be directed from ki to vi. Following this round, all of the matched vertices
{vi} are added to K. When S = V this problem is called The Minimum Time Broadcast
(MTB) problem.
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The best-known approximation ratio for the MTM problem on an undirected graph is
O(log t/ log log t) [5], where t = |S|. In [4], it is shown that unless P = NP , the MTB
problem admits no 3−ϵ approximation for any constant ϵ. For directed graphs, the Minimum
Time Broadcast problem admits an O(log n) approximation [4] in an n-node graph. The
same paper shows that unless P = Quasi(P ) the problem admits no better than Ω(

√
log n)

approximation.
However, for the directed case the multicast problem seems harder to approximate. The

best-known approximation ratio for this problem is an additive O(
√

t) guarantee (with
poly-logarithmic multiplicative factor) [3]. This leaves a wide gap between the current best
approximation algorithms for undirected versus directed multicast problems. In this work, we
make progress toward closing that gap by studying an intermediate problem, the Minimum
Time Telephone k-Multicast problem (k-MTM), defined below.

Input: A directed or undirected graph G(V, E) with root r, a collection of terminals
S ⊆ V and a number k ≤ |S|.
Required: Send the message originating at r to any k terminals of S in the telephone
model in a minimum number of rounds.

In terms of approximability, the undirected k-MTM problem lies between the undirected and
directed MTM problems. Specifically, in [11] it is shown1 that a ρ-approximation for directed
MTM implies an O(polylog k)-approximation for undirected k-MTM, while it is immediate
that any approximation for undirected k-MTM gives the same factor approximation for
undirected MTM.

On the other hand, the directed version of the k-MTM problem generalizes all of the
aforementioned problems.

Applications. Broadcast and multicast problems find numerous applications in distributed
settings. For example, in the Network Aggregation problem, each user sends its data to a
chosen central vertex r. This is equivalent to broadcasting in the local model for distributed
computation (see [9]). Broadcasting is also crucial in Sensor Networks [13]. Another
application is ensuring that the maximum information delay in vector clocks problems is
minimized [12, 17].

One application of multicasting is to keep information across copies of replicated databases
consistent, by broadcasting from the changed copy to the others [7, 14, 15]. If we are given a
large set of t terminals of which we only want to keep replicated copies in some k of them,
finding the best k to minimize the maximum synchronization time among these termiunals
corresponds to the k-MTM problem.

Minimum Poise Trees. Any telephone multicast schedule defines a tree rooted at r, spanning
all terminals. The parent of a vertex u ̸= r is defined to be the unique vertex that sends the
message to u. Let T ∗ be the tree defined by the optimal schedule. The height of T ∗ (the
largest distance in T ∗ from the root) is denoted by D∗. The largest out-degree2 in T ∗ is
denoted by B∗. The poise of T ∗ is defined as p∗ = B∗ + D∗ [18]. Denote by OPT the number
of rounds used by the optimal schedule. Since at every round, each informed vertex can send

1 [11] deals with the degree-bounded versions of these problems, but their proof works as well for poise
problems. See below for the connection between poise and k-MTM.

2 For simplicity, we say degree instead of out-degree for the rest of the paper when discussing directed
graphs.
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the message to at most one neighbor, OPT ≥ B∗ and OPT ≥ D∗. Hence, in general we
have OPT ≥ p∗

/2. A partial converse is shown in [18]. A ρ approximation for the Minimum
Poise Steiner Tree implies an O(log t) · ρ/ log log t approximation for the MTM problem.

Following [18], approximating the k-MTM problem is equivalent (up to logarithmic factors
in k) to approximating the following Minimum Poise Steiner k-Tree problem:

Input: A directed or undirected graph G(V, E) with root r, a collection S ⊆ V of
terminals, and a number k.
Required: A k-tree rooted at r, namely a tree T ′(V, E) containing paths from r to k of
the terminals, with minimum poise.

In [11], they show that the approximability of minimum degree Steiner k-tree reduces to
minimum degree group Steiner tree (which is a special case of minimum degree directed Steiner
tree). Their reduction immediately extends to the minimum poise versions of these problems.
Hence, the approximability of the undirected Minimum Poise Steiner k-Tree problem lies
between the undirected Minimum Poise Steiner Tree problem and the directed Minimum
Poise Steiner Tree problem (up to log k factors). This implies the aforementioned analogous
statement about the relationship between undirected k-MTM and the undirected/directed
MTM problems.

We focus on approximating these poise problems.

▶ Definition 1.1. A O(f(k))-additive approximation for the Minimum Poise Steiner k-Tree
problem returns a tree T with k terminals, with maximum degree3 Õ(B∗) + O(f(k)) and
height O(D∗).

1.1 Our results
We give an O(

√
k)-additive approximation for the directed versions.

▶ Theorem 1.2. Minimum Poise Steiner k-tree problem on directed graphs admits a poly-
nomial time Õ(k1/2)-additive approximation. This implies the same approximation for the
Minimum Time Telephone k-multicast problem.

The second part of the statement follows from [18].
In [10], a multiplicative O(

√
k)-approximation is given for the directed Min-Max Degree

k-Tree problem, which asks to find a tree spanning k terminals while minimizing the maximum
degree. Their algorithm iteratively finds trees containing

√
k ·B∗ terminals, and uses flows

to connect them to the root. Our directed result is more general than that of [10] in that it
can handle both degree bounds and height bounds. Moreover, our approximation for degree
is stronger, since we get an additive O(

√
k) approximation. Therefore, it may be better

than the approximation of [10] in the case that B∗ is large. Our approximation ratio for the
diameter is constant.

Our result is also more general than the O(
√

t)-additive approximation for directed MTM
of [3], as it handles the k-tree version of the problem, and recovers the same O(

√
t)-additive

approximation in the case k = t (up to logarithmic factors). In [3], the so-called multiple
set-cover problem is used, a variant of set cover, while our result uses max coverage subject
to a matroid constraint.

3 The Õ notation hides poly-logarithmic factors in k
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For undirected graphs, we give an Õ(t1/3) approximation, which is a better ratio in the
worst case if k is close to t. This represents progress toward closing the gap between the
approximability of undirected and directed MTM, since in [11] it is shown that the undirected
k-MTM problem lies between undirected and directed MTM in terms of approximability.

▶ Theorem 1.3. The Minimum Poise Steiner k-tree problem on undirected graphs admits
a polynomial time Õ(t1/3) approximation, and therefore the Minimum Time Telephone
k-multicast problem admits the same approximation.

The O(
√

k) additive ratio can be as bad as Ω(
√

t) multiplicative ratio, if B∗ is constant
and k = Ω(t). Therefore, in the worst case, an Õ(t1/3) approximation is a better ratio. In
addition, if B∗ = o(t1/6) and k = Ω(t), the multiplicative ratio gives a better additive ratio.

1.2 Technical Overview
For the directed case, our techniques are based on [3]. However, our problem is harder
since it is not clear which k terminals to choose. An important difference is that we use
an approximation algorithm for maximizing set coverage (a submodular function) under
matroid constraints [1]. The multiplicative approximation for the undirected case builds on
this, and requires several graph decomposition techniques to be carefully combined.

For both results, we denote the maximum degree as B∗ and height as D∗ of an optimal
minimum poise tree T ∗. It can be assumed that D∗ and B∗ are known by trying all
possibilities, as there are only polynomially many. Moreover, since D∗ is known, all vertices
of distance greater than D∗ from the root may be removed.

Directed Min-Poise Steiner k-Tree. In order to get an O(
√

k) additive approximation for
the directed min-poise Steiner k-tree problem, we employ a greedy strategy. We iteratively
find a collection of vertex-disjoint trees, each covering (i.e., containing) exactly

√
k terminals

and of height at most D∗, until no more can be found. We call these good trees.
In the case that at least

√
k many good trees are found, an additive O(

√
k)-approximation

follows by taking any
√

k of the good trees along with shortest paths from the root r to the
roots of each of these trees. This yields a subgraph (not necessarily a tree, since the shortest
paths may not be disjoint from the good trees) with maximum out-degree at most 2

√
k,

and radius (maximum distance from r) at most 2 ·D∗. Moreover, the subgraph contains
k terminals. Now the non-disjointness may be overcome by returning a shortest path tree
spanning this subgraph. This gives the desired approximation.

In the other case that fewer than
√

k good trees are found, we may still connect them to
the root via shortest paths. This gives a subgraph of low poise, but does not yet cover k

terminals. If k1 < k terminals are covered, we must determine how to cover k− k1 additional
terminals without inducing high degree or height.

This is the main technical contribution of the directed result: we can recast the covering
of k − k1 additional terminals as a set cover instance, and the desired poise guarantees can
be obtained by imposing a partition matroid constraint on the sets in the instance. Then,
an algorithm for approximating submodular function maximization subject to a matroid
constraint [1] is applied. To the authors’ knowledge, partition matroid constrained set
coverage has not previously been used for multicasting problems.

Partition Matroid Set Coverage Procedure. Suppose we are given a partition of the graph
into A ∪ C = V with r ∈ A, such that all of A is reachable with low poise and contains k1
terminals. We want to cover at least k− k1 terminals in C with low poise, and we know that
there exists a tree T ∗ rooted at r which does so.
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Say that a node c ∈ C covers all the terminals in C that it can reach within distance D∗.
In this way, we define a set cover instance over the ground set of terminals in C in which
each set is identified by an edge (a, c) between a node a ∈ A and a node c ∈ C. The set
corresponding to (a, c) contains all terminals covered by c. Defining the sets this way allows
us to enforce degree constraints on the nodes in A, since the sets can be partitioned by their
member in A. That is, we form a partition with the parts X(a) = {(a, c) : c ∈ C, ac ∈ E} for
each a ∈ A. We now impose the constraint that at most B∗ sets may be chosen from any
part X(a), reflecting the desired degree constraint. A partition matroid captures choosing
at most a certain number of elements from each part of a partitioned set. Hence we have
described a set cover instance with a partition matroid constraint and a coverage requirement
of k − k1.

The problem of selecting sets to maximize the number of terminals covered subject to
the matroid constraint is a special case of submodular function maximization subject to a
matroid constraint. Moreover, T ∗ provides a certificate that there exists a collection of sets
satisfying the matroid constraint and covering at least k− k1 terminals in C. Hence, we may
apply the (1− 1

e )-approximation for this problem [1] (the simple greedy strategy giving a
1
2 -approximation [6] would also suffice here) to find a collection of sets satisfying the matroid
constraint and covering at least (1− 1

e ) · (k − k1) terminals in C.
Given the choice of sets (a, c) by the algorithm, we identify a set of edges that may be

added to extend our subgraph to cover these terminals. These newly covered terminals are
then removed, and the process repeated. In each round, we can cover a constant fraction
of the desired number of terminals, so we need only O(log k) rounds. Moreover, any given
round induces additional degree of only B∗ on nodes in A. The degree induced on nodes in
C depends on the size of the parts X(a), and this can be bounded in our applications (e.g.,
by
√

k in the directed setting described above, since the greedy strategy ensures that all
nodes in c can reach at most

√
k terminals within distance D∗). Finally, the distance from

the root of any node added is O(D∗), so in total the poise of the subgraph remains low. In
the end, we again output a shortest path tree spanning this subgraph.

Improvement in Undirected Graphs. In the undirected setting, the result can be improved
by taking advantage of the fact that if a good (low-poise) tree covering many terminals is
found, then we need only cover any node in that tree in order to cover all of those terminals
with low poise (as opposed to the directed case where we would have to cover the root of
that tree). Essentially, we may contract the tree and treat the contracted node as containing
many terminals.

Specifically, we will maintain a set R of nodes that we have covered so far with low poise
(by contracting, we can think of this simply as the root r). We first group the terminals
in the remaining graph C = V \R as before by greedily finding disjoint trees of low poise,
now each containing t1/3 terminals, called small trees. Note that some terminals may not
lie in any small tree. If the algorithm finds fewer than t1/3 small trees, then the same
matroid-constrained covering procedure from above can be applied to immediately get an
additive O(t1/3)-approximation.

On the other hand, if there are many small trees, we show that progress can be made by
either covering or discarding a large number of terminals at once. If we are able to aggregate
t1/3 small trees into a single tree within a distance D∗, we have covered t2/3 terminals
and hence made sufficient progress in coverage: we can repeat this at most t1/3 times to
finish, inducing at most t1/3 degree at the root to reach these trees. However, we may have
the additional complexity of the optimal tree containing terminals that are not in one of
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21:6 The Telephone k-Multicast Problem

these small trees we computed in C. We handle this case by using the matroid-constrained
coverage procedure to extract as many terminals as any optimal solution might cover from
the small trees while staying within the degree and height bounds, and then discarding all
the terminals from all of the unused small trees. Since the number of small trees (each with
t1/3 terminals) is Ω(t1/3), this allows us to bound the number of such discarding iterations
by O(t1/3). In summary, we employ O(t1/3) iterations of either covering or discarding t2/3

terminals in the algorithm leading to the claimed O(t1/3) multiplicative guarantee. Over
the course of these iterations, the total degree accumulated by any node will be at most
Õ(t1/3) ·B∗ (Note this guarantee is now multiplicative, since a node can gain Õ(B∗) degree
in each of the t1/3 covering iterations).

Finally, we remark that the improved guarantee in this setting is in terms of t, the total
number of terminals, rather than k. This is because our algorithm relies on removing a large
number of terminals from the entire set of t terminals, without necessarily covering all of
them.

2 Preliminaries

Let dist(u, v) denote the number of edges in the shortest path from u to v in G. We denote
by G[U ] the graph induced by U , and by distG[U ](u, v) the distance from u to v in the graph
G[U ]. Recall that we denote the minimum poise tree by T ∗, its maximum degree by B∗, and
its height by D∗.

▶ Assumption 2.1. Removing vertices of distance more than D∗ from the root r in G does
not change the optimal solution. Hence, we will assume for the rest of the paper that G only
contains vertices of distance at most D∗ from r.

▶ Remark 2.2. For the rest of the paper, we assume that quantities such as
√

k are integral.
Making the algorithm precise requires using ⌈

√
k⌉. However, the changes are minimal and

elementary.

For simplicity, we assume that every terminal has in-degree 1 and out-degree 0, by
attaching new terminal vertices to every terminal (this only increases the poise by at most
an additive constant). For undirected graphs, we assume that terminals have degree 1.
Therefore, removing terminals can’t turn a connected graph into a disconnected graph.

The input for the Set Cover problem is a universe U and a collection S of sets Si ⊆ U .
We say that a set Si covers all the elements that belong to this set. The goal is to find a a
sub-collection of sets S ′ ⊆ S of minimum size that covers all elements, namely,

⋃
Si∈S′ Si = U .

The Set Coverage problem under matroid constraints has the input of Set Cover, and in
addition, a matroid M defined over the sets S. The goal is to select an independent set
I in the Matroid so that |

⋃
Si∈I Si| is maximum. A partition matroid instance divides S

into pairwise disjoint collections of sets Si, whose union is all of S. For every collection
Si, there is a bound pi on the number of sets that can be selected from Si. A collection of
sets containing at most pi sets from each Si is precisely an independent set in the partition
matroid. The goal is to find an independent set in the partition matroid that covers the
largest number of elements. This problem is a special case of maximizing a submodular
function under matroid constraints. The greedy algorithm achieves a 1/2-approximation for
this problem [6], and is sufficient for our purposes. It is also known that the problem admits
a polynomial time 1 − 1/e-approximation [1], which may be used for improved constants.
The procedure of [1] is one of the main tools in our algorithm. We called this procedure the
Matroid procedure.
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3 The Partition Matroid Cover Algorithm

In the next two sections, our algorithms for both the directed and undirected cases define a
disjoint partition of the graph vertices into A ∪C = V . The root r always belongs to A, and
we will ensure that all of A can be covered by a low poise tree rooted at r. In this section,
we discuss how to cover sufficiently many terminals from C with low poise by connecting
them to the root through A. We do this by defining an instance of the Set Coverage problem
under a partition matroid constraint4.

▶ Definition 3.1. Define a Set Coverage instance as follows.
The items are S ∩ C (the terminals in C).
The sets (also called pairs) are S = {(a, c) | a ∈ A, c ∈ C, and ac ∈ E} where (a, c)
covers a terminal t ∈ S ∩ C if distG[C](c, t) ≤ D∗.

The partition matroid is defined as follows.

▶ Definition 3.2. S is partitioned into collections

X(a) = {(a, c) | c ∈ C and ac ∈ E}

for every a ∈ A. The bound on the number of sets to be chosen from X(a) is B∗.

By definition, the partition is disjoint and therefore, we have a valid partition matroid. Recall
that r ∈ A. See Algorithm 1 for a description of the Procedure PMCover.

Algorithm 1 PMCover.

input : Graph G(V, E) with terminals S and V partitioned into A ∪ C, and a
number k.

output : A collection of pairs of the form (a, c) with a ∈ A and c ∈ C.

1 E ′ ← ∅, S′ ← S ∩ C.
2 while k > 0 do
3 Define the partition matroid Set Coverage instance from A, C, S′ as above with

sets S ′ and apply Procedure Matroid of [1] to find an independent set of
approximately maximum coverage. Let I be the independent set it returns.

4 E ′ ← E ′ ∪ I.
5 Decrease k by the number of terminals covered by I.
6 Remove the terminals covered by I from S′.
7 return E ′.

Analysis
We will show that for every a ∈ A,

∣∣X(a) ∩ E ′∣∣ ≤ O(log k) ·B∗. This will be used to argue
that if (a, c) ∈ E ′, we later may make a the parent of c in the tree we build without incurring
high degree.

4 Note that the parameter k represents the remaining number of terminals we need to cover. Given a
partition A, C we will assume that all terminals in A have been spanned, and thus we need to cover k
terminals in C. That is, if A has k1 terminals for some k1 < k, we will set k ← k − k1. Note that we
are guaranteed that C ∩ T ∗ contains at least k − k1 terminals supplying a feasible solution.
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21:8 The Telephone k-Multicast Problem

▶ Definition 3.3. Define a mapping from terminals in T ∗ ∩ C to S ′ as follows. For a
terminal t, let a = at be the vertex a ∈ A that is an ancestor of t in T ∗ and among them
distT ∗(a, t) is minimum. This vertex is well defined since r ∈ A is the root of T ∗. Let c = ct

be the child of a in T ∗ that is an ancestor of t. Define f(t) = (a, c).

▷ Claim 3.4. There exists an independent set I∗ in the partition matroid that covers at
least k terminals in C ∩ S.

Proof. We show that every terminal in t ∈ T ∗ ∩ C is covered by some set. Let a = at and
let c = ct. Since a has minimum distance to t from all vertices in A, the path from c to t

belongs to G[C]. The number of edges in the path between c and t is at most D∗ − 1. This
implies that the set (a, c) covers t. Create a set I∗ = {f(t) | t ∈ T ∗ ∩ S ∩ C}. We note that
f(t) = f(t′) = (a, c) may hold for two different terminals, but I∗ includes every such pair
(a, c) once (namely, I∗ is a set and not a multiset). For any a ∈ A, the number of different
pairs of the form (a, c1), (a, c2), . . . in I∗ can’t be more than B∗, because every such pair
increases a’s degree in T ∗ by 1. Thus, I∗ is independent in the partition matroid. Since all
terminals in T ∗ ∩ C are covered, k terminals are covered. ◁

▷ Claim 3.5. Procedure PMCover returns a collection of pairs E ′ so that for every a ∈ A,
X(a) ∩ E ′ = O(log k) ·B∗ and E ′ covers k terminals. Thus if in some tree, vertex a ∈ A is
made the parent of all c for which (a, c) ∈ E ′, the degree of a will be bounded by O(log k) ·B∗.

Proof. Since Procedure Matroid returns an independent set in the partition matroid, at
every iteration we have |X(a)∩I| ≤ B∗. Claim 3.4 and the guarantee of Procedure Matroid
by [1] imply that (1 − 1/e)k terminals are covered. Let kor ≤ k be the original number of
terminals to be covered and knew the number of terminals to be covered in a given iteration.
Then in the next iteration,

knew ← knew − (1− 1/e)knew = knew

e
.

Therefore, after i iterations, kor/ei terminals remain to be covered. Hence, the number of
iterations is O(log k). The claim follows. ◁

4 Approximating the poise for directed graphs

Our algorithm maintains a set A (initialized with the root r) containing the terminals covered
with low poise so far, and C = V \A. Consider a set C and the graph G[C] induced by C.

▶ Definition 4.1. Denote by T (c) the coverage tree of c in G[C] formed by taking a shortest
path from c to every terminal within distance D∗. A vertex c ∈ C is called ρ-good (with
respect to C) if there are at least ρ terminals in T (c). A ρ-good tree is a tree rooted at some
c (not necessarily T (c)) with exactly ρ terminals and height at most D∗.

By assumption, the out-degree of terminals is 0. Therefore all terminals are leaves. Since we
may discard non-terminal leaves, a ρ-good trees contains exactly

√
k leaf terminals.

▶ Definition 4.2. A set C of vertices, is a ρ-packing if there is no ρ-good vertex in C.

▶ Definition 4.3. Let {Ti} be a collection of vertex disjoint trees and let A be the set of
vertices in

⋃
i Ti. Let C = V −A. Then A, C is a ρ-additive partition if:

1. The trees Ti are ρ-good with respect to V , and are all vertex-disjoint.
2. There are at most ρ trees Ti.
3. C is a ρ-packing.
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Let qi be the root of Ti. Intuitively, since there are at most ρ trees Ti, we can add a
shortest path Pi from the root r to each qi, giving a tree rooted at r with low poise covering
terminals in A. In addition, since C is a ρ-packing, at least k (meaning the number of
remaining terminals to cover after covering those in A) of C’s terminals can be covered with
some collection of low poise trees. In particular, since every c ∈ C is not ρ-good, all of the
coverage trees T (c) have max degree at most ρ.

The algorithm attempts to find a ρ-additive partition. It greedily finds ρ-good trees, and
removes them until the set C that remains is a ρ-packing. Then the procedure PMCover can
be used to connect the low poise trees covering A and C. However, there may be too many
ρ-good trees in A for (A, C) to be a ρ-additive partition. In this case, it simply connects
the root to any ρ of the trees Ti. By choosing ρ =

√
k, this ensures enough terminals are

covered. See Algorithm 2 for a precise description of the Procedure Directed.

Algorithm 2 Directed.

input : Graph G(V, E) with terminals S, and a number k.
output : A Steiner k-tree of G.

1 Set ρ =
√

k.
/* Greedy Packing */

2 Let A = {r}, and C = V − {r}.
3 while C is not a ρ-packing do
4 Find a ρ-good tree T in G[C].
5 Remove the vertices of T from C and add them to A.
6 Let {Ti} denote the set of ρ-good trees found.

/* Many Trees */

7 if the number of ρ-good trees found is at least ρ, then
8 Choose any ρ of the trees {Ti} in A, and form the subgraph H ⊆ G by including

the root r, the chosen trees, and a shortest path from r to the root qi of each
chosen tree Ti.

9 return a shortest path tree of H rooted at r.
/* Few Trees */

10 else
11 The number of ρ-good trees found is at most ρ, so (A, C) is a ρ-additive partition.

Apply the Procedure Complete on (A, C), and return the resulting tree.

In the case that a ρ-additive partition (A, C) is found, we use the Procedure Complete,
described in Algorithm 3. See Figure 1 for a depiction of the algorithm at this step.

Analysis

For a directed tree, T , let degT (v) be the (out-)degree of the vertex in T . Now say that we
run step Greedy Packing of Directed with ρ =

√
k.

▷ Claim 4.4. If Procedure Directed finds at least ρ ρ-good trees, then step Many Trees of
Procedure Directed returns a tree with at least k terminals, maximum degree O(

√
k), and

height O(D∗)

Proof. Since each tree Ti is
√

k-good, it contains
√

k terminals. Hence, the graph H contains
at least k terminals, each of which can be reached by a path from the root. So the returned
shortest path tree of H has at least k terminals, as desired
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Algorithm 3 Complete.

input : Graph G(V, E) with terminals S, a ρ-additive partition (A, C), and a
number k.

output : A Steiner k-tree of G.

1 Apply the procedure PMCover with partition (A, C) to get E ′.
2 Let E = {ac : (a, c) ∈ E ′}, the set of arcs corresponding to sets in E ′

3 Form the graph HC on vertex set C ∪ {r′}, where r′ is a new node. For each c ∈ C

appearing in some ac ∈ E , include in HC the arc (r′, c) and the coverage tree T (c).
Take a shortest path tree on HC rooted at r′, and let TC be all of the edges from
this tree in G[C].

4 Form the subgraph H ⊆ G by including the root r, each ρ-good tree Ti from A and a
shortest path from r to its root qi, the edges from E , and the edges from TC .

5 return a shortest path tree of H rooted at r.

rA

C

<

≤ B*
a

c

Figure 1 A depiction of the algorithm in the case that a ρ-additive partition is found. The set A

includes the root r and all
√

k-good trees found, while C contains the remaining vertices. Terminals
are depicted in blue. Short paths from r to the roots of the good trees are added (in red). Since C

is a
√

k-packing, each vertex c ∈ C can reach less than
√

k terminals within distance D∗. Hence,
we can run the PMCover procedure, with each iteration enforcing a degree constraint of B∗ on each
node in A, as shown.

To bound the degrees in the returned tree, we just bound the degrees in H. The good
trees Ti are disjoint, and each have maximum degree at most

√
k. Moreover, there are

√
k of

them, so there are only
√

k shortest paths to their roots. Therefore, the degree contributed
to any node v ∈ H is at most

√
k from the Ti, and at most 1 for each shortest path, for

a total of degH(v) ≤ 2
√

k. Finally, each tree Ti in H has height at most D∗, while each
shortest path from the root to some qi has length at most D∗ (by Assumption 2.1), so the
returned shortest path tree has height at most 2 ·D∗. ◁
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▷ Claim 4.5. If Procedure Directed finds less than ρ ρ-good trees, then Procedure Complete
finds a tree rooted at r with maximum degree O(log k) ·B∗ + O(

√
k), and height O(D∗) that

that contains at least k terminals of C ∩ S.

Proof. First, observe that H contains all terminals in A, as well as those terminals in C

covered by procedure PMCover. In particular, by Claim 3.5, H contains at least k terminals,
so the returned shortest path tree does as well.

Now we bound the degrees of nodes in the returned tree. The Ti making up A are disjoint√
k-good trees each having maximum degree at most

√
k. And there are less than

√
k of

them, so we add at most
√

k shortest paths to their roots qi. Hence, for each node v ∈ A, the
contribution to the degree degH(v) is at most

√
k from the Ti, at most 1 for each shortest

path, plus the contribution from E. By Claim 3.5, the edges of E increase the degree of
vertices in A by O(log k) ·B∗, so in total degH(v) ≤ O(log k) ·B∗ + 2

√
k for each v ∈ A.

All other vertices in H lie in C, and so their degree comes only from the
√

k shortest paths
(contributing at most 1 each), and the edges from TC . Every coverage tree T (c) has depth at
most D∗ by definition. In particular, for any vertex c ∈ C, we must have degTC

(c) ≤
√

k,
since otherwise the subtree of TC rooted at c has more than

√
k leaves, which can all be

assumed to be terminals. But this means that c has more than ρ =
√

k terminals in C of
distance at most D∗, contradicting that c is not ρ-good. Hence, degH(c) ≤ 2

√
k for every

c ∈ C.
Finally, the height of the output tree is at most 3 ·D∗ + 1, because we get height D∗,

from the trees Ti, height D∗ from the shortest paths, height D∗ from TC , and an additional
edge from E . ◁

Therefore, in either case we return a tree with at least k terminals with maximum degree
O(log k) ·B∗ + O(

√
k) and height O(D∗). This implies Theorem 1.2.

The following corollary is useful as it applies in case that the Greedy Packing step of
Procedure Directed finds a ρ-additive partition (i.e., step Few Trees is executed) with some
ρ that may be smaller than

√
k.

▶ Corollary 4.6. If Procedure Directed finds a ρ-additive partition A, C, then there exists
polynomial time ρ-additive approximation for the corresponding min poise k-tree problem.

5 The undirected case

In this section, we provide our Õ(t1/3)-approximation algorithm for the Minimum Time
Telephone k-multicast problem on undirected graphs with t terminals, proving Theorem 1.3.

Preliminaries. We assume (for convenience) that the root r is a non-leaf node in T ∗. Recall
that we assume that all terminals have degree 1. We can now assume that after rooting T ∗

at r, the set of leaves in T ∗ and the set of terminals in T ∗ is the same set. Also recall that
the height of the tree T ∗ rooted at r is at most D∗, since the diameter of T ∗ is at most D∗.

Algorithm outline. The idea in the undirected case is that if a low-poise tree covering many
terminals is found, then we need only cover any node in that tree in order to cover all of
those terminals with low poise (as opposed to the directed case where we would have to cover
the root of that tree). Essentially, we may contract the tree and treat the contracted node as
containing many terminals.

Specifically, we will maintain a set R of nodes we have covered with low poise (by
contracting, we can think of this simply as the root r). We first partition the remaining
graph C = V \R as before by greedily finding small trees.

APPROX/RANDOM 2024



21:12 The Telephone k-Multicast Problem

▶ Definition 5.1. We say that a tree is small size if it contains exactly t1/3 terminals. We
say that a tree is large if it contains exactly t2/3 terminals

If this procedure succeeds in finding a t1/3-additive partition, then we are done by
Corollary 4.6. On the other hand, if we fail, we contract these small trees and show how to
cover a sufficiently large number of them by either finding a single large tree reaching t1/3 of
these small trees, or by applying the procedure PMCover. In either case, we may then remove
all of the terminals from these small trees, contract the newly covered nodes into R, and
iterate the entire process to cover the remaining terminals. In each iteration, we show the
total number of terminals discarded is large, so there cannot be too many iterations, and
hence not too much additional degree is incurred.

We first give a simple algorithm, Procedure Small, that finds trees {Ti} each with exactly
t1/3 terminals (leaves).

Algorithm 4 Small.

input : Graph G(V, E) with t terminals S, and a number k.
output : A collection of subtrees {Ti}, each with exactly t1/3 terminals, or a Steiner

k-tree.

1 Apply step Greedy Packing from Procedure Directed on G with ρ = t1/3. Denote
the resulting trees as {Ti}.

2 If the procedure succeeds in finding a t1/3-additive partition, apply Procedure
Complete on A, C, and return the resulting tree.

3 Else, return {Ti}

In case that step Greedy Packing from Procedure Directed finds a t1/3-additive partition
A, C, we are guaranteed a t1/3-additive ratio from Corollary 4.6. Hence, from now on we
assume that step Greedy Packing from Procedure Directed gives more than t1/3 small
trees Ti.

We will proceed to contract each of these small trees into super-terminals. The trees Ti

that we compute, are built by step Greedy Packing from Procedure Directed with ρ = t1/3.
Hence, they have exactly t1/3 terminals/leaves. We contract the terminals of every Ti

into a single super-terminal qi. Denote by S(Ti) the terminals contained in Ti (i.e., those
corresponding to qi). As mentioned in the outline, we have the possibility that the terminals
of an optimal tree may only intersect with a few of these super-terminals. We capture this in
the following definitions.

▶ Definition 5.2. We say that qi is a true terminal if S(Ti) ∩ T ∗ ̸= ∅.

▶ Definition 5.3. Denote by k′ the number of terminals in (
⋃

i Ti) ∩ T ∗. Let µ = ⌈k′/t1/3⌉.

From the definitions, we can see that T ∗ overlaps with at least µ true terminals.
In the graph where the small trees have been contracted to super-terminals, we will

attempt to find a t1/3-packing of these super-terminals. For this, we generalize the definition
of a t1/3-packing in the set C with respect to the super-terminals.

▶ Definition 5.4. We say that c ∈ C is a t1/3-good vertex with respect to the super-terminals
{qi} if there are at least t1/3 terminals qi of distance at most D∗ from c, in G[C]. If there
are no t1/3-good vertices in C, C is called a t1/3-packing with respect to {qi}. If C is a
t1/3-packing, then R, C is called a t1/3-additive partition with respect to {qi}.



D. Hathcock, G. Kortsarz, and R. Ravi 21:13

We can now describe the details of the rest of the undirected algorithm. Specifically, if
Procedure Small fails to find a t1/3-additive partition, then there are two possibilities. Either
C = V \R is a t1/3 packing with respect to the qi, or otherwise there is a t1/3-good vertex
in C.

If C is a t1/3-packing we apply Procedure PMCover on R, C with terminals {qi} since
R, C is a t1/3-additive partition. The goal is covering µ super-terminals. We know that T ∗

covers at least µ true terminals qi, so these can be reached with height D∗ and maximum
degree B∗. Therefore, our Procedure PMCover covers at least µ super-terminals. Note that
the number of original terminals we actually cover is µ · t1/3 ≥ k′. This follows because each
qi represents a tree Ti that contains t1/3 terminals. We now discard all the terminals of

⋃
i Ti.

Since the number of Ti is at least t1/3, the total number of discarded terminals is t2/3.
The other case is that C is not a t1/3-packing with respect to {qi}. Let v ∈ C be a

t1/3-good vertex and let Qv be the corresponding tree. Note that Qv is a large tree since
it spans t1/3 of the qi, each representing t1/3 terminals. We connect r to Qv via a shortest
path P from r to Qv, and contract r ∪ P ∪Qv into r. Then we discard the terminals of Qv.
Since Qv is a large tree, the number of terminals discarded is t2/3.

In summary, in both cases t2/3 terminals are discarded. Therefore the number of iterations
in our algorithm is at most t1/3.

The degree of vertices in R increases by O(log k) · B∗ every time PMCover is applied.
Alternatively, a large tree Qv is created and we only need a path P from r to Qv. This
increases the degree of some vertices in R by exactly 2. This gives a total degree of 2 · t1/3

because of the bound on the number of iterations.

The main procedure
Here we describe the precise algorithm for the undirected problem, Procedure Undirected
in Algorithm 5.

Analysis
▷ Claim 5.5. T ∗ contains at least µ true terminals.

Proof. If the number of true terminals is at most µ− 1, the number of terminals in
⋃

i Ti is
at most (µ− 1) · t1/3 < k′ and this is a contradiction. ◁

▷ Claim 5.6. The number of iterations in Procedure Undirected is at most t1/3.

Proof. If a tree Qv is found, then it is a large tree hence it contains at least t2/3 terminals.
These terminals are discarded in the iteration. Else, the terminals of S ∩

⋃
i Ti are discarded

and this, again, this removes t2/3 terminals, since we have at least t1/3 different small Ti’s
(because procedure Small failed). Since in either case t2/3 terminals are discarded and the
total number of terminals is t, the number of iterations is at most t1/3. ◁

▷ Claim 5.7. Let v be a vertex so that v ̸∈ R. A single iteration of Procedure Undirected
increases v’s degree by at most 2 · t1/3 + 2. Moreover, if v’s degree increases, v is contracted
into r in that iteration.

Proof. The degree of a vertex increases only if it belongs to a large tree Qv (or its path P

from r), or it belongs to the subgraph Q computed by Procedure PMCover. In the first case,
the degree increases by at most t1/3 from any one of the Ti’s in Qv, at most t1/3 more for the
paths from v to these Ti’s, and at most 2 more for the path P from r to Qv, for a total of at
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Algorithm 5 Undirected.

input : Graph G(V, E) with t terminals S, and a number k.
output : A Steiner k-tree

1 R← {r}, S′ ← S.
2 while k > 0 do
3 Apply Procedure Small with ρ = t1/3 on C = V \R. If it succeeds, return the

resulting tree.
4 If Small fails, contract the terminals from each Ti in the resulting packing into a

corresponding super-terminal qi.
5 if C = V \R is not a t1/3-packing with respect to {qi} then
6 Find a large tree Qv inside G[C].
7 Compute a shortest path P from r to Qv.
8 R← R ∪ P ∪Qv.
9 Remove from S′ all the terminals of Qv and update k.

10 else // C = V \R is a t1/3-packing.

11

12 Apply Procedure PMCover with A = R and C = V −R with the goal of
covering super-terminals.

13 Let E be the edges corresponding to the returned sets (a, c) ∈ E ′, and TC the
shortest path tree on the corresponding trees T (c) (as in line 3 of Complete).
Write Q = E ∪ TC .

14 R← R ∪Q.
15 Remove from S′ all the terminals

⋃
i Ti and update k.

16 return the tree induced by R

most 2 · t1/3 + 2. In the second case, the degree increases by at most t1/3 from TC and 1 from
E , by an identical argument to Claim 4.5 (the proof of correctness of Procedure Complete).

In both cases, the vertex is immediately contracted into r. ◁

▷ Claim 5.8. At every iteration, the degree of vertices in R is increased by at most
O(log k) ·B∗.

Proof. If a large tree Qv is found, a shortest path from r to Qv is computed. This increases
the degree of any vertex by at most 2. Otherwise, Procedure PMCover is applied. This
increases the degree of vertices of R by O(log k) ·B∗. The claim follows. ◁

▷ Claim 5.9. The returned tree contains k terminals, has maximum degree Õ(t1/3) ·B∗ and
diameter O(D∗)

Proof. By Claim 5.7, an iteration of Procedure Undirected increases the degree of a vertex
v ̸∈ R by at most O(t1/3), any v whose degree increases immediately joins R. Now we bound
the degree added to a vertex in R. By Claim 5.8 at every iteration the degree of v ∈ R can
increase by O(log k) ·B∗. By Claim 5.6, the number of iterations of Procedure Undirected
is is bounded by t1/3. Therefore the total degree of a vertex is at most

O(t1/3) + O(log k) ·B∗ · t1/3 = O(log k) · t1/3 ·B∗.

In addition, the diameter of every Qv or Q found, is O(D∗). The distance of r to any Q or
Qv is at most D∗ as well. This assures that the diameter is O(D∗).
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Finally, we argue that k terminals are covered. Fix a particular iteration of the algorithm.
If Procedure Small succeeds in finding a t1/3-additive partition, then we immediately cover
the remaining number of terminals necessary by applying the Procedure Complete. Otherwise,
we argue that among the terminals discarded in this iteration, the algorithm covers at least
as many as T ∗ covers. Indeed, if C is not a t1/3-packing with respect to {qi}, then all
terminals discarded are covered. On the other hand, if C is a t1/3-packing, then by applying
Procedure PMCover, Claim 5.5 ensures that at least µ super-terminals are covered. Hence at
least µ · t1/3 ≥ k′ terminals are covered, which is precisely the number of terminals covered
by T ∗ among those discarded. ◁

Using [18] we get the following corollary that proves Theorem 1.3.

▶ Corollary 5.10. The Minimum Time Telephone k-Multicast problem on undirected graphs
admits a polynomial time, Õ(t1/3)-approximation algorithm.
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Abstract
Motivated by modern architectures allowing for the partitioning of a GPU into hardware separated
instances, we initiate the study of scheduling splittable jobs on configurable machines. We consider
machines that can be configured into smaller instances, which we call blocks, in multiple ways, each
of which is referred to as a configuration. We introduce the Configurable Machine Scheduling (cms)
problem, where we are given n jobs and a set C of configurations. A schedule consists of a set of
machines, each assigned some configuration in C with each block in the configuration assigned to
process one job. The amount of a job’s demand that is satisfied by a block is given by an arbitrary
function of the job and block. The objective is to construct a schedule using as few machines as
possible. We provide a tight logarithmic factor approximation algorithm for this problem in the
general setting, a factor (3 + ε) approximation algorithm for arbitrary ε > 0 when there are O(1)
input configurations, and a polynomial time approximation scheme when both the number and size
of configurations are O(1). Finally, we utilize a technique for finding conic integer combinations in
fixed dimension to develop an optimal polynomial time algorithm in the case with O(1) jobs, O(1)
blocks, and every configuration up to a given size.
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1 Introduction

As the size of Deep Neural Network (DNN) models (particularly Large Language Models)
continue to increase, there is a growing need to more efficiently allocate computational
resources to these models at inference time. One challenge in efficiently allocating resources
is that certain large models may require powerful GPUs, while other smaller models would
greatly underutilize the power of such GPUs. To combat this issue, modern GPUs (e.g.,
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NVIDIA A30, A100, H100) include a new hardware feature called Multi-Instance GPU
(MIG). MIG enables a GPU to be partitioned into smaller hardware isolated GPU instances,
each with their own processors, memory, L2 cache, and bus bandwith.

While MIG theoretically allows GPUs to avoid wasting resources, the feature raises the
problem of efficiently scheduling on MIG-enabled GPUs. The problem presents two main
challenges which must be considered simultaneously, and so compound the complexity of
finding a solution. The first challenge is to partition the GPU into a configuration of smaller,
variably sized GPU instances that can be used to execute DNN models. The second challenge
is to assign models to these instances based on their resource demands. The problem is
further complicated by the facts that (a) different configurations of GPU instances may have
varying levels of computational and memory resources, (b) the resources are non-fungible
for DNN models in the sense that increasing the size of a GPU instance may not linearly
increase its performance [17], and (c) due to hardware constraints, some partitions of the
GPU may not be available [13].

No prior work has provided algorithms with provable performance guarantees in the
presence of (a-c), and currently deployed scheduling algorithms ignore either (b) [14], or
(c) [16], or all three [19]. While this problem has gained much attention [17, 10, 11], these
investigations primarily rely on heuristics with no formal guarantees. This paper is the first
to establish theoretical bounds for scheduling on MIG-enabled GPUs.

We provide a natural formalization of the above problem, initiating a systematic theoretical
study of scheduling splittable jobs in configurable machines. We call this problem Configurable
Machine Scheduling or cms. We consider machines that can be partitioned into multiple
configurations of smaller instances, which we call blocks. We consider jobs that have certain
demands that need to be satisfied by allocating blocks to it. Each job also has a corresponding
table that specifies how much of the job’s demand is satisfied by a given block type. A
schedule specifies each machine’s configuration and which job each of the machine’s blocks is
to execute. Our goal is to construct a schedule that satisfies all job demands using as few
machines as possible.

Configurable Machine Scheduling (cms). A cms instance is defined by a set C of machine
configurations and a set J of jobs, as well as an integer k indicating the number of available
block types.

Each machine configuration σ ∈ C is a multiset of blocks represented as a length k vector.
For i ∈ [k] = {1, . . . , k}, we let σi ∈ Z≥0 indicate the number of blocks of type i in σ.
For each job j ∈ J , there is an associated demand dj as well as a length k throughput
table fj . For a job j ∈ J and block type i ∈ [k], the value of fj(i) denotes the amount of
j’s demand satisfied when it is executed on a single block of type i.

The goal is to satisfy all job demands on as few machines as possible. A machine µ

specifies how each block is allocated for each job. Specifically, µ(i, j) represents the number
of blocks of type i on which machine µ executes job j, with the constraint that, there exists
a configuration σ such that

∑
j µ(i, j) ≤ σi, for each i ∈ [k]. That is, each machine has an

implicit configuration, and the total number of blocks of type i used by machine µ cannot
exceed the number of blocks of type i included in µ’s configuration.

A schedule consists of a multiset M of machines, with Mµ indicating the number of
instances of machine µ in M . In any schedule, all job demands must be completely satisfied,
i.e. for any schedule M , we require

∑
µ∈M

∑
i∈[k] Mµ · µ(i, j) · fj(i) ≥ dj for each job j. The

formal objective is, then, to construct a schedule M that minimizes the total number of
machine instances, given by

∑
µ Mµ. (See Figure 1 for an example.)
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Figure 1 Example cms instance (a) with schedule (b). The instance has k = 3 block types,
|C| = 2 configurations, and |J | = 3 jobs. Configuration σ has three type 1 blocks, and one type 3
block. Configuration τ has two type 2 blocks. Job j1 had demand 11, with throughput fj1 (1) = 2,
fj1 (2) = 4, and fj1 (3) = 5. Job j2 had demand 14, with throughput fj2 (1) = 8, fj2 (2) = 1, and
fj2 (3) = 3. Job j3 had demand 29, with throughput fj3 (1) = 5, fj3 (2) = 3, and fj3 (3) = 5. The
schedule uses six machines: two instances of µ, one instance of µ′, and three instances of µ∗. µ

and µ′ have configuration σ. µ executes j1 on three type 1 blocks and j3 on one type 3 block. µ′

executes j2 on one type 1 block and one type 3 block, and j3 on two type 1 blocks. Machine µ∗ has
configuration τ and executes j2 on one type 2 block and j3 on the other. Summing the throughput
over all machines is sufficient to satisfy all job demands.

In any cms instance, we assume that, for all j, fj maps to {ℓ ∈ N : ℓ ≤ dj}, which we
can ensure with only a polynomial increase in the length of the input, and no loss in the
value of the optimal solution. The size of a configuration σ, denoted |σ|, is the number of
blocks in the configuration, i.e. |σ| =

∑
i∈[k] σi. Furthermore, for convenience, some of our

algorithms output the schedule as a multiset of configurations, one for each machine in the
output schedule, and a multiset of blocks for each job. In the appendix, we prove that this
format of the output is without loss of generality, since it can be efficiently transformed to a
schedule as formally defined above.

1.1 Our results

Our cms problem formulation yields a rich landscape of optimization problems, which vary
depending on the properties of block types, configurations, and the job demand tables. In
this paper, we explore the general cms problem and three restricted versions of the problem.
We obtain near-tight approximations or optimal results for the associated problems (see
Table 1).

Table 1 Results for Configurable Machine Scheduling. n is the number of jobs, k is the number
of block types, and c = maxσ∈C{|σ|} is the maximum size of any configuration. All results are
proved in this paper. The hardness of cms with O(1) jobs and O(1) configuration size is unknown.

-
Problem Algorithm Approximation Hardness

General LP+ Greedy O(log cnk) Ω(log nk)

O(1) configurations
Extreme-Point
LP Rounding

(2 + ε)OPT + |C|
3 + ε

2

O(1) configurations
of O(1) size Small/Large Job LP 1 + ε ?

O(1) number of jobs and blocks,
with all configurations up to a given size

Conic Integer Combinations
in Fixed Dimension 1 -

-
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General cms (Section 2). Using a reduction from minimum multiset multicover [15],
we first observe that cms is hard to approximate to within a factor of Ω(log nk), where n

is the number of jobs and k the number of blocks. We then present a factor O(log(cnk))
approximation algorithm, where n is the number of jobs, k the number of blocks, and c

is the size of the largest configuration, which is essentially tight given the above hardness
result. Our algorithm constructs a schedule by greedily selecting the highest throughput
configuration on the basis of a linear programming relaxation.

The logarithmic-hardness result for the general problem motivates us to consider restricted
versions with a constant number of configurations, which are also of practical interest.

cms with a constant number of configurations (Section 3). Using a reduction from
Partition, we observe that cms, even with one configuration and two jobs, is hard to
approximate to within a factor of 2. Our main result is an algorithm that, for any instance
of cms with a constant number of configurations C and arbitrary ε > 0, uses at most
(2 + ε)opt + |C| machines where opt is the number of machines needed in the optimal
solution, asymptotically almost matching the hardness result for a constant number of
configurations. We also show that our algorithm always returns a 3 + ε approximation.
Our algorithm builds on the seminal LP rounding technique of [9] and exploits the
structure of extreme-point solutions to iteratively and carefully round the LP variables.

To find more tractable cases, we study a further restriction of the problem that bounds
the size of configurations.

cms with a constant number of configurations of constant size (Section 4). We next
consider cms with a constant number of configurations, each of constant size (i.e., having
a constant number of blocks). We show that the problem is solvable in pseudo-polynomial
time; our main result here is a PTAS based on rounding a novel LP relaxation for the
problem.

Our LP based approximations require the number of configurations given in the input to
be constant. Our final result explores nontrivial tractable models where the number of jobs
is constant while the number and size of configurations are not constant.

cms with a constant number of jobs and blocks, with all configurations up to a given
size (Section 5). We consider cms with a constant number of jobs, a constant number
of block types, and where every configuration up to a given size is available. We give an
algorithm that solves this problem optimally in polynomial time. Our algorithm uses a
technique for finding conic integer combinations in fixed dimension, which was developed
by Goemans and Rothvoss in their study of bin packing with constant number of job
types [5]. We also show that this technique extends to a more general setting where
configurations are defined by a constant number of rational polytopes.

1.2 Our Techniques
General cms. The logarithmic factor approximation algorithm for the most general case
uses two algorithmic approaches, each of which faces challenges on its own. The first approach
uses the natural heuristic of greedily allocating machines to execute as much total throughput
as possible. When each job can be fully executed on at most one block of each type, we
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show that this algorithm achieves a logarithmic approximation ratio. However, in general the
algorithm’s approximation ratio is Ω(n). The second approach is based on an LP relaxation
that uses job-block variables to indicate how many blocks of a given type are used to execute
a job. When the job-block variables are large enough (greater than 1) they can be rounded
and scheduled using a multi-set multi-cover algorithm to achieve a logarithmic approximation
ratio. On the other hand, variables with low values cannot be rounded up without a large
loss in the approximation ratio, and cannot be rounded down because even a small fractional
block allocation may represent a significant amount of throughput. Our solution is to marry
these approaches. We first solve the LP relaxation and use a multi-set multi-cover algorithm
to schedule those job-block pairs with large variable values. For any jobs with remaining
demand, we show that they can be fully executed on at most one block of each type, and
ensure that the maximum ratio of execution function values is at most the number of block
types k. Executing the greedy algorithm on these remaining jobs yields an algorithm with a
logarithmic approximation ratio.

Constant number of configurations. In this case, we use essentially the same LP as for
the general problem, simplifying it to use only variables that represent how many of each
block type are allocated to a job. We then build a graph with nodes representing the block
types and jobs, and insert an edge between a job and block type if the corresponding variable
in the LP is nonzero. We leverage extreme point properties to prove that the graph is a
pseudo-forest; i.e., each component is either a tree or a tree with a cycle. Our key technical
contribution is to carefully round the LP solution by exploiting this tree structure and the
constraints on the possible LP values mandated by the fact that, by our construction, no block
can satisfy more demand than the job requires. This algorithm returns a (2 + ε)opt + |C|
approximation. We extend this result to a (3 + ε)opt approximation (which is better for
opt < |C|) by running the above algorithm on each subset of the input configurations, and
then returning the best solution.

Constant number of configurations of constant size. The LP used in the preceding two
variants of the problem has an integrality gap of 2. This holds even for simple instances with
one configuration of constant size and two jobs. To obtain a PTAS for a constant number of
configurations of constant size, we first divide the jobs into small and large jobs based on
whether the number of machines needed to serve their demand exceeds a constant threshold
(based on a parameter ε). We then formulate a new LP that imposes different constraints
for the small jobs taking into account that there is a bounded number of ways their demands
can be allocated. Through a careful rounding of the LP, we derive a (1 + ε)-approximation
algorithm for the problem.

Constant number of jobs and blocks, and all configurations up to a given size. In this
setting neither the number or configurations nor the size of any configuration is constant,
and so any approach based on our LP relaxations faces the obstacle that either the program
has an integrality gap of at least 2, or is intractable. Therefore, in order to solve this problem
optimally, more sophisticated techniques are required. The approach we develop is based on
a technique for finding conic integer combinations in fixed dimension which was developed
by Goemans and Rothvoss in their study of bin packing with constant job types [5]. The
challenges of this approach lie in formulating the problem to appropriately leverage the
power of the apparatus. In our case, this involves providing a rational representation of the
problem on an individual machine that yields a complete solution when combined with the
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representations of other machines. In the general case, the nonlinear relationship of blocks
to job throughput and to configuration size renders the problem extremely difficult, even
when jobs and blocks are constant. However, when all configurations up to a given size are
available, a configuration can be represented as a linear combination of block allocations,
making the problem tractable. In fact, as long as the number of jobs and blocks types is
constant, the general technique for finding conic integer combinations allows us to devise an
optimal polynomial time algorithm whenever the set of configurations can be represented
using a constant number of rational polytopes.

1.3 Related work
Configurable machine scheduling has connections to many well-studied problems in combin-
atorial optimization, including bin-packing, knapsack, multiset multicover, and max-min fair
allocation. General cms generalizes the multiset multicover problem [8, 6, 15], for which the
best approximation factor achievable in polynomial time is O(log m) where m is the sum of
the sizes of the multisets [15, 18]. The hardness of approximating the problem to within an
O(log n) factor follows from the result for set cover [4].

As we note above, cms is NP-complete even for the case of one configuration and two
jobs. The single configuration version can be viewed as a fair allocation problem with each
block representing an item and each job representing a player that has a value for each
item (given by the demand table) and a desired total demand. The objective is to minimize
the maximum number of copies we need of each block so that they can be distributed
among the players satisfying their demands. In contrast, the Santa Claus problem in fair
allocation [1] (also studied under a different name in algorithmic game theory [12]) aims
to maximize the minimum demand that can be satisfied with the available set of blocks.
The best result for the Santa Claus problem is a quasi-polynomial O(nε)-approximation
algorithm, where ε = O(log log n/ log n) [2], though factor O(1) approximation algorithms
are known for special cases (e.g., see [3]).

1.4 Discussion and Open Problems
Our study has focused on a combinatorial version of cms in which each machine can be
configured as a collection of abstract blocks. It is also natural to consider a numerical version
of cms in which each block type is an item of a certain size, and each configuration has a
certain capacity and can only fit blocks whose sizes add up exactly to its capacity. Note
that instances of numerical cms can be presented more compactly than general instances
of cmssince the allowable configurations can be captured by configuration capacities and
block sizes. The approximation ratios established for cms apply to numerical cms as well;
however, it is not certain that there is also a logarithmic hardness for numerical cms. Thus,
an intriguing open problem is whether numerical cms admits an approximation factor
significantly better than the logarithmic factor established in Section 2. Also of interest is a
numerical cms variant where all capacity-bounded configurations are allowed, for which we
believe techniques from unbounded knapsack [7] and polytope structure results of the kind
we show in Section 5 would be useful.

Our results indicate several directions for future research. One open problem is to
devise approximation algorithms that leverage structure in the set of available configurations.
In practice, the configuration sets associated with multi-instancing GPUs might not be
arbitrary sets, e.g. the blocks of Nvidia’s A100 GPU are structured as a tree and every valid
configuration is a set of blocks with no ancestor-descendant relations [17]. Showing improved
bounds for such cases seems to be a challenging, but potentially fruitful area of research.
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Another open problem lies in shrinking the gap between our upper and lower bounds.
The hard instance for cms with a constant number of configurations has a constant-size
solution, showing for instance that it is NP-hard to distinguish a problem with solution
size 1 from one with solution size 2. These lower bounds are sufficient to show hardness
of approximation, but do not rule out the possibility of asymptotic PTAS (even additive
constant approximations). Furthermore, we have not been able to show any hardness for
cms with a constant number of configurations of constant size, and this is an important and
interesting open problem.

Finally, our focus has been on the objective of minimizing the number of machines,
which aims to meet all demands using minimum resources. Our results can be extended to
minimizing makespan, given a constant number of machines. However, approximations for
other objectives such as completion time or flow time, in both offline and online settings, are
important directions for further research.

2 General cms logarithmic approximation

In this section, we consider the most general model of cms with an arbitrary configuration set
C over k block types, and n jobs in J . Our first lemma presents an approximation-preserving
reduction from multiset multicover to cms. We thus obtain that no polynomial time algorithm
can achieve an approximation ratio better than Ω(log nk) (assuming p ≠ np). The lemma
also implies that an improvement to our approximation ratio would yield an improvement to
the best known approximation for multiset multicover.

▶ Lemma 1. There is an approximation-preserving reduction from the multiset multicover
problem to cms.

Proof. Consider an arbitrary instance I of multiset multicover. Let U denote the set of
elements and C the collection of multisets in the set cover instance. Let re denote the coverage
requirement for element e. We can assume without loss of generality that there do not
exist two multisets S and S′ with S ⊆ S′, since we can eliminate S from the set collection
otherwise. We construct an instance of cms where each multiset S is a configuration and
each element e is both a block type and a job. The job e has demand re, which can only be
satisfied by re blocks of type e.

Any multiset multicover solution, given by a collection M of multisets, corresponds to a
solution for cms: each multiset S in M is a machine configured according to S. Therefore,
the number of multisets in M is the same as the number of machines in the cms solution.
Furthermore, since each element e is covered re times in M , it follows that each job e has
re occurrences of block type e included in cms solution, thus satisfying the demand for e.
Similarly, every cms solution with m machines is a collection of m multisets, with each multiset
corresponding to the configuration of a machine. Since the objective function value achieved
by each of the two solutions is identical, the reduction is approximation-preserving. ◀

The main result of this section is Algorithm 1, an O(log(maxσ∈C{|σ|} · n · k)-approximation
algorithm for cms. The first step of Algorithm 1 solves a linear relaxation of cms, which
minimizes

∑
σ yσ subject to:∑

j xi,j ≤
∑

σ∈C yσ · σii ∈ [k] (1)∑
i fj(i) · xi,j ≥ dj j ∈ J (2)

xi,j ≥ 0 i ∈ [k] and j ∈ J (3)
yσ ≥ 0 σ ∈ C (4)
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Algorithm 1 Logarithmic Approximation for cms.

1 Formulate and Solve a Linear Relaxation (Constraints 1-4)
Round variables down if their fractional component is less than (1/2k)

2 Solve Problem over the Integer Components of Variables (Algorithm 2)
Construct partial schedule S via multiset-multicover defined over variable integer
components

3 Greedily Schedule any Jobs with Remaining Demand (Algorithm 3)
Construct a partial schedule S′ to satisfy any remaining demand by greedily
configuring each machine to maximize throughput

4 Output the schedule formed by the additive union (S ⊕ S)⊕ (S′ ⊕ S′)

Terms and Constraints. Each variable xi,j indicates the number of blocks of type i that
are assigned to execute job j. Each variable yσ indicates the number of machines that use
configuration σ. Constraint 1 ensures a schedule cannot use more blocks of a given type than
appear across all allocated machines. Constraint 2 states that the total number of blocks
executing a job must be sufficient to satisfy its demand. It is easy to verify that this program
relaxes cms and is solvable in polynomial time.

Let (x∗, y∗) be variable assignments that yield an optimal solution to (1-4). For the second
step of Algorithm 1, we separate the integer from the fractional components of the x-variables.
We define x̄i,j =

⌊
x∗

i,j

⌋
.

We define x̂i,j = 0 if either (i) (x∗
i,j −

⌊
x∗

i,j

⌋
) < 1

2k or (ii) fj(i) · (x∗
i,j −

⌊
x∗

i,j

⌋
) <

maxi′{fj(i′) · (x∗
i,j−

⌊
x∗

i,j

⌋
)}/k, otherwise x̂i,j = x∗

i,j−
⌊
x∗

i,j

⌋
. The second step of Algorithm 1

then calls Algorithm 2 to provide a schedule for the problem (C, J̄, k) with modified demands
d̄j = min{dj ,

∑
i fj(i) · x̄i,j}.

Algorithm 2. We define the set A =
{

(
∑

j ⌊xi,j⌋ , i) : i ∈ [k]
}

. We construct schedule S by
using the greedy multiset multicover algorithm given in [15] on the instance (A, C).

Step three of Algorithm 1 then constructs a schedule S′ to satisfy any remaining demand
given by the fractional components x̂ via Algorithm 3, which greedily allocates the highest
throughput machines until all demands are met. Finally, Algorithm 1 outputs the schedule
S∗ such that, S∗

µ = 2(Sµ + S′
µ) for each µ.

Algorithm 3. For each j ∈ J and i ∈ [k], we initialize f̂j(i) = fj(i). While there is some
job that hasn’t been fully executed, do the following. Compute a machine µmax by iterating
over all configurations σ and greedily allocating each block of σ to the job with the highest
throughput for that block (accounting for demand already satisfied). Of these machines,
greedily set µmax to be the one with highest total throughput. Allocate enough instances of
µ such that some job’s remaining demand becomes less than f̂j(i) for some i. Then, for each
j, i, update f̂j(i)← min{f̂j(i), Dj} where Dj is the job’s remaining demand. Then repeat.

In the remainder of the section, we provide analysis of Algorithm 1. The following lemmas
establish bounds on the lengths of the schedules produced by Algorithm 3. We note that
there exist instances for which Algorithm 3 produces schedules with length Ω(n), and so
it cannot be used to solve cms without some additional processing (which, for us, involves
reducing the instance via Algorithm 2).
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▶ Lemma 2. If dj ≤
∑

i fj(i) for all i (i.e. each job can be executed on at most one block
of each type) then Algorithm 3 returns an O(log(maxσ∈C{|σ|} · nkρ)) approximation, where
ρ = maxi,i′,j{fj(i)/fj(i′)}.

Proof. Consider the following integer program formulation of cms, which minimizes
∑

t,σ wt,σ

subject to:
∑

t,σ,i zt,i,j · fj(i) ≥ dj , j ∈ J and
∑

j zt,i,j ≤ wt,σ · σi, t ∈ N, σ ∈ C, i ∈ [k]
and

∑
σ wt,σ ≤ 1, t ∈ N and wt,σ, zt,σ,i,j ∈ N, t ∈ N, σ ∈ C, i ∈ [k], j ∈ J . In this program,

wt,σ = 1 if the tth machine instance has configuration σ (0 otherwise), zt,i,j = the number of
blocks of type i that the tth machine uses to execute job j. It is easy to see that the program
relaxes cms.

Let (w∗, z∗) be a variable assignment that minimizes the objective with value η. Then∑
j

dj ≤
∑
µ∈S

µ(i, j) · fµ(i)(i) ≤ η · k ·max
σ∈C
{|σ|} ·max

i,j
{fj(i)}

The fact that dj ≤
∑

i fj(i) for all j implies that η ≤ nk since, in the worst case, each block
is executed on its own machine. So we can infer that log(

∑
j dj) ≤ 2 · log(nk ·maxσ∈C{|σ|} ·

maxi,j{fj(i)}). In the remainder of the proof, we show that the greedy algorithm has an
approximation ratio of log(

∑
j dj).

Let (w̄, z̄) be the variable assignment given by schedule produced by Algorithm 3. Let
ūt =

∑
σ,i,j z̄t,σ,i,j for every t. We define u∗

t and v∗
t to be any values that satisfy the following

equalities: u∗
t + v∗

t =
∑

σ,i,j fj(i)z∗
tσ,i,j , t ∈ N and

∑
t v∗

t =
∑

j dj −
∑

t≤η

∑
σ,i,j fj(i)z̄t,σ,i,j

and
∑

t u∗
t =

∑
j dj −

∑
t v∗

t . Informally, ūt is amount of throughput achieved by machine
instance t of (w̄, z̄). u∗

t is the amount of throughput achieved by machine instance t of (w∗, t∗)
that is also satisfied by one of the first η machines in (w̄, z̄). v∗

t is the remaining demand
satisfied by machine instance t of (w∗, z∗). It is easy to see that,

∑
t≤η ūt =

∑
t u∗

t . We
show that 2

∑
t≤η ūt ≥

∑
t≤η v∗

t . Suppose, for the sake of contradiction, that the claim is
false. Then for some t, 2z̄τ+1,σ,i,j < v∗

t . However, since v∗ represents demand not satisfied
by (w̄, z̄) in the first η machines, and since the machine µmax in Algorithm 3 has throughput
at least half of the maximum (proved below), in this case the throughput of µmax would be
at least v∗

t . This is a contradiction.
We now show that, when Algorithm 3 constructs µmax, its throughput is at least half the

throughput of the highest throughput machine possible. Let σ be the configuration used
by µmax. We show that the maximum throughput machine µ∗ over σ has throughput no
more than twice that of µmax. We consider an integer program formulation of the problem
of finding the maximum throughput machine: wj ≤ dj , j ∈ J and wj ≤

∑
i zi,jfj(i), j ∈ J

and
∑

j zi,j ≤ σi, i ∈ B.
The set B includes all block instances in σ. Let (w∗, z∗) represent the solution to

this program given by the optimal machine µ∗. Let (w̄, z̄) represent the solution to this
program given by µmax. For each block i, we set ui and vi to be any values that satisfy the
following equations. ui + vi =

∑
j z∗

i,jfj(i), i ∈ [k] and
∑

i vi =
∑

j w∗
j −

∑
i,j z̄i,jfj(i) and∑

i ui =
∑

j w∗
j −

∑
i vi. Informally, ui is the amount of demand satisfied by block i of µ∗

that is also satisfied by µmax, and vi ui is the amount of demand satisfied by block i of µ∗

that is not satisfied by µmax. For any block i, it is easy to see that
∑

j z̄i,j ≥ ui. We can
also infer that

∑
j z̄i,j ≥ vi because, otherwise, the greedy algorithm would have chosen to

execute the same job as µ on block i. This proves the result.
Since

∑
t≤η ūt =

∑
t u∗

t and 4
∑

t≤η ūt ≥
∑

t v∗
t , the total demand satisfied by (w̄, z̄) is at

least 1/4 the total demand. It is straightforward to generalize this reasoning to show that
every η machine instances of (w̄, z̄), reduce the total demand by a factor of 1/4, which proves
our claim. ◀
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▶ Theorem 3. Algorithm 1 returns an O(log(maxσ∈C{|σ|} ·n · k)) approximation to the cms
problem.

Proof. Let S and S′ represent the schedules produced by Algorithm 2 and Algorithm 3,
respectively. We first argue that S has length O(log(maxσ{|σ|} · n)) · opt. Algorithm 2
reduces scheduling the integer components of the variables to an instance of multi-set multi-
cover in which there are n elements and the largest covering multi-set has size maxσ{|σ|}.
The claim follows directly from Theorem 5.1 in [15].

We now show that S′ has length O(log(maxσ{|σ|} · nk)) · opt. By Lemma 2, we need
only to show that dj ≤

∑
i fj(i) and that maxj,i,i′{fj(i)/fj(i′)} = O(k). We can infer

dj ≤
∑

i fj(i) because (C, J, k) with modified demand tables and demands f̂ , d̂ is defined
over x̂, so each job can be completely executed by one block of each type. Also, the definition
of x̂ entails that for each j, every nonzero value of x̂i,j (resp. f̂j(i) · x̂i,j) is within a factor of
2k (resp. k) of every other.

Finally, in defining x̂, we rounded down x∗
i,j if (i) z∗

i,j < 1/2k or if (ii) z∗
i,j · fj(i) <

maxi′{z∗
i′,j ·fj(i′)}/k. Job j’s total reduction in demand from (i) is no more than dj

∑
i x∗

i,j−
x̄i,j ≤ dj/2, which is accounted for by doubling S1 and S2 in the output. Job j’s total
reduction in demand due to (ii) is at most maxi′{z∗

i′,j · fj(i′)} which is accounted for in
setting x̂i,j = 2z∗

i,j for all remaining i’s. Each doubles our approximation ratio. ◀

3 cms with a constant number of configurations

We consider cms with n jobs and a set C of O(1) configurations, each of arbitrary size. We
first observe that the problem is NP-hard to approximate to within a factor of two.

▶ Lemma 4. cms with a constant number of configurations is hard to approximate to within
a factor of 2.

Proof. We present a reduction from Partition to combinatorial cms. Given an instance of
Partition with a set S of n elements 0 < a1 < a2 < · · · < an, we construct the following
instance. We consider one configuration that contains n blocks all of a different type, labeled
1, ..., n. We have two jobs j1, j2, both with the demand function given by f(i) = ai. The
demand for each job is 1

2
∑

i ai.
We claim that the number of machines needed for scheduling the job is one if and only

if the Partition instance has a yes answer. If the Partition instance has a yes answer, then
there exists a way to split the n blocks into two parts so that each part’s value adds up to∑

i ai/2. We use one machine, and assign the blocks to each job according to the Partition
solution. The demand function ensures that the demand of the job is satisfied. Conversely, if
the demand of the two jobs is satisfied by one machine, then each job has at least

∑
i ai/2

demand satisfied. According to the demand function f ,
∑

i ai is the maximum amount
of demand that can be satisfied by this configuration. Thus each job has exactly

∑
i ai/2

demand satisfied, and so there is some partition of S into two parts such that each part sums
to

∑
i ai/2. ◀

Our main result in this section is a polynomial time algorithm that returns a solution
with cost the minimum of (2 + ϵ)opt + |C| and (3 + ε)opt, for arbitrary ε > 0, where
opt is optimal cost. Our algorithm, detailed in Algorithm 4, guesses the number of each
configuration used in an optimal solution, to within a factor of 1 + ε (see line 3), and then
builds on the paradigm of [9] by carefully rounding an extreme-point optimal solution for a
suitable instantiation of lp(1-4) (given in line 5).
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Algorithm 4 Schedule for cms with O(1) configurations.

Input: A cms instance (C, J, k)
1 L← {⌊(1 + ε)i⌋ | 0 ≤ i ≤ log1+ε(

∑
j dj) }, Sol← {}

2 foreach C∗ ∈ P (C), the powerset of C do
3 foreach m ∈ L|C∗|, where mσ is the number of copies of σ do
4 B∗ ← {i ∈ [k] | ∃σ ∈ C∗ s.t. i ∈ σ} is the set of blocks present in C∗

5 Construct the feasibility LP, LPf with constraints from equations (1′), (2),
and (3).∑

j

xi,j ≤
∑

σ∈C∗

mσ · σi block types i ∈ B∗ (1′)

6 if LPf is feasible with extreme-point solution x then
7 Graph G← (J ∪B∗, E) with E = { (i, j) | xi,j > 0 }
8 foreach Component S ∈ G that has a cycle K do
9 Pick some job j in the cycle K, and let b1, b2 be its neighbors in the

cycle
10 if xb1,j · fj(b1) ≥ xb2,j · fj(b2) then E ← E \ {(b2, j)} else

E ← E \ {(b1, j)}
11 Make j the root of the remaining tree S

12 foreach Job j ∈ J do
13 for the parent block p of j, do x∗

p,j ← ⌊2xp,j⌋
14 foreach child block c of j do x∗

c,j ← ⌈2xc,j⌉
15 foreach Configuration σ ∈ C∗ do y∗

σ ← 2mσ + 1
16 if fewer configurations are used in y∗ than in Sol then Sol← (x∗, y∗)
17 break out of iteration

18 return Sol transformed from (x∗, y∗) format to a machine schedule according to
Algorithm 6

Using extreme-point properties, we establish Lemma 5, the proof of which closely fol-
lows [9].

▶ Lemma 5. Every component in graph G of line 7 has at most one cycle.

Proof. This proof follows a similar structure as the proof of Lemma 17.6 in [18]. We will
use a proof by contradiction. First, consider a component in G, called Gc. Then consider
the restriction of the LP, LPc, to only the jobs and block types present in the component.
Also let xc be the restriction of x to those jobs and blocks present in the component. Let xc̄

be the rest of x. Note that xc is a feasible solution to LPc since all the blocks that satisfy
demand for jobs in Gc are connected to those jobs in the original graph G and thus are also
included in Gc, so we continue to satisfy all the demand for these jobs. Now assume for
contradiction that xc is not an extreme point in LPc. Then ∃x1, x2, λ where x1 and x2 are
feasible solutions to LPc and λ ∈ (0, 1) such that we have xc = λ · x1 + (1− λ) · x2.

Now we show that x1 +xc̄ and x2 +xc̄ are feasible solutions to the LP . First, consider that
x1, x2 have disjoint jobs and block types from xc̄. Thus, we can consider their corresponding
constraints separately. Furthermore, together, x1, x2, and xc cover all the constraints (since
they cover all jobs and block types). Thus we need only verify that x1, x2 satisfy their
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constraints, and xc̄ satisfies its constraints. Since x1, x2 are feasible solutions to LPc we
know they satisfy the constraints in LP relevant to them. And since xc̄ is part of the feasible
solution x, it must also satisfy the constraints relevant to it. Between the two, all the
constraints of the LP are satisfied, since together they cover all jobs and blocks.

But then since x = λ · (x1 + xc̄) + (1 − λ) · (x2 + xc̄) we can say that x is a convex
combination of two other solutions. Thus, x is not an extreme point solution. But, since x is
an extreme point solution, we reach a contradiction.

Therefore, xc must be an extreme point solution in LPc. We know that the number of
tight constraints in an extreme point solution is at least as many as the number of variables.
Thus at most |B∗

c | + |Jc| constraints can be not tight (coming from constraints 1′ and 2).
Since we create an edge only if an x variable is nonzero, or equivalently, its nonzero constraint
is not tight, we know that the number of edges in Gc must be at most the number of blocks
+ jobs in Gc. In other words, the number of edges is at most the number of nodes. Since C

was chosen arbitrarily, we conclude that every component in G has at most one cycle. ◀

▶ Lemma 6. Algorithm 4 returns a feasible integer solution to lp(1-4).

Proof. Since the algorithm returns the least cost rounded solution over all iterations, we
need to show that (x∗, y∗) is a feasible integer solution to lp(1-4). By our rounding, x∗

i,j

and y∗
σ are integers for each i, j, σ. It remains to show that (x∗, y∗) is feasible in lp(1-4).

Constraints 3 and 4 are true by definition of x∗, y∗.
We now consider constraint 1. If a block type i is not in B∗, then this constraint is

satisfied because xi,j = 0 for all j, and thus x∗
i,j = 0 for all j. Now we consider blocks that

are in B∗. By Lemma 5, each component of G has at most one cycle. In the algorithm
we remove an edge from each of these cycles, so the resulting graph is a forest. Thus each
block type i has one parent and so is a child of one job. This means that all xi,j variables
associated with block i are rounded as ⌊2xi,j⌋, except for the parent of i, pi. So∑

j

x∗
i,j =

∑
j ̸=pi

⌊2xi,j⌋+ ⌈2xi,pi
⌉ ≤

∑
j

2xi,j + 1 ≤
∑

σ∈C∗

2mσ · σi + 1

≤
∑

σ∈C∗

(2mσ + 1) · σi ≤
∑
σ∈C

y∗
σ · σi

The third inequality follows from constraint 1′ since x satisfies LPf , and the fourth
inequality holds since i ∈ B∗ implying that there is at least one σ ∈ C∗ with σi ≥ 1. Thus,
constraint 1 is satisfied.

Now, we consider constraint 2. First, we consider some job j whose edge was not removed.
Then, since G becomes a forest after pruning edges we obtain that either the children or
the parent of j satisfy at least half of its demand. If its children satisfy at least half of its
demand then we have

∑
children of j fj(i) · xi,j ≥ 1

2 dj and thus we obtain∑
i

fj(i) · x∗
i,j ≥

∑
children of j

fj(i) · ⌈2xi,j⌉ ≥ 2
∑

children of j

fj(i) · xi,j ≥ dj ,

Therefore, the constraint is satisfied. Otherwise, its parent p satisfies at least half of its
demand implying that xp,j ≥ 1

2 since we have fj(p) ≤ dj by our assumption on the input.
Then, x∗

p,j = ⌊2xp,j⌋ > xp,j , yielding
∑

i x∗
i,j · fj(i) ≥

∑
i xi,j · fj(i) ≥ dj since x is a feasible

solution to LPf . So the constraint is satisfied.
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Finally, we consider any job j that had an edge removed in the cycle. Assume without
loss of generality that (b2, j) was removed from the graph. Since j is the root of the tree it is
in (by line 11), all of its neighboring blocks are its children. Then, we have

∑
i

x∗
i,j · fj(i) =

∑
i̸=b2

⌈2xi,j⌉ · fj(i) ≥ xb1,j · fj(b1) + xb2,j · fj(b2) +
∑

i̸=b1,b2

2xi,j · fj(i)

≥
∑

i

xi,j · fj(i) ≥ dj .

The second inequality comes as a consequence of line 10 and the fact (b2, j) was removed
from the graph, which implies that 2xb1,j · fj(b1) ≥ xb1,j · fj(b1) + xb2,j · fj(b2). So the
constraint is satisfied in all cases. Thus (x∗, y∗) is a feasible integer solution to lp(1-4). ◀

▶ Theorem 7. Algorithm 4 returns a min{(3 + ε)opt, (2 + ϵ)opt + |C|} approximation to
the cms problem in polynomial time if the number of configurations is constant.

Proof. We show that the algorithm returns a solution with the stated approximation factor.
Consider the iteration where C∗ = Copt where Copt is the set of configurations used by an
optimal integer solution. The algorithm will iterate through potential counts mσ for each
σ in C∗, round and return a schedule the first time LPf has a feasible solution; let m be
the vector of how many configurations are used in this iteration. By Lemma 6, the solution
returned is feasible.

We now bound the cost by first arguing that
∑

σ mσ ≤ (1 + ε)opt. Observe that the
y values in the optimal integer solution to lp(1-4) would yield a feasible solution to LPf

if they equalled the corresponding m values in LPf (namely by setting the x variables in
LPf to the x values in the optimal integer solution to lp(1-4)). For each such yi value,
consider pi, the first power of 1 + ε that is at least yi. Then, we have yi ≤ ⌊pi⌋ ≤ (1 + ε)yi.
By definition of L, we will set values for mσ such that they are greater than and within a
factor of (1 + ε) of the y values from the optimal integer solution. Thus they will be feasible,
since they use at least as many of each configuration and

∑
σ mσ ≤ (1 + ε)opt. Since we

iterate through the m values in increasing order of
∑

σ mσ, the first feasible solution will use
at most this many configurations.

Now consider that the rounded solution y∗ has
∑

σ y∗
σ ≤

∑
σ(2mσ + 1) = 2

∑
σ mσ +

|COP T | ≤ 2(1 + ε)opt + |COP T |. Since the optimal integer solution uses at least 1 of
each configuration in COP T , we have that

∑
σ y∗

σ ≤ (3 + ε)opt and also that
∑

σ y∗
σ ≤

(2 + ε)opt + |C|.
Finally, we prove that the runtime of algorithm 4 is polynomial if |C| = O(1). The first for

loop in the algorithm ranges over 2|C| values. The inner for loop ranges over (log L)|C∗| values.
Remember that L =

∑
j dj . But then L ≤ n · maxj dj . Thus the inner loop ranges over

≤ (log(n ·maxj dj))|C∗| ≤ (log n + log maxj dj)|C| values. Since dj is specified as a number,
it is specified using log dj bits. Thus the inner loop runs a number of times polynomial in
the input, except for the number of configurations. Lastly we analyze the body of the inner
for loop. The size of the LP is polynomial in the size of the input, and thus constructing and
solving it takes time polynomial in the size of the input. Constructing the graph takes time
polynomial in the size of the LP, as does rounding using the graph. Thus overall the runtime
of the algorithm is polynomial in the size of the input, except for it being exponential in the
number of configurations. So if |C| = O(1), the algorithm is polynomial. ◀
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4 cms with a constant number of configurations of constant size

In this section, we consider cms with n jobs, a set C of a constant number of configurations
with the additional constraint that each configuration has at most a constant number b

of blocks. Let k be the total number of block types. Since |C| and b are both constant,
k ≤ b|C| is a constant. In Section 4.2, we present our main result of this section, a PTAS for
the problem. As a warmup, in Section 4.1, we present an optimal dynamic programming
algorithm for the problem, which takes time (nbdmax)O(k+|C|); this is pseudo-polynomial
time for constant k and |C|.

4.1 A pseudo-polynomial time algorithm
We present an optimal dynamic programming algorithm that takes time polynomial in n and
the maximum demand. Recall that C denotes the set of configurations, and |C| is constant.
Let N denote the total number of machines. Then, there are

(
N+|C|−1

|C|−1
)

ways of distributing
the N machines among these configurations. Each way yields a specific number of blocks of
each type. For given ni, 1 ≤ i ≤ k, let S(j, n1, n2, . . . , nk) be True if the demand of jobs 1
through j can be satisfied using ni blocks of type i, for each i. Then, we have

S(j, n1, n2, . . . , nk) =∨
mi≤ni,∀i

(S(j − 1, n1 −m1, n2 −m2, . . . , nb −mk) ∧ T (j, m1, m2, . . . , mk))

where T (j, m1, m2, . . . , mk) is true if and only dj can be satisfied using mi blocks of type i,
for each i. Note that T (j, m1, m2, . . . , mk) can be computed easily by inspecting the demand
table of job j and dj .

The algorithm computes S(j, n1, n2, . . . , nk) for 1 ≤ j ≤ n, ni ≤ Nb; the number of
different tuples equals n(Nb)k. The time taken to compute a given S(j, n1, n2, . . . , nk), given
S(j− 1, n1−m1, n2−m2, . . . , nk −mk) for all choices of mi’s, is proportional to the number
of different choices of mi’s, which is bounded by

(
N+|C|−1

|C|−1
)
. We thus obtain that S can be

computed in n(Nb)O(k+|C|). This computation, coupled with a binary search over possible
values of N , yields the desired algorithm. Since N is bounded by n times the maximum
demand, we obtain a pseudopolynomial time optimal algorithm if |C| and k are bounded.

4.2 A polynomial-time approximation scheme
Blocks and patterns. Abusing notation slightly, we use fj(σ) to denote the total demand
of j satisfied if every block in configuration σ is assigned to j. We partition the set J of
jobs into two groups: the large jobs L and small jobs S. A job j is small if there exists a
configuration σ such that fj(σ) ≥ εdj ; otherwise, j is large.

Let ε > 0 be a given constant parameter, and let λ = ε/(2b). We define a pattern π to be
a size k list of integers π1 through πk that sum to no more than b/λ2; πi denotes the number
of blocks i in pattern π. Let W be the set of all possible patterns. So, |W | ≤ (b/λ2)k. We
assign each small job a type. Job j is of type t ∈ 2W if each pattern π ∈ t is such that the
demand of j is satisfied if j is allocated πi blocks i for 1 ≤ i ≤ k. So, the number of job
types is at most 2(b/λ2)k . Define constant γ = 2(b/λ2)k .
The linear program. We define a linear program PTAS-LP using the following notation. In
PTAS-LP, σ ranges over all configurations in C, p ∈ {1, . . . , k} ranges over types of blocks,
xj,p is the number of p-blocks dedicated to processing a large job j, yσ is the number of
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machines we use with configuration σ, σp is the number of p-blocks in σ, zt,π is the number
of small jobs of type t that are distributed according to pattern π, and nt is the number of
small jobs of type t. Recall that πp is the pth entry of π. PTAS-LP minimizes

∑
σ∈C yσ

subject to the following constraints∑
j∈L xi,j +

∑
t∈2W

∑
π∈W (zt,π · πi) ≤

∑
σ yσ · σi i ∈ [k] (5)∑

i∈[k] fj(p) · xi,j ≥ dj j ∈ L (6)∑
π zt,π ≥ nt t ∈ 2W (7)

xi,j , yσ, zt,π ≥ 0 j ∈ L, i ∈ [k], σ, t ∈ 2W , π ∈W (8)

Constraints. Constraint 5 guarantees that the number of blocks i that are used to execute
jobs is at most the number of available blocks i. Constraint 6 ensures that each large job is
fully executed, and constraint 7 guarantees that each small job is fully executed. Constraint 8
ensures non-negativity.

Lemma 8 proves that it is sufficient to consider schedules in which small jobs are executed by
a bounded number of blocks. Lemma 9 uses Lemma 8 and shows PTAS-LP is an approximate
relaxation for the problem.

▶ Lemma 8. For any schedule with m machines, there exists a schedule with m(1 + bλ)
machines in which each small job is executed by at most b/λ2 blocks.

Proof. Consider any placement P that uses m machines. Suppose a small job j is in more
than b/ε2 blocks in P . Since each configuration is of size at most b, it follows that j is
placed in at least 1/λ2 machines. Since j is small, there exists a configuration σ such that
fj(σ) ≥ λdj . We remove j from each machine to which it is assigned in P and place it in
1/λ additional machines, each with configuration σ, guaranteeing that the demand of j is
satisfied. Since each machine can hold at most k small jobs, this modification of P results in
the increase in the number of machines by a factor of at most (1 + bλ), yielding the desired
claim. ◀

▶ Lemma 9. The value of PTAS-LP is at most (1 + bλ)opt.

Proof. Let A be an optimal placement of the jobs on m machines. Using Lemma 8, we first
compute a new placement B using at most m(1 + bλ) machines in which each small job is
placed in at most 1/λ2 machines.

We now define variable assignments so that the value of PTAS-LP is no more than
(1 + bλ)m. For each large job j and each block i, set xi,j to be the number of blocks i on
which B executes j. For each small job type t and each pattern π, set zt,π to be the number
of small jobs that are executed in pattern π according to B. Note that since each small job
is placed in at most 1/λ2 machines, and hence at most b/λ2 blocks, the placement of each
small job follows one of the patterns in W . Set yσ equal to the number of machines with
configuration σ according to A.

It is easy to see that constraints (6 - 8) are satisfied. To see that constraint 5 is satisfied,
observe that each machine used by B either has some block executing a large job (in which
case it contributes toward the first term of 5) or it has some block executing a small job
(in which case it contributes toward the second term). Therefore, the left hand side of 5
counts the total number of blocks needed to complete all the jobs, while the right hand side
computes the total number of blocks supplied by the machines. ◀
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Algorithm 5 Schedule for O(1) configurations of O(1) size.

Input: (C, J, k)
1 Solve PTAS-LP; let (x, y, z) be the solution computed.
2 if n ≤ b(|C|+ γ)/λ then
3 Compute and return an optimal solution using enumeration
4 foreach large job j and block i do
5 x̂i,j = ⌈xi,j⌉; Assign ⌈xi,j⌉ blocks i to job j

6 foreach job type t and pattern π do
7 Assign blocks per pattern π to each job in ⌈zt,π⌉ small jobs of type t

8 foreach configuration σ do
9 Use ⌈yσ⌉ machines with configuration σ

▶ Theorem 10. Algorithm 5 returns a (1+ε) approximation to the cms problem in polynomial
time if the number of configurations is constant and they are of constant size.

Proof. First, if n ≤ b(|C|+ γ)/λ, then the algorithm returns an optimal solution. Otherwise,
since each machine has at most b blocks, we obtain that opt ≥ (|C|+ γ)/λ. We will show
that the number of machines used is at most (1 + bλ)opt + λ2bopt + |C|+ γ, which is at
most (1 + 2bλ)opt = (1 + ε)opt.

Rounding up the x variables increases the number of blocks by at most the number
of large jobs times the number of block types. Since each large job requires at least 1/λ2

machines, this increase in the number of blocks is at most λ2bopt. Rounding up the z

variables adds at most 1/λ2 blocks per small job type assigned to a given pattern, increasing
the number of blocks by at most γ. Rounding up the y variables increases the number of
machines by |C|. Taken together with the above increase in the number of blocks, each of
which requires at most one machine, the total increase is bounded by λ2bopt + γ + |C|. By
Lemma 9, the LP optimal is at most (1 + bλ)opt, yielding the desired claim.

The linear program PTAS-LP has at most nk + |C| + γ log γ variables and k + n + γ

linear constraints (other than the non-negativity ones), and can be solved in polynomial time.
The enumeration for n ≤ b(|C|+ γ)/λ is constant time, while the rest of the algorithm is
linear in the number of variables. The hidden constant, however, is doubly exponential in
|C| and the configuration size bound b, and exponential in 1/ε. ◀

5 cms with O(1) number jobs and block types, and all configurations
up to a given size

In this section, we consider models for which we are able to obtain optimal solutions in
polynomial time. For models with a constant number of jobs, blocks, and configurations, the
linear program (1-4) has constant size and so can be solved as an integer program. Many
models, however, do not fit this framework and require more sophisticated methods. Consider
a setting where the number n of jobs is constant, as well as the number k of block types.
We also assume that there exists an integer K such that the set of available configurations
C includes all configurations up to size K. For example, with k = 2 block types {1, 2} and
K = 3, the set of available configurations C = {{1, 1, 1}, {1, 1, 2}, {1, 2, 2}, {2, 2, 2}}. In this
section, we show that a class of problems, including this model, is polynomial time solvable
using methods developed by Goemans and Rothvoss [5] to optimally solve bin packing with
a constant number of job types.
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Consistent with our initial description of the cms model, we assume all configurations
are given as input. However, the input can be reduced exponentially if configurations are
given as a single parameter K indicating the size of all valid configurations. The algorithm
described in this section is polynomial time in either case – that is, the algorithm’s runtime
is polynomial in log K and log maxi,j{dj/fj(i)} (assuming n and k are constant). We note
that there is an easy reduction from bin packing with constant job types to this problem
(when configurations are not listed individually).

Let P be the set of vectors:



u1,1
...

uk,n

v1
...

vn

1



subject to
n∑

j=1

b∑
i=1

ui,j ≤ K (9)

vj =
k∑

i=1
ui,j · fj(i) j ∈ J (10)

ui,j ≥ 0 i ∈ [k], j ∈ J (11)
vj ≥ 0 j ∈ J (12)

Let QH be the set of vectors



z1,1
...

zb,n

w1
...

wn

h



subject to,

0 ≤ h ≤ H (13)
wj ≥ dj j ∈ J (14)
zi,j ≥ 0 i ∈ [k], j ∈ J (15)

▶ Lemma 11 (Theorem 2.2 in [5]). Let N = nk + n + 1. Given rational polyhedra P, Q ∈ RN

where P is bounded, one can find a vector y ∈ int.cone(P ∩ZN )∩Q and a vector λ ∈ Z|P ∩ZN |
≥0

such that y =
∑

x∈P ∩ZN λxx in time enc(P )2O(N) · enc(Q), or decide that no such y exists.
Moreover, the support of λ is bounded by 22N+1.

▶ Lemma 12. Given P and QH , the algorithm of Lemma 11 returns a vector λ iff there
exists a solution using at most H machines. Moreover, a returned vector λ provides a solution
that uses at most H machines.

Proof. As in the lemma, let N = nk + n + 1. We first show that, if there exists a valid
solution using at most H machines then int.cone(P ∩ ZN ) ∩QH ̸= ∅. Suppose there exists
a valid solution to the problem using at most H machines. We argue that each machine µ

corresponds to an integer valued vector in P . Consider an arbitrary machine µ in the given
solution. Recall that µ(i, j) = the number of blocks of type i on which µ executes job j.
This implies that

∑
j

∑
i µ(i, j) ≤ K. Setting vj =

∑
i µ(i, j) · fj(i) ensures that the vector

(v1 . . . vn 1 u1,1 . . . ub,n) ∈ P . Let pµ be the vector in P corresponding to machine µ. Let
λ = (λµ), where λµ is the multiplicity of machine µ in the given solution. Then

∑
µ λµ · xµ

yields integer vector q = (z1,1 . . . zb,n w1 . . . wn h). Since every job is fully executed, we can
infer that wj ≥ dj . Since the solution uses at most H machines, we can infer that 0 ≤ h ≤ H .
Therefore, q ∈ Q, which implies that int.cone(P ∩ ZN ) ∩Q ̸= ∅.

We now show that, if int.cone(P ∩ ZN ) ∩ QH ̸= ∅, then there exists a solution to the
problem using at most H machines. Suppose there exists a vector q ∈ int.cone(P ∩ZN )∩QH .
Define λ = (λx)x∈P ∩ZN such that

∑
x∈P ∩ZN x · λx = q. As above, we treat each element

x ∈ P ∩ ZN as corresponding to a machine, and λx as the multiplicity of that machine in
our final schedule. Similar reasoning shows that λ yields a valid solution, which completes
the proof of the lemma. ◀

▶ Theorem 13. Given an instance of cms with O(1) jobs and O(1) block types, and where
all configurations of size at most K are available, there exists an algorithm that computes an
optimal solution in poly(log K, log maxi,j{dj/fj(i)}) time.
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Proof. The maximum number of machines needed in any solution is m = n ·maxi,j{dj/fj(i)}.
We binary search in the range [0, m] to find the minimum integer value of H for which the
algorithm of Lemma 11, given P and QH , returns a vector λ. By Lemma 12 this provides an
optimal solution. ◀

We have shown the existence of an algorithm that computes an optimal solution to cms
with O(1) number of jobs and block types, and with all configurations up to a given size.
However, the Goemans-Rothvoss framework generalizes to a constant number of polytopes
(Theorem 6.2 in [5]) which entails the following stronger claim.

▶ Lemma 14. Suppose an instance of cms has a constant number of jobs and blocks, and the
set of all configurations can be specified using a set T of rational polytopes with |T | = O(1).
Then there exists an algorithm that computes an optimal solution in time polynomial in log K

and log maxi,j{dj/fj(i)}).

To prove Lemma 14, we use the following result from Goemans and Rothvoss.

▶ Lemma 15 (Theorem 6.2 in [5]). Given rational polytopes {Pt ⊆ Rnk+n+1 : t ∈ T} and
rational polyhedron Q ⊆ Rn+1, define Xt := {x ∈ Zn+1 : ∃y ∈ Znb, (x, y) ∈ Pt}. Then
there is an algorithm that decides correctly whether int.cone(

⋃
t∈T Xt) ∩ Q ̸= ∅ in time

(enc(P ))2O(nk+n+1+|T |) · enc(Q)O(1). In the affirmative case, the algorithm provides a vector
λ = (λt,x)t∈T,x∈X with λt,x ∈ Z≥0 and (

∑
t∈T

∑
x∈X λx · x) ∈ Q. Moreover, the size of the

support of λ is bounded by 22(nk+n+1+|T |)+1.

Proof of Lemma 14. For each t ∈ T , we specify Pt as an nk + n + 1 length vector as
above, except the polytope is defined by arbitrary rational constraints specific to Pt. QH is
defined as above. As in Lemma 12, we argue the following claim: given {Pt}t∈T and QH ,
the algorithm of Lemma 15 returns a vector λ iff there exists a solution using at most H

machines. Moreover, a returned vector λ provides a solution that uses at most H machines.
The reasoning is similar to that used in Lemma 12.

Let Xt be defined as in the lemma, for all t ∈ T . If there is a valid solution then for each
machine µ there is some t such that µ can be represented as an element p of Pt. Also, we
define λ = (λt,p)t∈T,p∈X such that λt,p provides the multiplicity of the machine corresponding
to p in the solution. The fact that we begin with a valid solution on at most H machines
ensures that

∑
t∈T

∑
x∈X x ·λt,x ∈ QH . In the other direction, we show that if the algorithm

returns a vector λ, then λ provides a solution to the problem. As above, we can interpret
λt,x as providing the multiplicity of the machine corresponding to x ∈ X in our solution –
since there exists y such that (x, y) ∈ Pt, we can infer that x is a valid machine. By the
constraints on QH , we can infer that the derived solution completes all jobs and uses at most
H machines. This proves the lemma. ◀
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A Constructing Schedules of Polynomial Size

For any schedule S with m machine instances, there exists a multiset of configurations T used
in S and, for each job j, a multiset of blocks Tj used in S. Note both enc(T ) and enc(Tj), for
every j, are polynomial in |C|, |J |, and k, where enc(A) denotes the binary encoding length
of a multiset A.

▶ Lemma 16. Given a multiset of configurations T and, for each job j, a multiset of blocks
Tj, we can output a schedule M such that (i) the number of block instances across all
machines instances in M is at least the number of block instances in T , (ii) the multiset of
blocks assigned to each job j across all machine instances in M is identical to Tj, and (iii)
the description of M has length polynomial in unique(T ) +

∑
j unique(Tj), where unique(A)

denotes the number of distinct elements in multiset A.

Proof. We construct M via Algorithm 6. We show that the number of different machines
in the schedule produced by Algorithm 6 is polynomial in |T |+

∑
j |Tj |. A new machine is

constructed in each iteration of the while-loop. In a single iteration of the while-loop, machines
are allocated until condition (i) or condition (ii) holds. By the line 10 and 11 updates, the
number of times these conditions can be met is at most unique(T ) +

∑
j unique(Tj). This

proves the claim. ◀

Algorithm 6 Multiset-to-Machines.

Input: (T, T1, . . . , Tj)
1 for all σ : sσ ← the number of occurrences of σ in T

2 for all i, j : ti,j ← the number of occurrences of i in Tj

3 while sσ +
∑

i,j ti,j > 0 do
4 choose any σ ∈ T such that sσ > 0
5 construct a new machine µ with configuration σ

6 foreach i ∈ [k] do
7 assign σi jobs to block i in σ, ensuring that for every job j, µ(i, j) ≤ ti,j

8 allocate a instances of µ, where a is the minimum value such that
either (i) a = sσ, or (ii) for some i, j, a · µ(i, j) = ti,j

9 for all i, j : ti,j ← ti,j − a · µ(i, j)
10 sσ ← sσ − a
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Abstract
We generalize the classical nuts and bolts problem to a setting where the input is a collection of n

nuts and m bolts, and there is no promise of any matching pairs. It is not allowed to compare a nut
directly with a nut or a bolt directly with a bolt, and the goal is to perform the fewest nut-bolt
comparisons to discover the partial order between the nuts and bolts. We term this problem bipartite
sorting.

We show that instances of bipartite sorting of the same size exhibit a wide range of complexity,
and propose to perform a fine-grained analysis for this problem. We rule out straightforward
notions of instance-optimality as being too stringent, and adopt a neighborhood-based definition.
Our definition may be of independent interest as a unifying lens for instance-optimal algorithms
for other static problems existing in literature. This includes problems like sorting (Estivill-Castro
and Woods, ACM Comput. Surv. 1992), convex hull (Afshani, Barbay and Chan, JACM 2017),
adaptive joins (Demaine, López-Ortiz and Munro, SODA 2000), and the recent concept of universal
optimality for graphs (Haeupler, Hladík, Rozhoň, Tarjan and Tětek, 2023).

As our main result on bipartite sorting, we give a randomized algorithm that is within a factor of
O(log3(n + m)) of being instance-optimal w.h.p., with respect to the neighborhood-based definition.

As our second contribution, we generalize bipartite sorting to DAG sorting, when the underlying
DAG is not necessarily bipartite. As an unexpected consequence of a simple algorithm for DAG
sorting, we rule out a potential lower bound on the widely-studied problem of sorting with priced
information, posed by (Charikar, Fagin, Guruswami, Kleinberg, Raghavan and Sahai, STOC 2000).
In this problem, comparing keys i and j has a known cost cij ∈ R+ ∪ {∞}, and the goal is to sort
the keys in an instance-optimal way, by keeping the total cost of an algorithm as close as possible
to

∑n−1
i=1 cx(i)x(i+1). Here x(1) < · · · < x(n) is the sorted order. While several special cases of cost

functions have received a lot of attention in the community, no progress on the general version
with arbitrary costs has been reported so far. One reason for this lack of progress seems to be a
widely-cited Ω(n) lower bound on the competitive ratio for finding the maximum. This Ω(n) lower
bound by (Gupta and Kumar, FOCS 2000) uses costs in {0, 1, n, ∞}, and although not extended to
sorting, this barrier seems to have stalled any progress on the general cost case.

We rule out such a potential lower bound by showing the existence of an algorithm with a
Õ(n3/4) competitive ratio for the {0, 1, n, ∞} cost version. This generalizes the setting of generalized
sorting proposed by (Huang, Kannan and Khanna, FOCS 2011), where the costs are either 1 or
infinity, and the cost of the cheapest proof is always n − 1.
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1 Introduction

The classic nuts-and-bolts problem, originally mentioned as an exercise in [27], asks: a
disorganized carpenter has n nuts and n bolts, and there is (perfect) matching bolt for every
nut. The only allowed comparison is between a nut and a bolt, and the result of such a
comparison is either <, = or >. The goal is to find the matching without comparing two
nuts or two bolts to each other. A simple Quicksort type algorithm can be shown to solve
this problem in optimal O(n log n) comparisons with high probability: Pick a random nut,
compare to all bolts, find the matching bolt, and compare that bolt to all nuts. The problem
is now partitioned into two subproblems with the match at the boundary; recurse. In a
later work [3], Alon, Blum, Fiat, Kannan, Naor and Ostrovsky developed a deterministic
Quicksort-type algorithm that uses expanders and performs O(n polylog n) comparisons.
This was later improved to an optimal O(n log n) comparisons by Komlós, Ma, Szémeredi [24],
by performing substantial modifications on AKS sorting.

Our starting point is a remark by Komlós, Ma and Szémeredi: “In particular, the fact
that we can sort the nuts and bolts at all relies on the fact that there is a match between
them.” Indeed, if there is no matching (all comparisons come out < or >), one realizes
that the above randomized Quicksort based algorithm fails, as there is no partitioning into
subproblems. The only case where sorting without a matching is possible is when nuts and
bolts alternate in the final sorted order. Call this the perfectly interleaved case. Komlós,
Ma and Szémeredi observed (in a private communication with Aumann) that their AKS
sorting-based algorithm sorts the nuts and bolts using O(n log n) comparisons in this setting1.
However, a general instance may not be perfectly interleaved, and this setting was left open.

Generalized Nuts and Bolts. We focus on the problem alluded to by Komlós, Ma, and
Szémeredi: what if the carpenter is completely disorganized, and has an unequal collection
of nuts and bolts, without any matching pairs2? That is, assume the carpenter has a set R

of n nuts and a set B of m bolts, and is only allowed to compare a nut to a bolt, and the
result is either <, or >. Unless m = n and we are in the perfectly interleaved case, sorting
R ∪ B is not possible: there could be two (or more) nuts (resp. bolts) that compare the
same way to all the bolts (resp. nuts). A natural goal for the carpenter now is to “sort
as much as you can”, i.e., partition the set of nuts R into subsets R1, R2, . . . such that for
any r, r′ ∈ Ri and any b ∈ B, r and r′ have the same order with b (either both are smaller,
or both are larger), and vice-versa (see figure 1). We term this generalization of nuts and
bolts as bipartite sorting: given the complete bipartite graph G = (R ∪B, E), the goal is to
discover the orientation3 on all the edges in E by querying as few of them as possible.

The need for fine-grained analysis. If all nuts are smaller than all bolts, it is clear that
nm comparisons are needed by any algorithm, and obviously this number of comparisons
suffices for any instance. Recall that the perfectly interleaved case can be solved (in fact

1 For a simple randomized algorithm that does the same, see Appendix A.1 of full version [15].
2 It can be observed that having some matchings in the input only makes it easier to solve.
3 An edge e = (u, v) in G is oriented as u⃗v if u < v in the underlying DAG.
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Figure 1 An example output to an instance of the bipartite sorting problem. Continuous runs of
incomparable nuts and bolts are called “stripes”.

completely sorted) much faster with only O(n log n) comparisons. Assuming for simplicity
that m = Θ(n), the inherent complexities of instances range in [Õ(n), Ω(n2)]. Is there a
way to define instance-optimality for bipartite sorting that captures its variety of underlying
instances, and is there a good instance-optimal algorithm?

It is worthwhile to imagine the DAGs for the above two instances: if all nuts are smaller
than all bolts, the DAG G⃗ = (V = R ∪ B, E⃗) will have all edges oriented from R to B,
whereas the DAG in the perfectly interleaved case will be the transitive closure of the oriented
edges in the directed Hamiltonian path corresponding to the sorted order of the nuts and
the bolts. A transitive reduction of a DAG is the fewest number of oriented edges that by
transitivity imply all other orientations. For the first instance, the transitive reduction has
size nm, whereas for the second case, it has size n− 1, and therefore if we ignore logO(1) n

factors, for both instances, the sizes of their transitive reductions matches their complexity.
This immediately suggests a parametrization similar to an output-sensitive setting: the
number of comparisons of a good algorithm should be close to (say, within log factors of) the
size of the transitive reduction of the underlying DAG.

However, the following instance dashes all hopes of an algorithm that performs only
roughly as many queries as there are edges in the transitive reduction: n − 1 nuts are all
smaller than a special bolt b, which is smaller than a special nut r, which is smaller than all
other n − 1 bolts. We call this the “one-inversion” instance. Even though the transitive
reduction here has size 2n−1, any algorithm must perform n2 comparisons to find the hidden
special pair (r, b). Thus the gap between the transitive reduction and the inherent complexity
of this instance is Ω(n), which is as large as the gap between the complexity of any two
instances. Observe that the DAG for this instance is in some sense just “one-flip-away” from
the all-nuts-smaller-than-all-bolts DAG, a phenomenon that will be important later. Given
that the transitive reduction fails to capture the instances, we ask:

Is there another meaningful way to define instance-optimality for bipartite sorting that
captures its variety of underlying instances, and is there a good instance-optimal algorithm?

2 Our Results and Technical Overview

In this paper, we answer the above question in the affirmative, and in the process of doing so,
make unexpected progress on a widely-studied problem called generalized sorting (Huang,
Kannan and Khanna [20]), which in turn is a special case of the sorting with priced information
problem introduced by Charikar et al. [8]. We explain this connection first before stating
our results.

DAG Sorting. One can generalize bipartite sorting to DAG sorting where the set of allowed
comparisons is represented by an arbitrary (not necessarily bipartite) graph G = (V, E). The
goal is still to discover all orientations in the underlying DAG G⃗ = (V, E⃗) or equivalently, its
transitive reduction, by querying as few edges of G as possible, where a query of an edge
(u, v) ∈ E returns < or >. Edges not present in E cannot be queried.

APPROX/RANDOM 2024
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Arbitrary f(x1, · · · , xn) with Priced Information [8]

Searching, Other Problems
[23, 11, 26]

[25, 5]

DAG Sorting,
Arbitrary Costs, HA×

Sorting with Priced
Information[8], HA!

Sorting with costs
{0, 1, n,∞} HA!

Generalized Sorting[20],
Costs ∈ {1,∞}, HA!

Bipartite
Sorting,

HA×

Bichromatic [8]
Sorting [16], HA!

Unit-Cost Sorting

Structured Costs
Sorting[17], HA!

Perfectly
Interleaved, HA!

Not Perfectly
Interleaved, HA×

Nuts and Bolts[24, 3]

DAG Sorting,
Costs {0, 1,∞}

HA×

Finding Maximum
Arbitrary Costs [8, 17]

Finding Maximum
Costs {0, 1, n,∞}[8, 17]

�
�Ω

O

In versionSort

Figure 2 The landscape of sorting with priced information. Solid arrows go from a problem to its
special case. HA!indicates that the Hamiltonian path is assumed to exist and HA× indicates that
a Hamiltonian path may not exist. Problems shaded in gray are introduced or studied in this paper
for the first time. Dotted arrows highlight our results, arrows with O show algorithms carrying over
from one problem to another, and✚Ω show lower bounds not carrying over.

It turns out that under the promise that G⃗ = (V, E⃗) has a directed Hamiltonian path,
DAG sorting is exactly equivalent to generalized sorting. Thus both bipartite sorting4 and
generalized sorting can be viewed as special cases of DAG sorting. In fact, one can go a step
further and assign non-negative costs to the edges in E in DAG sorting, and now ask for
algorithms that find the transitive reduction with the cheapest cost. If the underlying DAG
has a Hamiltonian path, this is exactly the problem of sorting with priced information.

4 And by transitivity, sorting nuts and bolts when perfectly interleaved, matching nuts and bolts, and
classical sorting.
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2.1 Bipartite Sorting
As our main result, we define a meaningful notion of instance optimality for bipartite sorting,
and give an algorithm that is instance optimal up to a factor of O(log3(n)). We found this
(definition, algorithm) result surprising because it shows that in some sense, the “one-flip”
phenomenon (recall the “one-inversion” instance) mentioned in the introduction is the only
obstruction to achieving (almost) instance optimality. We believe our definition may be of
independent interest as it unifies several previously-studied notions of instance optimality.

2.1.1 Defining Instance-Optimality
The transitive reduction of G⃗, denoted as T⃗ , can be thought of as the “cheapest proof” of
the underlying DAG being G⃗. Such a comparison to the cheapest proof has historically
been very useful in defining instance optimality. Indeed, for the problems of generalized
sorting and sorting with priced information, when the transitive reduction equals the directed
Hamiltonian path, the cost of this directed Hamiltonian path is the measure of instance-
optimality (and the factor by which an algorithm exceeds it is called competitive ratio in
the original work by Charikar et al.[8]). The cheapest proof appears again in the work by
Demaine, López-Ortiz and Munro [10]], who study the problems of comparison-based set
unions, intersections and differences. However in our setting, as the one-inversion instance
shows, the size of the transitive reduction |T⃗ | is too strong a benchmark to compare the
performance of an algorithm to.

An important work on instance optimality deviating from a comparison to cheapest
proof is by [Afshani, Barbay and Chan,[1]] which studies instance optimal algorithms for
the convex hull problem. This was also adopted by [Cardinal, Dallant and Iacono [6]], who
studied bichromatic rectangular visibility. When x is an input sequence of points, [1] and [6]
define OPT (x) to be the runtime of an algorithm that is order-oblivious, i.e., OPT’s code can
depend on the set of elements in x, but not on their order. The fact that some restriction on
OPT is needed (at least for static problems) follows because comparing the runtime of an
algorithm A on an input x to an algorithm (OPT) that is “tailor-made” for an input x is too
strong: if OPT’s code can depend on x, OPT (x) can be very small compared to A(x). In
the convex hull problem OPT (x) would just be O(n) as OPT only needs to read the input5,
and for DAG/bipartite sorting if OPT knows the underlying DAG G⃗ then (since we only
count query complexity) OPT equals zero!

We posit a “neighborhood-based” approach to defining notions of instance optimality. In
a nutshell, we observe that most definitions for instance optimality boil down to choosing the
“right” neighborhood. The smaller the neighborhood is, the stronger the notion of instance-
optimality, and the harder it is to attain. If the neighborhood is the set of all instances,
we are back to worst-case analysis. Thus the art is in choosing the smallest meaningful
neighborhood that still allows for instance optimal algorithms. This general step-by-step
process of increasing the neighborhood until one sees hope for instance-optimality reveals
quite a bit about the fine-grained nature of a problem. Perhaps this way of looking at
instance-optimality was already known, but since we have not seen it in print, we show (see
Appendix C of the full version of this paper [15]) how most of the existing works on instance-

5 [Afshani, Barbay and Chan [1]] state: “For example, consider the 2D convex hull problem, which has
Θ(n log n) worst-case complexity in the algebraic computation tree model: for every input sequence of
n points, one can easily design an algorithm A (with its code depending on the input sequence) that
runs in O(n) time on that particular sequence, thus ruling out the existence of an instance-optimal
algorithm.”

APPROX/RANDOM 2024
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optimality, ranging from the classical works on adaptive sorting and presortedness [13], to
later works by Demaine et al. [10] and Afshani et al.[1], and including the very recent work
on universal optimality [18], all agree with this paradigm.

We define a neighborhood of the underlying DAG G⃗, denoted as N (G⃗). See Definition 8
for a precise definition but intuitively, this is the set of all DAGs that are either isomorphic,
or “one-flip” away from G⃗. Define the runtime TA(G⃗) of a randomized algorithm A on an
instance G⃗ as its expected comparison-cost on instance G⃗. Let C(G⃗) be the set of randomized
(Las Vegas) algorithms that are correct for all instances in N (G⃗). Now define

OPT(G⃗) = inf
A∈C(G⃗)

max
G⃗′∈N (G⃗)

TA(G⃗′).

For α ≥ 1, we say an algorithm A is α-instance optimal if for every instance G⃗, TA(G⃗) ≤
α OPT(G⃗). Does there exist an algorithm achieving α = O(1), or α = logO(1) n?

2.1.2 InversionSort: An Almost Instance Optimal Algorithm
The algorithm we investigate for bipartite sorting is a variant of an algorithm InversionSort
that was recently presented by us (Goswami and Jacob [16]) for the version when there is
a sorted order on the nuts and bolts, and nuts can be compared to nuts (at a cost α > 1)
and bolts can be compared to bolts (at a cost β > 1). In bipartite sorting, two nuts (or two
bolts) cannot be compared to each other, i.e., α = β =∞, but due to the similarity to the
previous algorithm we call the algorithm for bipartite sorting InversionSort too. Note that in
[16] the previous algorithm was compared to the cost of the Hamiltonian, whereas now not
only may the Hamiltonian cease to exist, its natural counterpart (the transitive reduction) is
a weak lower bound.

As a first try, let us see what goes wrong when we apply the simple randomized QuickSort
algorithm for nuts and bolts to bipartite sorting. We pick a random nut r and use it to
pivot the bolts obtaining two sets B<r and B>r. Since no match was obtained, in the
alternating step we can select a random bolt b, say from B>r, and pivot the nuts, obtaining
R<b (containing r) and R>b. Instead of the two perfectly-partitioned subproblems obtained
in nuts and bolts, we unfortunately now have three subproblems: (R<b, B<r), (R<b, B>r),
and (R>b, B>r).

If the nuts and bolts were perfectly interleaved, we show (see Appendix A.1 of the full
version of this paper [15]) that a BFS-style Quicksort algorithm that we call BackboneSort
sorts using O(n log n) comparisons. BackboneSort works in a sequence of alternating phases,
a nut-phase and a bolt-phase. In a nut phase it tries to refine the nut subproblems and
makes progress over the three subproblems above in a round-robin fashion: for example,
to make progress in (R<b, B<r), it would select a random bolt in B<r and pivot R<b, and
vice-versa in a bolt-phase.

Unfortunately, in a general instance of bipartite sorting the nuts and bolts are not perfectly
interleaved everywhere, and it turns out that BackboneSort can perform badly (see Theorem
29 of full version [15]). The reason for this behavior arises from selecting a “random” pivot
in the subproblem: for the perfectly interleaved instance, its sub-instances are also perfectly
interleaved (in particular all three subproblems (R<b, B<r), (R<b, B>r), and (R>b, B>r) can
be shown to be roughly a constant fraction of the original problem with good probability) ,
and then such a random pivot is guaranteed to be good, just like in randomized Quicksort.
However, if the underlying instance is lop-sided (think of many nuts in R<b sandwiched
between two bolts in B<r), a random bolt is not a good pivot. To add to this complication,
an instance may be lop-sided in one region and perfectly interleaved in another, and an
instance-optimal algorithm should ideally be able to detect such a situation.
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InversionSort proceeds similarly to BackboneSort, but instead of selecting random pivots,
it performs a random comparison: when trying to make progress in (R<b, B<r), it will look
for “inversions”, defined as a pair (r, b) ∈ R<b ×B<r such that b < r. When it finds such a
pair, it uses them as pivots. The intuition is that regions having “easy” subinstances (like
perfectly interleaved ones) will resolve fast, whereas those that are lop-sided, like all nuts
less than all bolts, will take longer, but this is a necessary task in this sub-region.

The following theorem quantifies the performance of InversionSort. Here, N = n + m and
Definition 8 is our precise definition of instance optimality, sketched in the previous section.

▶ Theorem 1 (Instance Optimality of InversionSort). There exists a constant c > 0, such that
for every instance I, the cost of InversionSort on I is, with probability at least 1− 1/N , at
most c(log N)3 OPT(I), where OPT(I) is as in Definition 8.

Thus InversionSort is O(log3 N)-instance optimal, with respect to a natural notion of
instance-optimality that accounts for the one-flip neighborhood of the underlying DAG. We
conjecture that InversionSort is actually O(1)-instance optimal with this notion6.

2.2 Unexpected Result: Generalized Sorting and Sorting with Priced
Information

While Theorem 1 gives an algorithm for bipartite sorting that is instance-optimal, what can
we say for DAG sorting? Unfortunately proving a polylog-instance optimality guarantee
seems out of reach for now. The reason is that even the “sortable” case of DAG sorting, where
the DAG has a directed Hamiltonian path, has a current best bound of Õ(n1.5) comparisons,
or in other words, is a factor Õ(

√
n) away from the Hamiltonian cost (which is n− 1). This

results from an interesting randomized algorithm by Huang, Kannan and Khanna [20] that
uses the work by Kahn and Linial [22] on balancing extensions via the Brunn-Minkowski
theorem.

For a DAG that is not sortable, we extend the algorithm of Huang, Kannan and Khanna
to give an algorithm that performs Õ(min(wn1.5, n2)) comparisons and outputs the transitive
reduction of G⃗ (see Theorem 20). Here w denotes the width of the DAG, which is the size
of its largest antichain (a set of incomparable elements). We now point out an unexpected
consequence of this result.

The problem of sorting with priced information introduced by Charikar, Fagin, Guruswami,
Kleinberg, Raghavan and Sahai, [8], is a generalization of the classical, unit-cost, comparison-
based sorting, defined as follows. The input is a weighted undirected graph G on n vertices,
with the cost cij ∈ R≥0 on the edge eij indicating the cost to compare keys (represented by
vertices) vi and vj . As before, edges not in G have cost ∞ and cannot be queried, and a
query on an edge eij reveals if vi < vj (indicated as e⃗ij) or vi > vj (indicated as e⃗ji).

Since the hidden Hamiltonian path H is the cheapest proof, its cost which equals∑n−1
i=1 cx(i)x(i+1) is a lower bound. Here x(1) < · · · < x(n) is the sorted order. [8] propose

finding algorithms that come as close to the cost of H as possible. The competitive ratio is
defined as the ratio of the cost of the algorithm to the cost of H, and the goal is to find an
algorithm with small competitive ratio.

Several special cases of cost functions have been studied, but for arbitrary costs, almost
nothing is known about the above problem. Note that the Õ(n1.5) result by Huang, Kannan
and Khanna [20] works when all costs are either 1 or ∞. What about the version with

6 As evidence, we prove in Theorem 28 in Appendix A.2 of full version [15] that InversionSort solves the
perfectly interleaved instance in an optimal O(n log n) comparisons.

APPROX/RANDOM 2024
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arbitrary costs? Many works state that the general-cost version is “arbitrarily bad” (Huang,
Kannan and Khanna [20]), “bleak” or “hopeless” (Gupta and Kumar [17]). The only evidence
for this is an Ω(n) lower bound on the competitive ratio of any algorithm that finds the
maximum. There is an example where the costs are either 0, 1, n or ∞, and one can show
that any algorithm that finds the maximum element m must have cost Ω(n) times that of the
cheapest proof (of m being the maximum) (Charikar et al. [8], Hartline et al. [19], Gupta
and Kumar [17]). While it certainly provided intuition, the Ω(n) lower bound for maximum
(with costs in {0, 1, n,∞}) was never extended to sorting.

This makes the {0, 1, n,∞} version interesting due to three reasons:
do instances in this cost regime contain an Ω(n) lower bound for sorting too?
it is the natural step-up from generalized sorting with costs in {1,∞}, and
this is the first instance with forbidden comparisons that requires an instance-specific
analysis for the competitive ratio. For generalized sorting and for stochastic sorting7, the
cost of the Hamiltonian is always n−1, so one only has to bound the cost of an algorithm,
without worrying about the underlying instance. However, when costs are in {0, 1, n,∞}
the cost of the Hamiltonian can range from 0 to n(n − 1), and so an algorithm must
adapt to the underlying instance.

Our second theorem addresses this cost version of sorting with priced information, showing
that it cannot be the {0, 1, n,∞} version that makes sorting hopeless!

▶ Theorem 2. Consider the problem of sorting when every comparison has a cost in
{0, 1, F,∞}, for any F ≥ n3/4. There exists a polynomial time randomized algorithm whose
competitive ratio is Õ(n3/4), with high probability.

The main ingredient in the proof of this theorem is the aforementioned Õ(min(wn1.5, n2))
comparisons algorithm for DAG sorting. Even though DAG sorting does not promise a
Hamiltonian, it turns out to be useful because it can be used as a subroutine in a “greedy”
algorithm for the {0, 1, n,∞} cost version: obtain with cheapest cost the partial DAG formed
by all costs 0 and 1 comparisons.

Organization. We state our problems precisely in Section 3. This is followed by our result on
bipartite sorting (Theorem 1) in Section 4, and our result on sorting with priced information
(Theorem 2) in Section 5.

3 Problem Definitions

We formally define the problem of bipartite sorting first, and then the problems of DAG
sorting and sorting with priced information. We invite the reader to see Figure 2 for the
landscape of these problems, their relations to each other, and how our results fit in this
landscape.

▶ Definition 3 (Bipartite Sorting). Input: A complete bipartite undirected graph G of unit
costs on V = R∪B. Only edges in G can be queried (at unit cost), and querying an undirected
edge (u, v) has one of two outcomes, u < v (implying u⃗v ∈ G⃗) or u > v (implying v⃗u ∈ G⃗).
N := |V |.

7 Also initiated by Huang, Kannan and Khanna [20], this is the version where the input graph G is
random
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The instance of bipartite sorting is defined by a partition of R (reds) and B (blues) into
stripes (S1, · · · , Sk) (Figure 1), i.e., by the relative order8 between the reds and the blues.
Note that Sis are unordered sets. The DAG G⃗ has, for all 1 ≤ i ≤ k − 1, an edge from every
element in Si to every element of the other color greater than it, i.e., to every element in
∪ℓ≥0Si+(2ℓ+1).
Output: The sequence of stripes (S1, · · · , Sk) (see figure 1). Equivalently, the transitive
reduction of G⃗.

DAG Sorting. Let P denote a partial order on a set of n elements, and let P⃗ denote the
transitively closed DAG on V = {v1, · · · , vn} indicating all order relations in P . That is, the
vertex vi is identified with element i, the edge −→eij between vertices i and j exists if vi < vj ,
the edge ←−eij exists if vi > vj , and no edge between vi and vj exists if elements i and j are
incomparable. For convenience, let P denote the set of (undirected) edges in P⃗ without their
directions. Let w denote the width of P⃗ .

▶ Definition 4 (Implied and essential edge, transitive reduction [2]). Given a DAG G⃗ = (V, E⃗),
an edge (u, v) ∈ E⃗ is implied, if there is a directed path in G⃗ from u to v. Otherwise, (u, v)
is essential. The set of essential edges is called the transitive reduction of G⃗.

Note that for every implied edge (u, v) ∈ E⃗, there is a directed u to v path of essential edges
in G⃗. It turns out that the transitive reduction of a DAG is unique [2]. Let T⃗ denote the
transitive reduction of P⃗ . Let T denote the undirected version of T⃗ .

▶ Definition 5 (DAG Sorting, arbitrary costs). Input: An undirected graph G = (V, E ⊂ P )
with costs cij ∈ R≥0 on edges. An oracle that answers, given an undirected edge eij of G, its
orientation in P⃗ .

Promise: T ⊂ E. That is, the queryable edges contain the edges of the transitive reduction.
Output: T⃗ .
Cost of an algorithm A: The total cost of the edges queried by A on the instance P⃗ . This

will be denoted by cost(A, G⃗), where G⃗ is the directed version of G (also referred to as the
instance from now on), and contains all the information about P⃗ .

When cij = 1 for all i, j, we call the problem simply DAG Sorting.

We will only care about the query cost of the algorithm, and while there may be a compact
representation of T⃗ , we ask the algorithm to output T⃗ in its entirety for simplicity.

DAG sorting generalizes sorting with priced information, which we describe next. This
problem was introduced by [8] in the broader context of querying with priced information,
where one wants to compute a function f of n inputs, and querying an input has a certain
cost associated to it. The competitive ratio is defined as the (worst case) ratio of the cost of
the query strategy to the cost of the cheapest proof of f . This work initiated a multitude
of papers on priced information, studying problems like learning with attribute costs [23],
stochastic boolean function evaluation [11], searching on trees [26, 25], and priced information
in external memory [5].

▶ Definition 6 (Sorting with Priced Information [8]). Sorting with priced information is a
special case of DAG sorting, when the partial order P is a total order. In this case, P⃗ is a
tournament and therefore P is a complete graph. T⃗ is simply a directed Hamiltonian path

8 S1 is the set of all sources in the DAG G⃗; since red and blue elements can be compared with unit-cost,
S1 must necessarily be of one color. Si can be iteratively defined as the set of sources in G⃗ after all
stripes 1 to i − 1 have been deleted.

APPROX/RANDOM 2024



23:10 Instance-Optimal Algorithm and Sorting

H in P⃗ . The input G is any graph on n vertices containing the edges of H without their
directions, and the output is H. The total cost of the edges queried by an algorithm A on the
instance G⃗ will be denoted by cost(A, G⃗).

Competitive ratio for sorting with priced information. The competitive ratio of A (as
defined in [8]) is ρ(A, n) = maxG⃗ cost(A, G⃗)/cost(H), where the maximum is taken over all
instances G⃗ of n vertices with a total order. The goal is to find sorting algorithms with
small competitive ratio. Here cost(H) is considered as a proxy for the complexity of the
instance G⃗, as it is the cheapest proof. It certainly is a valid lower bound, for the edges on
the Hamiltonian must be queried by any algorithm.
For example, when G is the complete unit-cost graph, MergeSort or QuickSort achieve a
competitive ratio of Θ(log n) (the latter w.h.p. if randomized). Similarly, when G is unit-cost
but not complete, the Õ(n1.5) cost algorithm algorithm by Huang, Kannan and Khanna [20]
has a competitive ratio of Õ(

√
n). As mentioned, very little is known about the case when G

has arbitrary costs.
We end with the remark that DAG sorting is closely related to a line of work initiated by

Faigle and Turán,[14] called sorting a partial ordered set, or identifying a poset. This was
followed up by several works such as [9] and [12]. For a survey on this line of work that also
includes generalized sorting, we refer the reader to [7].

4 Results on Bipartite Sorting

This section is divided into three subsections. In Section 4.1 we formally state our definition
of instance-optimality. In Section 4.2 we derive some lower bounds on OPT stemming from
the definition of instance-optimality. Finally, in Section 4.3 we define InversionSort, and
prove that it comes close to achieving instance-optimality (Theorem 1) by charging the
comparisons performed by InversionSort to the derived lower bounds.

4.1 Defining Instance-Optimality
As mentioned in the introduction, the following instance of bipartite sorting shows that
comparing the cost of an algorithm to the transitive reduction is hopeless.

▶ Definition 7 (One-inversion Instance). Let G = (R, B, E) be the undirected complete
bipartite graph on |R| = |B| = n/2. Pick an arbitrary r ∈ R, b ∈ B, let R−r = R \ {r} and
B−b = B \ {b}. Define a DAG G⃗ via its transitive reduction as follows.

TR(G⃗) = {x⃗b : x ∈ R−r} ∪ {b⃗r} ∪ {r⃗y : y ∈ B−b}.

The transitive reduction has size O(n), but any algorithm must spend Ω(n2) comparisons
to identify r and b. Thus the “cheapest proof” is too strong a benchmark. We now present
our neighborhood-based approach for bipartite sorting. This approach is general, and in
the Appendix C of the full version [15], we show how this neighborhood-based approach
fits several works on instance-optimal algorithms for static problems, namely the works on
adaptive sorting [13], on set intersection, union and difference [10], and the recent work on
universal optimality [18].

We start with small neighborhoods and gradually increase them until there is no imme-
diate obstruction to instance-optimality. Define NA(G⃗) as the set of DAGs (Automorphic)
isomorphic to G⃗ if all edges in G⃗ are unit-cost, and cost-isomorphic9 otherwise. Next, define

9 Meaning there exists an isomorphism btween the DAGs that preserves the costs.
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the runtime of an algorithm on an instance G⃗ as its maximum comparison-cost on any
instance in NA(G⃗). Define OPTA(G⃗) as the smallest comparison-cost of any algorithm.

For unit-cost sorting, G⃗ is a complete DAG, and |NA(G⃗)| = n!. It is easily seen that
now OPT (G⃗) = Ω(n log n), and the unnecessary log n gap arising from comparing to the
cheapest proof vanishes. This is also consistent with the fact that any O(n log n) algorithm
that ignores the sequence of keys and only treats them as a set is O(1) instance optimal in
the order-oblivious setting.10

Moving on to the case when G⃗ is not complete, we see that the above definition is not
sufficient by the following observation. Consider the case when G⃗ is a complete bipartite
graph, with all edges going in the same direction, i.e., from one partition R to the other
B. Now |NA(G⃗)| = 1, and any algorithm that knows that it is operating on G⃗ has zero
comparison cost11. However, any instance-unaware algorithm needs Ω(|R||B|) comparisons
to verify that the instance is indeed G⃗. This suggests that we need a larger neighborhood
than just NA(G⃗).

Let E⃗ denote the set of edges in the transitive reduction of G⃗, also called essential
edges (Definition 4). Define NE(G⃗) as the set of DAGs that differ from G⃗ in exactly
one essential edge being flipped, and any other changes it may imply. Again, define the
runtime of an algorithm on an instance G⃗ as its maximum comparison-cost on any instance
in NE(G⃗), and define OPTA(G⃗) as the smallest comparison-cost of any algorithm. It is
straightforward now to observe that if G⃗ is sortable, OPT (S) ≥ cost(H) and if G⃗ is not
sortable, OPT (S) ≥ cost(TR(G⃗)). Thus, we recover both definitions of competitive ratio by
considering this one-flip neighborhood.

The algorithms we consider here are randomized, and we hence want a definition of
instance optimality that allows for randomization. The notion of “instance optimal in the
random-order setting” of [1], based on Yao’s principle, compares implicitly to the optimal
expected running time of a correct randomized algorithm (Las Vegas style). Our following
definition does this directly:

▶ Definition 8 (α-Instance Optimality). Let N (G⃗) = NE(G⃗) ∪ NA(G⃗). Define the runtime
TA(G⃗) of a randomized algorithm A on an instance G⃗ as its expected comparison-cost on
instance G⃗. Let C(G⃗) be the set of randomized (Las Vegas) algorithms that are correct for all
instances in N (G⃗). Define OPT(G⃗) = infA∈C(G⃗) maxG⃗′∈N (G⃗) TA(G⃗′). For some α ≥ 1, an
algorithm A is called α-instance optimal if for every instance G⃗, TA(G⃗) ≤ α OPT(G⃗).

4.2 Lower Bounds on OPT
We first refine our notion of instance-optimality to make it more amenable to deriving lower
bounds.

▶ Definition 9 (Instance Optimality Distribution). Let C′(G⃗) be the set of deterministic
algorithms that are correct for all instances in N (G⃗). Let D(G⃗) be the uniform distribution
over NA(G⃗). Define OPT(G⃗) = infA∈C′(G⃗) EG⃗′∼D(G⃗)TA(G⃗′).

An application of Yao’s principle [28] shows that for any G⃗: OPTD(G⃗) ≤ OPT(G⃗). Note
that the optimal algorithm is allowed to depend on I. We remark that while the following
lower bounds would be easy to prove for algorithms unaware of I using adversary arguments,
we prove this for OPT (Definition 9), which requires some extra care.

10 All algorithms that exploit certain presortedness in the input necessarily exploit the input sequence of
keys. This corresponds to a smaller neighborhood than the n! size automorphism neighborhood.

11 Recall that we do not charge to write down the transitive reduction which has size O(|R||B|), only the
query cost.
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▶ Lemma 10 (Transitive Reduction or Verification lower bound). Let I be an instance of
bipartite sorting, let K ⊂ E⃗I be its transitive reduction, and define CV = |K|. Then, any
algorithm that is correct for all inputs from N (I) must perform at least CV comparisons.

Proof. Assume there exists an algorithm A that is correct for all instances in N (I) simultan-
eously that performs at most CV − 1 comparisons on input I. This means that there must
exist an edge e on the transitive reduction that is not verified by A. As A is deterministic, it
would report I as output even when the input had e flipped because all other edges have the
same direction as in I, as we will argue now: If this (non-flipped) edge is between two stripes
of size one, the two endpoints merge into two other stripes, but no edges changes direction.
If this edge is between two stripes and both of them have size at least 2, then we create
one additional inversion without changing other directions. If one stripe has size one and
the other has size at least two, one element is moved from the size-at-least-two stripe to a
neighboring stripe. Again, no bichromatic edges (implied or not) change their direction. ◀

While the above lower bound is natural as it is the cheapest proof, Definition 9 now allows
for the following lower bound that captures the complexity of instances where transitive
reduction is too weak a measure (recall the instance in Definition 7).

▶ Lemma 11 (Inversion finding lower bound). Let I be an instance of bipartite sorting with
n ≥ 2 red and m ≥ 2 blue elements, where not all comparisons come out the same, and define

CI = nm

min(|{(r, b) ∈ R×B | r < b}|, |{(r, b) ∈ R×B | r > b}|) .

Under the distribution of Definition 9, any deterministic algorithm A that does at most CI/2
comparisons must fail with probability (at least) 1/8.

Proof. Let D be the uniform distribution over NA(I). Remember that NA(I) contains all
instances where the stripes are internally arbitrarily permuted. Observe |NA(I)| ≥ 4 by
the bounds on n and m. W.l.o.g., assume |{(r, b) ∈ R × B | r < b}| < |{(r, b) ∈ R × B |
b < r}|, i.e., the usual outcome of a comparison is b < r and the inversion is r < b. Let
p = 1/CI = |{(r, b) ∈ R×B | r < b}|/nm ≤ 1/2 be the probability that a randomly chosen
pair of elements is an inversion. By Yaos principle, let A be a deterministic algorithm and
think of it as a decision tree T where nodes are red-blue comparisons and non-inversion go
to the left, inversions go to the right. Each leaf of the tree is marked with an output (that
declares which instance was represented by the input), or a failure output.

Claim. Let vk be the node v that is reached by k comparisons returning “non-inversion”
(i.e. the leftmost node of T at depth k). When input is drawn from D, the node vk is reached
with probability at least 1− kp.

Proof of Claim. An input reaches vk if k (potentially dependent) random experiments all
came out as “non-inversion”, each having a probability 1− p. The claim follows from a union
bound over the fail events. ◁

From the claim it follows that if vk is a leaf for k ≤ CI/2, the algorithm must fail with
probability at least 1/4: Then kp ≤ CI/2 · 1/CI = 1/2 and 1 − kp ≥ 1/2, so half of the
inputs reach vk. Because there are at least four inputs, at least two reach vk, but it can only
be labeled with one, the other(s), which stand for at least 1/4 of the inputs in NA(I), make
the algorithm fail. ◀
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Finally, we will need to combine various lower bounds from different subproblems. Let
I be an instance and (S1, · · · , Sk) its stripes (see Figure 1). Consider pairs of indices
(a1, b1), · · · , (aℓ, bℓ), where for all 1 ≤ j ≤ ℓ, aj and bj both belong to {1, · · · , k}, and
aj < bj < aj+1 < bj+1 for all j < ℓ. For 1 ≤ j ≤ ℓ define the subinstance Ij by the subgraph
of G⃗I on the vertices Vj =

⋃bj

i=aj
Si.

▶ Lemma 12 (Decomposition into Lower Bounds for Subproblems). For 1 ≤ j ≤ ℓ, let Ij be a
subinstances of I as above. Then OPTD(I) ≥

∑ℓ
j=1 OPTD(Ij).

Proof. As we are working with Definition 9, we first have to check that an algorithm that is
correct on N (I) is actually correct on each N (Ij). To this end observe that every edge flip
in Ij is also an edge flip in I, and that any permutation of the labels/names in Ij is also a
permutation in I.

Run the algorithm A on an instance I ′ drawn from D(I), and let X be the random
variable describing the number of comparisons of A. Define the random variables Xj to be
the number of comparisons between vertices in subproblem I ′

j . Then
∑

Xj ≤ X.
Let’s conceptually draw I ′ from D(I) by first finding a position in the input list (name)

for all vertices not in Ij and finally draw names for the vertices in Ij . Now we can think of A

as deterministic algorithm for Ij by considering all comparisons not in Ij as fixed, and we
get E[Xj ] ≥ OPTD(Ij). The statement of the lemma follows by linearity of expectation. ◀

4.3 InversionSort and its O(log3 n) instance-optimal guarantee
A generic state of InversionSort will be defined using a backbone, which is a sequence of
elements of alternating colors, called representatives or pivots. Each representative will be
assigned a bucket, which is a set of elements of the same color that lie between the two
neighboring representatives of the other color on the backbone.

InversionSort makes progress from one state to the next by performing three steps: a)
finding an inversion (which is defined soon) between neighboring representatives on the
backbone, b) inserting this inversion on the backbone, and c) pivoting with these two elements,
thereby refining the buckets.

4.3.1 Description of InversionSort

▶ Definition 13 (Backbone, Representatives, and Buckets). The backbone consists
of a totally ordered, alternating list of representatives (u0, u1, u2, . . . , u2k, u2k+1) =
(r0, b1, r2, . . . , r2k, b2k+1), where r2i ∈ R and b2j+1 ∈ B with ri < bi+1 and bi < ri+1.
Here, r0 is an artificial red element that is smaller than all elements, and the last ele-
ment b2k+1 is an artificial blue element that is larger than all elements. The represent-
atives define the buckets (X0, X1, X2, . . . , X2k, X2k+1) = (R0, B1, R2, . . . , R2k, B2k+1) by
Ri = {x ∈ R | bi−1 < x < bi+1} \ {ri} and Bi = {x ∈ B | ri−1 < x < ri+1} \ {bi}. Here, as
a convention, the representative is not included in the bucket. Again, R0 = {x ∈ R | x < b1}
and B2k+1 = {x ∈ B | r2k < x} are special cases.

▶ Definition 14 (active subproblems and buckets). As long InversionSort did not create a
certificate that there are no further inversions between xi and xi+1, the subproblem defined
by the buckets Xi and Xi+1 is called active, and so are Xi and Xi+1.

Our previous work [16] now defines an inversion, which gives the algorithm its name.
Consider adjacent representatives ui and ui+1, their corresponding adjacent buckets Xi and
Xi+1, and a bichromatic pair (x, y) of elements x ∈ Xi and y ∈ Xi+1. Observe that x and
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Algorithm 1 Algorithm InversionSort.

Require: elements R red, B blue
create trivial backbone B from R and B, see Definition 13
η ← 0
while there is an active subproblem (see Definition 14) in B do

η ← η + 1
for each active (see Definition 14) bucket s do

Sample one element xs

for each active subproblem between buckets s (left), and q (right) do
Test for inversion between xs and xq

for each active subproblem Xi, Xi+1 where η - mark (age) > |Xi||Xi+1| do
do all comparisons between Xi and Xi+1
update the backbone and certificates accordingly
the subproblem is finished, i.e. no longer active

for each found inversion do
update the backbone, including splitting buckets and resampling pivots
mark new subproblems with round η as age

y are not ordered by transitivity of the backbone. Because x and y are of different color,
they can be compared. If y < x, the pair is called an inversion. This allows one to extend
the backbone: we get ui < y < x < ui+1, which is a chain of actual comparisons between
elements of alternating color.
The only way to find an inversion in a bipartite setting (this is where the bichromatic setting
is different) is to uniformly at random, from all pairs in Xi and Xi+1, pick x and y. If the
fraction of inversions is p, then the probability of finding an inversion is p and the expected
number of trials to find one is 1/p.

InversionSort starts by (trivially) having the backbone consist only of the artificial
smallest red element r0 and largest blue element b1, and R0 = R and B1 = B. For a given
backbone (u0, u1, u2, . . . , u2k, u2k+1) = (r0, b1, r2, . . . , r2k, b2k+1), InversionSort first, for each
pair Xi, Xi+1 of adjacent buckets that have not yet found an inversion or a proof that there
is no further inversion (i.e., reached the adjacent-stripe verification bound), in a round-robin
manner, does one round of inversion-searching by randomly comparing pairs of elements in
adjacent buckets. If this leads to an inversion, the inverted pair is saved and the algorithm
moves to the next pair of adjacent buckets. At the end of the round, all identified inversions
are considered and used to extend the backbone. Then InversionSort splits existing buckets
by pivoting with new elements on the backbone. Because there is at most one pair of
inversions between each two neighboring representatives on the backbone, each element is
compared to at most two new representatives in each round.

This reestablishes the backbone and creates some new pairs of neighboring buckets, for
which InversionSort initializes the inversion finding procedures. The algorithm stops once all
neighboring pairs of buckets are shown to not have an inversion, i.e., the comparisons in the
verification bound between neighboring stripes have been performed.

Analysis. [16] visualizes a run of InversionSort as a ternary (refinement) tree, where nodes
correspond to subproblems. For an internal node v, there is a corresponding subinterval on
the backbone defined by two consecutive pivots, say a blue pivot followed by a red pivot,
bv < rv. If InversionSort finds an inversion y < x (x is blue and y is red) between bv and rv,
then v has three children with the respective pivots (bv, y), (y, x), (x, rv).
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The random nature of the inversion searching of InversionSort, is made precise in Lemma 11
in [16]. However, a stronger version of this lemma applies for bipartite setting with the same
proof.

▶ Lemma 15 (Randomness in Inversion Finding, Stronger Version of [16, Lemma 11, p11]). At
any stage of the InversionSort, consider a successful inversion finding procedure, which finds
an inversion y < x between representatives ui < y < x < ui+1. Say, w.l.o.g., that ui is red
and ui+1 is blue, and hence x is red and y is blue.
1. for any y ∈ Xi+1, conditioned on y being in the inversion, x is uniformly distributed

among all the red elements in Ry = {x ∈ Xi | y < x < ui+1}, an.
2. for any x ∈ Xi, conditioned on x being in the inversion, y is uniformly distributed in

Bx = {y ∈ Xi+1 | ui < y < x}.

This gives a bound on the height of the tree.

▶ Lemma 16 (Height of the refinement tree [16, Theorem 5, p11]). Let T be the refinement tree
of running InversionSort on an instance I with N = n + m elements. With high probability
in N , the height of T is O(log N).

Handling Overlaps. Because of the overlapping nature of the problem, InversionSort cannot
easily focus on elements between neighboring representatives. For example, for the child
indicated by pivots (y, x), instead of only getting the reds and blues that actually lie in this
range as input, InversionSort instead has to also work with the red elements contained in
(bv, y) and the blue elements inside (x, rv). This “spill-in” from the neighboring subintervals
on the backbone needs to be analyzed.

As is argued in [16], the cost of bichromatic inversion search procedure of InversionSort is
justified by the subinstance (part of the Hamiltonian) between the neighboring elements on
the backbone. In Section 4.3.2, we will analyse this in the bipartite setting using the notion
of instance optimality. However, if the spill-in for this subproblem is too large, inversion
search is too costly. Hence, [16] identify subproblems that do not have too much spill-in
from their neighbors, and call these subproblems unaffected. Inversion search in unaffected
subproblems can be charged to their subinstance. More precisely, [16] show that at any
time, with high probability, at least roughly a 1/(log N)2 fraction of all current problems are
unaffected. Accounting over the whole tree, including the pivoting, introduces another log N

factor corresponding to the depth of the tree.

4.3.2 Putting everything together: Proof of Theorem 1
We now complete the proof of our main result for bipartite sorting, restated here for
convenience.

▶ Theorem 1 (Instance Optimality of InversionSort). There exists a constant c > 0, such that
for every instance I, the cost of InversionSort on I is, with probability at least 1− 1/N , at
most c(log N)3 OPT(I), where OPT(I) is as in Definition 8.

We will show how to charge the comparisons performed by InversionSort to the lower
bounds presented in Section 4.2. First, Lemma 15 and Lemma 16 imply that the refinement
tree height h = O(log n) and hence the pivoting cost is O(n log n). Second, the considerations
about unaffected subproblems remains valid, there are at most O(log2 n) affected subproblems
per unaffected subproblem. The inversion searching cost in each unaffected subproblem is
justified by Lemma 11 if an inversion is found, otherwise by Lemma 10. Adding the extra
O(logN ) factor (height of the tree), the next lemma completes the proof of Theorem 1.
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▶ Lemma 17. Let T be the refinement tree of height h for a run of InversionSort on
instance I, and let VT be the set of nodes of T . Then∑

v∈VT

OPT (Iv) ≤ 2h OPT(I)

Proof. It suffices to show that for each level L of T the inequality
∑

v∈L OPT (Iv) ≤ 2 OPT(I)
holds. Note that the subinstances Iv of the same polarity in any L do not share vertices.
Hence the decomposition Lemma 12 is applicable and the lemma follows because there are
two polarities. ◀

5 Result on Sorting with Priced Information: Lower bound does not
extend

Recall that there exists an instance demonstrating the lower bound of Ω(n) on the competitive
ratio of any algorithm that finds the maximum of a set of n elements. Announced in the
original paper by Charikar et al.[8], this was spelled out one year later by Gupta and
Kumar [17]]. The instance is simple to describe (see Appendix B of the full version [15]), and
all comparisons in it have costs in {0, 1, n,∞}. Although this example was never formally
stated for sorting, its discovery seems to have dampened efforts to study (either better
algorithms, or lower bounds for) the general version of sorting with priced information in the
past 20 years.

In this section, we prove Theorem 2, that shows that the Ω(n) lower bound for maximum
with costs in {0, 1, n,∞} cannot extend to sorting.

▶ Theorem 2. Consider the problem of sorting when every comparison has a cost in
{0, 1, F,∞}, for any F ≥ n3/4. There exists a polynomial time randomized algorithm whose
competitive ratio is Õ(n3/4), with high probability.

While counterintuitive at a first glance (after all, the cost to sort is at least the cost to
find the maximum), the simple explanation is that the cheapest proof for sorting is also more
expensive than that of the maximum. This opens up the problem of arbitrary-cost sorting
once again - is there a Ω(n) lower bound for sorting with arbitrary costs, or can our Õ(n3/4)
algorithm be extended to an o(n) competitive algorithm for arbitrary costs?

Theorem 2 is achieved by first developing an algorithm for DAG sorting. Why consider
the case of an unsortable DAG, when the DAG we have is sortable? Here is the reasoning.
If we consider greedy algorithms for sorting with priced information, it is natural to try to
discover as much of G⃗ as possible with low-cost edges12. However, note that the sub-DAG
G⃗≤w consisting of edges with cost at most w in G⃗ may not be sortable, which is exactly the
problem of DAG sorting.

We set up some notation first. Given an undirected complete graph G with costs in
{0, 1, F,∞}, let G⃗ denote the underlying DAG that contains a directed Hamiltonian path.
Define G⃗0 as the DAG obtained by revealing all cost 0 edges, observe that it may not have

12We remark that some time after we first uploaded a version of Theorem 2 to Arxiv, a preprint by
[Jiang, Wang, Zhang and Zhang, Arxiv [21]] was uploaded, where the authors also use an algorithm for
DAG sorting (they call it GPSC) parameterized by w and extend our Õ(n3/4) algorithm to obtain a
Õ(n1−1/2W ) competitive algorithm for sorting with priced comparisons with at most W distinct costs.
For our setting when W = 4 they re-derive our result separately as their main theorem would give a
n7/8-competitive ratio.
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a Hamiltonian path, and let w0 be the width of G⃗0. Similarly, denote by G⃗01 the DAG
obtained by revealing all cost 0 and 1 edges; G⃗01 may not have a Hamiltonian path either,
and let w01 be the width of G⃗01. Finally, let k1 and kF be the number of cost 1 and cost F

edges on the Hamiltonian path in G⃗.

5.1 Algorithm details
The following is our proposed algorithm for the 0, 1, F,∞ cost version of sorting with priced
information. Below, we will abbreviate the algorithm by Huang, Kannan and Khanna [20]
for the 1,∞ setting, by HKK.

Algorithm 2 Algorithm for 0, 1, F, ∞ cost.

Require: undirected graph G = (V, E, c) with costs c(e) ∈ {0, 1, F,∞}
Ensure: the total order (directed Hamiltonian)

Probe all cost zero edges
Run the following 4 algorithms in parallel, performing one comparison from each. If any
of them discover the Hamiltonian, report the edges in the Hamiltonian path, and abort
the other algorithms

◦ Set F =∞. Run the HKK algorithm on the cost 1 edges, starting from G⃗0
◦ Set F = 1. Run the HKK algorithm on the cost 1 edges, starting from G⃗0
◦ Run Algorithm 3 on the cost 1 edges, starting from G⃗0
◦ Find the 0-1 DAG using Theorem 20, use Algorithm 3 with cost F edges on it.

The running time of the final algorithm will then be a minimum of four running times.
We briefly explain the first two algorithms, and then explain in detail the last two. Recall
that HKK algorithm runs when costs are 1 or ∞. On an input with costs in {0, 1, F,∞},
the first algorithm pretends that cost F edges are forbidden too, i.e., F =∞, and probes
whatever edges HKK would have probed from the cost 1 edges. Clearly, this will not find the
Hamiltonian if it contains cost F edges, as they aren’t queried. However, in the case that
the Hamiltonian does not contain cost F edges, it will sort the input, and stops. The second
algorithm does the opposite: it does not differentiate between cost F and cost 1 edges, and
probes them if they would have been probed by the HKK algorithm. If run for long enough,
this will find the Hamiltonian, and is stopped once it does so.

5.1.1 Algorithm 3 : Hamiltonian By Predecessors
The third algorithm in Algorithm 2 is Algorithm 3, which is also used as the second half
of the fourth algorithm in Algorithm 2. This algorithm finds a Hamiltonian path in a
partially revealed DAG. It utilizes Lemma 18, that generalizes binary search to searching for
predecessors of a vertex in a DAG of width w. For two DAGs D′ and D on the same set of
vertices, we will write D′ ⊂ D if all the directed edges in D′ are also contained in D.

▶ Lemma 18 (Hamiltonian by predecessor search). Let D′ ⊂ D be two DAGs on the vertex set
V and assume that D contains a Hamiltonian path. Assume that the Hamiltonian path in D

contains a set S⃗ of k edges that are not in D′, and let S be the undirected version of S⃗. Let
E be a set of edges that can be queried and assume S ⊂ E. Let w be the width of D′. Then,
k + 1 ≥ w and the Hamiltonian in D can be found with O(wk log n) queries on edges in E.

Below is the pseudocode for Algorithm 3. It uses in turn a predecessor searching subroutine
that is captured by the following simple lemma. Lemma 18.
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▶ Lemma 19 (Predecessor search in DAG). Given a DAG D′ = (V, E′) of width w, and a
vertex v ∈ V , |V | = n, let D be the DAG obtained by extending D′ by probing all edges
involving v. Define Pv = {u | (u, v) is in the transitive reduction of D}. There exists an
algorithm that computes Pv with O(w log n) queries, and runs in O(n2) time.

Proof. Observe that any chain in D′ can contain at most one element of Pv, and hence
|Pv| ≤ w. Indeed, we can run one binary search on each of the w chains in D′, leading to at
most w candidate predecessors. The number of queries is easily seen to be O(w log n) after
computing an optimal partitioning into chains in polynomial time. ◀

Proof of Lemma 18. By Dilworth’s Theorem, D′ can be partitioned into w chains. To
show k + 1 ≥ w, assume otherwise, w > k + 1, and let A be k + 2 non-comparable vertices
in D′. By the pigeonhole principle, there must be two vertices of A in the same of the k + 1
stretches of cost 0 edges on the Hamiltonian, a contradiction to them being incomparable.

To prove that Algorithm 3 performs at most O(kw log n) queries, observe that adding
edges to D′ does not increase its width. In the while loop, as long as D′ is not the Hamiltonian
path, let S be the first layer of a BFS traversal of the transitive reduction of D′ with |S| ≥ 2,
and observe that S is an antichain and hence |S| ≤ w. All vertices of S but one have their
incoming edge on the directed Hamiltonian not yet revealed / queried: Assume there are two
vertices b ̸= d ∈ S and their predecessors a ≺ b and c ≺ d are both already in D. Then, b and
d are not sources in D, and hence S must be the set of successors of a vertex v. Additionally,
there is only a single source s in D, and the set {x | x < v} forms a chain in the transitive
reduction of D starting in s. This means w ≤ a < b and w ≤ c < d contradicting them being
different.

By the above arguments, D contains the Hamiltonian with only k − |S|+ 1 unrevealed
edges missing. We used O(|S|w log n) queries to reduce the number of unrevealed edges by
|S| − 1 for |S| ≥ 2, hence each search creating a missing edge of the Hamiltonian, and this
search must justify at most one additional such search. Hence, the total number of queries
to arrive at the Hamiltonian is O(wk log n).

Binary searching for a vertex v into one of the w chains takes O(log n) probes, and in
O(w log n) probes one is sure to have at least discovered one edge from the Hamiltonian,
namely the incoming edge to v. This can then be repeated k times, revealing the Hamiltonian.

Algorithm 3 Hamiltonian By Predecessors.

Require: undirected G = (V, E) defining which comparisons are allowed
Require: DAG D of already probed edges (initially the cost 0 edges)
Ensure: The updated D contains a directed Hamiltonian

create (and maintain) a chain decomposition C of the transitive reduction of D

while D has width w >1, i.e. is not the intended result do
if The transitive reduction of D has several sources then

Let S be the set of these sources
else

Let v be the lowest vertex with more than 1 successors
Let S be the set of successors of v

for each u in S do
Find all predecessors of u in D (Lemma 19), adding answers to D

\\ there are at most w such predecessors
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5.1.2 The fourth algorithm in Algorithm 2
We will develop another algorithm, that proceeds in two steps: a) compute only the 0-1
DAG, G⃗01, and b) find the cost F edges (kF -many of them) on the Hamiltonian path. Step
b) is performed using Algorithm 3. If kF = 0, step a) recovers the complete Hamiltonian
path. Before we state the DAG sorting algorithm for step a), we note that it only needs to
output the transitive reduction of G⃗01.

▶ Theorem 20. There is a poly-time randomized algorithm that w.h.p. solves DAG sorting
for an instance G⃗ with edge costs in {0, 1,∞}, using O(min(wn3/2 log n, n2)) comparisons,
where w is the width of G⃗.

We defer the proof of Theorem 20 for now and analyze our algorithm assuming it.

5.2 Analysis of Algorithm 2
▶ Lemma 21. Algorithm 2 incurs the following costs{

O(min(n1.5 log n , w0k1 log n)) if kF = 0
O(min(Fn1.5 log n , w01n1.5 log n + Fw01kF log n)) if kF > 0

Proof. If kF = 0, the first algorithm that ignores cost F edges by setting F =∞ never probes
a cost F edge, and finishes in O(n1.5 log n) comparisons (this is the cost of the algorithm
by Huang, Kannan and Khanna [20]). Since the DAG formed by cost 0 edges has width
w0 and kF = 0, w0 ≤ k1 + 1. The third step running Algorithm 3 finishes after at most
O(w0k1 log n) comparisons, by Lemma 18.

If kF > 0, the first term comes from running HKK after setting F = 1: the true cost
of probing an edge is at most a factor F larger. Finally, step 4 of Algorithm 2 runs the
algorithm in Theorem 20 first, incurring at most w01n1.5 log n many comparisons. With the
0-1 DAG obtained using Theorem 20, Algorithm 3 now inserts at most kF many edges in
the Hamiltonian, probing at most w01 log n many edges for each. Every probe costs F , for a
total of w01n1.5 log n + Fw01kF log n. ◀

5.2.1 Proof of Õ(n3/4) competitive ratio of Algorithm 2
We claim that the competitive ratio is always bounded by O(n3/4 log n). Observe that the
cost of the Hamiltonian is k1 + FkF . If k1 = kF = 0, the Hamiltonian has a cost of 0 and
our algorithm finds it at cost 0. From now on, we assume not both of k1 and kF are 0.

Consider the case kF = 0 first. Note that this implies that the width w01 of G⃗01 is 1.
First consider the subcase when w0 ≤ n3/4. In this case, the competitive ratio is bounded
above by O(w0k1 log n)/k1 = O(w0 log n) ≤ O(n3/4 log n). In the subcase when w0 > n3/4,
observe that this implies that k1 ≥ n3/4 which implies that the competitive ratio is bounded
above by O(n1.5 log n)/k1 ≤ O(n3/4 log n).

Next, consider the case kF ≥ 1, and the cost of the Hamiltonian is at least FkF . Since
w01 ≤ kF + 1, the cost of the algorithm is at most O(w01n1.5 log n + Fw01kF log n) <

O(kF n1.5 log n + Fw01kF log n), and dividing by FKF (the lower bound on the cost of
the Hamiltonian), we get a competitive ratio of at most O((n1.5/F + w01) log n). Since
F ≥ n3/4, this ratio is O(n3/4 log n) as long as w01 ≤ n3/4. Else if w01 > n3/4, we observe
that kF ≥ n3/4, and then the Fn1.5 log n query cost gives us a competitive ratio of at most
Fn1.5 log n/FkF ≤ n3/4 log n. Thus Theorem 2 is proved. ◀
It remains to prove Theorem 20, which is the topic of the next subsection.
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5.3 Proof of Theorem 20

First, observe that if the width of G⃗ is at least
√

n/4, the statement of Theorem 20 is easy
to achieve by probing all edges. Hence, let us assume the width is at most

√
n/4. We will

show that there is an algorithm that computes G⃗01 with cost at most O(w01n1.5 log n). This
algorithm will only probe cost 0 and 1 edges, and will be a generalization of the algorithm
in [20]. Note that while the algorithm in [20] works on a cost {1,∞} setting under the
promise of a Hamiltonian path in the true graph, our algorithm finds the transitive reduction
of the DAG G⃗01 of width w01. We first address the challenges posed in extending the work
by Huang Kannan and Khanna [20].

Challenges in extending the results of Huang, Kannan and Khanna [20]. At a high level,
the algorithm in [20] alternates between three ways of making progress:

1. Finding and probing balanced edges, defined as those that reduce the number of possible
linear extensions of the current DAG by a 1− (1/(e

√
n))) factor. Finding such edges requires

approximating the average rank of vertices under all possible linear extensions at all stages
of the algorithm.

2. After estimating the indegree of vertices upto an additive error of Õ(
√

n) by an Õ(n1.5)
sampling procedure, the algorithm probes free edges, defined as the set of edges (u, v) where
the average rank of u is smaller than the average rank of v, and v has most Õ(

√
n) unprobed

incoming edges. Free edges that are balanced again reduce the number of linear extensions
by a constant factor. Otherwise, they can contribute at most Õ(n1.5) to the total cost.

3. Binary Search - When there are no free edges, there must exist a set of
√

n vertices with
known total order (Lemma 3.5 in [20]). The other vertices can perform binary search into
these

√
n vertices at a cost of O(n log n), and doing so removes these

√
n vertices from the

picture. The total cost of binary search is therefore Õ(n1.5).
The third step of the algorithm is the step that guarantees a reduction in the problem size.

However,the third step of this algorithm no longer works for DAG sorting: the existence
of a set of

√
n vertices with known total order crucially relies upon the existence of the

Hamiltonian path.

Proof of Theorem 20. All of the definitions, algorithms, and accounting to estimate the
in-degree of a vertex in [20] remain valid and unchanged. Observe that any topological sorting
of the underlying directed graph, together with the undirected graph, reveal the directed
graph. Define the average rank of a vertex as the average rank over all linear extensions
of the true underlying directed graph. The following result implies that the average rank r

on a path in (the transitive reduction of) a DAG is increasing by at least one per edge.

▶ Lemma 22. Let D = (V, E) be a DAG and r : V → Q≥0 be the average rank. Then for
(u, v) ∈ E we have r(u) + 1 ≤ r(v).

Proof. Let Π be the set of all linear extensions that are compatible with D, such
that r(x)|Π| =

∑
π∈Π π(x). Then |Π|(r(v)− r(u)) =

∑
π∈Π π(v)− π(u) ≥ |Π| · 1. ◀
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▶ Definition 23 (Convex vertex subset). In a DAG G = (V, E), a subset of vertices S ⊆ V is
convex if for every pair of vertices u, v ∈ S, every vertex w on any directed path from u to v

in G is also in S.13

Hence, considering a subset of the vertices by an upper and a lower bound on the average
rank, leads to a convex subset. Next, a vertex is live if there is an unprobed edge incident
to it, otherwise it is exhausted. The assumed graph is the same directed graph as in [20].
An active vertex is one that has at most 4

√
n log n unprobed in-edges in the assumed graph.

A free edge is an unprobed edge (u, v) where the endpoint v is active. The proof of the
next lemma is identical to that in [20].

▶ Lemma 24 (Generalization of Lemma 3.5 in [20]). The
√

n live vertices with smallest
average rank are all active.

▶ Lemma 25 (Generalization of Lemma 3.6 in [20]). If there are no free edges, and the width
of the underlying G⃗ is at most

√
n/4, then there exists a set S of at least (3/4)

√
n live vertices

with known partial order who form a DAG of width at most
√

n/4.

Proof. Consider the set S of at most
√

n live vertices with smallest average rank. More
precisely, we chose the largest upper bound on the average rank such that |S| ≤

√
n. By

Lemma 22, at most
√

n/4 vertices can have the same average rank, such that |S| ≥ 3/4
√

n.
By Lemma 24, all vertices of S are active. Let u, v ∈ S be a pair of vertices that have a
directed path P from u to v in G⃗. Then, all of this path P is in S, and all live vertices of P

are in S. Hence, because there are no free edges, and all vertices of P not in S are exhausted,
all edges of P must be probed. Hence, S is convex. The statement on the width follows
from a chain decomposition of G⃗ remaining a chain decomposition for a convex subset of
vertices. ◀

Note that Lemma 25 does not imply that the algorithm can, or should, identify precisely
this set S defined in the proof. Hence, the algorithm is going to approximate the smallest
width subset of at least 3/4

√
n vertices among the live vertices. More precisely, starting from

an empty S, it is going to iteratively find the longest (outside S) chain among the live vertices
(also using edges that are implied by transitivity via edges in S). It stops once S contains
at least 3/4

√
n vertices, and uses it as the DAG of small width in the setting of Lemma 19,

and determine for every remaining live vertex its predecessors in S, with O(w log n) queries
each, compared to the O(log n) queries if there is a Hamiltonian. Hence, the total number of
queries increases from O(n3/2 log n) to O(wn3/2 log n), as claimed in Theorem 20, completing
the proof.
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Abstract
We study the Maximum Independent Set (MIS) problem on general graphs within the framework of
learning-augmented algorithms. The MIS problem is known to be NP-hard and is also NP-hard to
approximate to within a factor of n1−δ for any δ > 0. We show that we can break this barrier in
the presence of an oracle obtained through predictions from a machine learning model that answers
vertex membership queries for a fixed MIS with probability 1/2 + ε. In the first setting we consider,
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obtains an Õ(

√
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In the second setting, we allow multiple queries to the oracle for a vertex, each of which is correct
with probability 1/2 + ε. For this setting, we show an O(1)-approximation algorithm using O(n/ε2)
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1 Introduction

We consider learning-augmented maximum independent set (MIS) in this paper. Given a
(unweighted, undirected) graph G = (V, E), an independent set is a set of vertices I ⊆ V ,
such that for any u, v ∈ I, (u, v) ̸∈ E, i.e., there is no edge between u and v. The maximum
independent set problem asks to find the independent set with the largest size in G.

1 Throughout we use Õ(·) to hide polylog (n) factors.
2 A full version appears on arxiv under the same title.
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Finding the maximum independent set is one of the classical NP-hard problems [42].
Furthermore, the seminal work of [36, 60] demonstrates the NP-hardness of approximating
the size of the MIS to within a factor of n1−δ for any δ > 0. In contrast, outputting
any single vertex gives an n-approximation trivially. [10] gave a non-trivial O(n/ log2 n)-
approximation to MIS and this was later improved by [29]. These results indicate that the
problem is quite hard in its general form and thus, many research efforts have been devoted to
approximation algorithms in special settings, e.g., planar graphs [3, 47], rectangle-intersection
graphs [16, 22, 32], and exponential-time algorithms [51, 31, 59, 12].

On the other hand, heuristic algorithms, despite their bad worst-case guarantees, often
exhibit commendable performance on real-world graphs [4, 24, 57]. For instance, the greedy
algorithm only offers an approximation guarantee of O(∆), where ∆ is the maximum degree
of G. However, it frequently yields satisfactory empirical results. The gap between the
worst-case hardness and practical efficiency motivates us to study the MIS problem through
the lens of beyond worst-case analysis [11, 52]. In particular, under the modern context, we
ask the question of finding the maximum independent set with learning-augmented oracles.

Learning-augmented algorithms

Learning-augmented algorithms, also known as algorithms with predictions, have attracted
considerable attention in recent years (see, e.g. [50, 38, 46, 21, 56, 7, 9, 1, 37, 13, 53], and
references therein). This paradigm of beyond worst-case analysis has been successful in
surmounting classical thresholds and bridging the gap between the worst-case hardness
and practical efficiency (see, e.g., [48], for an excellent summary). Typically, in learning-
augmented algorithms, we assume the access to an oracle that gives part of the “right answer”
to the problem, and fails with some small but non-negligible probability. Conceptually,
these algorithms aim to take advantage of modern machine learning models, which are fairly
accurate on predictive tasks yet make random mistakes in an inconsistent fashion. Learning-
augmented algorithms provide a great way to analyze algorithms beyond the worst case, and
these algorithms usually have immediate implications in practice (see the empirical results
in, e.g., [20, 38, 26, 56, 1]). Inspired by the recent work in utilizing machine learning-based
techniques for the maximum independent set [2, 49, 14], we consider the MIS problem
through the lens of learning-augmented algorithms.

The advantage of the learning-augmented algorithms has inspired a flurry of work that
studies graph problems within this framework [8, 30, 17, 18, 39, 5, 45, 6, 23, 33]. In a very
recent work, [23] considered the Max-cut problem, in which the oracle model is closely related
to our setting for the MIS problem. Under the Unique Game Conjecture (UCG), it is known
that getting anything better than α ≈ 0.878 approximation for max-cut is NP-hard ([43]).
In contrast, [23] showed that with a learning-augmented oracle, we could achieve better
approximation than the α threshold in polynomial time. In another closely related work,
[33] studied the more general constraint satisfaction problems (CSPs) trough the lens of the
learning-augmented algorithms. There, they obtain results for both the Max-cut and the
Max 2-Lin problem. Although [23, 33] defines more general learning-augmented oracles, they,
unfortunately, fall short of capturing the MIS-type of CSP problems, and their results do
not have direct implications on the MIS problem.

From the above discussion, we can see that a) studying the maximum independent set
problem in the framework of learning-augmented algorithms has great potential; and b) to
this end, the existing models and algorithms are not yet sufficient. In light of this, we ask
the following question:

Under the framework of learning-augmented algorithms, what efficient algorithms
can we get for the maximum independent set problem?
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1.1 Our models and contributions
In what follows, we will define the learning-augmented oracle model we consider and present
our main results.

Our oracle model

We consider the following natural learning-augmented oracle: for a fixed maximum independ-
ent set I∗, the oracle answers whether a vertex v ∈ I∗ correctly with probability 1/2 + ε,
and incorrectly with probability 1/2− ε. In addition, the randomness is independent across
the vertices. We denote by ORCG,I∗(v) the answer the oracle gives when queried for vertex v.

We study approximation algorithms for MIS with the learning-augmented oracle in two
settings: the persistent noise setting and the non-persistent noise setting. We discuss the
settings and the results, respectively, as follows.

The persistent noise setting. In the persistent noise setting, the randomness of ORCG,I∗

is drawn exactly once. Therefore, the answer for a vertex will remain the same no matter
how many times you query the oracle. Another way to think about this is that the
oracle can be queried at most once for a vertex. This setting is the most standard in the
learning-augmented literature, and graph problems are often studied under persistent
noise (see, e.g. [30, 17, 18, 58, 39, 5, 23, 33] and references therein). Our main result in
this setting is a randomized algorithm that with high probability3 achieves an Õ(

√
∆)

(multiplicative) approximation to the MIS in O(m) time (Theorem 1).
The non-persistent noise settings. In this setting, for each vertex v, we allow ORCG,I∗(v)
to use fresh randomness for different queries. If we are allowed to make O(n log n) queries
to the oracle in total, then we can trivially recover the entire set I∗ with high probability
by querying each vertex O(log n) times. The interesting case is when we are allowed to
make only O(n) queries, i.e., a number that is asymptotically the same as the persistent
noise setting. Although the non-persistent noise setting is less frequently studied in the
learning-augmented algorithm literature, it has recently sparked considerable interest in
various problems [34, 35, 44]. In Appendix B of the full version, we show that it is easy to
get an O(log n)-approximation with O(n) queries. Our main result considerably improved
on the approximation factor: we show that we can indeed obtain an O(1) approximation
with O(n) queries and Õ(m) runtime (Theorem 5).

Our results in the persistent noise setting hold assuming full independence, but it can be
easily extended to the setting where oracle queries are assumed to use k-wise independent
hash function for k = O(log n). Extending it to the pair-wise independent case is challenging
as the failure probabilities in the concentration bounds are not enough for the application of
a union bound.

1.2 Technical overview
The biggest challenge in leveraging the oracle information is distinguishing the case where
ORCG,I∗(v) is indeed correct. In what follows, we give a high-level overview of our techniques
describing how we can use the neighborhood information for this purpose. For the simplicity
of the discussion, we always assume ε = Θ(1) in the technical overview.

3 As standard in the literature, we use “with high probability” to denote a success probability of
1 − 1/poly(n).

APPROX/RANDOM 2024



24:4 Learning-Augmented Maximum Independent Set

Persistent noise setting

A natural approach in this setting would be to figure out the conditions in which a “yes”
signal for a vertex v from the oracle implies v ∈ I∗, by aggregating signals from N(v).
However, such an idea is hard in the following sense. For a vertex v whose oracle query
ORCG,I∗(v) = 1, if there are many u ∈ N(v) such that ORCG,I∗(u) = 1, we can determine
that v should not be in the MIS. However, the converse is not true: if a vertex v is not
in I∗, it does not necessarily have many neighbors in I∗. As a result, simply aggregating
neighborhood information might not be enough to determine the membership of a vertex in
the MIS.

The key idea here is, instead of looking at the oracle answer for vertex v (ORCG,I∗(v)), we
look at what the oracle says for the neighborhood of the vertex v. This turns out to be a
good enough signal to eliminate vertices that have many edges to the MIS I∗. Specifically,
we can show that if v has Ω̃(

√
deg(v)) edges to I∗, then the oracle queries for N(v) contain

enough information to identify such a vertex v. Upon removal of such vertices, the remaining
vertices have a small degree (Õ(

√
∆)) to I∗, and a greedy independent set on the residual

vertices gives a good approximation.

Non-persistent noise setting

Our algorithm for this setting is a bit more nuanced as we aim to minimize the query
complexity to the oracle while aiming to achieve a good approximation. The starting point of
our algorithm is from the viewpoint of the classical pure exploration algorithms in multi-armed
bandits (MABs). If we ignore the nature of MIS in our oracle, we can reduce to the following
MABs problem: given n arms with mean rewards as either 2

3 or 1
3 , find all the arms with

mean reward 2
3 with O(n) arm pulls. It is well-known that one can find a single best arm

with high constant probability in O(n) queries. The question is, can we solve the problem by
resorting to purely MABs algorithms, and simply ignoring the nature of the MIS?

It turns out that the above plan is not generally feasible. In particular, we note that
returning the set of all arms with the higher reward is very similar to finding the top-k arms
in the MABs literature (see, e.g. [40, 41, 15, 19, 55]). In general, it would require Ω(n log k)
arm pulls to obtain top-k arms with high constant probability ([41, 55]). In Appendix C of
the full version, we provide lower bound results, showing that to find even O(1) fraction of
the high-reward arms in the instance distribution requires ω(n) queries. The lower bounds
teach us that to obtain the desired query efficiency and approximation guarantee, we have to
exploit the structure of the MIS.

To better understand the hardness and the insights of MABs algorithms on our problem,
let us look at the elimination-based algorithm as in the classical algorithm of [27, 28]. The
first idea we can try is to adapt the elimination algorithm to our problem. To this end, a
natural idea is to perform elimination based on whether the mean empirical reward of an
arm is more than 1

2 . More concretely, we maintain a pool Ĩ of surviving vertices and use sr

as the number of queries to each vertex in round r with s1 = O(1). In round r, we can query
ORCG,I∗(v) for sr time for each v ∈ Ĩ. We then eliminate all vertices v ∈ Ĩ whose number of
“yes” answers is less than sr/2, and recurse on the new Ĩ to round r + 1, for which we set
sr+1 = 1.5sr.

Since the probability for any v ̸∈ I∗ to survive decreases doubly-exponentially with the
number of rounds, we can show that all vertices v ̸∈ I∗ are eliminated after O(log log n) rounds,
and the total sample complexity on the non-MIS vertices is at most O(n). Furthermore, the
probability of losing any v ∈ I∗ decreases exponentially, we can argue that in the end, Ĩ
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contains at least Ω(1) fraction of the vertices in I∗. Unfortunately, due to this fact, for each
vertex v ∈ I∗ ∩ Ĩ, i.e., the vertices in the MIS that survive till the end, we need to pay for
2O(log log n) = polylog n on the sample complexity. Therefore, this pure exploration algorithm
only works when the size of I∗ is upper-bounded by n/polylog n, and its worst-case guarantee
is only a polylog n approximation.

Note that a polylog n approximation is far from what we want: after all, there is a trivial
algorithm that achieves O(log n) approximation with O(n) samples (see Appendix B of full
version for details). Nevertheless, the existence of such an algorithm teaches us that the
problematic case is when the MIS size is large and, in particular, comparable to the size of
the non-MIS vertices. As such, a natural idea is to design an algorithm that handles the
case when the numbers of the MIS and the non-MIS vertices are comparable, and fuse this
algorithm with the elimination-based MABs procedure we discussed above.

The above idea is quite close to the final strategy we adapt, albeit we proceed differently
for the roles of the two components. In particular, we use the pure exploration MABs
algorithm not to output a set with vertex set Ĩ ⊆ I∗, but to output a set of vertex set Ĩ

whose majority (but not necessarily all) of vertices are in I∗. To this end, we use a more
conservative elimination strategy than the ones in the line of [27, 28]: instead of increasing
the number of samples by a multiplicative factor, we increase the number of samples in each
round by an additive factor. In this way, we cannot guarantee that all the “wrong” arms
are eliminated; however, we can argue that, since the probability for the non-MIS vertices
to survive decreases exponentially, we have i). the number of samples used on the vertices
in I∗ is bounded by O(n) before the size of Ĩ \ I∗ reduces to the size of Ĩ ∩ I∗; and ii). the
number of vertices in Ĩ ∩ I∗ only decreases by a constant fraction. In this way, we can design
an efficient procedure that eliminates the “surplus” non-MIS vertices to always create cases
when the number of non-MIS vertices is smaller.

The final missing piece is the MIS algorithm that deals with the case when the number
of MIS vertices takes the majority of the vertex set. Our algorithm to handle this case is
to compute an approximate vertex cover of the graph and the remaining vertices will form
an approximate independent set. It is a well-known fact that if we compute a maximal
matching and take all their endpoints, it forms a 2-approximate vertex cover that covers
all edges in the graph. Furthermore, since the size of the non-MIS vertices is small, there
can be only a limited number of vertices v ∈ I∗ that can be counted in the vertex cover. As
such, we can simply remove these vertices from the graph. The rest of the graph would form
an independent set, and since we remove at most a constant fraction of vertices from I∗

throughout the two phases, we get an O(1) approximation.

2 Preliminaries

Notation

For a graph G = (V, E), we use deg(v) and N(v) for each vertex v ∈ V to denote the degree
and neighborhood of v, respectively. We use G[U ] for any set U of vertices to denote the
induced subgraph of G on U .

We let I∗ denote a fixed maximum independent set of the graph G. We let NI∗(v) = N(v)∩
I∗ be the set of neighbors of the vertex v in the independent set and let degI∗(v) := |NI∗(v)|
be its size. Furthermore, we let ÑI∗(v) be the set of neighbors of the vertex v that are
claimed to be in the independent set by the oracle and let d̃egI∗(v) be its size.

For the purpose of conciseness, we defer the technical preliminaries to Appendix A.
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3 An Algorithm in the Persistent Noise Setting

In this section we present an algorithm for the learning-augmented MIS problem with
persistent noise. Formally we prove the following

▶ Theorem 1. There exists a randomized algorithm that given
i) an input graph G = (V, E) with maximum degree ∆ and
ii) an MIS oracle ORCG,I∗ with persistent noise for an unknown maximum independent

set I∗,
in O(m) time outputs an independent set I such that |I| ⩾ ε

12 · (∆ ln n)−0.5 · |I∗| with high
probability.

We dedicate the remainder of this section to the proof of Theorem 1. We start with the
assumption that ε ⩽ 1/4 (we can do this for any constant > 0). This assumption is needed
for technical reasons. If ε > 1/4, then it is easy to simulate an oracle with ε = 1/4 by flipping
the oracle answer with probability p = ε−1/4

1/2+ε (p ⩾ 0 since ε > 1/4). If we do this then the
probability that the oracle gives the incorrect answer is (1/2− ε) + p · (1/2 + ε) = 1/4 which
is exactly what we wanted. Note that the final bound we get on the approximation factor
now changes by a factor of at most 2. This is because when ε > 1/4 we are replacing it with
an oracle for ε = 1/4 and the approximation factor linearly depends on ε.

The algorithm and analysis

We now state our algorithm.

Algorithm 1 An algorithm for MIS in persistent noise setting.

Input: A graph G = (V, E) with maximum degree ∆ that contains an unknown
maximum independent set I∗; an MIS oracle ORCG,I∗ in the persistent noise setting

Output: A set of vertices I such that I forms an independent set and
|I| ⩾ ε

3 · (∆ ln n)−0.5 · |I∗|.
Parameters: sv := (1/2− ε) deg(v) + 6

√
ln n · (1/2− ε)

√
deg(v) .

1. Calculate d̃egI∗(v) for all vertices v ∈ V .
2. Let L be the set of vertices where deg(v) ⩽ 36 ln n for v ∈ V .
3. Let S be the set of vertices where d̃egI∗(v) ⩽ sv for v ∈ V \ L.
4. Output the greedy MIS I on G[S ∪ L].

We first show that if v ∈ I∗, the number of “yes” answers in N(v) cannot be too high.

▷ Claim 2. If v ∈ I∗ \ L then with high probability, d̃egI∗(v) ⩽ (1/2− ε) deg(v) + 6
√

ln n ·
(1/2− ε)

√
deg(v).

Proof. If v ∈ I∗ then degI∗(v) = 0 which means that the expected size of d̃egI∗(v) is
(1/2 − ε) deg(v). Since we assume complete independence for the oracle we can use the
Chernoff bound to get concentration.

Let Xi = 1 if ith neighbor is claimed to be in I∗ by the oracle where i ∈ [deg(v)].
Observe that d̃egI∗(v) =

∑
i Xi is the number of neighbors that claim to be in I∗. We

know µ = E
[
d̃egI∗(v)

]
= (1/2− ε) deg(v). Using the Chernoff (Proposition 12) bound with

δv = 6
(

ln n
deg(v)

)0.5
⩽ 1:

Pr
(

d̃egI∗(v) > (1 + δv)µ
)
⩽ exp

(
−δ2

v · µ
3

)
⩽ n−3. (since ε ⩽ 1/4)

Notice that as deg(v) gets larger we get better concentration. ◁
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Note that Claim 2 does not rule out the case that a vertex v ∈ V \ I∗ and has very few
neighbors in I∗. Nevertheless, it tells us that if we simply eliminate the vertices that “block”
a large number of neighbors in I∗, we will not mistakenly drop vertices in I∗.

Next, we show that if a vertex v has many neighbors in I∗ i.e. degI∗(v) is large then
d̃egI∗(v) should also be large and hence we should be able to detect such a vertex v ̸∈ I∗.

▷ Claim 3. If v ̸∈ I∗ and degI∗(v) ⩾ (3/ε)
√

ln n
√

deg(v) then with high probability,
d̃egI∗(v) > (1/2− ε) deg(v) + 6

√
ln n · (1/2− ε)

√
deg(v).

Proof. If v ̸∈ I∗ and degI∗(v) = k then the expected size of d̃egI∗(v) is

µ = E
[
d̃egI∗(v)

]
= k(1/2 + ε) + (deg(v)− k)(1/2− ε) = (1/2− ε) deg(v) + 2εk.

We now use the Chernoff bound (Proposition 11) with t = εk to get concentration:

Pr
(

d̃egI∗(v) < µ− t
)
⩽ exp

(
−2t2/ deg(v)

)
= exp

(
−2ε2k2/ deg(v)

)
⩽ n−3. (using the lower bound on k)

Thus, with high probability we have:

d̃egI∗(v) ⩾ µ− εk

= (1/2− ε) deg(v) + εk

= (1/2− ε) deg(v) + 3
√

ln n
√

deg(v)

> (1/2− ε) deg(v) + 6
√

ln n · (1/2− ε)
√

deg(v) . ◁

We can conclude that the events in Claim 2 and Claim 3 happen with high probability
by a union bound over all vertices.

Finalizing the proof of Theorem 1. Calculating d̃egI∗(v) for all vertices v ∈ V and finding
set S takes O(m) time. The greedy MIS can also be computed in O(m) time.

We first condition on the events in Claim 2 and Claim 3 for all vertices (this happens
with high probability). Notice that for all vertices in v ∈ S we have d̃egI∗(v) ⩽ sv. By
Claim 2 all vertices in I∗ are in S. By Claim 3 we know that any non-MIS vertices v

that are in S have degI∗(v) ⩽ (3/ε)
√

ln n
√

deg(v) ⩽ (6/ε)
√

∆ ln n. Also, vertices in L have
degI∗(v) ⩽ deg(v) =

√
deg(v) ·

√
deg(v) ⩽

√
∆
√

36 ln n ⩽ (6/ε)
√

∆ ln n.
This means that when we run the greedy MIS algorithm and pick a non-MIS vertex,

we eliminate at most (6/ε)
√

∆ ln n vertices in I∗. Thus, we have |I| ⩾ ε
6 · (∆ ln n)−0.5 · |I∗|.

Finally, because of the assumption on ε (ε ⩽ 1/4), we lose a factor of at most 2 in the
approximation, giving us the final bound |I| ⩾ ε

12 · (∆ ln n)−0.5 · |I∗|. ◀

▶ Remark 4. We assume that we have complete independence between the oracle queries for
the vertices. But we can get essentially the same result (up to constants) when the oracle
answers the queries using a k-wise independent hash function instead of a completely random
function for k = O(log n).

This holds because we use Proposition 13 with k = O(log n) instead of the Chernoff
bound (Proposition 12). The min in the exponent always picks the second term because k is
large enough and so we get something very similar to the Chernoff bound in Proposition 12
where the exponent only differs by some constants. Thus, the approximation we get will be
a small constant factor worse but will remain the same asymptotically.
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4 An Algorithm in the Non-persistent Noise Setting

In this section, we consider algorithms in the non-persistent noise setting (MABs setting) of
the MIS oracle, i.e., the algorithm can access the learning-augmented MIS oracle with fresh
randomness for each query of a vertex v. The formal statement of our main result in this
setting is as follows.

▶ Theorem 5. There exists a randomized algorithm that given a parameter δ ∈ (0, 1) and
i) an input graph G = (V, E) with a maximum independent set I∗; and
ii) an MIS oracle ORCG,I∗ in the non-persistent noise setting,

with probability at least (1− δ), in O(m log n) time and 30n
ε2 · log 1

δ total queries to ORCG,I∗ ,
computes a set I such that |I| ⩾ 48

50 · |I
∗|.

We dedicate the remainder of this section to the proof of Theorem 5.

The algorithm

As we have discussed in our high-level overview, our algorithm proceeds in two phases. In the
first phase, our algorithm focuses on eliminating most of the vertices in the non-MIS vertex
set. Then, in the second phase, we show that a good approximation to vertex cover is enough
to get a good approximation to the independent set. We can easily find a 2-approximate
vertex cover in O(m) time by computing a maximal matching and picking all its endpoints.
The detailed description of the algorithm is as follows.

Algorithm 2 An algorithm for MIS in non-persistent noise setting.

Input: A graph G = (V, E) that contains an unknown maximum independent set I∗;
an MIS oracle ORCG,I∗ in the multi-armed bandit setting; a confidence parameter
δ ∈ (0, 1).

Output: A set of vertices I such that I forms an independent set and |I| = O(|I∗|).
Parameters: qr = 4

ε2 · (r + log 1
δ ).

Maintain a set of Vr with the initialization V0 ← V .
For r = 1 to ∞, do the following:

1. Elimination phase:
For each vertex v ∈ Vr−1:
a. Query v for qr times.
b. Remove v from Vr−1 if the number of 1 returned by ORCG,I∗(v)

(“yes” answers) is less than qr/2.
Let the updated vertex set be Vr, i.e., Vr is a subset of vertices of Vr−1 that
gets at least qr/2 “yes” answers from ORCG,I∗ (v).

2. Vertex Cover phase:
a. Compute a 2-approximate vertex cover Ur of the induced subgraph G[Vr].
b. Let Ir ← Vr \ Ur.

3. Maintain the set I with the maximum size among all Ir’s, i.e., let I ← Ir if Ir is
larger than I and keep I unchanged otherwise.

4. If the total number of ORCG,I∗ queries is more than 30 · n
ε2 · log 1

δ then terminate
and return the currently maintained I.

Note that since we do not necessarily know the actual size of I∗, we compute a vertex
cover after every elimination phase and simply output the independent set with the largest
size throughout the process.
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The analysis

We now proceed to the analysis of the algorithm. Before diving into the main lemmas, we
first show some straightforward technical claims that characterize the behavior of the MIS
and non-MIS vertices in the elimination phase. We first show that the probabilities of an
MIS vertex being eliminated and a non-MIS vertex surviving in round r are both small.

▷ Claim 6. The following statements are true:
1. Let v ∈ Vr−1 ∩ I∗; then, the probability that v is removed from Vr is at most 1

100 ·
δ

4r .
2. Let v ∈ Vr−1 \ I∗; then, the probability that v is not removed from Vr is at most 1

100 ·
δ

4r .

Proof. We prove this claim by applying the Chernoff bound in Proposition 11. For any vertex
v ∈ I∗, let the random variable Xi

v = 1 if the ith query for vertex v is a “yes” and Xi
v = 0

otherwise for i ∈ [qr]. Observe that Xv =
∑

i Xi
v is the number of “yes” answers returned by

ORCG,I∗(v) out of the qr queries. Clearly, we have that E [Xv] = (1/2 + ε) · qr, and Xv is a
summation of the independent indicator random variables so, we can apply Proposition 11
to show that

Pr
(

Xv <
qr

2

)
= Pr (Xv − E [Xv] ⩽ −ε · qr)

⩽ exp
(
−2 · ε2 · qr

)
(applying Proposition 11)

= exp
(
−8r − 8 log 1

δ

)
(by the definition of qr)

⩽ exp (−6) · exp (−2r) · exp
(
−8 log 1

δ

)
⩽

1
100 ·

δ

4r
.

Note that the vertices in v ∈ I∗ ∩Vr−1 are in I∗. Therefore, we can get the desired statement
for v ∈ I∗ ∩ Vr−1.

We can similarly define Yv for the number of “yes” answers returned by ORCG,I∗(v) with
qr queries for a vertex v ∈ V \ I∗. Here, we have that E [Yv] = (1/2− ε)qr. As such, we have
that

Pr
(

Yv ⩾
qr

2

)
= Pr (Yv − E [Yv] ⩾ ε · qr)

⩽ exp
(
−2 · ε2 · qr

)
(applying Proposition 11)

= exp
(
−8r − 8 log 1

δ

)
(by the definition of qr)

⩽ exp (−6) · exp (−2r) · exp
(
−8 log 1

δ

)
⩽

1
100 ·

δ

4r
.

This gives us the desired statement for v ∈ Vr−1 \ I∗ as well. ◁

We now prove the main technical lemma of our algorithm that helps eventually prove
Theorem 5. In what follows, we will denote the size of I∗ as αn for some α ∈ (0, 1). Our
main lemma for the elimination phase is as follows.

▶ Lemma 7. Let |I∗| = αn for some α ∈ (0, 1) and r̃ = 1 + log 1
α . With probability at least

1− δ, the following statements about Algorithm 2 are true:
I) The number of vertices in Vr̃ that are not in I∗ is at most αn/100, i,e,

|Vr̃ \ I∗| ⩽ αn

100 .
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II) The number of vertices in Vr̃ that are in I∗ is at least 49/50 · αn, i.e.,

|Vr̃ ∩ I∗| ⩾ 49
50 · αn.

III) The total number of ORCG,I∗ queries in the first r̃ rounds is at most 30n/ε2 · log 1/δ, i.e.,
r̃∑

r=1
|Vr−1| · qr ⩽ 30 · n

ε2 · log 1
δ

.

Note that in the above, |Vr−1| · qr is exactly the number of queries used in round r.

Proof. We prove the statements in order.
Proof of i). Note that by Claim 6, the probability that a vertex in V \ I∗ survives round r

is at most 1
100 ·

δ
4r . As such, we have that

E [|Vr̃ \ I∗|] =
∑

v∈Vr̃−1\I∗

Pr (v survives round r̃)

=
∑

v∈V \I∗

Pr (v survives all rounds till r̃)

=
∑

v∈V \I∗

r̃∏
i=1

Pr (v survives round i | v survives all rounds till i− 1)

(All rounds are independent)

⩽
∑

v∈V \I∗

r̃∏
i=1

δ

100 ·
1
4i

⩽ n ·
(

δ

100

)r̃

·
(

1
4

)(r̃
2)

⩽
δn

100 ·
(

1
4

)r̃

⩽
α · n · δ

400 . (using α ∈ (0, 1))

Therefore, by Markov inequality, we have

Pr
(
|Vr \ I∗| > αn

100

)
⩽

δ

4
as desired.
Proof of ii). By Claim 6, the probability that a vertex v is eliminated in round r is at most

δ
100 ·

1
4r . We analyze the number of vertices in I∗ that are eliminated by round r. We can

show that the expected value is

E [|I∗ \ Vr̃|] =
∑
v∈I∗

Pr (v is eliminated by round r̃)

⩽
∑
v∈I∗

r̃∑
i=1

Pr (v is eliminated in round i) (Union Bound)

⩽
∑
v∈I∗

r̃∑
i=1

δ

100 ·
1
4i

⩽ (αn) · δ

100 ·
1
3 . (Geometric Sum)
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Therefore, by a simple Markov bound, we have that

Pr
(
|I∗ \ Vr| >

αn

50

)
⩽

δ

6 .

Thus, with probability at least 1− δ/6 we have |I∗ ∩ Vr̃| ⩾ 49
50 · αn.

Proof of iii). Note that we are proving this bound holds even if we remove the termination
condition from the algorithm. This will show that we will reach round r̃ with high probability.
We first condition on the events in the proofs of i) and ii). Note that, unlike the standard
analysis of elimination-based algorithms, here, we cannot directly upper-bound the total
number of queries each round. Instead, we separately analyze the number of queries induced
by the vertices in I∗ and V \ I∗.

We first analyze the number of queries induced by the vertices in V \ I∗. Let us define
X¬I∗ as the total number of queries induced by the non-MIS vertices. Similarly, we can
define Xr

¬I∗ as the queries induced by the non-MIS vertices at round r. Thus, we have that

E [X¬I∗ ] =
∑

v∈V −I∗

r̃∑
i=1

Pr (v survives till round i) · qi

⩽ n

r̃∑
i=1

qi

i∏
j=1

Pr (v survives round j | v survives till round j − 1)

⩽ n

r̃∑
i=1

qi

i∏
j=1

δ

100 ·
1
4j

(Claim 6)

⩽ n
r̃∑

i=1

(
δ

100

)i

·
(

1
4

)(i
2)
· qi

= n
r̃∑

i=1

(
δ

100

)i

·
(

1
4

)(i
2)
· 4

ε2 · (i + log 1/δ)

⩽
4δn

100ε2

r̃∑
i=1

(
1
4

)i

· (i + log 1/δ) (Since δ ⩽ 1)

⩽
4δn

100ε2 (1 + log 1/δ) . (using properties of geometric sums)

Therefore, by Markov inequality, we can show that

Pr
(

X¬I∗ >
2n

5ε2 log 1/δ

)
⩽ δ/5.

We now analyze the queries induced by the vertices in I∗. Similar to the case of the
non-MIS analysis, let us define XI∗ as the total number of queries induced by the MIS
vertices. We will trivially upper bound XI∗ in the following way:

XI∗ ⩽ αn
r̃∑

i=1
qi

= αn
r̃∑

i=1

4
ε2 ·

(
i + log 1

δ

)
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⩽
4αn

ε2 ·
(

r̃2 + r̃ · log 1
δ

)
⩽

4αn

ε2 ·
(

1 + (log 1/α)2 + lg 1/α · (2 + log 1/δ) + log 1/δ
)

⩽
4n

ε2 · (5 + 2 log 1/δ) (using α · lg 1
α ⩽ 1 and α · lg2 1

α ⩽ 2 for any α ∈ (0, 1))

We can then add the number of queries used by X¬I∗ and XI∗ to get the desired sample
complexity bound of 30n

ε2 · log 1/δ.
Finally, we can apply a union bound over the failure probabilities of the events in the

proofs of i), ii), and ii) to argue that with probability at least 1− δ, all the statements hold.
Lemma 7 ◀

We now proceed to show the guarantee of the matching and MIS phase. Our main lemma
for this part is as follows.

▶ Lemma 8. Let Vr ⊆ V be any subset of vertices in Algorithm 2. Furthermore, assume
that the number of MIS vertices in Vr is at least 50 times the number of non-MIS vertices in
Vr, i.e.,

|Vr ∩ I∗| ⩾ 50 · |Vr \ I∗| .

Then, the set Ir returned by Algorithm 2 is a valid independent set, and we have

|Ir| ⩾
49
50 · |Vr ∩ I∗| .

Proof. Recall that we compute a 2-approximate vertex cover Ur in the vertex cover phase.
We know that the complement Ir ← Vr \ Ur is an independent set. This is because all edges
of the graph are incident on the vertex cover so the remaining vertices form an independent
set.

We know that Vr \ I∗ is a vertex cover since Vr ∩ I∗ is an independent set. Thus, we have

|Ir| = |Vr| − |Ur| (by definition)
⩾ |Vr ∩ I∗|+ |Vr \ I∗| − 2 |Vr \ I∗| (since Ur is a 2-approximation)

⩾ |Vr ∩ I∗| − 1
50 · |Vr ∩ I∗| (using the assumption)

= 49
50 · |Vr ∩ I∗|

Lemma 8 ◀

The final missing piece is the efficiency of the algorithm. We now prove that the algorithm
is efficient both in time and the number of ORCG,I∗ oracle queries.

▶ Lemma 9. Algorithm 2 runs in O(m log n) time and uses at most 30n
ε2 · log 1

δ queries on
ORCG,I∗ .

Proof. The query complexity is by the design of the algorithm as we terminate upon using
more than 30 · n

ε2 · log 1
δ queries.

For the running time, note that in each iteration of r, we only need to: i). take the
majority for all queried vertices, which can be maintained in O(n) time; and ii). compute a
greedy matching and remove the vertices, which takes O(m) time. By Lemma 7, the process
terminates in O(log 1

α ) = O(log n) time (α ⩾ 1
n since there has to be at least one vertex in

I∗). Therefore, the entire algorithm takes O(m log n) time in total. ◀
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Finalizing the proof of Theorem 5. The query efficiency is by the design of the algorithm,
and the running time simply follows from Lemma 9. For the approximation guarantee,
note that by Lemma 7, we will proceed to round r̃ = 10 log 1

α , at which point we will have
|Vr̃ ∩ I∗| ⩾ 49

50 · αn and |Vr ∩ I∗| ⩾ 50 · |Vr \ I∗|. Therefore, by Lemma 8, the returned Ir̃ is
of size at least

|Ir̃| ⩾
49
50 · |Vr̃ ∩ I∗| ⩾ 49

50 ·
49
50 · αn,

which gives us the desired 48/50 approximation. ◀

▶ Remark 10. We aim to get the O(1) approximation in our algorithm and analysis. However,
we remark that we can get both non-asymptotic and asymptotic trade-offs between the number
of queries and the approximation factor. For the non-asymptotic trade-off (i.e., using more
queries to get a better constant approximation), we can increase the leading constant on the
sample complexity, and obtain the approximation with a larger constant. For the asymptotic
trade-off, we can perform the simple trick by sampling k vertices uniformly at random and
running Algorithm 2 on the sampled vertices. This will give us an O( k

n )-approximation
algorithm with O( k

ε2 · log 1
δ ) queries as long as αk = Ω(log n).

5 Discussion and Open Problems

We discussed learning-augmented algorithms for the Maximum Independent Set problem in
this paper. Our main results include algorithms for both persistent and non-persistent noise
settings, demonstrating that a learning-augmented oracle could lead to MIS algorithms with
considerably better efficiency. There are several intriguing open problems following our work.

For the persistent noise setting, the main open question is whether we could beat the
Θ̃(
√

∆/ε) approximation bound with the same oracle. We do not have any lower bounds
for the persistent noise setting in this paper, and it is unclear what type of techniques
could be used to prove lower bounds for learning-augmented algorithms.
For the non-persistent noise setting, our algorithm matches the asymptotically optimal
approximation factor using O(n) queries. In Appendix C of full version, we also proved
that we cannot obtain the same results by only querying the oracle (and not looking into
the graph). An open problem here is that if we want to recover a 1− o(1) fraction of the
MIS vertices, how many queries do we need? We suspect there is a lower bound on the
number of queries (e.g., ω(n)), but it is not immediately clear how to prove it.
We can also ask about sublinear number of queries on the oracle ORCG,I∗ , i.e., if we
make o(n) queries on the oracle, what is the best we can do for both persistent and
non-persistent noise settings? Currently, our algorithms in both settings require Ω(n)
queries to the oracle.
Finally, for the practical aspect of the algorithms, we believe the oracles are possible
to implement in practice. For instance, if we have features on the nodes, it is possible
to use forward-pass graph convolution networks (GCNs), and simply run greedy in each
“cluster” of nodes whose final features are sufficiently similar. Exploring practical oracles
for this purpose would also be an interesting problem to resolve.
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A Technical Preliminaries

We use the following standard forms of Chernoff bound.

▶ Proposition 11 (Chernoff-Hoeffding bound). Let X1, . . . , Xm be m independent random
variables with support in [0, 1]. Define X :=

∑m
i=1 Xi. Then, for every t > 0,

Pr (X − E [X] ⩾ t) ⩽ exp
(
−2t2

m

)
Pr (X − E [X] ⩽ −t) ⩽ exp

(
−2t2

m

)
.

▶ Proposition 12 (Chernoff bound; c.f. [25]). Suppose X1, . . . , Xm are m independent random
variables with range [0, 1] each. Let X :=

∑m
i=1 Xi and µL ⩽ E [X] ⩽ µH . Then, for any

δ ∈ [0, 1],

Pr (X > (1 + δ) · µH) ⩽ exp
(
−δ2 · µH

3 + δ

)
and Pr (X < (1− δ) · µL) ⩽ exp

(
−δ2 · µL

2 + δ

)
.

We also consider limited independence hash functions. Roughly speaking, a k-wise
independent hash function behaves like a totally random function when considering at most
k elements. Formally, a family of hash functions H = {h : [n]→ [m]} is k-wise independent
if for any x1, x2, . . . , xk ∈ [n] and y1, y2, . . . , yk ∈ [m] the following holds:

Pr
h∈RH

(h(x1) = y1 ∧ h(x2) = y2 ∧ . . . ∧ h(xk) = yk) = m−k.

We shall use the following concentration result on an extension of Chernoff-Hoeffding bounds
for limited independence hash function.

▶ Proposition 13 ([54]). Suppose h is a k-wise independent hash function and X1, . . . , Xm

are m random variables in {0, 1} where Xi = 1 iff h(i) = 1. Let X :=
∑m

i=1 Xi. Then, for
any δ > 0,

Pr (|X − E [X]| ⩾ δ · E [X]) ⩽ exp
(
−min

{
k

2 ,
δ2

4 + 2δ
· E [X]

})
.
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1 Introduction

We study the Max Unique Coverage problem, where we are given a universe of n elements,
a collection of m subsets of the universe, and an integer k ∈ {1, . . . ,m}. The goal is to select
a collection of at most k subsets that maximizes the number of elements covered by exactly
one set in the collection. This problem is a natural variant of the classic Max Coverage
problem, where the goal is to select a collection of k subsets that maximizes the number of
elements covered by at least one set in the collection.

A weighted version of Max Unique Coverage was first formally studied by Demaine et
al. [9]. In their motivating scenario, a number of wireless base stations, each with an associated
cost, must be placed to maximize the number of mobile clients served. However, due to
interference, if covered by more than one base station, a client receives bad service. Demaine
et al. point out further applications to radio broadcast and envy-free pricing. They then
showed an offline polynomial-time Ω(1/ logm)-approximation algorithm for their problem,
which easily translates to a Ω(1/ log k)-approximation for our problem.1 Under various
complexity assumptions, they showed (semi-)logarithmic inapproximability for polynomial-
time algorithms; Guruswami and Lee [11] later proved nearly logarithmic inapproximability,
assuming NP does not admit quasipolynomial-time algorithms.

Streaming. Our work emphasizes solving Max Unique Coverage approximately in the
data stream model. All previous works, except McGregor et al. [15], only consider this
problem in the offline model. In the data stream model, we focus on set-streaming: each
set in the stream is fully specified before the next; this setting is assumed in related works
[18, 2, 22, 16, 15]. We also constrain the space, measured in bits, to be o(mn), i.e., sublinear
in both the number of sets, m, and the size of the universe, n. Thus, we define the Max
Unique Coverage problem to include the cardinality constraint, k. Previous works often
formulate this problem without a cardinality constraint, simply referring to it as the “Unique
Coverage” problem; this is equivalent to our formulation when k = m.

We are particularly interested in Max Unique Coverage when parameterized by k

and the maximum frequency, r, defined as the maximum number of sets that an element
belongs to; we also consider the maximum set size d to a lesser extent. This parameterization
has received considerable attention in studying fixed-parameter tractable approximation
schemes (FPT-AS) for classic coverage problems [21, 4, 20, 14, 15, 13, 19], but not as much
for the Max Unique Coverage problem [15]. Note that an FPT exact algorithm for this
parameterization is unlikely to exist because, when r = 2, Max Unique Coverage is
equivalent to Capacitated Max Cut, which was shown by Misra et al. [17] to be W[1]-hard
when parameterized by the capacity constraint.2

A central idea in achieving both FPT space and running time bounds is kernelization. We
transform a problem instance, I, into a smaller problem instance, I ′, called the (approximate)
kernel, such that |I ′| ≤ g(γ), where g is a computable function in terms of problem
parameters γ, while I ′ (approximately) preserves the optimal solution value of I; a good
solution can be found by brute-force search within I ′. Consistent with other works [8, 7, 6, 15],
we further require an FPT streaming algorithm to use g(γ) polylog |I| space.

1 This is by assuming that all sets have unit cost and that the budget is k.
2 Although Misra et al. [17] prove W[1]-hardness for Budgeted Max Cut when parameterized by the

budget, their hardness proof only requires each vertex (corresponding to a set in our formulation) to
have unit cost.
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1.1 Our Contributions
Our first main result is an FPT-AS for Max Unique Coverage with strong space, running
time, and approximation bounds, that is applicable to the data stream model. A crucial
step in achieving such bounds is showing improved upper bounds on a key parameter of
a collection C. The unique coverage ratio is the ratio between the coverage of C and the
maximum unique coverage over all subcollections Q ⊆ C. We let ϕ denote an upper bound
on the unique coverage ratio: we define performance bounds of our FPT-AS in terms of ϕ.

Main Result 1: FPT Approximation Scheme. We propose the FPT-AS UniqueTopSets,
parameterized by the cardinality constraint, k, and the maximum frequency, r, which can be
easily implemented in the data stream model. It achieves a (1− ε)-approximation using a
kernel of size ⌈kr(ϕ+ 1)/ε⌉. We formally present this algorithm in Theorem 3.6.

UniqueTopSets is a refined version of the FPT-AS in Theorem 12 of McGregor et
al. [15], in that our algorithm achieves a (1− ε) rather than a (1/2− ε)-approximation using
only an extra logarithmic factor of (ϕ+ 1) in the kernel size. Further, our algorithm improves
on the FPT-AS in Theorem 10 of McGregor et al. [15] by saving a factor of O(k/ε) in the
kernel size, and therefore a factor of [O(k/ε)]k in the running time, while achieving the same
approximation factor. See Table 1 for a comparison of our FPT-AS with others.

Table 1 Comparison of FPT-AS for Max Unique Coverage, parameterized by cardinality
constraint, k, and maximum frequency, r. Note that the running time of each algorithm below is
implied by its kernel size. Each finds a solution of size at most k by brute-force search in the kernel.
Below, we can assign ϕ = min(ln k + 1, 2 ln r + o(log r), 2 ln d + o(log d)).

Reference Approx. Kernel Size

[15, Theorem 10] 1 − ε O
(
k2r log m/ε2)

[15, Theorem 12] 1/2 − ε ⌈kr/ε⌉

Ours, Theorem 3.6 (UniqueTopSets) 1 − ε ⌈kr(ϕ + 1)/ε⌉

Unique Coverage Algorithms. In order to show good values for ϕ, we propose a number
of offline polynomial-time algorithms that, given an arbitrary C, explicitly return a B ⊆ C
whose unique coverage is at least a logarithmic ratio of C’s coverage. We refer to them as
unique coverage algorithms; in fact, they can be thought as approximation algorithms for the
unconstrained Unique Coverage problem on an input instance of C.

Our three offline polynomial-time algorithms, UniqueGreedy, UniqueGreedyFreq,
and UniqueGreedySize, each take a collection of sets, C, and return a collection, B ⊆ C,
whose unique coverage is at least a 1/(ln ℓ+ 1), 1/(2 ln r + o(log r)), and 1/(2 ln d+ o(log d))
proportion of C’s coverage respectively; in this context, ℓ = |C|, r is the maximum frequency in
C, and d is the maximum set size in C. We formally present these algorithms in Theorem 4.1,
Theorem 4.4, and in Theorem 4.8, respectively. See Table 2 for a comparison of our algorithms
with those of Demaine et al. [9] along with their implied bounds, ϕ, albeit weaker than ours.

APPROX/RANDOM 2024
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Table 2 Polynomial-time algorithms for Max Unique Coverage. Compared to others, our
methods imply constant-factor improvements in the unique coverage ratio bound, ϕ.

Parameter Reference (Implied) ϕ

ℓ = collection size
[9, Theorem 4.1] 10.66 ln(ℓ + 1)

Ours, Theorem 4.1
(UniqueGreedy) ln ℓ + 1

r = maximum frequency
in a collection

[9, Theorem 4.1] 10.66 ln(r + 1)

Ours, Theorem 4.4
(UniqueGreedyFreq) 2 ln r + o(log r)

d = maximum set size
in a collection

[9, Theorem 4.2] 21.32 ln(d + 1)

Ours, Theorem 4.8
(UniqueGreedySize) 2 ln d + o(log d)

Implication for FPT Approximation Scheme. The bound on the unique coverage ratio, ϕ,
affects the kernel size and therefore the brute-force running time of UniqueTopSets. In
particular, when r = Ω(

√
k), the bound of ϕ implied by UniqueGreedy is 10.66 times

smaller than implied by Demaine et al. [9]; whereas when r = o(
√
k), the bound of ϕ implied

by UniqueGreedyFreq is almost 5.33 smaller than implied by Demaine et al. This means,
by using our implied bounds rather than those implied by Demaine et al., we save a factor of
10.66k in UniqueTopSets’s running-time when r = Ω(

√
k), and a factor of almost 5.33k

when r = o(
√
k).

Improvements in Polynomial-Time Approximation. As a separate contribution, each of
our three unique coverage algorithms finds a logarithmic approximation to Max Unique
Coverage, both offline and in the data stream. We first find a solution C to Max Coverage in
polynomial time, and then run one of our above algorithms on C to return the subcollection
B ⊆ C. For this purpose, our algorithms UniqueGreedy, UniqueGreedyFreq, and
UniqueGreedySize improve the approximation factor due to Demaine et al. [9] by a factor
of 10.66, 5.33, and 10.66, respectively. Following the above approach, we propose a single-pass
streaming algorithm for Max Unique Coverage that achieves a (1/(2ϕ)−ε)-approximation
using Õ(k2/ε3) space, where we can assign ϕ = min(ln k+ 1, 2 ln r+ o(log r), 2 ln d+ o(log d)).
We formally state this in Theorem 3.8.

Main Result 2: Streaming Lower Bound. Our second main result is a significantly improved
streaming lower bound for Max Unique Coverage. In the data stream model, we prove
that any randomized algorithm that achieves a (1.5 +o(1))/(ln k−1)-approximation for Max
Unique Coverage w.h.p. requires Ω(m/k2) space. We formally state this in Theorem 5.1.
Our lower bound improves on the lower bound by McGregor et al. [15], which shows a similar
result, but achieves w.h.p. a e−1+1/k ≥ 1/e-approximation. Interestingly, our approximation
threshold is close to 3 times larger than the approximation (in terms of k) achieved by our
Õ(k2/ε3) space algorithm in Theorem 3.8, indicating that a dramatic increase in space is
needed to bridge this approximation gap.
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Table 3 Comparison of space lower bounds for Max Unique Coverage in the data stream.
Note that the lower bound by Assadi [1] was shown for Max Coverage with constant k = 2, but it
is not difficult to adapt it for Max Unique Coverage because, in the hard instance constructed
for the lower bound, the unique coverage of any pair of sets behaves similarly to its coverage.

Reference Approx. Space LB

[1, Theorem 4] 1 − ε Ω
(
m/ε2)

[15, Theorem 16] 1/e Ω
(
m/k2)

Ours, Theorem 5.1 (1.5 + o(1))/(ln k − 1) Ω
(
m/k2)

1.2 Technical Overview

FPT Approximation Scheme. UniqueTopSets refines the technique used in the FPT-AS
for Max Unique Coverage in Theorem 12 of McGregor et al. [15], which is to construct
an approximate kernel by storing a number of the largest sets by individual size, and then
to find a subcollection of the kernel with maximum unique coverage by brute-force search.
Similar techniques have been used in FPT-AS approaches for Max Vertex Cover [14, 13]
and Max Coverage [21, 20, 15, 19]. Our novelty is providing a stronger analysis of the
approximation factor preserved by the kernel, allowing us to achieve a (1− ε)-approximation
while only increasing the kernel size by a logarithmic factor in k, r, or d.

Unique Coverage Algorithms. All of our unique coverage algorithms are combinatorial in
design. Our first two, UniqueGreedy and UniqueGreedyFreq, are novel algorithms
that each, in some sense, use a greedy approach, noting that UniqueGreedy is used as
subroutine of UniqueGreedyFreq. Our third algorithm, UniqueGreedySize, is easily
derived by combining UniqueGreedyFreq with the approach by Demaine et al. [9] for
sets with maximum cost d (maximum size in our case).

Streaming Lower Bound. Our streaming lower bound relies on a novel reduction from
k-player Set Disjointness in the one-way communication model to Max Unique Coverage
in the data stream. In the hard instance of Max Unique Coverage thus constructed,
either all collections of ℓ ≤ k sets have a unique coverage of ak2(1.5 + o(1)) w.h.p. or
there exists a single collection of k sets whose unique coverage is at least ak2(ln k − 1),
where a = Ω(k logm). By a standard argument, we show that distinguishing between these
instances of Max Unique Coverage with a streaming algorithm is as hard as solving Set
Disjointness, implying the required space lower bound.

1.3 Paper Structure

After preliminaries in Section 2, Section 3 presents our FPT-AS UniqueTopSets and a
polynomial-time algorithm, both applicable to the data stream. In Section 4, we present our
component algorithms for bounding the unique coverage ratio. In Section 5, we present a
space lower bound for achieving a (1.5 + o(1))/(ln k − 1)-approximation for Max Unique
Coverage. We conclude in Section 7. Claims whose proofs are found in the full version of
this paper are marked thus: (*).
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2 Preliminaries

Notation. For convenience, we hence let [n] denote the set of integers {1, 2, . . . , n}. Likewise,
U = [n] denotes a universe of n elements, while V denotes a collection of m subsets of U .

Given a collection C of sets, the unique cover of C is the subset of the universe covered
by exactly one set in C, formally, ψ̃(C) := (

⋃
S∈C S) \ (

⋃
S ̸=T∈C S ∩ T ), and the unique

coverage of C is |ψ̃(C)|. For convenience, the cover of C is the union of the sets in C, formally
ψ(C) :=

⋃
S∈C S, and the coverage of C is |ψ(C)|. Further, the non-unique cover of C is the

subset of the universe covered by at least two sets from C, formally ψ≥2(C) =
⋃
S ̸=T∈C S ∩ T

– or equivalently ψ≥2(C) = ψ(C) \ ψ̃(C) – and the non-unique coverage of C is |ψ≥2(C)|. The
maximum unique coverage of C is the largest unique coverage of a subcollection of C. The
unique coverage ratio of C is the ratio between its coverage and maximum unique coverage.
In other words, if Q is the subcollection of C that has maximum unique coverage, then the
unique coverage ratio of C is |ψ(C)|/|ψ̃(Q)|.

Given an element x ∈ U and a collection C of sets, the frequency of x in C is defined as
freqC(x) := |{S ∈ C : x ∈ S}|, i.e., the number of sets in C that contain x; and the maximum
frequency is defined as r := maxx∈U freqC(x). Also, the maximum set size is defined as
d := maxS∈C |S|. We often use r and d to refer to the maximum frequency and set size,
respectively, in C = V unless stated otherwise. Note that r ≤ |C| holds for every C. We let
Hz :=

∑z
t=1 1/t denote the zth harmonic number, a term that appears several times.

Formal Problem Definition. An instance of Max Unique Coverage consists of an element
universe U , a collection V of m subsets of U , and an integer k ∈ [m]; when the context
is clear, we represent an instance with just V for simplicity. The goal of Max Unique
Coverage is to return a subcollection B ⊆ V (more precisely, a collection of IDs of sets),
with |B| ≤ k, that maximizes |ψ̃(B)|. We let O denote an optimal solution to this Max
Unique Coverage problem, and OPT := |ψ̃(O)| as the maximum unique coverage.

Subsampling for the Data Stream Model. The universe subsampling technique has
been widely successful in the development of streaming algorithms for coverage problems
[10, 12, 3, 16]. In this work, we follow the approach of McGregor and Vu [16], and sample
the universe so that each set has size O(k logm/ε2). We assume that k ∈ o(mn), and also
that k is known prior to reading the stream. The main result is given in the following lemma,
with a proof sketch of the subsampling approach in Section 6.

▶ Lemma 2.1 (Subsampling Approach [15]). Let ε ∈ (0, 1) be the subsampling error parameter.
Given an instance of Max Unique Coverage and an α-approximation streaming algorithm,
we can run the algorithm on ⌈log2 n⌉ parallel subsampled instances and select one of them
such that the algorithm’s solution corresponds to a (α− 2ε)-approximation for the original
instance with probability 1 − 1/ poly(m). Moreover, if the streaming algorithm stores at
most s sets in every subsampled instance, then the total space complexity of the subsampling
approach is bounded by ⌈log2 n⌉ · s ·O

(
k logm log n/ε2).

3 Streaming FPT-AS and Polynomial-Time Algorithms

In Section 3.1, we prove a kernelization lemma. Then, we use it to obtain an FPT-AS and a
parameterized streaming algorithm in Section 3.2. Finally, we show how to use a bound on
the unique coverage ratio to obtain a polynomial-time streaming algorithm in Section 3.3.
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3.1 Kernelization Lemma
Our Kernelization Lemma below, as well as its proof, is a refinement of Lemma 11 by
McGregor et al. [15]. We first provide some intuition on why our kernel preserves a (1− ε)-
approximation for Max Unique Coverage.

Intuition of Kernelization Lemma. For convenience, let ε′ be an intermediate error para-
meter and define the kernel A as the collection of the ⌈kr/ε′⌉ largest sets in instance V by
individual size. Given the optimal solution for Max Unique Coverage, O, let Oin and Oout

be the collections of optimal sets found and not found in A respectively.
One main step in proving our Kernelization Lemma is showing that, in expectation,

a collection of |Oout| sets sampled without replacement from A, denoted by Z, can be
appended to Oin with little overlap in their unique covers. In particular, we can prove that
E[|ψ̃(Oin ∪ Z)|] ≥ (1− ε′)|ψ̃(O)| − ε′|ψ(O)|.

However, due to the ε′|ψ(O)| term, this is not enough to achieve the required approx-
imation factor. This term reflects the fact that, even if the unique cover of Oin has little
overlap with the unique cover of Z, the entire cover of Oin could be more extensive and,
thus, overlap significantly with the unique cover of Z. To address this, in Claim 3.4, we
show ϕ|ψ̃(O)| ≥ |ψ(O)|, where ϕ upper bounds the unique coverage ratio. Substituting
this into the lower bound for E[|ψ̃(Oin ∪ Z)|], and assigning ε′ = ε/(ϕ + 1), we obtain
E[|ψ̃(Oin∪Z)|] ≥ (1−ε)|ψ̃(O)|, implying the existence of a (1−ε)-approximate subcollection
of A. Lastly, the final kernel size of |A| = ⌈kr(ϕ+ 1)/ε⌉ follows from the assignment of ε′.

▶ Lemma 3.1 (Kernelization Lemma). Suppose that every collection of sets has unique
coverage ratio at most ϕ. Let V denote a collection of sets. Then, for every ε ∈ (0, 1), the
subcollection, A, of the ⌈kr(ϕ+ 1)/ε⌉-largest sets of V (by size) contains a subcollection of
at most k sets with unique coverage at least (1− ε)OPT.

Proof. Assume that |V| ≥ ⌈kr(ϕ+ 1)/ε⌉: otherwise, A would contain every set in V and so
would trivially have O as a subcollection. Let Oin = O ∩A and Oout = O \ A. Let Z be a
uniform random sample of |Oout| sets chosen from A without replacement. The main goal is
to prove Claim 3.5, below. Since Oin and Z are subsets of A, this implies the existence of
subcollection B ⊆ A as required by the lemma.

We start with the following lower bound on the expected unique coverage of Oin ∪ Z, as
shown in inequality (1) below. Then we lower bound each of the RHS terms separately and
simplify afterwards. By definition,

|ψ̃(Oin ∪ Z)| ≥ |ψ̃(Oin)|+ |ψ̃(Z)| − (|ψ̃(Oin) ∩ ψ(Z)|+ |ψ(Oin) ∩ ψ̃(Z)|) ,
hence, by linearity of expectation,

E[|ψ̃(Oin ∪ Z)|] ≥ |ψ̃(Oin)|+ E[|ψ̃(Z)|]− E[|ψ̃(Oin) ∩ ψ(Z)|]− E[|ψ(Oin) ∩ ψ̃(Z)|] . (1)

Define an intermediate error parameter, ε′ = ε/(ϕ + 1), meaning |A| = ⌈kr/ε′⌉. The
probability of a set S ∈ A being selected in Z is p := |Oout|/|A| ≤ k/(kr/ε′) = ε′/r. Now
Claim 3.2, below, is easily derived from the proof of Lemma 11 in by McGregor et al. [15].

▷ Claim 3.2. It holds that E[|ψ̃(Z)|] ≥ (1− ε′)|ψ̃(Oout)| .

Proof. Quantity |ψ̃(Z)| can be lower bounded by summing, over every S ∈ Z, the number of
elements in S not contained in any other T ∈ Z \ {S}. From there, we prove inequality (3.2),
below. We let [E ] denote the indicator variable for event E .
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|ψ̃(Z)| ≥
∑
S∈Z

|S| − ∑
T∈Z\{S}

|S ∩ T |

 , hence,

E[|ψ̃(Z)|]

≥ E

∑
S∈A

|S|[S ∈ Z]−
∑

T∈A\{S}

|S ∩ T |[S ∈ Z ∧ T ∈ Z]


≥
∑
S∈A

|S|p− ∑
T∈A\{S}

|S ∩ T |p2

 Pr[S ∈ Z ∧ T ∈ Z] ≤ p2

≥
∑
S∈A

(
|S|p− |S|p2(r − 1)

)
≥ p(1− pr)

∑
S∈A
|S|

each x ∈ S intersects
≤ r − 1 other sets

≥ p(1− ε′)
∑
S∈A
|S| p ≤ ε′

r

≥ p(1− ε′)|A|
∑
Y ∈Oout |Y |
|Oout|

for all S ∈ A and all
Y ∈ Oout : |S| ≥ |Y |

≥ p(1− ε′)|A| |ψ̃(Oout)|
|Oout|

subadditivity of ψ̃

= p(1− ε′) |ψ̃(Oout)|
p

= (1− ε′)|ψ̃(Oout)| . ◁

Claim 3.3 upper bounds the expected size of the overlap between ψ̃(Oin) and ψ(Z) and
the expected size of the overlap between ψ̃(Z) and ψ(Oin).

▷ Claim 3.3. E[|ψ̃(Oin) ∩ ψ(Z)|] ≤ ε′|ψ̃(Oin)| and E[|ψ(Oin) ∩ ψ̃(Z)|] ≤ ε′|ψ(Oin)|.

Proof. To prove the first inequality,

E[|ψ̃(Oin) ∩ ψ(Z)|] ≤
∑

x∈ψ̃(Oin)

∑
S∈A : x∈S

Pr[S ∈ Z] ≤
∑

x∈ψ̃(Oin)

rp ≤ ε′|ψ̃(Oin)| .

To prove the second inequality, it is clear that ψ̃(Z) ⊆ ψ(Z) for all Z, so we have E[|ψ(Oin)∩
ψ̃(Z)|] ≤ E[|ψ(Oin) ∩ ψ(Z)|]. Then substituting ψ(Oin) for ψ̃(Oin) in the argument for the
first inequality, we see that E[|ψ(Oin) ∩ ψ(Z)|] ≤ ε′|ψ(Oin)|. ◁

We now turn to a property of the optimal solution for Max Unique Coverage, O.

▷ Claim 3.4. ϕ|ψ̃(O)| ≥ |ψ(O)| .

Proof. Recall that we assumed that every collection of sets has unique coverage ratio at
most ϕ. In particular, O has a subcollection, Q, of at most k sets with ϕ|ψ̃(Q)| ≥ |ψ(O)|.
By optimality, O’s unique coverage is at least that of Q. Thus, we get the desired inequality.

◁

Starting from Ineq. (1), we can now lower bound E[|ψ̃(Oin ∪ Z)|], thus proving the lemma.

▷ Claim 3.5. We have the lower bound E[|ψ̃(Oin ∪ Z)|] ≥ (1− ε)|ψ̃(O)| .
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Proof.

E[|ψ̃(Oin ∪ Z)|]
≥ |ψ̃(Oin)|+ E[|ψ̃(Z)|]− E[|ψ̃(Oin) ∩ ψ(Z)|]− E[|ψ(Oin) ∩ ψ̃(Z)|] Ineq. (1)
≥ |ψ̃(Oin)|+ (1− ε′)|ψ̃(Oout)| − ε′|ψ̃(Oin)| − ε′|ψ(Oin)| Claims 3.2 and 3.3
= (1− ε′)

(
|ψ̃(Oin)|+ |ψ̃(Oout)|

)
− ε′|ψ(Oin)|

≥ (1− ε′)|ψ̃(O)| − ε′|ψ(Oin)| subadditivity of ψ̃
≥ (1− ε′)|ψ̃(O)| − ε′|ψ(O)| monotonicity of ψ
≥ (1− ε′)|ψ̃(O)| − ε′ϕ|ψ̃(O)| Claim 3.4
= (1− ε′ (1 + ϕ)) |ψ̃(O)|
= (1− ε)|ψ̃(O)| . ◁

◀

3.2 Applications of the Kernelization Lemma
We now apply the Kernelization Lemma to prove the following theorem.

▶ Theorem 3.6. Suppose that every collection of sets has unique coverage ratio at most ϕ.
Let V denote a collection of sets, k ≥ 2 denote the cardinality constraint, r ≥ 2 denote the
maximum frequency in V, and ε ∈ (0, 1) denote an error parameter. Then, there exists
1. an FPT-AS that finds a (1− ε)-approximation for Max Unique Coverage and has a

running time of (er(ϕ+ 1)/ε)k poly(m,n, 1/ε); and
2. a streaming algorithm that finds a (1− 3ε)-approximation for Max Unique Coverage

with probability 1− 1/ poly(m) and uses Õ(ϕk2r/ε3) space.

Our algorithm, UniqueTopSets, takes a collection of sets V with maximum frequency
r ≥ 2, a cardinality constraint k, and an error parameter ε ∈ (0, 1), and returns a (1− ε)-
approximation for Max Unique Coverage. It also takes parameter ϕ, an upper bound
on the unique coverage ratio of every subcollection. UniqueTopSets first finds A, the
⌈kr(ϕ+ 1)/ε⌉-largest sets S ∈ V by size |S|. Then, it brute-forces over A, i.e., it finds the
subcollection of A containing at most k sets and has the maximum unique coverage.

FPT-AS. Let us first see how UniqueTopSets has the properties of the FPT-AS claimed
in Theorem 3.6. The Kernelization Lemma (Lemma 3.1) immediately implies that the
solution returned by UniqueTopSets is a (1− ε)-approximation. The running time bound
follows by bounding the number of subcollections of A containing at most k sets.

▶ Lemma 3.7. UniqueTopSets has running time in (er(ϕ+ 1)/ε)k poly(m,n, 1/ε).

Proof. UniqueTopSets considers every possible collection of ℓ ∈ [k] sets from A and
outputs the one with the best unique coverage. Below, the second inequality holds since
replacing ℓ with k makes each binomial coefficient larger, as ℓ ≤ k ≤ kr/2 due to r ≥ 2;
the equality holds since

(
z+1
k

)
=
(
z
k

)
(z + 1)/(z + 1− k); and the final inequality holds since(

z
k

)
≤ (ez/k)k. Thus, the running time is bounded as follows.

k∑
ℓ=1

(
|A|
ℓ

)
poly(m,n) ≤ poly(m,n)

k∑
ℓ=1

(kr(ϕ+1)
ε + 1
ℓ

)
≤ poly(m,n)k

(kr(ϕ+1)
ε + 1
k

)

= poly(m,n, 1/ε)
(kr(ϕ+1)

ε

k

)
≤ poly(m,n, 1/ε)

(
er(ϕ+ 1)

ε

)k
. ◀
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Streaming Algorithm. UniqueTopSets can also be run on a data stream using the
subsampling approach from Lemma 2.1. UniqueTopSets returns a (1−ε)-approximation in
each subsampled instance by Lemma 3.1, implying a (1− 3ε)-approximation for the original
instance, V, with probability 1− 1/ poly(m). Further, it stores |A| ≤ ⌈kr(ϕ+ 1)/ε⌉ sets in
each subsampled instance, implying an overall space complexity of ⌈log2 n⌉ · |A| · Õ(k/ε2) =
Õ(ϕk2r/ε3).

3.3 Polynomial-Time Streaming Algorithm
Here we present a single-pass streaming algorithm that returns a (1/(2ϕ)− ε)-approximation
for Max Unique Coverage, given a bound on the unique coverage ratio, ϕ. We present
the algorithm in Theorem 3.8 below.

In the theorem statement, we assume we can use an offline polynomial-time algorithm,
Alg, that takes a collection C and returns a subcollection B ⊆ C such that |ψ̃(B)| ≥ |ψ(C)|/ϕ
for a ratio ϕ depending on |C| ≤ k, the maximum frequency r, and the maximum set size d.
Alg can be substituted with a procedure that runs all of our unique coverage algorithms
from Section 4 on C and returns the solution with the best unique coverage.

▶ Theorem 3.8. Let V denote a data stream of m sets, k ≥ 2 denote a cardinality constraint,
r ≥ 2 denote the maximum frequency in V, d ≥ 2 denote the maximum set size in V, and
ε ∈ (0, 1) denote an error parameter. Further, assume we have a polynomial-time algorithm
Alg with unique coverage ratio ϕ depending on k, r, and d. Then we can find a (1/(2ϕ)−3ε)-
approximation for Max Unique Coverage with probability 1− 1/ poly(m), using one pass,
Õ(k2/ε3) space, and in polynomial-time.

Proof. We use the subsampling approach from Lemma 2.1. In each subsampled instance, we
use an existing polynomial-time streaming algorithm [16] to find a (1/2− ε)-approximation,
C, for Max Coverage in one pass while storing Õ(k/ε) sets; the sets in C must be stored
explicitly so that we can run Alg on C. Running Alg on C returns a B ⊆ C that is
a (1/(2ϕ) − ε)-approximation for the subsampled instance of Max Unique Coverage.
This implies a (1/(2ϕ) − 3ε)-approximation for the original instance, V, with probability
1− 1/ poly(m). Further, explicitly storing Õ(k/ε) sets in each subsampled instance implies
an overall space complexity of ⌈log2 n⌉ · Õ(k/ε) · Õ(k/ε2) = Õ(k2/ε3). ◀

4 Algorithms for Bounding the Unique Coverage Ratio

We here present algorithms that run in polynomial time. Given a collection, C, each returns a
subcollection B ⊆ C such that B’s unique coverage is within a logarithmic ratio of C’s coverage.
We hence call this the unique coverage ratio of an algorithm. Our algorithms UniqueGreedy
(Section 4.1), UniqueGreedyFreq (Section 4.2), and UniqueGreedySize (Section 4.3)
have unique coverage ratios that are logarithmic in ℓ = |C|, r, and d, respectively.

4.1 UniqueGreedy
We present and analyze our algorithm UniqueGreedy, with pseudocode in Algorithm 1.
Its purpose is to take a collection C of ℓ sets and return a collection B ⊆ C whose unique
coverage is at least a 1/Hℓ factor of C’s coverage. We formally state this in Theorem 4.1.

UniqueGreedy Overview. UniqueGreedy first checks whether C’s unique coverage is at
least 1/Hℓ of its own coverage. If so, then it immediately returns C as the solution, which of
course occurs if ℓ = 1. If not, then the idea is to discard the set T ∈ C with the smallest
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contribution to C’s unique coverage. It follows that the total loss in coverage from C to
C \ {T} is only 1/ℓ of C’s unique coverage. Observe that T contributes at most 1/ℓ to C’s
unique coverage, and any elements in T that are also in C’s non-unique cover must remain
in C \ {T}’s cover. We then apply UniqueGreedy recursively, to C \ {T}. As we show in
Theorem 4.1, since the performance of UniqueGreedy relates unique coverage to coverage,
C \ {T} has sufficient coverage so that the recursive solution from UniqueGreedy(C \ {T})
has a unique coverage of at least 1/Hℓ of C’s coverage.

Algorithm 1 UniqueGreedy.

Input: C: collection of ℓ sets.
Output: B ⊆ C: subcollection satisfying |ψ̃(B)| ≥ |ψ(C)|/Hℓ.

1 if |ψ̃(C)| ≥ |ψ(C)|/Hℓ then
2 B ← C
3 else
4 T ← arg minS∈C |S ∩ ψ̃(C)|
5 B ← UniqueGreedy(C \ {T})
6 return B

▶ Theorem 4.1. Given a collection of ℓ sets, C, UniqueGreedy returns a collection B ⊆ C
satisfying

|ψ̃(B)| ≥ |ψ(C)|
Hℓ

. (2)

Proof. We prove Theorem 4.1 by induction on ℓ = |C|.

Base Case. If ℓ = 1, then |ψ̃(C)| = |ψ(C)| and B = C, so we are done.

Inductive Case. Consider the case ℓ ≥ 2, and assume that Theorem 4.1 holds for ℓ − 1.
Then one of two subcases must hold: (i) |ψ̃(C)| ≥ |ψ(C)|/Hℓ; or (ii) the negation, |ψ̃(C)| <
|ψ(C)|/Hℓ. In subcase (i), the Line 1 condition succeeds and UniqueGreedy returns the
subcollection B = C, which clearly satisfies Ineq. (2).

So, we focus on subcase (ii); since |ψ̃(C)| < |ψ(C)|/Hℓ, the Line 1 condition fails, thus
Line 5 assigns to B the solution from the recursive call on C \ {T}. Claim 4.3 lower bounds
the coverage of this subcollection, |ψ(C \ {T})|. Prior to that, we prove a handy claim.

▷ Claim 4.2. |ψ(C \ {T})| = |ψ≥2(C)|+ |ψ̃(C) \ T | .

Proof. Observe that ψ≥2(C) and ψ̃(C)\T are disjoint; so it suffices to show that ψ(C \{T}) =
ψ≥2(C) ∪ (ψ̃(C) \ T ). We first show that RHS is a subset of LHS. Each element covered at
least twice in C remains covered in C \ {T}; while each element uniquely covered in C that is
not in T remains covered in C \ {T}. Going the other way, consider an element that is in
neither ψ≥2(C) nor ψ̃(C) \T : then the only set it was in was T , and hence it is not in C \ {T}.

◁

▷ Claim 4.3. Subcollection C \ {T} satisfies

|ψ(C \ {T})| ≥
(

1− 1
ℓHℓ

)
|ψ(C)| .
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Proof. First, observe that the contribution of each S ∈ C to ψ̃(C), i.e., |S ∩ ψ̃(C)|, is disjoint
from the contributions of all other sets in C: each element in ψ̃(C) is covered by exactly one
set. Therefore, the set T = arg minS∈C |S ∩ ψ̃(C)| in Line 4 satisfies

|T ∩ ψ̃(C)| ≤ |ψ̃(C)|
ℓ

. (3)

With Claim 4.2, we now prove Claim 4.3.

|ψ(C \ {T})| = |ψ≥2(C)|+ |ψ̃(C) \ T |
= |ψ(C)| − |ψ̃(C)|+ |ψ̃(C)| − |T ∩ ψ̃(C)|
= |ψ(C)| − |T ∩ ψ̃(C)|

≥ |ψ(C)| − |ψ̃(C)|
ℓ

Ineq. (3)

> |ψ(C)| − |ψ(C)|
ℓHℓ

subcase (ii)

=
(

1− 1
ℓHℓ

)
|ψ(C)| . ◁

Recall that in subcase (ii), Line 5 assigns to B the solution from the recursive call
on C \ {T}. Since |C \ {T}| = ℓ − 1, we apply the inductive assumption to prove that B
satisfies Ineq. (2).

|ψ̃(B)| ≥ |ψ(C \ {T})|
Hℓ−1

inductive assumption

≥ 1
Hℓ−1

(
1− 1

ℓHℓ

)
|ψ(C)| Claim 4.3

= 1
Hℓ−1

ℓHℓ − 1
ℓHℓ

|ψ(C)|

= 1
Hℓ−1

Hℓ − 1
ℓ

Hℓ
|ψ(C)|

= |ψ(C)|
Hℓ

. Hℓ −
1
ℓ

= Hℓ−1, for ℓ ≥ 2

We have proven that B satisfies Ineq. (2) in the base case and the inductive case, proving
Theorem 4.1. ◀

4.2 UniqueGreedyFreq
In this section, we present and analyze our algorithm UniqueGreedyFreq, with pseudocode
in Algorithm 2. The purpose of this algorithm is to take a collection C with maximum
frequency r ≤ |C|, and an error parameter εr ∈ (0, 1), and return a collection B ⊆ C whose
unique coverage is at least a (1/H⌈r(r−1)/εr⌉ − εr) factor of C’s coverage. By an appropriate
choice of εr depending on r, this factor can be simplified to 1/(2 ln r + o(log r)).

UniqueGreedyFreq Overview. The idea of UniqueGreedyFreq is to group all of the
sets from C into ℓ̂ disjoint collections, G1, . . . ,Gℓ̂, so that the sets must be selected into the
solution B in these groups, i.e., for each i ∈ [ℓ̂], either all of the sets in Gi, or none of the sets
in Gi, must be selected into B. Then, letting Ĉ be the collection of the covers of G1, . . . ,Gℓ̂,
we can call UniqueGreedy on Ĉ to find a selection of these covers, namely B̂. The returned
solution, B, is constructed by merging each Gi whose cover was selected into B̂, which ensures
that the sets are selected in groups.
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It can be seen that, by calling UniqueGreedy on Ĉ and by Theorem 4.1, the unique
coverage of B̂ is at least 1/Hℓ̂ of Ĉ’s coverage, and therefore at least 1/Hℓ̂ of C’s coverage since
Ĉ and C have the same cover. The issue now is that sets from the same Gi can overlap after
being selected as a group into B, which would make B’s unique coverage smaller than B̂’s
unique coverage. This is addressed by setting the number of groups to be ℓ̂ = ⌈r(r − 1)/εr⌉,
and by the way UniqueGreedyFreq allocates the sets into these groups: it allocates each
S ∈ C to the group Gi whose unique coverage intersects the least with S. In this way, the
total unique coverage that is lost due to overlapping sets in the same Gi can be bounded
by εr|ψ(C)|. Thus, B’s unique coverage is at least (1/Hℓ̂ − εr) = (1/H⌈r(r−1)/εr⌉ − εr) of C’s
coverage. Details are given in the proof of Theorem 4.4.

Algorithm 2 UniqueGreedyFreq.

Input: C: collection with maximum frequency r ≥ 2, εr ∈ (0, 1): error parameter.
Output: B ⊆ C: collection satisfying |ψ̃(B)| ≥

(
1/H⌈r(r−1)/εr⌉ − εr

)
|ψ(C)|.

1 ℓ̂← ⌈r(r − 1)/εr⌉
2 for i ∈ [ℓ̂] do // Initialize empty groups
3 Gi ← ∅
4 for S ∈ C do // Allocate sets to groups
5 i← arg minj∈[ℓ̂] |ψ̃(Gj) ∩ S|
6 Gi ← Gi ∪ {S}
7 Ĉ ← {ψ(G1), . . . , ψ(Gℓ̂)} // Define collection of groups’ covers
8 B̂ ← UniqueGreedy(Ĉ)
9 B ← ∅

10 for ψ(Gi) ∈ B̂ do // Construct returned solution
11 B ← B ∪ Gi
12 return B

▶ Theorem 4.4. Given C with maximum frequency r ≥ 2, and error parameter εr ∈ (0, 1),
algorithm UniqueGreedyFreq returns a collection B ⊆ C satisfying

|ψ̃(B)| ≥
(

1
H⌈r(r−1)/εr⌉

− εr
)
|ψ(C)| . (4)

Moreover, setting εr = (9.27 ln r)−1(2 ln r + 2 ln ln r + 5.61)−1, we obtain

|ψ̃(B)| ≥
(

1− 1/(9.27 ln r)
2 ln r + 2 ln ln r + 5.61

)
|ψ(C)| ≥ 1

2 ln r + o(log r) |ψ(C)| . (5)

Proof. We first prove Ineq. (4), starting with the following claim.

▷ Claim 4.5. ψ̃(B) = ψ̃(B̂) \
⋃
i : ψ(Gi)∈B̂ ψ≥2(Gi).

Proof. Consider an element x that is in exactly one set in B. This means that x is in exactly
one set from exactly one group, say Gy, chosen in B. Focusing on B̂, element x is clearly
in ψ(Gy) only, but might occur more than once in Gy. Excluding elements that are in ψ≥2(Gi)
for every i, we thus have the claim statement. ◁

With Claim 4.5, we prove Claim 4.6.

▷ Claim 4.6. The solution B satisfies |ψ̃(B)| ≥ |ψ̃(B̂)| − εr|ψ(C)|.
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Proof. Given Claim 4.5, B satisfies Ineq. (6),

|ψ̃(B)| ≥ |ψ̃(B̂)| −
∑

i : ψ(Gi)∈B̂

|ψ≥2(Gi)|

≥ |ψ̃(B̂)| −
∑
i∈[ℓ̂]

|ψ≥2(Gi)| . (6)

We upper bound
∑
i∈[ℓ̂] |ψ≥2(Gi)| in Ineq. (6). Let St be the tth set allocated in the Line 4

loop, let Gi,0 = ∅, and let Gi,t be the subcollection Gi just after allocating St.
Upon inserting St into Gi, every element in ψ̃(Gi,t−1) that becomes non-uniquely covered is

accounted for by ψ̃(Gi,t−1)∩St. So it holds that |ψ≥2(Gi,t)|− |ψ≥2(Gi,t−1)| = |ψ̃(Gi,t−1)∩St|.
Thus, |ψ≥2(Gi)| can be expressed by Equation (7) below, observing that for St the relevant
difference term is zero.

|ψ≥2(Gi)| =
∑
St∈Gi

(|ψ≥2(Gi,t)| − |ψ≥2(Gi,t−1)|) telescoping series

=
∑
St∈Gi

|ψ̃(Gi,t−1) ∩ St| . (7)

For each i ∈ [ℓ̂] and each St ∈ Gi, we want to show an upper bound of |ψ̃(Gi,t−1) ∩ St| ≤
(r − 1)|St|/ℓ̂. To see this, since the maximum frequency is r, each element x ∈ St is covered
by at most r − 1 other sets, each possibly in a different group. Therefore, we have that∑

j∈[ℓ̂]

|ψ̃(Gj,t−1) ∩ {x}| ≤ r − 1 ,

∑
x∈St

∑
j∈[ℓ̂]

|ψ̃(Gj,t−1) ∩ {x}| ≤
∑
x∈St

(r − 1) ,

∑
j∈[ℓ̂]

|ψ̃(Gj,t−1) ∩ St| ≤ (r − 1)|St| .

Recall that St was allocated to the group Gi = arg minj∈[ℓ̂] |ψ̃(Gj,t−1) ∩ St| in Lines 5–6.
Therefore, by averaging on the above inequality, we have that for each i ∈ [ℓ̂] and each St
that ends up in Gi,

|ψ̃(Gi,t−1) ∩ St| ≤
r − 1
ℓ̂
|St| . (8)

Now we upper bound
∑
i∈[ℓ̂] |ψ≥2(Gi)|.∑

i∈[ℓ̂]

|ψ≥2(Gi)| =
∑
i∈[ℓ̂]

∑
St∈Gi

|ψ̃(Gi,t−1) ∩ St| Equation (7)

≤ r − 1
ℓ̂

∑
i∈[ℓ̂]

∑
St∈Gi

|St| Ineq. (8)

= r − 1
ℓ̂

∑
S∈C
|S| G1, . . . ,Gℓ̂ partitions C

≤ r − 1
ℓ̂

r|ψ(C)| for all x ∈ ψ(C) : freqC(x) ≤ r

= r(r − 1)
⌈r(r − 1)/εr⌉

|ψ(C)| value of ℓ̂ (Line 1)
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≤ r(r − 1)
r(r − 1)/εr

|ψ(C)|

≤ εr|ψ(C)| .

Applying the above upper bound to Ineq. (6) completes the proof of the claim. ◁

To prove Ineq. (4), it remains to lower bound |ψ̃(B̂)|, in the inequality of Claim 4.6, in
terms of |ψ(C)|. Below, |ψ(Ĉ)| = |ψ(C)| holds since every S ∈ C is allocated to some Gi ∈ Ĉ.

|ψ̃(B)| ≥ |ψ̃(B̂)| − εr|ψ(C)| Claim 4.6

≥ |ψ(Ĉ)|
Hℓ̂

− εr|ψ(C)| Line 8 and Theorem 4.1

= |ψ(Ĉ)|
H⌈r(r−1)/εr⌉

− εr|ψ(C)| value of ℓ̂ (Line 1)

= |ψ(C)|
H⌈r(r−1)/εr⌉

− εr|ψ(C)| |ψ(Ĉ)| = |ψ(C)|

=
(

1
H⌈r(r−1)/εr⌉

− εr
)
|ψ(C)| .

Ineq. (5). It remains to show that there exists a choice of εr that implies Ineq. (5).

▷ Claim 4.7 (*). Setting εr = (9.27 ln r)−1(2 ln r + 2 ln ln r + 5.61)−1 implies Ineq. (5).

This completes the proof of Theorem 4.4. ◀

4.3 UniqueGreedySize
In this section, we present UniqueGreedySize, with pseudocode in Algorithm 3, derived
by combining UniqueGreedyFreq with the approach in Theorem 4.2 of Demaine et al. [9].
The purpose of this algorithm is to take a collection, C, with maximum set size d, an error
parameter, εd ∈ (0, 1), and another error parameter, ε̂d ∈ (0, 1), and return a B ⊆ C whose
unique coverage is at least a logarithmic factor of C’s coverage, where the factor depends
on d, εd, and ε̂d. We state this formally in Theorem 4.8 and give the proof for completeness;
in fact, our proof slightly generalizes the proof of Theorem 4.2 of Demaine et al. [9], by
allowing an arbitrary εd rather than fixing εd = 1/2.

UniqueGreedySize Overview. UniqueGreedySize first modifies C into a “minimal” col-
lection by discarding each set T that uniquely covers no element. Then it checks if C’s
size is at least an εd factor of its own coverage. If so, then it assigns C to the solution
B. Otherwise, it constructs a sub-instance on those elements of frequency at most d and
calls UniqueGreedyFreq on the sub-instance with error ε̂d to get B̂. Returned solution B
comprises each set S ∈ C whose intersection with Û was selected into B̂.

▶ Theorem 4.8. Let C denote a collection of sets, d denote the maximum size of a set in C,
εd ∈ (0, 1) denote an error parameter, and ε̂d ∈ (0, 1) denote an error parameter passed to
UniqueGreedyFreq. Then UniqueGreedySize returns a collection B ⊆ C satisfying

|ψ̃(B)| ≥ min(εd, (1− εd)β(d, ε̂d))|ψ(C)| , (9)
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Algorithm 3 UniqueGreedySize.

Input: C: collection with maximum set size d, εd ∈ (0, 1): error parameter,
ε̂d ∈ (0, 1): error parameter used in UniqueGreedyFreq.

Output: B ⊆ C: subcollection satisfying |ψ̃(B)| ≥ min(εd, (1− εd)β(d, ε̂d))|ψ(C)|
where β(d, ε̂d) = 1/H⌈d(d−1)/ε̂d⌉ − ε̂d.

1 while T ← arg minS∈C |S ∩ ψ̃(C)| satisfies |T ∩ ψ̃(C)| = 0 do // Make C minimal
2 C ← C \ {T}
3 if |C| ≥ εd|ψ(C)| then
4 B ← C
5 else // Define instance on elements with freq.≤ d
6 Û ← {x ∈ ψ(C) : freqC(x) ≤ d}
7 Ĉ ← {S ∩ Û : S ∈ C}
8 B̂ ← UniqueGreedyFreq(Ĉ, ε̂d)
9 B ← ∅

10 for S ∩ Û ∈ B̂ do // Construct returned solution
11 B ← B ∪ {S}
12 return B

where β(d, ε̂d) = 1/(H⌈d(d−1)/ε̂d⌉)− ε̂d denotes the unique coverage ratio of UniqueGreedy-
Freq. Moreover, by assigning εd = (1/β(d, ε̂d)+1)−1, ε̂d = (c1 ln d)−1(2 ln d+2 ln ln d+c2)−1,
and appropriate constants to c1 and c2, we derive from Ineq. (9) the simpler inequality below.

|ψ̃(B)| ≥ 1
2 ln d+ o(log d) |ψ(C)| . (10)

Proof. We begin by proving Ineq. (9). Discarding sets from C that uniquely cover no elements,
as in Lines 1–2, does not affect ψ(C). So assume that C is minimal, i.e., every S ∈ C uniquely
covers at least one element. This means that |ψ̃(C)| ≥ |C|.

Now one of two cases must hold: (i) |C| ≥ εd|ψ(C)|; or (ii) |C| < εd|ψ(C)|. The final ratio
in Ineq. (9) is the minimum ratio achieved out of these two cases.

In case (i), UniqueGreedySize returns the solution B = C, by the success of the
condition in Line 3. Further, |ψ̃(B)| = |ψ̃(C)| ≥ |C| ≥ εd|ψ(C)| holds by the minimality of C.
Thus, B satisfies Ineq. (9) in case (i).

In case (ii), we show that the set Û of elements x ∈ ψ(C) with freqC(x) ≤ d, as in Line 6,
satisfies |Û | ≥ (1− εd)|ψ(C)|. We have

|U \ Û | < 1
d

∑
S∈C
|S| for all x ∈ U \ Û : freqC(x) > d

≤ |C| max. set size is d
< εd|ψ(C)| , case (ii)

|Û | > (1− εd)|ψ(C)| .

By the Line 7 definition, ψ(Ĉ) = Û , so |ψ(Ĉ)| ≥ (1 − εd)|ψ(C)|. Therefore, calling
UniqueGreedyFreq on Ĉ with maximum frequency d and error ε̂d, as in Line 8, gives
a collection B̂ satisfying |ψ̃(B̂)| ≥ β(d, ε̂d)|ψ(Ĉ)| ≥ β(d, ε̂d)(1 − εd)|ψ(C)|. Likewise, by
definition, in Lines 9–11, |ψ̃(B)| ≥ |ψ̃(B̂)|. Thus, B satisfies Ineq. (9) in case (2), proving
Theorem 4.8.
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Ineq. (10). We first maximize min(εd, (1− εd)β(d, ε̂d)) with respect to εd by setting the
two arguments as equal; this makes the RHS of Ineq. (9) equal to εd = (1/β(d, ε̂d) + 1)−1.
Then, by assigning ε̂d = (c1 ln d)−1(2 ln d+ 2 ln ln d+ c2)−1 and appropriate constants to c1
and c2, UniqueGreedyFreq’s unique coverage ratio satisfies β(d, ε̂d) ≥ 1/(2 ln d+ o(log d))
as in Theorem 4.4. Further substituting this into the RHS of Ineq. (9) proves Ineq. (10).
This completes the proof of Theorem 4.8. ◀

5 Space Lower Bound for a (1.5 + o(1))/(ln k − 1)-Approximation

In this section, we prove the following theorem:

▶ Theorem 5.1. Let e2.5 ≤ k ≤ m, a = k lnm+ ln(k/0.05), and assume the universe size to
be n = k(k − 1)

∑k
t=1 ⌈a/t⌉. Then every constant-pass randomized streaming algorithm for

Max Unique Coverage that, with probability at least 0.95, has an approximation factor of
(3/2 + 3/

√
2k)/(Hk − 1), requires Ω(m/k2) space.

5.1 High-Level Ideas of the Reduction
Similar to other approaches [16, 15], we prove our space lower bound by reducing the
problem of k-player Set Disjointness (with the unique intersection promise) in the one-way
communication model, denoted by Disj, to Max Unique Coverage in the stream model.

Set Disjointness in the One-Way Communication Model. In the one-way communication
model, players must take turns in some fixed order to send a message to the player next in
order, i.e., the jth player can only send a message to the (j + 1)th player. There can be p ≥ 1
rounds of communication, where a single round is completed once every player has taken
their turn. The last player can send a message back to the 1st player at the end of a round if
there is a next round.

In an instance of Disj, each player j ∈ [k] is given a set of integers Dj ⊆ [m]. Moreover,
it is promised that only two kinds of instances can occur:

NO instance. All sets Dj are pairwise disjoint.
YES instance. There is a unique integer i∗ ∈ [m] such that, for all j ∈ [k], i∗ ∈ Dj .

The goal then is for the kth player (in the final round) to correctly answer, with probability
at least 0.9, whether the given sets form a YES or NO instance.

The communication complexity of Disj in the p-round one-way communication model is
Ω(m/k), even for randomized protocols and even when the players can use public random-
ness [5]. Thus, as there are ≤ pk messages, every (randomized) protocol for Disj must have
at least one message of size Ω(m/(pk2)) in the worst case.

Reduction Overview. Given an instance of Disj, the main goal of the reduction, with
parameter a, is for the players to construct an instance of Max Unique Coverage in a
stream such that if they were given a NO instance of Disj, the optimal unique coverage is less
than ak2(1.5+o(1)) (with high probability); whereas if the players were given a YES instance
of Disj, the optimal unique coverage is at least ak2(Hk−1). The ratio of these optimal unique
coverages is less than (1.5 + o(1))/(Hk − 1), so the players can use a (1.5 + o(1))/(Hk − 1)-
approximation streaming algorithm on the Max Unique Coverage instance to distinguish
between a NO and YES instance. By a standard argument, this implies a protocol for Disj
which involves each player sending the memory of the streaming algorithm in a message to
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the next player. A constant-pass O(s)-space streaming algorithm implies a protocol with a
maximum message size of O(s) in constant rounds of communication where each pass of the
streaming algorithm takes one round. Thus, a (1.5 +o(1))/(Hk−1)-approximation streaming
algorithm for Max Unique Coverage requires Ω(m/k2) space.

Intuition of Max Unique Coverage Construction. Here, we give the intuition for construct-
ing the streaming instance of Max Unique Coverage that achieves the optimal unique
coverages above, with details in the proof of Theorem 5.1.

Let the universe of the Max Unique Coverage instance be U = U1 ∪ · · · ∪ Uk, where
U1, . . . , Uk are k disjoint sub-universes such that |Ut| = k(k− 1)⌈a/t⌉ (for a sufficiently large
a as in Theorem 5.1). Then, for each i ∈ [m], each player j constructs Sij ⊆ U such that
Si1, . . . , S

i
k satisfy the following properties:

1. Each set Sij covers t/k proportion of Ut for all t.
2. For each t ∈ [k], the sets Si1, . . . , Sik partition a proportion, qt ∈ [0, 1], of Ut while having a

common intersection in the remaining (1− qt) proportion of Ut. I.e., sets with identical i
form a “sunflower”, with their overlap concentrated in the sunflower’s “kernel”.

3. The choice of elements to be covered by Sij are independent and uniform random with
respect to i ∈ [m].

The above construction ensures that (with high probability) every collection of ℓ ∈ [k]
sets, Si1j1

, . . . , Siℓjℓ
, with distinct i1, . . . , iℓ has a unique coverage less than ak2(1.5+o(1)) (with

high probability); whereas a collection of ℓ = k sets with identical i1, . . . , iℓ has a unique
coverage of at least ak2(Hk − 1). Observe that k ≥ e2.5 ensures that Hk − 1 > 1.5 + o(1).

Finally, to construct the streaming instance of Max Unique Coverage, each player j
inserts Sij into the stream iff i ∈ Dj . This means that, given a NO instance, every set Sij in
the stream has a distinct i; whereas given a YES instance, there exists a collection of ℓ = k

sets in the stream all indexed by i∗, the unique integer contained in all D1, . . . , Dk. This
results in the optimal unique coverages for the NO and YES instances as required.

5.2 Proof of Theorem 5.1
We show a reduction from Disj to Max Unique Coverage. Assume without loss of
generality that the sets Dj are padded so that |D1∪ · · ·∪Dk| ≥ m/4 ≥ m/k2 holds for k ≥ 2.

Construction of Max Unique Coverage Instance. First, the players define the Max
Unique Coverage universe as U = U1 ∪ · · · ∪ Uk, where U1, . . . , Uk are k disjoint sub-
universes such that |Ut| = k(k−1)⌈a/t⌉. Observe that, as per the assumption in Theorem 5.1,
we have n = |U | =

∑k
t=1 |Ut| = k(k − 1)

∑k
t=1 ⌈a/t⌉.

The players now construct the Max Unique Coverage sets so that they satisfy the
properties given in the overview. For each i ∈ [m] and t ∈ [k], the players define Ũ it ⊆ Ut as
an independent and uniformly chosen random subset of size qt = (k − t)/(k − 1) proportion
of Ut; they then independently and uniformly-at-random partition Ũ it into k equally sized
sets, P it,1, . . . , P it,k; the players agree on all of these choices using public randomness. For
example, the players obtain a common random permutation of Ut and pick the corresponding
parts in order. Note that Ũ it can be divided into k equal sets since |Ũ it |/k is an integer, viz.

|Ũ it |
k

= qt|Ut|
k

= (k − t)k(k − 1)
k(k − 1)

⌈a
t

⌉
= (k − t)

⌈a
t

⌉
.
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Then, for each i ∈ [m], each player j defines their set Sij such that, for each t ∈ [k], it covers
the jth set in the partition of Ũ it , namely P it,j ; and it covers all of Ut \ Ũ it . More precisely,

Sij =
k⋃
t=1

[
P it,j ∪ (Ut \ Ũ it )

]
.

Observe Claim 5.2, which we use in Claim 5.4 later.

▷ Claim 5.2. For each i ∈ [m], j ∈ [k], and t ∈ [k], Sij covers t/k proportion of Ut.

Proof. The proportion of Ut that Sij covers is |Sij ∩Ut|/|Ut|, which we prove to be t/k below.

|Sij ∩ Ut|
|Ut|

=
|P it,j |
|Ut|

+ |Ut \ Ũ
i
t |

|Ut|
= |Ũ it |
k|Ut|

+ |Ut \ Ũ
i
t |

|Ut|
= qt
k

+ 1− qt

= k − t
k(k − 1) + 1− k − t

k − 1 = k − t
k(k − 1) + t− 1

k − 1

= k − t+ kt− k
k(k − 1) = kt− t

k(k − 1) = t(k − 1)
k(k − 1) = t

k
. ◁

To complete the construction, each player j inserts set Sij into the stream iff i ∈ Dj .
There are Θ(m) sets inserted into the stream since m/4 ≤ |D1 ∪ · · · ∪Dk| ≤ m.

Upper Bound on Optimal Unique Coverage in a NO Instance. Next, we prove Lemma 5.3,
which implies the required upper bound on the optimal unique coverage in a NO instance.
We say that a collection Ldi = {Si1j1

, . . . , Siℓjℓ
} with distinct i1, . . . , iℓ is a player-distinct

collection; we also say that Ldi is feasible if it contains at most k sets. Note that in the Max
Unique Coverage instance generated from a NO instance of Disj, every feasible solution
is a player-distinct collection. Thus, it suffices to upper bound the unique coverage of every
feasible player-distinct collection.

▶ Lemma 5.3. With probability at least 0.95, every feasible player-distinct collection Ldi
satisfies |ψ̃(Ldi)| < ak2(3/2 + 3/

√
2k).

Proof. First, we upper bound E[|ψ̃(Ldi)∩Ut|] for every feasible player-distinct collection, Ldi,
and for every sub-universe Ut (Claim 5.4), then we use Hoeffding’s inequality to prove an
upper bound on |ψ̃(Ldi) ∩ Ut| that with high probability, holds simultaneously for every Ldi
and Ut (Claim 5.5). Summing the bound in Claim 5.5 over all k sub-universes suffices.

For a feasible player-distinct collection Ldi, let Xx,Ldi be the random variable such that
Xx,Ldi = 1 if element x ∈ ψ̃(Ldi), and Xx,Ldi = 0 otherwise. This means that for each
sub-universe Ut, we have

|ψ̃(Ldi) ∩ Ut| =
∑
x∈Ut

Xx,Ldi ; and so |ψ̃(Ldi)| =
k∑
t=1

∑
x∈Ut

Xx,Ldi . (11)

▷ Claim 5.4 (*). For each feasible player-distinct Ldi of ℓ ∈ [k] sets and each sub-universe
Ut, it holds that E

[
|ψ̃(Ldi) ∩ Ut|

]
≤ k(a+ t)ℓ (1− t/k)ℓ−1.

▷ Claim 5.5 (*). With probability at least 0.95, for every feasible player-distinct Ldi of
ℓ ∈ [k] sets and every sub-universe Ut, it holds that

|ψ̃(Ldi) ∩ Ut| < k(a+ t)ℓ
(

1− t

k

)ℓ−1
+ k(a+ t)

(2t)1/2 .
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Finally, summing the inequality of Claim 5.5 over the k sub-universes gives an upper
bound on |ψ̃(Ldi)| that holds simultaneously for every feasible player-distinct collection Ldi
with high probability. We finalize the proof of Lemma 5.3 in Claim 5.6.

▷ Claim 5.6 (*). With probability at least 0.95, |ψ̃(Ldi)| < ak2
(

3/2 + 3/
√

2k
)

. ◀

Lower Bound on Optimal Unique Coverage in a YES Instance. Lemma 5.7 supports the
required lower bound on the optimal unique coverage in a YES instance.

▶ Lemma 5.7. For all i, collection Lid = {Si1, . . . , Sik} satisfies |ψ̃(Lid)| ≥ ak2(Hk − 1).

Proof. For each t ∈ [k], Lid uniquely covers |Ũ it | by construction. Below, the inequality
holds since |Ut| = k(k − 1)⌈a/t⌉ ≥ ak(k − 1)/t.

|ψ̃(Lid)| =
k∑
t=1
|Ũ it | =

k∑
t=1

qt|Ut| ≥
k∑
t=1

k − t
k − 1

ak(k − 1)
t

=
k∑
t=1

k − t
t

ak

= ak
k∑
t=1

(
k

t
− 1
)

= ak

(
k

k∑
t=1

1
t
− k

)
= ak2 (Hk − 1) . ◀

To conclude, when the players reduce from a NO instance of Disj, with probability at
least 0.95, the optimal unique coverage is less than ak2(3/2 + 3/

√
2k), since the streamed

sets are player distinct and by Lemma 5.3; whereas when they reduce from a YES instance,
the optimal unique coverage is at least ak2(Hk − 1) since the sets Si∗1 , . . . , S

i∗

k are in the
stream and by Lemma 5.7. The required optimal unique coverage in a NO instance fails with
probability at most 0.05. Let α = (3/2 + 3/

√
2k)/(Hk − 1). Given a randomized O(s)-space

α-approximation streaming algorithm with failure probability at most 0.05, the players can
run this algorithm on the Max Unique Coverage instance to distinguish between a NO
or YES instance with failure probability at most 0.1. This implies a protocol for Disj with
maximum message size O(s). Thus, a constant-pass randomized α-approximation streaming
algorithm with success probability at least 0.95 requires Ω(m/k2) space.

6 Subsampling for the Data Stream

Here we outline the subsampling approach from [15]. Given a data stream instance of Max
Unique Coverage, it is possible to construct a number of subsampled instances by sampling
the universe U at varying rates. By running an algorithm on these subsampled instances in
parallel, we lose only a small error in approximation w.h.p. while only needing to store sets
of size O(k logm/ε2). We summarize the overall approach in Lemma 2.1 and give a proof
sketch.

Proof Sketch of Lemma 2.1. Given an instance of Max Unique Coverage with universe
U and collection o sets V, let v be a guess of the optimal solution value; each subsampled
instance corresponds to some value of v (we calculate these guesses shortly). Let h : U →
{0, 1} be a hash function that is Ω(k logm/ε2)-wise independent such that

Pr[h(x) = 1] = p = ck logm
ε2v

,

where c is a sufficiently large constant. Let U ′ = {x ∈ U : h(x) = 1} be the subsampled
universe, S′ = S ∩ U ′, V ′ = {S′ : S ∈ V} be the subsampled subsets, and OPT′ be the
optimal unique coverage in the subsampled instance. Further, let B′ be a solution from V ′
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and B be the corresponding solution from the original collection V . Then Lemma 6.1 below
(a restatement of [15, Lemma 23]) shows that, in a subsampled instance where v ≤ OPT,
w.h.p., the loss in approximation is at most 2ε.

▶ Lemma 6.1 ([15], Lemma 23). If v ≤ OPT, then with probability at least 1− 1/ poly(m),
we have that

(1 + ε)pOPT ≥ OPT′ ≥ (1− ε)pOPT .

Furthermore, for some α ∈ (0, 1), if B′ ⊆ V ′ satisfies |ψ̃(B′)| ≥ α(1 − ε)pOPT, then
|ψ̃(B)| ≥ (α− 2ε)OPT.

We guess v = 2i for each i ∈ [⌈log2 n⌉] and construct a subsampled instance for each v in
parallel. Then, in the particular subsampled instance where OPT/2 ≤ v ≤ OPT, Lemma 6.1
implies the following upper bound on every set size |S′| with probability 1− 1/ poly(m).

|S′| ≤ OPT′ ≤ (1+ε)pOPT = (1+ε)ck logm
ε2v

OPT ≤ (1+ε)2ck logm
ε2 = O

(
k logm
ε2

)
.

To ensure that we only ever store sets of size O(k logm/ε2), we terminate every subsampled
instance that contains a set S′ with |S′| > (2ck logm/ε2)(1 + ε). W.h.p., this does not
terminate the subsampled instance where OPT/2 ≤ v ≤ OPT by the above upper bound on
|S′| for every S′ in this particular instance.

This means that, out of the nonterminated subsampled instances, we should select the one
with the smallest v and return the corresponding solution, giving an (α− 2ε)-approximation
for the original instance w.h.p. (this works even if the smallest nonterminated guess satisfies
v < OPT/2 since Lemma 6.1 holds for all v ≤ OPT).

The overall space complexity, ⌈log2 n⌉ · s ·O(k logm log n/ε2), follows from the number
of guesses of v and, for each guess, the algorithm storing at most s sets of size O(k logm/ε2)
and using O(log n) bits to store each element. ◀

7 Conclusions

We are pleased to present a suite of algorithms, and a streaming lower bound, for Max
Unique Coverage. The component algorithms that build a solution to Max Unique
Coverage from a solution to Max Coverage serve to support a fixed-parameter tractable
approximation scheme (FPT-AS). The lower bound shows that Ω(m/k2) space is required
even to get within a (1.5 + o(1))/(ln k − 1) factor of optimal.

A plasuible future direction would be to reduce, or indeed eliminate, the role of the upper
bound on the unique coverage ratio, ϕ, in the kernel size in a FPT-AS. This would match
the kernel size used in existing FPT-ASs for Max Coverage, but may not be possible due
to the inherent hardness of Max Unique Coverage. Another direction would be proving a
streaming lower bound with a tighter approximation threshold. This may require a reduction
from a different communication problem, rather than the renowned k-player Set Disjointess.
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Abstract
Estimating the size of the union of a stream of sets S1, S2, . . . , SM where each set is a subset of a
known universe Ω is a fundamental problem in data streaming. This problem naturally generalizes
the well-studied F0 estimation problem in the streaming literature, where each set contains a
single element from the universe. We consider the general case when the sets Si can be succinctly
represented and allow efficient membership, cardinality, and sampling queries (called a Delphic
family of sets). A notable example in this framework is the Klee’s Measure Problem (KMP), where
every set Si is an axis-parallel rectangle in d-dimensional spaces (Ω “ r∆s

d where r∆s :“ t1, . . . , ∆u

and ∆ P N). Recently, Meel, Chakraborty, and Vinodchandran (PODS-21, PODS-22) designed a
streaming algorithm for pϵ, δq-estimation of the size of the union of set streams over Delphic family
with space and update time complexity O

´

log3 |Ω|

ε2 ¨ log 1
δ

¯

and rO
´

log4 |Ω|

ε2 ¨ log 1
δ

¯

, respectively.
This work presents a new, sampling-based algorithm for estimating the size of the union of

Delphic sets that has space and update time complexity rO
´

log2 |Ω|

ε2 ¨ log 1
δ

¯

. This improves the space
complexity bound by a log |Ω| factor and update time complexity bound by a log2

|Ω| factor.
A critical question is whether quadratic dependence of log |Ω| on space and update time com-

plexities is necessary. Specifically, can we design a streaming algorithm for estimating the size of
the union of sets over Delphic family with space and complexity linear in log |Ω| and update time
polyplog |Ω|q? While this appears technically challenging, we show that establishing a lower bound
of ωplog |Ω|q with polyplog |Ω|q update time is beyond the reach of current techniques. Specifically,
we show that under certain hard-to-prove computational complexity hypothesis, there is a streaming
algorithm for the problem with optimal space complexity Oplog |Ω|q and update time polyplogp|Ω|qq.
Thus, establishing a space lower bound of ωplog |Ω|q will lead to break-through complexity class
separation results.
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1 Introduction

The past three decades bear witness to significant developments in the field of data streaming.
The widespread adoption of computing systems has led to the era of big data, wherein the
ubiquity of sensors has allowed the collection of a large amount of data. Consequently, the
data streaming model and the design of algorithms that balance time and space efficiency in
this model are of significant interest to theoreticians and practitioners alike.

In this paper, we focus on one of the fundamental problems in data streaming: Given
a stream of sets S1, S2, . . . SM where each Si is a subset of a universe Ω, output an pε, δq-
estimate (see the Definition 5) of the size of the union of the sets, that is, |

Ť

i Si|. Note that
when sets are singletons, the problem boils down to the estimation of the zeroth frequency
moment (F0) of the stream of items and is well-studied in streaming literature. In particular, a
long line of work culminated in the development of algorithms for F0-estimation with optimal
space complexity Oplog |Ω| ` 1

ε2 q and Op1q update time complexity [16] (for a constant error
probability δ). In this work, we will focus on the Delphic family of sets which is a general
framework for computational problems over abstract sets.

▶ Definition 1 (Delphic family). Let Ω be a discrete universe. A set S Ď Ω belongs to a
Delphic family1 if the following queries can be done in Oplog |Ω|q time: (1) Membership:
Given any x P Ω check if x P S, (2) Cardinality: Determine the size of S, that is |S|, (3)
Sampling: Draw a uniform random sample from S.

The notion of the Delphic family is general enough to capture several well-known problems,
such as Klee’s Measure Problem (KMP) [23, 25], test coverage estimation, and DNF counting.
For example, the streaming version of Klee’s Measure Problem (KMP) refers to the case
where the sets in a stream are represented by an axis-parallel rectangle in r∆sd where ∆
is a natural number. KMP is a naturally occurring and fundamental topic that has been
extensively researched in computational geometry [4, 6, 8, 10, 9, 12, 14, 17, 21]. While
Delphic Sets was coined in [19], the notion has been implicit in prior work stretching to the
early 1980’s. We are interested in designing streaming algorithms for estimating the size of
the union of sets over a Delphic family. We also call this problem F0 estimation problem
over Delphic sets.

▶ Problem 2. Given a stream S “ xS1, S2, . . . , SM y wherein each Si Ď Ω belongs to a

Delphic family, and 0 ă ε ă 1 output an pε, 1{3q2 approximation of F0pSq :“
ˇ

ˇ

ˇ

ˇ

M
Ť

i“1
Si

ˇ

ˇ

ˇ

ˇ

.

1 As observed in [18], every Delphic set can be represented by a circuit of size Oplog |Ω| log log |Ω|q.
2 c is pε, 1{3q approximation of F0pSq if PrrF0pSqp1 ´ εq ď c ď F0pSqp1 ` εqs ě 2{3. Note that the choice

of 1{3 is arbitrary. The probability 1{3 can be boosted to an arbitrary δ by using standard boosting
technique.
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26:2 Improved Streaming Algorithm for the Klee’s Measure Problem and Generalizations

Table 1 In the table n :“ log |Ω|, m :“ log M and c :“ Op1q. The Big-Oh notation (O) in the
above comparison table shows only dependency on n and m and hides the polyp1{ε, 1{δq factors on
ε and δ.

Comparison of Complexity Bounds with Previous Works

Algorithm Technique Type Set Type Space Complexity Update Time

[22] Hashing based KMP d “ 1 Opε´2
¨ nq Opnq

[25] Hashing based KMP d ě 2 Opε´1
¨ d ¨ nq

c Opnd
q

[19] Sampling based Delphic Opε2
¨ m ¨ nq Opε2

¨ log m ¨m2
¨nq

[18] Sampling based Delphic Opε´2
¨ n3

q Opε´2
¨ n4

q

This Paper Sampling based Delphic Opε´2
¨ n2

q Opε´2
¨ n2

q

The design goal is to optimize the algorithm’s update time and space complexity, wherein
the update time complexity refers to the amount of time spent processing an item (a set in
our case) of the stream.

1.1 Prior Work and Technical Challenges

Since the work of Alon, Matias, and Szegedy [1], streaming algorithms gained considerable
interest from algorithm design community. However, the problem of estimating distinct
elements in a stream of items has been investigated prior to the work of [1]. In particular,
the seminal work of Flajolet and Martin [11] pioneered a sketching-based framework for
streaming algorithms for the case wherein every element of the stream is a singleton. The
sketching-based techniques crucially rely on the use of pairwise independent hash functions.
In the early 2000s, the sketching-based approach emerged as a principal technical tool in
the design of streaming algorithms. Particularly for F0 estimation of single-item streams, a
series of hash-function-based algorithms led to the development of both space-efficient and
update-time optimal algorithms [16, 5].

F0 estimation over set streams has garnered interest from researchers due to the natural
extension from singletons to sets. Notably, Pavan and Tirthapura [22] and Sun and Poon [24]
explored range-efficient F0 estimation, which addresses a specific case of the KMP in one
dimension. For the broader KMP, Tirthapura and Woodruff [25] developed an algorithm
with optimal space complexity. However, the update time for their algorithm was Op|Ω|q,
which is exponential in terms of set representation. Subsequently, Pavan, Vinodchandran,
Bhattacharyya, and Meel [23] proposed an alternative technique, yet it similarly faced an
update time complexity of Op|Ω|q.

All the above-mentioned algorithms employed hash function based approaches and failed
to yield an algorithm with update time complexity polynomial in representation of sets for
the general case of Delphic sets. The primary technical barrier to such approaches arises from
the fact that sketching-based techniques crucially rely on checking whether for a function h,
randomly chosen from a pairwise independent hash family, there exists an element x P Si

such that hpxq “ 0. Nevertheless, whether a pairwise independent hash family exists that
supports such checking in time polyplog |Ω|q is unknown.

In [19], the authors introduced a sampling-based technique for F0 estimation that eschews
traditional hash functions. Their method involves maintaining a bucket X , where each stream
element is selected independently with probability p. To handle element repetitions, new
elements from a set Si replace those in X , with all elements in Si sampled independently
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at the same probability p. To manage the bucket’s size, elements are discarded with a
probability of 1{2 once a threshold based on ε´1 is reached, halving p simultaneously. This
approach yields a space complexity of Õ

´

log |Ω|¨log M
ε2

¯

, with a logarithmic dependence on the
stream size M . In a subsequent work [18], the authors modified this approach by allowing
p to vary, not just decrease. Each tuple in X then included the element and its sampling
probability at arrival. This adjustment removed the dependency on M , leading to space
complexity of Õ

´

log3
|Ω|

ε2

¯

and update time complexity of Õ
´

log4
|Ω|

ε2

¯

. This contrasts with
the optimal algorithm for singleton sets Si by Kane, Nelson, and Woodruff, which has a
space complexity of Oplog |Ω| ` 1

ε2 q.
The above-mentioned line of research leads to the following significant open question:

Can we design algorithm for F0 estimation over Delphic sets with space complexity
Oplog |Ω|q and update-time complexity polyplog |Ω|q (ignoring dependency on ε and δ)?

Remark: We note that if we have no restriction on the update time complexity, then the
problem over Delphic sets reduces to F0 estimation of singleton streams: when a set Si

arrives, we can cycle through all elements in the universe Ω and use membership testing
only to stream elements of Si. This leads to an algorithm with optimal space complexity of
O
`

logp|Ω|q ` ε´2˘ but with update time that depends linearly on |Ω|. An asymptotic lower
bound of Ω

`

logp|Ω|q ` ε´2˘ is known for the space complexity [15, 1].
It is worth observing that if we were to follow the approach suggested in [19, 18], then

ensuring that the value of p at least 1
ε2¨F0pSq

with sufficiently high probability does entail the
space complexity of Õp

log3
|Ω|

ε2 q. Therefore, an improvement in space complexity must require
a new approach.

1.2 Our Results
As our first contribution, we report progress towards the above question. In particular, we
establish the following:

▶ Theorem 3 (Main Theorem). There is a streaming algorithm that given a stream S “

xS1, S2, . . . , SM y wherein each Si belongs to Delphic family, and 0 ă ε ă 1 outputs an

pε, 1{3q-estimation of
ˇ

ˇ

ˇ

ˇ

ŤM
i“1 Si

ˇ

ˇ

ˇ

ˇ

with space complexity O
´

log2
|Ω|

ε2 ¨ log 1
ε

¯

and update time

complexity O
´

log2
|Ω|

ε2 ¨ log3 1
ε

¯

.

The above theorem improves the space complexity by a factor of log |Ω| and the update
time complexity by a factor of log2

|Ω|. We note that for special cases such as KMP, we
can bring the update time complexity factor of log3 1

ε to log 1
ε , resulting in update time

complexity of O
´

d2 log2 ∆
ε2 ¨ log 1

ε

¯

where Ω “ r∆sd.
Theorem 3 leads to the natural question of whether further improvement is possible

towards solving the open question of designing a streaming algorithm for F0 estimation over
Delphic sets with space complexity O plog |Ω|q (ignoring the dependence on ε and δ) and
update time complexity significantly smaller than |Ω|. This seems hard and will require
new techniques: since storing a single element takes Oplog |Ω|q space implies that one can
only store a constant number of elements at any point of time. This appears to be a major
technical restriction for sampling-based approaches like our algorithm in Theorem 3 and
we even conjecture that ωplog |Ω|q space is required if we restrict the update time to be
polyplog |Ω|q. Unfortunately, establishing such a lower bound has a major computational
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complexity bottleneck. In particular, we show that establishing a lower bound on space
other than the lower bound known for computing F0 for singleton streams will lead to major
separation result in computational complexity.

NTISP(poly,LINSPACE) is the class of language accepted by non-deterministic Turning
machines in polynomial time and linear space simultaneously. Likely, DTISP(poly,LINSPACE)
is the class of languages accepted by deterministic Turing machines in polynomial time and
linear space simultaneously. Whether or not NTISP(poly, LINSPACE) = DTISP(poly,
LINSPACE) is an open problem in complexity theory. If NTISP(poly,LINSPACE) =
DTISP(poly,LINSPACE) then P=NP. The other implication is yet to be discovered. However,
separating NTISP(poly, LINSPACE) from DTISP(poly,LINSPACE) is a hard open question.
The best-known lower bound for time-space complexity classes is that SAT (which is in
NTISP(poly,LINSPACE)) cannot be solved in DTISP(n1.8, opnq) [26]. Any improvement on
this will be a major result in complexity theory. We show the following:

▶ Theorem 4. There is a streaming algorithm, DelphicWithNP, that given, a stream S “

xS1, ¨ ¨ ¨ , SM y, where each set Si Ď Ω is a member of a Delphic family, 0 ă ε, and an oracle
access to a language belonging to NTISP(poly,LINSPACE), computes a pε, 1{3q-approximation
of F0pSq. Moreover, DelphicWithNP has the following properties:
(1) it takes Oplog |Ω| ¨ ε´2q space and polyplog |Ω|, 1

ε q update time,
(2) the queries it makes to the oracle are of size Oplog |Ω| ¨ ε´2q .

Thus, if NTISP(poly,LINSPACE) = DTISP(poly,LINSPACE), there is an algorithm
(without oracle calls) for pε, 1{3q-estimation of F0 of a set stream over Delphic family with
Oplog |Ω| ¨ ε´2q space and polyplog |Ω|, 1{εq update time.

Thus, for constant ε, we get a space optimal algorithm for estimating F0 over Delphic set
streams as log |Ω| space is required even in the singleton case. In fact, the above theorem is
true for a very relaxed version of Delphic sets where we only require one of the conditions
for membership in Delphic sets to be decided in time linear in the representation of the set.
Theorem 4 implies that establishing a space lower bound of ωplog |Ω|q for estimating F0pSq
of Delphic set streams with polyplog |Ω|q will lead to proving NTISP(poly,LINSPACE) ‰

DTISP(poly,LINSPACE), thus resolving a significant lower bound in complexity theory.
Our work leaves a tantalizing open question:

What is the optimal space complexity for F0 estimation of set streams over
Delphic family with polyplog |Ω|q update time complexity?

1.3 Technical Overview
Key Ideas for Theorem 3
The high-level idea is to maintain a bucket for every level k P t1, . . . , log |Ω|u such that the
bucket, X pkq, at level k consists of elements from

Ť

i Si that were independently selected with
a probability of 2´k. To handle repetitions, i.e., when a new set Si arrives, we remove all the
elements of X pkq that are present in Si. This process ensures that the event of an element s

being in X pkq at the end of the stream depends only on whether s was independently chosen
from the set Si, where Si is the last set containing s, and there is no Sj with j ą i such that
s P Sj .

To bound the space complexity, we establish a threshold, denoted by thresh, limiting
the maximum size of the bucket. Whenever |X pkq| “ thresh, no additional elements can
be added to X pkq (i.e., we must wait until some elements are removed from X pkq). We set
thresh :“ O

` 1
ε2

˘

. Note that storing any element requires Oplog |Ω|q space, and thus storing
thresh log |Ω| elements necessitates O

´

log2
|Ω|

ε2

¯

space.



M.Nandi, N. V. Vinodchandran, A. Ghosh, K. S. Meel, S. Pal, and S. Chakraborty 26:5

The key technical insight from [19] is that if thresh “ O
´

log M
ε2

¯

, it can be demonstrated
that, with sufficiently high probability and for k ą logpF0pSqq, X pkq would not be full (i.e.,
|X pkq| ă thresh) at all times. Furthermore, in [18], it was observed that thresh “ O

´

log |Ω|

ε2

¯

,
then it can be demonstrated that, with sufficiently high probability and for k ą logpF0pSqq,
X pkq would not be full (i.e., |X pkq| ă thresh) when an element s P

Ť

i Si appears for the last
time in a stream.

The major technical advancement in our analysis hinges on a crucial observation: while
it is plausible for X pkq to be full when an element s makes its final appearance in the stream,
the resulting relative error of our estimator |X pkq| ¨ 2k remains manageable even when k

is approximately logarithmic in the order of magnitude of the size of the stream, that is
k „ logpF0pSqq. The ensuing technical analysis is complex due to its dependence on a
meticulous formulation of significant events and the construction of a sum of products of
random variables. We introduce two sets of random variables, denoted as X

pkq
i,r and Y

pkq
i,r .

The random variable X
pkq
i,r indicates whether an element is sampled from the j-th set Sj

in the stream. The random variables Y
pkq

i,r indicate whether a set of sampled elements is
included in the buckets. We then define a series of random variables Z

pkq
r , dependent on

the aforementioned random variables X
pkq
i,r and Y

pkq
i,r . To leverage concentration inequalities

effectively, we maintain a collection of O
`

1{ε2˘ buckets at each level k. Additionally, we set
the size of each bucket to be O plogp1{εqq. At the end of the stream, for each level k, we
calculate the average number of elements in the buckets at that level, denoted as Z

pkq.
Finally, it is important to note that our technical analysis only ensures that the relative

error is small for k « logpF0pSqq. Since F0pSq is unknown a priori, we must identify a method
to choose an optimal k˚ for returning the final estimate Z

pk˚
q
¨ 2k˚ . A key observation is

that Z
pkq is less than 1 for k ąą logpF0pSqq. Therefore, finding the largest k for which Z

pkq

exceeds 1 should suffice.

Key Ideas for Theorem 4
The main idea is to adapt one of the standard hashing-based algorithms (e.g., Gibbons and
Tirthapura’s algorithm) for F0 estimation for singleton streams that takes O

`

log |Ω| ¨ 1
ε2

˘

space. The algorithm starts with picking a hash function h from a pairwise independent
family and keeps a bucket X which is initially set to empty and has a capacity of O

` 1
ε2

˘

. The
computational challenge is to implement the update step. For this, when a new set S comes,
we need to add all elements x P S so that the first m bits of hpxq are all 0s for a variable m

that the algorithm keeps. If the addition of these elements makes the bucket X overflow,
m is incremented and deletes all elements X with m ` 1st bit of hash value is non-zero.
The main computational challenge is to implement this step. However, we show how this
step can be implemented by making linear size queries to disjoint union of two languages
in NTISP(poly,LINSPACE). Thus if NTISP(poly,LINSPACE) = DTISP(poly,LINSPACE),
then queries to this language can be simulated in space Oplog |Ω| ¨ 1

ε2 q and update time
polyplog |Ω|, ε´1q.

1.4 Paper Organization
The remainder of this paper is structured as follows. Section 2 introduces key notations and
fundamental concepts. In Section 3, we present our primary Algorithm 2 for Delphic sets
with WOR sampling, along with its correctness analysis. Subsequently, in subsection 3.2, we
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26:6 Improved Streaming Algorithm for the Klee’s Measure Problem and Generalizations

present the algorithm for the general Delphic set. Section 4 contains the proof of Theorem 4.
The appendix is divided as follows: Section A presents the concentration bounds used in
the correctness analysis; Section B provides the missing proofs for Proposition 15; Section
C details the algorithm for KMP along with its correctness analysis; and finally, Section D
offers some basic probability results.

2 Preliminaries

2.1 F0-Estimator and Klee’s Measure Problem
For a stream of sets, S :“ xS1, S2, . . . , SM y where each set in the stream is a subset of Ω,
recall that we denote by F0pSq the size of the union of the sets: F0pSq “

ˇ

ˇ

ˇ

ŤM
j“1 Sj

ˇ

ˇ

ˇ

▶ Definition 5. A random variable X is an pε, δq-approximation of c if Prrp1 ´ εqc ď X ď

p1 ` εqcs ě p1 ´ δq. We also simply write the event p1 ´ εqc ď X ď p1 ` εqc as X “ p1 ˘ εqc

(or X ‰ p1 ˘ εqc to denote the complement event).

Finally an F0-estimator is a streaming algorithm that on input ε, δ P p0, 1q and access to
a stream of set S :“ xS1, S2, . . . , SM y outputs an pε, δq approximation of F0pSq.

There are two main complexity measures that we are interested about an F0-estimator -
space complexity and update time complexity. The space complexity is the amount of work
space needed by the algorithm. The update time complexity is the amount of time spent by
the algorithm for processing a single set in the stream. The goal is to design an F0-estimator
while trying to minimize both the space complexity and the update time complexity of the
algorithm.

The notion of Delphic sets captures several well-known problems, such as Klee’s Measure
Problem, which we define below.

Let ∆ be a natural number, consider the following set r∆s “ t1, 2, . . . , ∆u. A d-dimensional
axis-aligned rectangle r over r∆sd is a subset of r∆sd, succinctly represented by the tuple
pa1, b1, ¨ ¨ ¨ ad, bdq, and contains all the tuples tpx1, . . . , xdqu where ai ď xi ď bi and xi P r∆s.
Formally, we write r “ tpx1, x2, . . . , xdq : ai ď xi ď bi, xi P r∆s for all i P rdsu

▶ Definition 6 (Klee’s Measure Problem (KMP) in Streaming Setting). Given a stream R
of size M such that R “ xr1, r2, ¨ ¨ ¨ rM y, where each item ri is a d-dimensional rectangle,
compute a pε, δq-approximation of

ˇ

ˇ

ˇ

ŤM
i“1 ri

ˇ

ˇ

ˇ
.

Note that KMP is a special case of Problem 2 since set of d-dimensional axis-aligned rectangles
over r∆sd forms a Delphic family.

2.2 Notations
For any positive integer k, we write rks “ t1, 2, . . . , ku. In the rest of this paper, we will
assume that S :“ xS1, S2, . . . , SM y is a stream of sets, where each set is a subset of universe
Ω, i.e., Sj Ď Ω for all j P rM s. We denote by sj :“ |S1| ` ¨ ¨ ¨ ` |Sj | for all j P rM s and
s0 :“ 0. We write s :“ sM to denote the total number of elements counting with repetition
that appeared in the stream S. For j P rM s, let Ij “ tsj´1 ` 1, sj´1 ` 2, . . . , sju, the set Ij

denotes the indices of elements in the set Sj . Note that Ij ’s are disjoint and
M
Ť

j“1
Ij “ rss.

Clearly, for every i P rss, we can assign a streaming-index j :“ jpiq (which is unique) such
that i P Ij .
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Although, total order of the elements on Ω is not needed for our algorithms, we will assume
an ordering of the elements of Ω; this will help us in the presentation of the correctness proofs
of the algorithm. We can open the set stream into element streams and write a sequence
xx1, . . . , xsy, where Sj “ txi : i P Iju, xsj´1`1 ă ¨ ¨ ¨ ă xsj@j P rM s. For any k P r|Sj |s we
will denote by Sjrks to the element xsj´1`k.

At any point, say after the sets S1, . . . , Sj have arrived in the stream and for any element
x in the stream xx1, . . . , xsj

y, that is, the stream we have seen till now, we will be interested
in the last time the element appeared in the stream. The set of indices in rsj´1s that contains
the last appearance of any element is called the set of final indices with respect to jth set Sj

and is denoted by Fj .
More formally, let j P rM s be a stream index. We call i ď sj´1 a final index with respect

to jth set Sj if xi R txi`1, . . . , xsj
u. Let

Fj “ ti ď sj´1 : i is a final indices w.r.t. jth set Sju.

When j “ 1, the set F1 “ H.
Now we make the following simple but valuable observations:

▶ Observation 7.
1. For all j P rM s, (i) Fj and Ij are disjoint i.e., Fj X Ij “ H and (ii) txi : i P Fju is

disjoint from Sj.
2. txi : i P Fju \ Sj Ď S. The equality occurs for j “ M , i.e., txi : i P Fu “ S where

F “ FM \ IM . Note, |F | “ F0pSq.
3. For all j P rM ´ 1s, Fj`1 Ď Fj \ Ij.

2.3 Delphic Family with WOR Sampling
The definition of Delphic Sets (Definition 1) allows one to draw a uniform random sample
from a Delphic Set S. However, if one needs to uniformly draw a set of k distinct samples
from S, the only option is to draw independent samples from S until one gets k distinct
samples. One can use the coupon collector theorem to ensure that with high probability, one
has to draw at most Opk log kq samples. Nevertheless, this “high probability” statement may
not be sufficient if one has to repeat this process multiple times - a slightly more involved
calculation may be necessary.

One way of dealing with this issue is assuming one is allowed to draw samples “without
replacement (WOR)”. Formally, we define a Delphic family with WOR sampling as follows:

▶ Definition 8 (Delphic family with WOR sampling). A set S Ď Ω belongs to the Delphic
family with WOR sampling if the following queries can be done:
(1) know the size of the set S, in Oplog |Ω|q time
(2) given any x check if x P S, in Oplog |Ω|q time
(3) for any k ď |S|, we can draw in Opk log |Ω|q time a uniformly random subset S of size k.

Note that, in contrast to Definition 8, the original Delphic family (Definition 1) can be
called “Delphic family with WR sampling”, where WR stands for “with replacement”.

2.4 Random Processes and Distributions
We will be drawing samples according to different distributions. All the distributions are
standard in the literature. The following are the distributions we will be using in this paper.
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26:8 Improved Streaming Algorithm for the Klee’s Measure Problem and Generalizations

▶ Definition 9 (Binomial Distribution). Given any n P N and any p P r0, 1s the Binomial
Distribution over the set of integers t0, 1, 2, . . . , nu is denoted as Binpn, pq where probability
of a number 0 ď k ď n is

`

n
k

˘

pkp1 ´ pqn´k.

▶ Definition 10 (Bernoulli Process). Given any finite set S and any p P r0, 1s, a Bernoulli
sample of probability p for the set S is denoted as BerpS, pq such that every element x P S is
picked with probability p. If X denotes the sampled subset of S with probability p then for
any set T Ď S, PrpX “ T q “ p|T |p1 ´ pq|S|´|T |.

By abuse of notation, we will use Berppq to denote the distribution over t0, 1u where
the probability of 1 is p. So, the Bernoulli process is nothing but independent copies of the
Bernoulli distribution where 1 (or 0) represents that the element is picked (or not picked
respectively).

Clearly, if X „ BerpS, pq then |X| „ Binp|S|, pq. We now describe how to sample the
Bernoulli process. We first sample d „ Binp|S|, pq, then we sample d many elements, denoted
as T , in a without replacement (WOR) manner. Then, T „ BerpS, pq. One can sample
WOR through with replacement (WR) sampling (this is well-known as the coupon collection
problem). We have the following lemma using the coupon collector theorem (see Appendix D).

▶ Lemma 11. WRSamplepS, r, tq (Algorithm 1) outputs a subset L of the set S with the
following guarantee

With probability ě

´

1 ´ r
t

r log r `1
¯

the algorithm outputs a set of size r distinct samples,
each drawn uniformly from the set S.
With the remaining probability at most r

t
r log r `1 the algorithm outputs an empty set.

The maximum number of samples drawn from S is t.

Algorithm 1 WRSamplepS, r, tq.

1: Input Set S t, r P N
2: Initialize L “ H;
3: for 1 ď i ď t do
4: if |L| ă r then
5: Draw a random sample x from S (with replacement)
6: if x R L then L “ L Y txu

7: if |L| ‰ r then L “ H

8: Output L

3 F0-Estimator for Delphic sets

In this section, we prove Theorem 3. We prove it in two steps. In Section 3.1, we present
Algorithm 2 and prove that it is an F0-estimator for Delphic Sets with WOR sampling. Then,
in Section 3.2, we show how the Algorithm 2 can be modified to obtain an F0-estimator for
general Delphic Sets and hence prove Theorem 3.

3.1 Handling Delphic Sets with WOR sampling
In this section, we will prove the following theorem:
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▶ Theorem 12. If S is a stream of Delphic Sets with WOR sampling, then the Algorithm 2
is an pε, 1{3q-F0-estimator. Also, the space and update time complexity of Algorithm 2 is
O
´

log2
|Ω|

ε2 ¨ log ε´1
¯

.

Before we present the proof of the correctness of the algorithm and the analysis of its
complexities (in Section 3.1.1 and Section 3.1.2 respectively), we will give a brief description
of the algorithm.

Description of the Algorithm

Let 0 ă ε ď 1{2, and we set thresh :“ max
␣

18, rlog 2
ε s
(

and Reps “ 90{ε2. We will now give
an efficient F0-estimator for Delphic sets. At each level k, where k P t1, . . . , log |Ω|u, there is
a collection of Reps many buckets X pkq

r with r P t1, . . . , Repsu. Each bucket X pkq
r can contain

at most thresh many samples from the universe rns. At the beginning of the algorithm, all
the Reps many buckets in each level k is an empty set. Let the input stream S of Delphic
sets be the following: S :“ xS1, . . . , SM y, where Sj Ď Ω for all j P rM s. Note that we want

to estimate the size of the set S “
M
Ť

j“1
Sj . Suppose that our algorithm has already processed

the S1, . . . , Si from the stream and the buckets X pkq
r in each level k contains a sample of

elements from the set S. Now, our algorithm receives a new set Si`1 over the data stream.
Our algorithm will perform the following steps to process the new set Si`1:
Step 1: For each buckets X pkq

r , where k P rlog |Ω|s and r P rRepss, we will first begin by
removing all the elements in X pkq

r that are also present in the new set Si`1, see lines
6 to 9 from the Algorithm 2. Observe that the time complexity for this step will be
O
`

Reps thresh log2
|Ω|

˘

Step 2: Ideally, we would like to add an element from Si`1 independently with probability
2´k to each bucket X pkq

r , but this may not be possible as the size of each bucket is
thresh. To work around this problem, for each k P rlog |Ω|s and r P rRepss, we will first
sample d

pkq
r „ Binp|Si`1|, 2´kq. By slight abuse of notation, we will denote by |X pkq

r |

the current size of the bucket X pkq
r . If d

pkq
r ě thresh ´ |X pkq

r | then we will keep X pkq
r

unchanged. Otherwise, as Si`1 is a Delphic set with WOR sampling, we will sample
without replacement d

pkq
r many samples from Si`1 and add them to X pkq

r . See lines 10
to 13 from the Algorithm 2.

Once we have processed the whole stream S “ xS1, . . . , SM y, for all k P rlog |Ω|s, we will
calculate the average size Z

pkq of the buckets in each level k, (See lines 14 to 15 from
Algorithm 2) that is,

Z
pkq

“
1

Reps

Reps
ÿ

r“1
|X pkq

r |

Once all the averages have been computed for each level k P rlog |Ω|s the algorithm computes
the maximum k, let us call it k˚ for which Z

pk˚
q
ě 1. Finally, the algorithm outputs 2k˚

¨Z
k˚

.
See lines 16 to 17 from Algorithm 2.

3.1.1 Correctness of Algorithm 2 for Delphic Sets with WOR sampling
If we replace the lines 10-13 in Algorithm 2 by the following lines, then it is easy to see that
it functionally behaves identically.
10: Draw d

pkq
r from Binp|Sj |, 1{2kq
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Algorithm 2 [F0-Estimator for Delphic Sets with WOR sampling.]

1: Input Stream “ xS1, S2, . . . , SM y, ε, δ

2: Initialize
3: p Ð 1; thresh Ð maxtrlog 2{εs, 18u; Reps Ð r90{ε2s;
4: for (1 ď k ď log |Ω|) and (1 ď r ď Reps) do
5: X pkq

r Ð H;

Streaming Phase:
6: for j “ 1 to M do.
7: for (1 ď k ď log |Ω|) and (1 ď r ď Reps). do
8: for all s P X pkq

r do
9: if s P Si then remove s from X pkq

r

10: Draw d
pkq
r from Binp|Sj |, 1{2kq

11: if |X pkq
r | ` d

pkq
r ď thresh then

12: Lpkq
r is a set of d

pkq
r samples drawn from Sj WOR

13: X pkq
r “ X pkq

r Y Lpkq
r

Post-Streaming Phase:
14: for 1 ď k ď log |Ω| do.
15: Z

pkq
“ 1

Reps
řReps

r“1 |X pkq
r |

16: k˚ “ maxtk P rlog ns : Z
pkq

ě 1u
17: Output Z

pk˚
q
¨ 2k˚

11: Lpkq
r is a set of d

pkq
r samples drawn Sj WOR

12: if |X pkq
r | ` d

pkq
r ď thresh then

13: X pkq
r “ X pkq

r Y Lpkq
r

Note that the differences between the above lines and the lines in the Algorithm 2 is that
in the Algorithm 2 we do not sample the set Lpkq

r unless we are sure that we will use the
set Lpkq

r , that is the condition |X pkq
r | ` d

pkq
r ď thresh is satisfied. We do this in the actual

algorithm (more like a “lazy sampling”) to have better control on the worst-case update time
complexity. But, for the presentation of the proof of correctness of the theorem it is useful
to use the above three lines (instead of lines 10-13 in Algorithm 2) where we first sample
Lpkq

r and then decide whether to use it.
Let us consider the jth round of the streaming phase of the algorithm. That is when the

set Sj arrives in the stream. By the construction of the set Lpkq
r it follows that all elements

of Sj ’s are chosen in Lpkq
r independently with probability 2´k. For the sake of presentation,

let Lpkq
j,r denote the set Lpkq

r during the jth round of the streaming phase of the algorithm
3. Recall that the elements in the set Sj , that is, the elements xsj´1`1, . . . , xsj

and for any
i P rsjs we denote by jpiq the stream index such that i P tsjpiq´1 ` 1, . . . , sjpiqu (refer to the
notations in the Section 2.2). For any i P rsjs let us denote by X

pkq
i,r the random variable

that takes value 1 if xi is included in Lpkq
jpiq,r and 0 otherwise, that is, the element xi is in the

set Lpkq
r during the jth round of the streaming phase of the algorithm. Clearly, for any i, r, k

X
pkq
i,r

i.i.d.
„ Berp2´kq.

3 We ignore the streaming index j in the Algorithm 2 as we use the same state to update the random set
over different indices j.
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However, the random set is actually included in X pkq
r provided |X pkq

r | ` d
pkq
r ď thresh. To

indicate whether an element is actually included in X pkq
r we define the random variable Y

pkq
i,r ,

for any i P rsjs. We define the random variable Y
pkq

i,r as Y
pkq

i,r “ 1 if |X pkq
r | ` d

pkq
r ď thresh, 0

otherwise (i.e., xi is eventually included in X pkq
r if X

pkq
i,r Y

pkq
i,r “ 1).

Formally, the random variable Y
pkq

i,r can be defined recursively. First we note that since
in lines 8-9 (of Algorithm 2) we remove all the elements in X pkq

r that are in Sj , so at that
time (after line 9)

X pkq
r Ď

´

Y
j´1
k“1Sk

¯

zSj “ txi : i P Fju.

Thus the size of X pkq
r after line 9 is

ř

aPFj
X

pkq
a,r Y

pkq
a,r . Thus,

Y
pkq

i,r “

$

’

&

’

%

0 if
ÿ

aPFjpiq

Xpkq
a,r Y pkq

a,r `
ÿ

aPIjpiq

Xpkq
a,r ą thresh

1 otherwise.

Now, in the post-streaming phase, we set

Zpkq
r “

ÿ

iPF
X

pkq
i,r Y

pkq
i,r ,@r P rRepss, Z

pkq
“

Z
pkq
1 ` ¨ ¨ ¨ ` Z

pkq
Reps

Reps .

Note that F denote the set of all final indices of the elements of S. Thus, Z
pkq
r ’s are the

sizes of the sets X pkq
r after processing the stream. Moreover, these are independent for all r

and k.

▶ Lemma 13. For any k such that thresh ě 6c where c :“ F0pSq

2k .

cp1 ´ 2´threshq ď EpZpkq
r q ď c (1)

VarpZpkq
r q ď cp1 ` 2´threshcq. (2)

Proof. The upper bound of expectation directly follows from the linearity of expectation.
For the lower bound, we first note that

PrpY pkq
i,r “ 0 | X

pkq
i,r “ 1q ď Pr

¨

˝

ÿ

aPFj

Xpkq
a,r Y pkq

a,r `
ÿ

aPIj

Xpkq
a,r ě thresh ` 1

ˇ

ˇ

ˇ

ˇ

ˇ

X
pkq
i,r “ 1

˛

‚

ď PrpBinpF0pSq ´ 1, pq ě threshq ď 2´thresh.

Note that the last inequality follows from Lemma 20. Thus, ExpXpkq
i,r Y

pkq
i,r q “ PrpXpkq

i,r “

1, Y
pkq

i,r “ 1q ě pp1 ´ 2´threshq for all i. Hence, the lower bound is established by linearity of
expectation. To bound the variance, we first bound the second moment:

ExppZpkq
r q2q “ ExpZpkq

r q `
ÿ

i‰j

ExpXpkq
i,r Y

pkq
i,r X

pkq
j,r Y

pkq
j,r q ď ExpZpkq

r q ` F0pSq2p2.

Hence we obtain,

VarpZpkq
r q ď ExpZpkq

r qp1 ´ ExpZpkq
r q ` F0pSq2p2

ď c
`

1 ´
`

1 ´ 2´thresh˘ c
˘

` c2 ď c ` c22´thresh ◀
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Before we complete the proof of the correctness of our Algorithm 2, we first state a core
result based on bucket-load random variables (defined below) that would be used.
▶ Definition 14 (Bucket-load). A pc, αq-bucket-load is a nonnegative random variable Z such
that the first and second moments of Z satisfy the following relations:

cp1 ´ αq ď ExpZq ď c AND VarpZq ď c ` αc2.

From Lemma 13 we note that for any k with thresh ě 6F0pSq{2k, Z
pkq
r ’s are pc, αq-

bucket-load random variables for c “ F0pSq{2k and α “ 2´thresh ď mintε{2, 2´18u. Due to
independence of the random variables Z

pkq
1 , . . . , Z

pkq
Reps, the random variable Z

pkq has mean
approximately c and variance Opc{Repsq. Thus, for an appropriately large Reps, we can apply
Chebyshev’s inequality to show that Z

pkq is indeed very close to c with high probability. The
following proposition makes this intuition formal. Let k0 be the unique negative power of 2
such that

3
4 ă c0 “

F0pSq
2k0

ď
3
2 (3)

▶ Proposition 15. Let Reps “ r90{ε2s and let k0 be the number defined in Equation 3. For
every k ě k0 ´ 1, let Z

pkq
1 , . . . , Z

pkq
Reps be the Reps many independent pF0pSq{2k, ε{2q-bucket

load random variables. Then,
1. Z

pk0q and Z
pk0´1q are pε, 1{24q-approximation of c0 and 2c0 respectively. Hence, 2k0 ¨Z

pk0q

and 2k0´1 ¨ Z
pk0´1q are pε, 1{24q-approximations of F0pSq.

2. PrpZpk0´1q
ă 1q `

ř

iě1 PrpZpk0`iq
ě 1q ď 1{4.

We postpone the proof of Proposition 15 to the Appendix B.
Item 2 of the Proposition 15 proves that k˚ P tk0, k0 ´ 1u with probability at least 3/4

(where k˚ is defined in line 16). The first part proves that Z
pk0q

¨ 2k0 and Z
pk0´1q

¨ 2k0´1

are pε, 1{24q-approximations of F0pSq. Hence, we observe that Z
pk˚

q2k˚ is an pε, 1{3q-
approximation of F0pSq (as this can fail either when k˚ R tk0, k0 ´ 1u, or Z

pk0q
¨ 2k0 or

Z
pk0´1q

¨ 2k0´1 fails to approximate F0pSq, the probability of any one of these can happen
with probability at most 1{3). This proves that the Algorithm 2 is an F0-estimator for
Delphic Sets with WOR sampling.

3.1.2 Complexity of the Algorithm 2
The space complexity and the update time complexity are clear from the pseudo-code of the
algorithm. The size of X pkq

r is upper bounded by thresh. And since r ranges from 1 to Reps
and k ranges from 1 to log |Ω|, so the maximum number of elements of Ω stored is O

´

log |Ω|

ε2

¯

.
Nevertheless to store an element of Ω, one needs Oplog |Ω|q bits. So the total space required
is O

´

log2
|Ω|

ε2 ¨ log ε´1
¯

. The additional space required for bookkeeping is Oplog |Ω|q.
By the definition of Delphic Sets with WOR sampling, knowing the size of a set Sj and

checking if an element is in Sj can be done in Oplog |Ω|q time. So the for any j, r and k the
lines 8 to 9 can be done is at most Op|X pkq

r | logp|Ω|qq “ Opthresh logp|Ω|qq step. The number
of samples drawn from any set Sj (in line 12 is at most thresh. So the time taken in line 12
is also Opthresh logp|Ω|qq. We should note here that we assume line 10 that is drawing a
sample from Binp|Sj |, 1{2kq can be done in order Opthresh logp|Ω|qq steps, since |Sj | ď |Ω|

and k ď log |Ω|. We have to do these steps for all k and r. Thus in total the update time
complexity is Opthresh logp|Ω|q ¨ plog |Ω|q ¨ Repsq “ O

´

log2
|Ω|

ε2 ¨ log ε´1
¯

.
Thus, we have the Theorem 12.
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3.2 F0- Estimator for General Delphic Sets
Algorithm 2 in line 12 uses the ability to sample from the sets in the stream with WOR
sampling. This property is not available in general Delphic Sets. However, with a little
modification to Algorithm 2, we can also have an F0-estimator for general Delphic Sets,
which is what Theorem 3 states.

Proof of Theorem 3. To have an F0-estimator for general Delphic sets, we need to make
two important changes to Algorithm 2. Firstly, we set the thresh to be maxtrlog 4{εs, 18u
(instead of maxtrlog 2{εs, 18u). Secondly, we change the line 12 to the following:
12: Lpkq

r “ WRSamplepS, d
pkq
r , d

pkq
r log d

pkq
r logp 4

ε qq

While in Algorithm 2 in line 12 the set |Lpkq
r | “ d

pkq
r with probability 1, in the modified

algorithm this is not the case. In other words, if we try to prove the correctness of the
modified algorithm in the same line as the proof of Algorithm 2 we note that the random
variable Y

pkq
i,r takes value slightly differently.

The random variable Y
pkq

i,r can take value 1 for two possible cases.
1. Due to the overflow of the bucket, which can now happen with probability at most

2´thresh ď ε{4 (This is due to the modified setting of thresh so that 2´thresh ď ε{4).
2. Due to WRSample returning an empty set. By Lemma 11 and by the setting of the inputs

of WRSample this can happen also with probability at most ε{4.

Thus we can prove a lemma corresponding to Lemma 13 and hence, Z
pkq
r is pc, αq-bucket-

load where α “ mint2´18, ε{2u. Now, we can apply our core Proposition 15 to conclude the
correctness of the algorithm.

It is easy to see that the space and time complexity of the modified algorithm is
O
´

log2
|Ω|

ε2 ¨ log ε´1
¯

and O
´

log2
|Ω|

ε2 ¨ log3 ε´1
¯

respectively. ◀

4 Space Optimal Algorithm with an Oracle in NTISP(poly,
LINSPACE)

In this section, we give a sketch of the proof of Theorem 4. We will implement the F0-
estimation algorithm by Gibbons and Tirthapura [13] for singleton streams as described
in [2]. The proof that the algorithm gives the correct estimation follows from their proof and
is hence omitted. The algorithm picks a random hash function h from a pairwise-independent
family and keeps a bucket X of hash values of a subset of elements in the stream and a
number z of leading zeros of all the elements in the bucket. The size of the bucket is bounded
by Op 1

ε2 q. When a new item x comes, if the number of leading zeros of hpxq ě z, the
algorithm updates the bucket to X Y thpxqu. If the bucket overflows, then z is updated to
z ` 1, and all elements from X with leading zeros ď z are removed. At the end of the stream,
the algorithm outputs |X | ¨ 2z as the estimate. In adapting their algorithm for the case of
set streams, the computational challenge is implementing the update. The central intuition
is that this can be accomplished by querying a language in NTISP(poly,LINSPACE) with
query size Oplog |Ω| ¨ 1

ε2 q. Thus if NTISP(poly,LINSPACE) =DTISP(poly,LINSPACE), then
queries to the language can be simulated in space Oplog |Ω| ¨ 1

ε2 q and time polyplog |Ω|, ε´1q.
We will use n to denote log |Ω|, the length of the representation of any element in the

universe Ω. For any binary string y, Zeropyq denotes the number of leading zeros of y. We
will use the standard Toeplitz family of pairwise-independent hash functions denoted by
HTeoppn, kq (see Appendix D for details). Let h be a hash function. For every m P t1, . . . nu,
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the mth prefix-slice of h, denoted hm, is a map from t0, 1un to t0, 1um, where hmpyq is the
first m bits of hpyq. If h is from HTeoppn, kq, both h and hm are efficiently computable and
take linear space to represent.

For a member S Ď Ω of the Delphic set, we will assume a representation of size Op|Ω|q

and denote it by rS . This is required for computational purposes, and all the Delphic families
discussed in earlier works have such representations (e.g., rectangles in KMP). We use the
notation x P rS to mean x P S. Note that since S is a Delphic set, membership can be
checked in time and space linear in the representation.

Oracle Languages
We will define two languages, L and Lpref , and show that they are in NTISP(poly,LINSPACE).
We use these languages to implement Gibbons and Tirthapura algorithms. The first language,
L, checks whether the bucket overflows by adding new elements from the current set S with
the current value of the leading zeros count.

L “txrS , h, X , ℓ, m, 1ℓ log ny | Dx1 ă x2 ă . . . ă xk such that xi P rS

& @iphmpxiq “ 0mq & |thpx1q, . . . , hpxkqu Y X | ą ℓu.

The following language is (close to) the prefix language of L that can be used to construct
witnesses x1, . . . , xk P rS if adding new elements does not result in an overflow of X .

Lpref “
␣

xrS , h, X , ℓ, m, 1ℓ¨log n, i, jy | Dx1 ă x2 ă . . . ă xk such that
xi P rS & @iphmpxiq “ 0mq& |thpx1q, . . . , hpxkqu Y X | ď ℓ & ith bit of xj is 1

(

.

To implement the algorithm, we must update X with new elements from S (represented
by rS), the current set in the stream. For this, the algorithm uses a subroutine Construct
that in turn uses Lpref to search for a set of ď l the elements xis in S so that hmpxiq “ 0m.
We will ensure that we will use Construct only when we are guaranteed that adding the hash
values on these elements will not make X overflow. For this, we will use membership in L.
The Algorithm 3 is described below. Theorem 4 follows from Claim 16, Claim 17, and the
guarantee of Gibbons and Tirthapura’s algorithm.

Algorithm 3 DelphicWithNPpS, ε).

1: h
R
ÐÝ HTeoppn, nq

2: X Ð ϕ, Const Ð 100
ε2 , m Ð 0

3: while not End-of-Stream do
4: On item rS

5: while
@

rS , h, X , Const, m, 1Const¨log n
D

R L do
6: Remove all ys from X for which Zeropyq “ m

7: m Ð m ` 1
8: X Ð X Y ConstructpxrS , h, X , Const, 1Const¨log nyq

9: Output |X |2m

▷ Claim 16. Both L and Lpref are in NTISP(poly,LINSPACE).

Proof. We show membership of L in NTISP(poly,LINSPACE). The proof of membership
of Lpref is similar. Consider the following non-deterministic machine ML. ML on input
txrS , h, X , 1ℓ, my first guesses a number 1 ď k ď l and x1 ă x2 ă . . . ă xk in Ω. Then it
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verifies the following: (1) @i xi P rS , (2) @i hmpxiq “ 0m, (3) |thpx1q, . . . , hpxkqu Y X | ą ℓ.
The input size is Op|X | ` ℓ ¨ log nq. Since all the steps: guessing and verification (1), (2), and
(3), can be done in time polynomial in the input length, ML runs in polynomial time. The
critical observation is that ML can write down all the guesses in space linear in the input (at
most l xis from Ω that takes Opℓ log nq bits to store). Thus, the overall space used is linear
in the input length. ◁

Let k be the maximum value of |thpx1q, . . . , hpxtqu Y X | so that the following property
P holds:
1. Dx1 ă x2 ă . . . ă xt such that xi P rS

2. @iphmpxiq “ 0mq.

▷ Claim 17. There is a deterministic algorithm Construct, takes xrS , h, X , Const, 1Const¨log ny

as input and L and Lpref as oracles and if k ď Const, it returns a set thpx1q, . . . , hpxkqu (if
non-empty) so that @iphmpxiq “ 0mq and xi P rS . Construct runs in time polynomial and
space linear in the input length and makes only queries that are linear in the input length.

Proof (Sketch). Construct first queries L to check k ą Const. If k ą Const, it rejects.
Otherwise, it first finds k and uses k log n queries to Lpref to construct all xis in S with the
property P . The complexity bounds are clear from the language’s description and definition.

◁

5 Conclusion

In this paper, we present a new elegant algorithm that improves both the space and update
time complexities for the computation of the size of the union of Delphic sets. The space
and time complexities of our algorithm are rO

´

log2
p|Ω|q ¨

logp1{δq
ε2

¯

. To complement our
algorithm, we also show that, given access to NTISP(poly, LINSPACE) oracle, there exists a
hashing based algorithm for approximating the size of the union of Delphic sets with space
complexity O

`

logp|Ω|q ¨ ε´2 ¨ δ´1˘ and poly
`

logp|Ω|q, ε´1, log 1
δ

˘

update time complexity.
Note Ω plogp|Ω|qq lower bound for our problem follows directly from the lower bound of
F0-estimation problem, but the above result implies that if the complexity of our problem is
ω plogp|Ω|qq, then we should not expect this to be proved soon.
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A Concentration Bounds

▶ Lemma 18. Let Z be a random variable with cp1 ´ ε{2q ď ExpZq ď c for some c ą 0 and
0 ď ε ă 1. Then,

PrpZ ‰ p1 ˘ εqcq ď
4 VarpZq

c2ε2 .

Note that the lower tail event Z ď c´cε implies Z´ExpZq ď cε{2. Thus, |Z´c| ą cε implies
that |Z ´ ExpZq| ą cε{2. Thus, the above result follows from the Chebyshev’s inequality.
The following lemma directly follows from Chebyshev’s inequality.

▶ Lemma 19.
1. Let Z be a random variable with ExpZq ě µ. Then,

PrpZ ď µ ´ tq ď
VarpZq

t2 .

2. Let Z be a random variable with ExpZq ď µ. Then,

PrpZ ě µ ` tq ď
VarpZq

t2 .

We will also need the following Chernoff bound.

▶ Lemma 20 (See Theorem 4.4 from [20]). Suppose T „ Binpn, pq and L ě 6np then

PrpT ě Lq ď 2´L.

B Proof of Proposition 15

We first observe the simple properties of the first and second moments of averages of the
independent bucket-loads.

▶ Lemma 21. Let c0 and k0 be defined as in Equation 3. Then,
c0p1 ´ ε{2q ď EpZpk0q

q ď c0,

VarpZpk0q
q ď V0 :“ c0 ` c2

02´18

Reps ď 1
80 .

VarpZpk0´1q
q ď V´1 :“ 2c0 ` 4c2

0ε{8
Reps ď 2V0 ď 1

40 .
For all i ě 1,

VarpZpk0`iq
q ď Vi :“ 2´i ¨ c0 ` 2´2ic2

0ε{2
Reps ď V0{2i

The above follows directly from Lemma 13 along with the choice of Reps “ 99{ε2 and
ε ď 0.5. Now, by using Lemma 18,

PrpZpk0q
‰ p1 ˘ εqc0q ď

4VarpZpk0q
q

c2
0ε2 ď

2
ε2Reps p

2
c0

` εq ď
p8{3q ` 2ε

ε2Reps ď 1{24.

The last inequality follows from the choice of Reps “ 90{ε2 and we assume that ε ď 0.5.
So, Z

pk0q is an pε, 1{24q-approximation of c0. Similarly, by using Lemma 18, Z
pk0´1q is an

pε, 1{24q-approximation of 2c0. This completes the proof of Item 1 in Proposition 15.

Now we prove the Item 2 of Proposition 15.

APPROX/RANDOM 2024



26:18 Improved Streaming Algorithm for the Klee’s Measure Problem and Generalizations

We start by bounding PrpZpk0´1q
ă 1q. Note that EpZpk0´1q

q ě 2c0p1 ´ 2´threshq ě

3{2 ˆ p1 ´ 2´18q ě 3{2 ´ β, where β is a negligible real number such that 3{219 ď β ď 2´17.
Now it is easy to see that there exists some α P R with 2´16 ď α ď 2´15 and α2 ` 4α ă 1
such that 1

2`α ď 1{2 ´ β. By using Lemma 19,

PrpZpk0´1q
ă 1q ď p2 ` αq2 VarpZpk0´1q

q “ p4 ` 4α ` α2q V´1 ď 5V´1 “ 10V0 (4)

Now let us bound PrpZpk0`iq
ě 1q for every i ě 1. Note that EpZpk0`1q

q ď c0{2 ď 3{4.
So, by Lemma 19 we obtain

Pr
´

Z
pk0`1q

ě 1
¯

ď 16V1 “ 8V0 (5)

Note that for i ě 2 we have EpZpk0`iq
q ď c0{2i ď 1{2. Applying Lemma 19 working out

in detail we obtain,

Pr
´

Z
pk0`iq

ą 1
¯

ď 4Var
´

Z
pk0`iq

¯

ď 2´i`2V0

Thus using the infinite geometric sum we obtain
ÿ

iě2
PrpZpk0`iq

ě 1q ď 2V0 (6)

Hence from the inequalities 5 and 6 we obtain
ÿ

iě1
PrpZpk0`iq

ě 1q ď 10V0 (7)

Finally, combining the inequalities 4 and 7 we conclude

PrpZpk0´1q
ă 1q `

ÿ

iě1
PrpZpk0`iq

ě 1q ď 1{4

This completes the proof of Item 2 of Proposition 15. ◀

C Further Improvements for Klee’s Measure Problem

Recall, every d-dimensional rectangle is a Delphic set with Ω “ r∆sd. Therefore, Theorem 3
provides an algorithm that has space complexity O

´

d2 log2 ∆
ε2 ¨ log ε´1

¯

and has update time

complexity O
´

d2 log2 ∆
ε2 ¨ log3 ε´1

¯

for Klee’s Measure Problem. We now discuss how we can
further improve the dependence on ε. The key idea behind such an improvement is to observe
that we can avoid the overhead due to WOR by by replacing with sampling from Geometric
distribution. Such a replacement is possible only because there exists a total ordering for all
the elements in Ω “ r∆sd such that we can access i-th element in time logp|Ω|q. Interestingly,
all the known classes of Delphic sets satisfy the above property and therefore, we formalize
such a family below:

▶ Definition 22. A set S Ď Ω belongs to Ordered Delphic family if there exists a total
ordering ĺ for all the elements in the Ω and the following queries can be done in Oplog |Ω|q

time.
1. Know the size of the set S,
2. For any 1 ď i ď |S| the ith element of the set S can be obtained,
3. Given any x check if x P S.
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In Section 2.4 we discussed how one can sample a Bernoulli process from a Delphic Set by
using the coupon collector theorem. There is an alternate way to sample a Bernoulli process
if the set is a Ordered Delphic Set. The set L returned by the algorithm SamplepS, pq follows
BerpS, pq. Since there is an order to the elements in a Ordered Delphic set, the process is
basically same as sampling a Bernoulli process from r|S|s. This is a well known result in
probability theory and details can be found in [3].

Algorithm 4 GeometricSamplepn, pq.

1: Input Set n p P r0, 1s.
2: Initialize L “ H; t “ 0
3: for t ď |S| do
4: Sample g from Geoppq

5: t “ t ` g

6: if t ď n then L “ L Y ttu

7: Output L

▶ Lemma 23. The subroutine GeometricSamplepn, pq outputs a subset of rns according to
the Bernoulli process. More precisely, if we set Ij “ 1 if i P L, 0 otherwise then I1, . . . , In

follow identically and independently distributed to Berppq.

Using the subroutine GeometricSample we can now present the improved algorithm
(Algorithm 5) for the Ordered Delphic Sets.

Algorithm 5 [F0-Estimator for Ordered Delphic Sets.]

1: Input Stream “ xS1, S2, . . . , SM y, ε, δ

2: Initialize
3: p Ð 1; thresh Ð maxtrlog 2{εs, 18u; Reps Ð r90{ε2s;
4: for (1 ď k ď log n) and (1 ď r ď Reps) do
5: X pkq

r Ð H;

Streaming Phase:
6: for j “ 1 to M do
7: for (1 ď k ď log n) and (1 ď r ď Reps) do
8: for all s P X pkq

r do
9: if s P Si then remove s from X pkq

r

10: Draw D
pkq
r from GeometricSamplep|Sj |, 1{2kq

11: if |X pkq
r | ` |D

pkq
r | ď thresh then

12: Lpkq
r “ tSjrℓs | ℓ P D

pkq
r u

13: X pkq
r “ X pkq

r Y Lpkq
r

Post-Streaming Phase:
14: for 1 ď k ď log n do
15: z̄pkq “ 1

Reps
řReps

r“1 |X pkq
r |

16: k˚ “ maxtk P rlog ns : z̄pkq ě 1u
17: Output z̄pk˚

q 92k˚

Algorithm 5 is the streaming algorithm for the Ordered Delphic Sets. For proving the
correctness of Algorithm 5, we have the following theorem:

APPROX/RANDOM 2024
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▶ Theorem 24 (correctness theorem of Algorithm 5). If S is a stream of Ordered Delphic Set
the Algorithm 5 is an pε, 1{3q-F0-estimator. Also, the space and update time complexity of
Algorithm 5 is O

´

log2
|Ω|

ε2 ¨ log ε´1
¯

.

Proof of Theorem 24. Note that, the only difference between Algorithm 5 and Algorithm 2
is in lines 10, 11 and 12. Also note that the Algorithm 5 behaves identically if lines 10 to
13 is replaced by
10: Draw D

pkq
r from GeometricSamplep|Sj |, 1{2kq

11: Lpkq
r “ tSjrℓs | ℓ P D

pkq
r u

12: if |X pkq
r | ` |D

pkq
r | ď thresh then

13: X pkq
r “ X pkq

r Y Lpkq
r

By Lemma 23 the size of D
pkq
r is distributed according to the binomial distribution

Binp|Sk|, 1{2kq, that is the distribution of d
pkq
r in Algorithm 2 is same as the distribution of

|D
pkq
r | in Algorithm 5. Thus, L

pkq
r is distributed according to BerpSj , 1{2kq which is also the

same distribution if |Dpkq
r | samples are drawn from Sj using WOR sampling.

Thus the correctness of the Algorithm 5 follows from the correctness of Algorithm 2. The
complexities of Algorithm 5 is also identical to that of Algorithm 2. ◀

Recall that every d-dimensional rectangle can be viewed as an Ordered Delphic set,
therefore, Theorem 24 implies the following result in the context of Klee’s Measure Problem.

▶ Corollary 25 (Improved Algorithm for KMP). There is a streaming algorithm for the Klee’s
Measure Problem with space and update time complexity O

´

d2 log2 ∆
ε2 ¨ log 1

ε

¯

.

D Basic Probability Results

▶ Definition 26 (Geometric Distribution). Given any p P p0, 1s the Geometric Distribution
over the set of positive integers t1, 2, 3, . . .u is denoted as Geoppq where probability of a positive
integer k is p1 ´ pqk´1p.

▶ Theorem 27 (Coupon Collection Problem). Given access to uniform random samples from
a set T and a number r ď |T |, let Wr be a random variable that stand for the number of
independent uniform random samples from T needed before we get r distinct samples from T .
Then Pr pWr ą βr log rq ď r´β`1.

▶ Remark 28 (Pairwise Independent Hash Function). We will use pairwise independent hash
functions. For an integer n, k and Hpn, kq fi th : t0, 1un Ñ t0, 1uku be a family of hash
functions mapping t0, 1un to t0, 1uk. We use h

R
ÐÝ Hpn, kq to denote the probability space

obtained by choosing a function h uniformly at random from Hpn, kq. A family of hash
functions Hpn, kq is 2´wise independent if @α1, α2 P t0, 1uk, distinct x1, x2, P t0, 1un, h

R
ÐÝ

Hpn, kq, Prrphpx1q “ α1q ^ phpx2q “ α2qs “
1

22k . Several families of 2-wise independent hash
functions are known. We will use HTeoppn, kq, which is known to be 2-wise independent [7].
The family is defined as follows: HTeoppn, kq fi th : t0, 1un Ñ t0, 1uku is the family of
functions of the form hpxq “ Ax ` b with A P Fkˆn

2 and b P Fkˆ1
2 where A is a uniformly

randomly chosen Toeplitz matrix of size k ˆ n while b is uniformly randomly matrix of size
k ˆ 1. It is worth noticing that HTeop can be represented with Θpnq-bits and hash value of
any element x P t0, 1un can be computed in Opnkq time.
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Abstract
In [Math. Oper. Res., 2011], Fleischer et al. introduced a powerful technique for solving the generic
class of separable assignment problems (SAP), in which a set of items of given values and weights
needs to be packed into a set of bins subject to separable assignment constraints, so as to maximize
the total value. The approach of Fleischer at al. relies on solving a configuration LP and sampling a
configuration for each bin independently based on the LP solution. While there is a SAP variant for
which this approach yields the best possible approximation ratio, for various special cases, there
are discrepancies between the approximation ratios obtained using the above approach and the
state-of-the-art approximations. This raises the following natural question: Can we do better by
iteratively solving the configuration LP and sampling a few bins at a time?

To assess the potential of the iterative approach we consider a specific SAP variant as a case-study,
Uniform Cardinality Constrained Multiple Knapsack, for which we answer this question
affirmatively. The input is a set of items, each has a value and a weight, and a set of uniform capacity
bins. The goal is to assign a subset of the items of maximum total value to the bins such that (i)
the capacity of any bin is not exceeded, and (ii) the number of items assigned to each bin satisfies a
given cardinality constraint. While the technique of Fleischer et al. yields a

(
1 − 1

e

)
-approximation

for the problem, we show that iterative randomized rounding leads to efficient polynomial time
approximation scheme (EPTAS), thus essentially resolving the complexity status of the problem.
Our analysis of iterative randomized rounding may be useful for solving other SAP variants.
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1 Introduction

We consider problems in the class of maximizing assignment problems with packing constraints,
also known as separable assignment problems (SAP). A general problem in this class
is defined by a set of bins and a set of items to be packed in the bins. There is a value vij

(also called profit sometimes) associated with assigning item i to bin j. We are also given a
separate packing constraint for each bin j. The goal is to find an assignment of a subset of
the items to the bins which maximizes the total value accrued. This class includes several
well studied problems such as the generalized assignment problem (GAP).
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27:2 An EPTAS for Cardinality Constrained Multiple Knapsack

In [12], Fleischer at al. introduced a powerful technique for solving SAP and its variants.
The technique relies on first solving a configuration linear programming (configuration-LP)
relaxation of the problem. Subsequently, configurations (i.e., feasible subsets of items for a
single bin) are sampled independently according to a distribution specified by the LP solution
to obtain an integral solution for the given instance. For many SAP variants, such as GAP,
the approximation guarantee of the resulting algorithm is (1− 1/e).

Intuitively, we can do better using the following iterative randomized rounding approach:
Iteratively solve a configuration LP relaxation of the problem for the remaining items and
bins and sample a few configurations based on the distribution specified by the LP solution,
until all bins are used. We note that if the LP is solved only once and all of the bins are
packed based on the solution, then we have exactly the algorithm of Fleischer et al. [12].
This raises the following question:

Can iterative randomized rounding improve the approximation ratio of [12]?

As shown in [12], under standard complexity assumptions, there is a SAP variant for
which their approximation ratio of (1− 1/e) is the best possible. However, for various
special cases (such as multiple knapsack and GAP), there are discrepancies between
the approximation guarantee obtained using the algorithm of [12] and the state-of-the-art
approximations. This indicates that the iterative approach may potentially lead to improved
approximation for some variants (compared to [12]). Hence, to assess the potential of the
iterative approach we focus as a case study on one interesting SAP variant, namely, Uniform
Cardinality Constrained Multiple Knapsack (CMK). Specifically, we show that
iterative randomized rounding is superior to the technique of [12] and use it to essentially
resolve the complexity status of this problem.

An input for CMK consists of a set of items, each has a value and a weight, and a set of
uniform capacity bins. The goal is to assign a subset of the items of maximum total value
to the bins such that (i) the total weight of items in each bin does not exceed its capacity,
and (ii) the number of items assigned to each bin satisfies a given cardinality constraint.1

CMK has real-world applications in cloud computing, as well as in manufacturing systems
and radio networks (see the full version of the paper [9]).

1.1 Related Work
Iterative randomized rounding of configuration-LPs has been recently used for obtaining the
current state-of-the-art approximation for vector bin packing in [17]. In this problem, the
goal is to pack a set of items, each given by a d-dimensional size vector for some d > 1, in a
minimum number of d-dimensional bins, where a subset of items fits in a bin if it adheres to
the capacity constraints in all dimensions. We are not aware of an application of iterative
randomized rounding of configuration-LPs for maximization problems.

The multiple knapsack with uniform capacities (UMK) problem is the special
case of CMK with no cardinality constraint, or equivalently, where the cardinality constraint
is larger than the total number of items. In the more general multiple knapsack (MK)
problem, the capacity of the bins may be arbitrary. In terms of approximation algorithms,
UMK and MK are well understood. A polynomial time approximation scheme PTAS for

1 See a more formal definition in Section 1.3.
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UMK was given by Kellerer [16]. Later, Chekuri and Khanna [5] developed the first PTAS
for MK and ruled out the existence of a fully PTAS (FPTAS), already for UMK with only
two bins. Jansen designed more involved efficient PTAS (EPTAS) for MK [13, 14], thus
resolving the complexity status of the problem.2

For CMK, a randomized (1− 1/e)-approximation follows from the previously mentioned
results of Fleischer et al. [12] for SAP. More specifically, the authors present a randomized
algorithm for SAP whose approximation guarantee is ((1− 1/e) · β), where β is the best
approximation ratio for the single bin subproblem.3 A slightly more efficient approximation
ratio for CMK follows from a recent result of Cohen et al. [7] who give a randomized
(1− ln(2)/2− ε) ≈ 0.653-approximation for uniform 2-dimensional vector multiple knapsack.
In this problem, the cardinality constraint of CMK is generalized to a second knapsack
constraint.

We note that a PTAS for CMK can be obtained using ideas of [5]. We outline the main
steps. First, item values are discretized into O(log n) value classes, where n is the number of
items. Then, enumeration is used to roughly determine the number of items taken from each
value class. Clearly, one should take from each value class the items with smallest weights,
leading to a reduced problem of packing sufficient items from each value class in the m given
(uniform) bins. Packing these items in (1 + ε) ·m + O(1) uniform bins can be done using
an asymptotic FPTAS for bin packing with cardinality constraint [11] (or more generally,
for bin packing with a partition matroid [8]). Finally, the algorithm keeps the m bins with
highest values. We note that the running time of the enumeration step is very high. This
leaves open the question whether CMK admits an EPTAS.

1.2 Our Results
Our main contribution is in showing that iterative randomized rounding can substantially
improve the approximation guarantee of the configuration-LP rounding approach of [12]. The
analysis is based on concentration bounds; thus, our iterative algorithm is applied to a slightly
restricted subclass of CMK instances in which the value of each configuration is relatively
small, and the number of bins is large w.r.t. the given error parameter. Recall that even for
two bins the problem does not admit an FPTAS [5]. Hence, we do not expect the iterative
approach to work for a small number of bins. More specifically, given an error parameter
ε ∈ (0, 0.1) we say that a CMK instance I is ε-simple if (i) every feasible subset of items C

which can be packed in a single bin has value at most ε30 ·OPT(I), (ii) m > exp(exp(ε−30)),
and (iii) ε ·m ∈ N, where m is the number of bins and OPT(I) is the optimum value of I.4
For clarity, we first state our algorithmic result for the subclass of ε-simple CMK instances
(see Section 3 for more details).

▶ Theorem 1. For every ε ∈ (0, 0.1) and an ε-simple CMK instance I, iterative randomized

rounding (see Algorithm 1) returns a (1− ε)-approximation for I in time
(

|I|
ε

)O(1)
, where

|I| is the encoding size of I.

An in depth look into the algorithm of Fleischer et al. [12] reveals that the approximation
ratio of their algorithm on ε-simple instance is not better than

(
1− 1

e

)
, indicating the

improved ratio in Theorem 1 stems from the use of the iterative approach.

2 We give formal definitions of approximation schemes in Section 2.
3 The paper [12] shows that the existence of an FPTAS for the single bin subproblem, as in the case

of 0/1-knapsack with cardinality constraint, implies a (1 − 1/e)-approximation for the corresponding
variant of SAP.

4 In our discussion of ε-simple instances, we did not attempt to optimize the constants.
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27:4 An EPTAS for Cardinality Constrained Multiple Knapsack

We give a simple reduction showing that our algorithm for ε-simple instances yields a
randomized EPTAS for general CMK instances.

This essentially resolves the complexity status of CMK, since an FPTAS is ruled out [5].

▶ Theorem 2. There is a randomized EPTAS for CMK.

For the proof of Theorem 2 see Section 3.

1.3 Technical Overview
In the following, we outline our algorithmic approach and its analysis. For clarity, we focus
in this section on high-level ideas and omit some technical details to improve clarity. We
start with a more formal definition of CMK. An instance of CMK consists of a set of items
I, a weight function w : I → [0, 1], a value function v : I → R≥0, a number of bins m ∈ N>0,
and a cardinality constraint k ∈ N>0. A solution is a tuple (C1, . . . , Cm) such that for all
j ∈ {1, . . . , m} it holds that Cj ⊆ I, |Cj | ≤ k and w(Cj) =

∑
i∈Cj

w(i) ≤ 1. The value of
the solution (C1, . . . , Cm) is

∑
i∈S v(i) where S =

⋃m
j=1 Cj . The goal is to find a solution of

maximum value. Note that we allow the sets C1, . . . , Cm to intersect, but if an item appears
in multiple sets its value is counted only once.

The Algorithm

Our algorithm applies an iterative randomized rounding approach based on a configuration-
LP. The use of such linear program dates back to the work of Karmarkar and Karp on bin
packing [15], and such linear programs are commonly used in approximation algorithms for
resource allocation problems (e.g., [3, 1, 12, 13, 17, 7]).

We use a configuration polytope P (ℓ) ⊆ [0, 1]I , where ȳ ∈ P (ℓ) can be intuitively
interpreted as “there is a way to fractionally pack the items into ℓ bins such that each
item i ∈ I is packed ȳi times”. The algorithm takes as an input a value ε > 0 which serves
as a discretization factor and determines the approximation ratio. Our iterative approach
uses 1

ε iterations, and each iteration packs ε ·m of the remaining bins. Therefore, at the
beginning of the j-th iterations, (j − 1) · ε ·m bins were packed (in previous iterations) and
(1− (j − 1) · ε) ·m bins are still empty. We use Sj to denote the set of items that were not
packed by the end of the j-th iteration (and thus are still available for packing). The main
steps of the algorithm are as follows.

1. Initialize S0 ← I to be all the items.
2. For j from 1 to 1

ε do:
a. Solve the linear program

max
∑
i∈I

ȳi · v(i)

s.t. ȳ ∈ P (m · (1− (j − 1) · ε))
ȳi = 0 ∀i ∈ I \ Sj−1

(1)

That is, we want to obtain a maximum value using m · (1− (j − 1) · ε) bins and only
items in Sj−1. Let ȳj be the solution found.

b. Sample ε ·m bins according to the solution ȳj (defined more formally in later); update
Sj to be Sj−1 minus all the items packed in the current iteration.

3. Return the collection of m packed bins.
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The linear program in (1) can be approximated efficiently, but cannot be solved exactly in
polynomial time. For the purpose of this technical overview, we assume it can be solved
exactly. In Item 2b we use the randomized rounding technique for configuration LPs of
Fleischer et al. [12]. The same randomized rounding technique is commonly used by other
algorithms (e.g., [3, 1, 17, 2]). We give the full details on the sampling process in Section 3.

High Level Analysis

Let Qj be the set of items packed in the j-th iteration (that is, Qj = Sj \ Sj−1). In the j-th
iteration, the linear program uses m · (1− (j − 1) · ε) bins and attains value of

∑
i∈I ȳj

i · v(i),

with an average value of
∑

i∈I
ȳj

i
·v(i)

m·(1−(j−1)·ε) per bin. As the number of bins sampled in each
iteration is small, it can be shown that with high probability the average value per bin in
the packing generated by the randomized rounding is roughly the same as the average value
in the fractional solution. That is,∑

i∈Qj
v(i)

ε ·m
≈

∑
i∈I ȳj

i · v(i)
m · (1− (j − 1) · ε) ,

or equivalently,

∑
i∈Qj

v(i) ≈ ε ·
∑

i∈I ȳj
i · v(i)

1− (j − 1) · ε .

Observe the left hand term is the value attained from items packed in the j-th iteration. In
each iteration of the algorithm the distribution by which the bins are sampled is updated, so
the algorithm does not pack items already packed in previous iterations (by the constraints
ȳi = 0 for i ∈ I \ Sj−1 in (1)). Thus, we have that Q1, . . . , Qε−1 are disjoint. It follows that
the value of the solution returned by the algorithm is

v(I \ Sε−1) =
ε−1∑
j=1

∑
i∈Qj

v(i) ≈ ε ·
ε−1∑
j=1

∑
i∈I ȳj

i · v(i)
1− (j − 1) · ε (2)

Ideally, we would like the average value per bin to be (at least) OPT
m in each of the

solutions ȳj , where OPT is the value of the optimal solution of the instance. That is, the
average value per bin in each of the iterations remains the average value per bin in the
optimum. As ȳj conceptually uses m · (1− (j − 1)ε) bins, this implies that∑

i∈I

ȳj
i · v(i) ≳

OPT
m
·m · (1− (j − 1) · ε) = OPT · (1− (j − 1) · ε) , (3)

for every j ∈ [ε−1]. If we assume (3) holds and plug it into (2), we get that the value of the
solution returned by the algorithm is

v(I \ Sε−1) ≈ ε ·
ε−1∑
j=1

∑
i∈I ȳj

i · v(i)
1− (j − 1) · ε ≳ ε ·

ε−1∑
j=1

OPT · (1− (j − 1) · ε)
1− (j − 1) · ε = OPT.

That is, the algorithm returns a solution of value close to OPT (not strictly better naturally),
assuming (3) holds. This leaves us with the goal of showing that (3) holds with high
probability.
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27:6 An EPTAS for Cardinality Constrained Multiple Knapsack

Linear Structures and Equation (3)

To show that (3) holds we define a random vector γ̄j ∈ [0, 1]I for every j ∈ [ε−1]. We use γ̄j

to lower bound the value of the configuration-LP. We show that with high probability (i) the
value of γ̄j (that is,

∑
i∈I γ̄j

i · v(i)) is ≈ (1 − (j − 1)ε) · OPT and (ii) γ̄j ∈ P ((1 + δ) ·mj)
where mj = (1− (j − 1) · ε) ·m is the number of remaining bins at the beginning of the j-th
iteration and δ > 0 is small. Once properties (i) and (ii) are shown, it follows that γ̄j

1+δ is
a solution of high value for the linear program in the j-th iteration, and (3) immediately
follows as the algorithm finds an optimal solution in every iteration. Property (i) is shown
using a simple calculation of the expected value of the vector γ̄j followed by an application
of a concentration bound which shows that with high probability the value of γ̄j does not
deviate afar from its expected value. Showing property (ii) is more challenging.

The polytope P (ℓ) can be represented via a finite set of linear constraints S ⊆ RI
≥0

by P (ℓ) = {ȳ ∈ [0, 1]I | ∀ū ∈ S : ū · ȳ ≤ ℓ} (the set S is the same for every ℓ). While S
is finite, its size is non-polynomial in the input instance. A naive approach to show that
γ̄j ∈ P ((1 + δ)mj) is to consider each constraint ū ∈ S separately, and apply concentration
bounds to show ȳ · ū ≲ mj with high probability. Subsequently, the union bound can be used
to lower bound the probability that ȳ · ū ≲ mj for every ū ∈ S simultaneously. However, due
to the large number of vectors in S, a direct application of the union bound does not lead to
such useful lower bound.

We use a linear structure to overcome the above challenge. The linear structure provides an
approximate representation of the configuration polytope using a small number of constraints
(that is, the number of constraints only depends on ε). As the number of constraints is
reduced, we can now apply the above logic successfully − use a concentration bound to show
that each constraint of the linear structure holds independently with high probability, and
then use the union bound to show that all the constraints hold simultaneously with high
probability. By the properties of the linear structure, once we show that all constraints hold,
we are guaranteed that γ̄j ∈ P ((1 + δ) ·mj), as stated in (ii).

The concept of linear structure was introduced in [17]. It is essentially a non-constructive
version of the subset oblivious algorithms used by the Round&Approx framework of [3]. We
construct the linear structure for CMK based on ideas from [17, 1]. The structure leverages
the relatively simple structure of the cardinality constraint.

Technical Contribution

In this paper, we present the first use of an iterative randomized rounding approach of
a configuration-LP for a maximization problem. As such, the paper provides the basic
foundations required for the analysis of iterative randomized rounding for maximization
problems. Iterative randomized rounding of a configuration-LP has been recently used for bin
packing problems in [17]. Indeed, in some places the analysis only requires simple adaptations
of ideas from [17]. In other parts, the adaptation is more challenging.

These challenges arise mainly due to the fact that while in bin packing all the remaining
items must be fully packed by the configuration-LP, in maximization problems the remaining
items may be partially selected or not selected at all by the configuration-LP. Thus, the
probability of an item to be packed after j iterations may take different values for different
items. In contrast, this probability is the same for all items in the case of bin packing.
Similarly, while in the case of bin packing all items must be packed by the configuraiton-LP
in every iteration, in maximization problem there is a degree of freedom in the selection
of items to be packed. This, in turn, led to a different approach for the use of the linear
structure.
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We note that while the paper [7] deals with a generalization of CMK and uses several
similar concepts (configuration LP, sampling, subset oblivious algorithms), the algorithm
in [7] does not use an iterative approach. It relies on two separate stages: the first uses a
randomized rounding of a configuration-LP that is solved once, and the second stage uses
a combinatorial algorithm. We believe the analysis of the iterative randomized rounding
algorithm presented in this paper will be useful in showing iterative randomized rounding
yields an improved approximation for the Uniform 2-dimensional Vector Multiple Knapsack
(2d-UMK) problem considered in [7]. The main challenge in applying our analysis to 2d-UMK
is that our analysis relies on a robust linear structure, which is unlikely to exist for 2d-UMK
(as that would lead to a PTAS, contradicting the hardness results in [7]). This can potentially
be bypassed with the use of an analog of the linear structure that holds for 2d-UMK and
adaption of the analysis to this potential structure.

1.4 Organization
In Section 2 we give some definitions and notation. Section 3 presents our main algorithm
and an outline of its analysis. In Section 4 we give the detailed analysis (proofs of Lemmas 6,
7, 10 and 11). The proofs of Lemma 9 and Lemma 4 are given in the full version of the
paper [9].

2 Preliminaries

We start with some definitions and notation. Let OPT(I) be the value of an optimal solution
for an instance I of a maximization problem Π. For α ∈ (0, 1], a solution x for the instance I

is an α-approximate solution if its value is at least α ·OPT(I). For α ∈ (0, 1], we say that A is
an α-approximation algorithm for Π if for any instance I of Π, A outputs an α-approximate
solution for I. An algorithm A is a randomized α-approximation for Π if for any instance I

of Π it always returns a solution for I, and the solution is an α-approximate solution with
probability at least 1

2 . A polynomial-time approximation scheme (PTAS) for a maximization
problem Π is a family of algorithms (Aε)ε>0 such that for any ε > 0, Aε is a polynomial-time
(1− ε)-approximation algorithm for Π. As the running time of a PTAS may be impractically
high, two restrictive classes of PTAS have been proposed in the literature: (Aε)ε>0 is an
efficient PTAS (EPTAS) if the running time of Aε is of the form f

( 1
ε

)
· nO(1), where f is an

arbitrary function, and n is the bit-length encoding size of the input instance; (Aε)ε>0 is
a fully PTAS (FPTAS) if the running time of Aε is bounded by

(
n
ε

)O(1). Given a boolean
expression D, we define 1D ∈ {0, 1} such that 1D = 1 if D is true and 1D = 0 otherwise.

We give an alternative definition of our problem that will be used in the technical sections.
An instance of CMK is a tuple I = (I, w, v, m, k), where I is a set of items, w : I → [0, 1]
is the weight function, v : I → R≥0 is the value function, m ∈ N>0 is the number of bins,
and k ∈ N>0 is the cardinality constraint. A configuration of the instance I is C ⊆ I such
that |C| ≤ k and w(C) =

∑
i∈C w(i) ≤ 1. Let CI be the set of all configurations of I, and

CI(i) = {C ∈ C | i ∈ C} the set of all configurations which contain i ∈ I. When clear from
the context, we simply use C = CI and C(i) = CI(i).

A solution of I is a tuple of m configurations S = (C1, . . . , Cm) ∈ Cm. The value of
the solution S = (C1, . . . , Cm) is v(S) = v

(⋃
b∈[m] Cb

)
(generally, for any set B ⊆ A and

a function f : A→ R≥0, we use f(B) =
∑

b∈B f(b)). The objective is to find a solution of
maximum value. Let OPT(I) be the optimal solution value for the instance I, and |I| the
encoding size of I. W.l.o.g., we consider a tuple with fewer than m configurations to be
a solution. In this case, for some r ≤ m, the tuple (C1, . . . , Cr) ∈ Cr is equivalent to the
solution (C1, . . . , Cr, ∅, . . . , ∅) ∈ Cm.
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27:8 An EPTAS for Cardinality Constrained Multiple Knapsack

Our main algorithm, given in Section 3, is applied to a restricted subclass of simple
instances. We now give a more formal definition for this subclass of instances.

▶ Definition 3. Let ε ∈ (0, 0.1), We say that a CMK instance I = (I, w, v, m, k) is ε-simple
if the following conditions hold.

For every C ∈ C, we have that v(C) ≤ ε30 ·OPT(I).
m > exp(exp(ε−30))
ε ·m ∈ N.

We give a reduction showing that our algorithm for ε-simple instances yields a randomized
EPTAS for general CMK instances.5 This is formalized in the next lemma (we give the proof
in [9]).

▶ Lemma 4. Given ε ∈ (0, 0.1) such that ε− 1
2 ∈ N, let A be a randomized algorithm which

returns a (1− ε)-approximate solution for any ε-simple CMK instance I in time
(

|I|
ε

)O(1)
.

Then, there is a randomized EPTAS for CMK.

Theorem 2 follows from Theorem 1 and Lemma 4.

3 The Algorithm

In this section, we formally present our iterative randomized rounding algorithm for ε-simple
CMK instances. The algorithm relies on a linear programming (LP) relaxation of CMK that
we formalize through the notion of fractional solutions.

A fractional solution for an instance I = (I, w, v, m, k) is a vector x̄ ∈ RC
≥0; the value x̄C

represents a fractional selection of the configuration C for the solution. The coverage of x̄ is
the vector cover(x̄) ∈ RI

≥0 defined by

∀i ∈ I : coveri(x̄) = (cover(x̄))i =
∑

C∈C(i)

x̄C .

The vector x̄ is feasible if cover(x̄) ∈ [0, 1]I . The size of x̄ is ∥x̄∥ =
∑

C∈C x̄C (throughout
this paper, for every vector z̄ ∈ Rn we use ∥z̄∥ =

∑n
i=1 |z̄i|). The value of ȳ ∈ [0, 1]I is

v(ȳ) =
∑

i∈I ȳi ·v(i). The value of x̄ is the value of the cover of x̄, that is, v(x̄) = v(cover(x̄)).
For ℓ ∈ N>0, let [ℓ] = {1, . . . , ℓ}.

A solution S = (C1, . . . , Cm) for I, where C1, . . . , Cm are disjoint and non-empty, can be
encoded as a feasible fractional solution x̄ ∈ {0, 1}C defined by x̄Cb

= 1 for every b ∈ [m],
and x̄C = 0 for every other configuration. It is easy to verify that ∥x̄∥ = m, coveri(x̄) = 1
for every i ∈ S, coveri(x̄) = 0 for every i ∈ I \ S, and v(x̄) = v(S).

We use fractional solutions to define a linear program (LP). Let K be a set and γ̄ ∈ RK .
The support of γ̄ is supp(γ̄) = {i ∈ K | γ̄i ̸= 0}. Let I = (I, w, v, m, k) be a CMK instance.
For every set S ⊆ I of remaining items and ℓ ∈ N remaining bins, we define the configuration
LP of S and ℓ by

LP(S, ℓ) :

max v(x̄)
s.t. x̄ is a feasible fractional solution for I

supp(x̄) ⊆ 2S

∥x̄∥ = ℓ

5 In our discussion of ε-simple instances, we did not attempt to optimize the constants.
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That is, in LP(S, ℓ) exactly ℓ configurations are selected6, and these configurations contain
only items in S. We can formally define the configuration polytope P (ℓ) discussed in
Section 1.3 via fractional solutions by

P (ℓ) = {cover(x̄) | x̄ is a feasible fractional solution for I and ∥x̄∥ ≤ ℓ} . (4)

It can be shown that LP(Sj , (1− (j − 1) · ε) ·m) is equivalent to the linear program in (1).
A generalization of LP(S, ℓ) for the separable assignment problem (SAP) was considered

in [12]. Given pi ≥ 0 for every i ∈ I, the paper [12] shows that linear programs such as
LP(S, ℓ) admit an FPTAS whenever the single bin problem − of finding C ∈ C such that∑

i∈I pi is maximized − admits an FPTAS. As the single bin case of CMK has an FPTAS
(e.g., [4, 18, 10]), we get the following.

▶ Lemma 5. There is an algorithm which given a CMK instance I = (I, w, v, m, k), S ⊆ I,

ℓ ∈ N and ε > 0, finds a (1− ε)-approximate solution for LP(S, ℓ) in time
(

|I|
ε

)O(1)
.

Given a fractional solution x̄ such that ∥x̄∥ ̸= 0, we say that a random configuration
R ∈ C is distributed by x̄, and write R ∼ x̄, if Pr(R = C) = x̄C

∥x̄∥ for all C ∈ C.
The pseudocode of our algorithm for CMK is given in Algorithm 1. In each iteration

1 ≤ j ≤ ε−1, the algorithm uses the solution x̄j for LP(Sj−1, mj) to sample ε·m configurations,
where Sj−1 is the set of items remaining after iteration (j − 1), and mj is the number of
remaining (unassigned) bins.

Algorithm 1 Iterative Randomized Rounding.

input : Error parameter ε ∈ (0, 0.1), ε− 1
2 ∈ N, and an ε-simple CMK

instance I = (I, w, v, m, k)
output : A solution for the instance

1 Initialize S0 ← I

2 for j = 1, . . . , ε−1 do
3 Find a (1− ε)-approximate solution x̄j for LP(Sj−1, mj), where

mj = m (1− (j − 1) · ε).
4 Sample independently q = ε ·m configurations Rj

1, . . . , Rj
q ∼ x̄j .

5 Update Sj = Sj−1 \
(⋃q

b=1 Rj
b

)
.

6 Return as solution
(

Rj
b

)
1≤j≤ε−1, 1≤b≤q

Consider the execution of Algorithm 1 with the input I = (I, w, v, m, k) and ε ∈ (0, 0.1)
such that ε− 1

2 ∈ N. The notations we use below, such as x̄j , Sj , and Rj
b, refer to the variables

used throughout the execution of the algorithm. Clearly, Algorithm 1 returns a solution
for I. Furthermore, by Lemma 5, the running time of the algorithm is polynomial in I and
ε−1. Let V = v

(⋃ε−1

j=1
⋃q

b=1 Rj
b

)
= v (I \ Sε−1) be the value of the returned solution.

Main Lemmas

In the following, we describe the main lemmas we prove in order to lower bound the value
of V . The proofs of the lemmas are given in Section 4 and the full version of the paper [9].

6 Note that x̄∅ may be greater than 1.
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27:10 An EPTAS for Cardinality Constrained Multiple Knapsack

A simple calculation shows that the expected value of v(Rj
b), given all the samples up

to (and including) iteration (j − 1), is v(x̄j)
m·(1−(j−1)·ε) . To compute the expected value of

v
(⋃q

b=1 Rj
b

)
, we need to take into consideration events in which an item i ∈ I appears in

several configurations among Rj
1, . . . , Rj

q. In Section 4.2 we show that, since only a small
number of configurations are sampled in each iteration (in comparison to the overall remaining
number of bins), such events have small effect on the expected value (with the exception of
the last ε− 1

2 iterations). This observation is coupled with a concentration bound to prove
the next lemma.

▶ Lemma 6. With probability at least 1− exp
(
−ε−8), it holds that

V = v(I \ Sε−1) ≥
ε−1−ε− 1

2∑
j=1

v(x̄j) ·

(
ε− ε

3
2

)
1− (j − 1)ε − ε9 ·OPT(I).

Lemma 6 is the formal statement of (2). Lemma 6 essentially reduces the problem of
deriving a lower bound for V to obtaining a lower bound on v(x̄j).

To obtain a lower bound for v(x̄j) we use the following steps. We define random
vectors γ̄j ∈ [0, 1]I for every j ∈ [ε−1] such that v(γ̄j) is high, and there is z̄j such that
cover(z̄j) = γ̄j−1 and ∥z̄j∥ ≈ mj . We scale down z̄j to obtain a solution for LP(Sj−1, mj)
of value ≈ v(γ̄j−1), and consequently get a lower bound for v(x̄j). We use a linear structure
defined below, to show the existence of z̄j . We further use auxiliary random vectors λ̄j to
define γ̄j .

Let (Ω,F , Pr) be the probability space defined by the execution of the algorithm. Define
the σ-algebras F0 = {∅, Ω} and Fj = σ

(
{Rj′

b | 1 ≤ j′ ≤ j, 1 ≤ b ≤ q}
)

. That is, Fj describes
events which only depend on the outcomes of the random sampling up to (and including) the
j-th iteration of the algorithm. We follow the standard definition of conditional probabilities
and expectations given σ-algebras (see, e.g., [6]).

Fix an optimal solution (C∗
1 , . . . , C∗

m) for the instance and let S∗ =
⋃m

j=1 C∗
j be the set of

items in this solution. Also, given a set S ⊆ I denote by 1S the vector z̄ ∈ {0, 1}I satisfying
z̄i = 1 for i ∈ S, and z̄i = 0 otherwise.

We define γ̄j and λ̄j inductively using S∗. Define γ̄0 = 1S∗ , that is γ̄0
i = 1 for every

i ∈ S∗ and γ̄0
i = 0 for every i ∈ I \ S∗. For every j ∈ [ε−1 − 1] define λ̄j ∈ RI

≥0 by

λ̄j
i = 1− j · ε

1− (j − 1)ε ·
1

Pr(i ∈ Sj | Fj−1) · γ̄
j−1
i (5)

for all i ∈ Sj−1 and λ̄j
i = 0 for i /∈ Sj−1. Intuitively, the expression Pr(i ∈ Sj | Fj−1) in (5)

is the probability that item i will still be available for packing after the j-th iteration, where
the probability is calculated at the end of the iteration j − 1. Also, for every j ∈ [ε−1 − 1]
define γ̄j ∈ RI

≥0 by

γ̄j
i = 1i∈Sj

· λ̄j
i ∀i ∈ I. (6)

Observe that λ̄j is Fj−1-measurable random variable whereas γ̄j is Fj-measurable. Intuitively,
this means that the value of λ̄j is known by the end of the (j − 1)-th iteration, while the
value of γ̄j is only known by the end of the j-th iteration.

The lower bound on v(γ̄j−1) relies on a simple calculation of expectations followed by a
concentration bound. By induction it can be shown that E[γ̄j−1

i ] = (1 − (j − 1)ε) · 1i∈S∗ ,
and therefore,

E[v(γ̄j−1)] = (1− (j − 1)ε) · v(S∗) = (1− (j − 1)ε) ·OPT(I).

We use concentration bounds to show that indeed v(γ̄j−1) does not deviate from its expected
value.



I. Doron-Arad, A. Kulik, and H. Shachnai 27:11

▶ Lemma 7. With probability at least 1− exp(−ε−20), it holds that

∀j ∈ [ε−1] : v(γ̄j−1) ≥ (1− ε(j − 1)) ·OPT(I)− ε3 ·OPT(I).

We give the proof of Lemma 7 in the full version of the paper [9].
Our next challenge is to show that there is a solution for LP(Sj−1, mj) whose cover is

roughly γ̄j−1, which can be alternatively stated as γ̄j−1 ∈ P (ℓ) where ℓ ≈ mj , and P (ℓ) is
as defined in (4). To this end, we introduce a linear structure for CMK. The main idea in
linear structures is that they allow us to determine that γ̄j ∈ P (ℓ) by checking if γ̄j satisfies
a small number of linear inequalities.

Given a vector ū ∈ RI
≥0 which defines an inequality in the linear structure, we use concen-

tration bounds to show that γ̄j · ū ≤ E[γ̄j · ū]+ξ, where ξ is an error terms. The concentration
bounds we use only provide useful guarantees if the error term ξ is of order of the maximum
sum of entries in ū w.r.t. a single configuration, that is, tol(ū) = max

{∑
i∈C ūi |C ∈ C

}
. We

refer to the value tol(ū) as the tolerance of ū. We consequently require the linear structure
to be robust to additive errors of order of the tolerance. Also, we say that S ⊆ I can be
packed into ℓ ∈ N bins if there are ℓ configurations C1, . . . , Cℓ ∈ C such that

⋃ℓ
b=1 Cb = S.

▶ Definition 8 (Linear Structure). Let (I, w, v, m, k) be a CMK instance and δ > 0 a
parameter. Also, consider a subset S ⊆ I such that S can be packed in ℓ ∈ N bins. A δ-linear
structure of S is a set of vectors L ⊆ RI

≥0 which satisfy the following property.
Let ȳ ∈ ([0, 1] ∩Q)I , 0 < α < 1 and t > 0, such that

1. supp(ȳ) ⊆ S

2. ∀ū ∈ L : ū · ȳ ≤ α · ū · 1S + t · tol(ū)
Then, there is a fractional solution x̄ whose cover is ȳ and ∥x̄∥ ≤ α · ℓ + 20δℓ + (t + 1) ·
exp(δ−5).

The size of the structure L is |L|.

Alternatively, a δ-linear structure guarantees for S that for every ȳ ∈ [0, 1]I with rational
entries, 0 < α < 1 and t > 0, if supp(ȳ) ⊆ S and ȳ satisfies |L| linear inequalities, then
ȳ ∈ P (α · ℓ + 20δℓ + (t + 1) · exp(δ−5)).

In [9] we prove the next result.

▶ Lemma 9. Given δ > 0, let I = (I, w, v, m, k) be a CMK instance, and S ⊆ I a subset
which can be packed into ℓ > exp(δ−5) bins. Then there is a δ-linear structure L of S of size
at most exp

(
δ−4).

The above lemma is an adaptation of a construction of [17] used to solve the vector bin
packing problem, in which there are additional requirements for the packing of S. Our
adaptation leverages the relative simplicity of a cardinality constraint to omit these additional
requirements.

We use Lemma 9 to show the existence of an ε2-linear structure of S∗, where S∗ is the
set of items in an optimal solution. We use the linear structure to show the existence of
a fractional solution z̄j such that cover(z̄j) = γ̄j−1 and ∥z̄j∥ ≈ (1 − (j − 1)ε)m for every
j ∈ [ε1]. A simple scaling is then used to construct a solution for LP(Sj−1, mj) and establish
the following lower bound on v(x̄j).

▶ Lemma 10. With probability at least 1− exp(−ε−20), it holds that

∀j ∈ [ε−1] : v(x̄j) ≥ (1− ε) ·
(

1− 30 · ε2

1− (j − 1)ε

)
· v(γ̄j−1).
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27:12 An EPTAS for Cardinality Constrained Multiple Knapsack

We give the proof of Lemma 10 in [9]. Together, Lemma 10 and Lemma 7 essentially
give the formal proof of (3). Finally, using Lemmas 6, 7, and 10, we obtain the next result,
whose proof is given in [9].

▶ Lemma 11. With probability at least 1−exp(−ε−5), it holds that V ≥ (1−60
√

ε) ·OPT(I).

Theorem 1 follows directly from Lemma 11.

4 The Analysis

Consider an execution of Algorithm 1 with the input I = (I, w, v, m, k) and ε > 0. We use
the notation and definitions as given in Section 3. Also, let ȳj = cover(x̄j) be the coverage
of x̄j . Observe x̄j and ȳj are Fj−1-measurable. That is, their values are determined by
the outcomes of the samples up to (and including) the j − 1 iteration. As in Section 3 we
let (C∗

1 , . . . , C∗
m) be an optimal solution for the instance I. We define S∗ =

⋃m
b=1 C∗

b and
OPT = v(S∗) = OPT(I).

4.1 Concentration Bounds
Before we give the proofs of Lemmas 6, 7, 10, and 11, we need to introduce some concentration
bounds for self-bounding functions.

▶ Definition 12. A non-negative function f : Xn → R≥0 is called self-bounding if there exist
n functions f1, . . . , fn : Xn−1 → R such that for all x = (x1, . . . , xn) ∈ Xn,

0 ≤ f(x)− ft(x(t)) ≤ 1, and
n∑

t=1

(
f(x)− ft(x(t))

)
≤ f(x),

where x(t) = (x1, . . . , xt−1, xt+1, . . . , xn) ∈ Xn−1 is obtained by dropping the t-th component
of x.

We rely on the following concentration bound due to Boucheron, Lugosi and Massart [3].

▶ Lemma 13. Let f : Xn → R≥0 be a self-bounding function and let X1, . . . , Xn ∈ X be
independent random variables. Define Z = f(X1, . . . , Xn). Then the following holds:
1. Pr (Z ≥ E[Z] + t) ≤ exp

(
− t2

2·E[Z]+ t
3

)
, for every t ≥ 0.

2. Pr (Z ≤ E[Z]− t) ≤ exp
(
− t2

2·E[Z]

)
, for every t > 0.

The setting considered in [3] can be trivially extended to a setting in which the random
variable are conditionally independent on a σ-algebra G (see [6] for the definition of conditional
independence) and the function f itself is a G-measurable random function. This is formally
stated in the next lemma.

▶ Lemma 14. Let (Ω,F , Pr) be a finite probability space and let G ⊆ F be a σ-algebra. Let
D be a finite set of self-bounding function from χℓ to R≥0 and let f ∈ D be a G-measurable
random function. Also, let X1, . . . , Xℓ ∈ χ be random variables which are conditionally
independent given G. Define Z = f(X1, . . . , Xn). Then the following holds:
1. Pr (Z ≥ E[Z | G] + t | G) ≤ exp

(
− t2

2·E[Z | G]+ t
3

)
, for every t ≥ 0.

2. Pr (Z ≤ E[Z | G]− t | G) ≤ exp
(
− t2

2·E[Z | G]

)
for every t ≥ 0.

The generalization in Lemma 14 is required since the variables Rj
1, . . . , Rj

q are dependent for
q > 1 while being conditionally independent given the variables Rj′

b for every j′ < j and
b ∈ [q]. The following construction for self-bounding function was shown in [7].
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▶ Lemma 15. Let I = (I, w, v, m, k) be a CMK instance, and h : I → R≥0. For some

ℓ ∈ N>0 define f : Cℓ → R≥0 by f(C1, . . . , Cℓ) =
h(
⋃

i∈[ℓ]
Ci)

η where η ≥ maxC∈C h(C). Then
f is self-bounding.

4.2 The proof of Lemma 6
The first step towards the proof of Lemma 6 is to show a lower bound on the probability of
an item to appear in one of the sampled configurations Rj

1, . . . , Rj
q in terms of ȳj

i .

▶ Lemma 16. For every i ∈ I and j ∈
[
ε−1] it holds that Pr (i ∈ Sj−1 \ Sj | Fj−1) ≥

1− exp
(
−ε · ȳj

i

1−(j−1)ε

)
.

Proof. By a simple calculation,

Pr (i ∈ Sj−1 \ Sj | Fj−1) = Pr
(

i ∈
q⋃

b=1
Rj

b

∣∣∣∣∣ Fj−1

)

= 1− Pr
(

i /∈
q⋃

b=1
Rj

b

∣∣∣∣∣ Fj−1

)

= 1−
q∏

b=1
Pr
(

i /∈ Rj
b

∣∣∣ Fj−1

)
= 1−

q∏
b=1

(
1− Pr

(
i ∈ Rj

b

∣∣∣ Fj−1

))
= 1−

q∏
b=1

(
1− Pr

(
Rj

b ∈ C(i)
∣∣∣ Fj−1

))
.

(7)

The third equality holds as Rj
1, . . . , Rj

q are conditionally independent given Fj−1. Therefore,
by (7) and since the configurations are distributed by x̄j we have

Pr (i ∈ Sj−1 \ Sj | Fj−1) = 1−
q∏

b=1

(
1− Pr

(
Rj

b ∈ C(i)
∣∣∣ Fj−1

))

= 1−
(

1−
∑

C∈C(i) x̄j
C

∥x̄j∥

)q

= 1−
(

1− ȳj
i

m · (1− (j − 1) · ε)

)ε·m

= 1−

(1− ȳj
i

m · (1− (j − 1) · ε)

)m·(1−(j−1)·ε)
ȳ

j
i


ε·ȳ

j
i

(1−(j−1)·ε)

≥ 1−
(
e−1) ε·ȳ

j
i

(1−(j−1)·ε)

= 1− exp
(
− ε · ȳj

i

(1− (j − 1) · ε)

)
.

The inequality holds since (1− 1
x )x ≤ 1

e for all x ≥ 1. ◀
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27:14 An EPTAS for Cardinality Constrained Multiple Knapsack

The next lemma uses Lemma 16 to lower bound the total value of sampled configurations
in the j-th iteration.

▶ Lemma 17. For all j ∈
[
ε−1 − ε− 1

2

]
it holds that

E [v(Sj−1 \ Sj) | Fj−1] ≥ v(x̄j) ·
(

ε− ε
3
2

) 1
1− (j − 1)ε .

Proof. By Lemma 16 we get

E [v(Sj−1 \ Sj) | Fj−1] =
∑
i∈I

v(i) · Pr (i ∈ Sj−1 \ Sj | Fj−1)

≥
∑
i∈I

v(i) ·
(

1− exp
(
−ε · ȳj

i

1− (j − 1)ε

))

≥
∑
i∈I

v(i) ·

ε · ȳj
i

1− (j − 1)ε −
(

ε · ȳj
i

1− (j − 1)ε

)2


=
∑
i∈I

v(i) ·
(

ε · ȳj
i

1− (j − 1)ε ·
(

1− ε · ȳj
i

1− (j − 1)ε

))
.

(8)

The second inequality follows from 1− exp(−x) ≥ x− x2 for all x ≥ 0. By (8) we have

E [v(Sj−1 \ Sj) | Fj−1] ≥
∑
i∈I

v(i) ·
(

ε · ȳj
i

1− (j − 1)ε ·
(

1− ε · 1
1− (ε−1 − ε− 1

2 − 1)ε

))

=
∑
i∈I

v(i) ·
(

ε · ȳj
i

1− (j − 1)ε ·
(

1− ε

ε + ε
1
2

))

= 1
1− (j − 1)ε ·

(
ε− ε2

ε + ε
1
2

)
·
∑
i∈I

v(i) · ȳj
i

= 1
1− (j − 1)ε ·

(
ε− 1

ε−1 + ε− 3
2

)
· v(x̄j)

≥ v(x̄j) ·
(

ε− ε
3
2

) 1
1− (j − 1)ε .

The first inequality holds since j ≤ ε−1−ε− 1
2 and since x̄j is a feasible solution for LP(S, mj);

thus, ȳj ∈ [0, 1]I . ◀

We can also use Lemma 14 to show that the value of the configurations sampled in the
j-th iteration does not deviate significantly from its expected value.

▶ Lemma 18. For all j ∈ [ε−1] it holds that

Pr
(

v(Sj−1 \ Sj) ≤ E [v (Sj−1 \ Sj) | Fj−1]− ε10 ·OPT(I)
)
≤ exp

(
−ε−9) .

Proof. Recall that q = ε ·m. Define a function f : Cq → R≥0 by f(X) = v(S)
ε30·OPT(I) for all

X = (C1, . . . , Cq) ∈ Cq. Since I is ε-simple it holds that v(C) ≤ ε30 · OPT for all C ∈ C,
thus, by Lemma 15 it follows that f is a self-bounding function. Therefore,
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Pr
(

v(Sj−1 \ Sj) ≤ E
[
v (Sj−1 \ Sj)

∣∣ Fj−1
]
− ε10 ·OPT(I)

∣∣∣∣ Fj−1

)
= Pr

(
f
(

Rj
1, . . . , Rj

q

)
≤ E

[
f
(

Rj
1, . . . , Rj

q

) ∣∣∣∣ Fj−1

]
− ε−20

∣∣∣∣ Fj−1

)

≤ exp

− ε−40

2 · E
[
f
(

Rj
1, . . . , Rj

q

) ∣∣∣∣ Fj−1

]
 .

(9)

The inequality holds by Lemma 14. In addition, since Rj
1, . . . , Rj

q is a solution for I, it also
holds that

E
[
f
(

Rj
1, . . . , Rj

q

) ∣∣∣∣ Fj−1

]
≤ OPT(I)

ε30 ·OPT(I) = ε−30. (10)

Hence, by the above

Pr
(

v(Sj−1 \ Sj) ≤ E
[
v (Sj−1 \ Sj)

∣∣ Fj−1
]
− ε10 ·OPT(I)

∣∣∣∣ Fj−1

)

≤ exp

− ε−40

2 · E
[
f
(

Rj
1, . . . , Rj

q

) ∣∣∣∣ Fj−1

]


≤ exp
(
− ε−40

2 · ε−30

)
= exp

(
−ε−10

2

)
≤ exp

(
−ε−9) .

(11)

The first inequality holds by (9). The second inequality follows from (10). For the last
inequality, recall that ε < 0.1. Therefore, by (11) it holds that (unconditionally on Fj−1),

Pr
(

v(Sj−1 \ Sj) ≤ E
[
v (Sj−1 \ Sj)

∣∣ Fj−1
]
− ε10 ·OPT(I)

)
≤ exp

(
−ε−9) . ◀

The proof of Lemma 6 follows from Lemma 17 and Lemma 18.

▶ Lemma 6. With probability at least 1− exp
(
−ε−8), it holds that

V = v(I \ Sε−1) ≥
ε−1−ε− 1

2∑
j=1

v(x̄j) ·

(
ε− ε

3
2

)
1− (j − 1)ε − ε9 ·OPT(I).
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Proof.

Pr

v(I \ Sε−1) ≥
ε−1−ε− 1

2∑
j=1

v(x̄j) ·

(
ε− ε

3
2

)
1− (j − 1)ε − ε9 ·OPT(I)



≥ Pr

 ∧
j∈
[

ε−1−ε− 1
2

]
v(Sj−1 \ Sj) ≥ v(x̄j) ·

(
ε− ε

3
2

)
1− (j − 1)ε − ε10 ·OPT(I)




≥ Pr

 ∧
j∈
[

ε−1−ε− 1
2

]
(

v(Sj−1 \ Sj) ≥ E [v (Sj−1 \ Sj) | Fj−1]− ε10 ·OPT(I)
) .

≥ 1− Pr

 ∨
j∈
[

ε−1−ε− 1
2

]
(

v(Sj−1 \ Sj) < E [v (Sj−1 \ Sj) | Fj−1]− ε10 ·OPT(I)
) .

(12)

The first inequality holds because if all ε−1− ε− 1
2 events in the second expression occur, then

so is the event in the first expression. The second inequality holds by Lemma 17. By (12)
and the union bound

Pr

v(I \ Sε−1) ≥
ε−1−ε− 1

2∑
j=1

v(x̄j) ·

(
ε− ε

3
2

)
1− (j − 1)ε − ε9 ·OPT(I)


≥ 1−

∑
j∈
[

ε−1−ε− 1
2

]Pr
(

v(Sj−1 \ Sj) ≥ E [v (Sj−1 \ Sj) | Fj−1]− ε10 ·OPT(I)
)

≥ 1− ε−1 · exp
(
−ε−9)

≥ 1− exp(−ε−8).

The second inequality holds Lemma 18. For the last inequality, recall that ε < 0.1. ◀

The remaining proofs are given in the full version of the paper [9].
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Abstract
The problem of rectangle tiling binary arrays is defined as follows. Given an n × n array A of
zeros and ones and a natural number p, our task is to partition A into at most p rectangular
tiles, so that the maximal weight of a tile is minimized. A tile is any rectangular subarray of A.
The weight of a tile is the sum of elements that fall within it. We present a linear (O(n2)) time
( 3

2 + p2

w(A) )-approximation algorithm for this problem, where w(A) denotes the weight of the whole
array A. This improves on the previously known approximation with the ratio 2 when p2

w(A) < 1/2.
The result is best possible in the following sense. The algorithm employs the lower bound of

L = ⌈w(A)
p
⌉, which is the only known and used bound on the optimum in all algorithms for rectangle

tiling. We prove that a better approximation factor for the binary RTile cannot be achieved using
L, because there exist arrays, whose every partition contains a tile with weight at least ( 3

2 + p
w(A) )L.

We also consider the dual problem of rectangle tiling for binary arrays, where we are given an upper
bound on the weight of the tiles, and we have to cover the array A with the minimum number of
non-overlapping tiles. Both problems have natural extensions to d-dimensional versions, for which
we provide analogous results.
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1 Introduction

In this paper we study several variants of the rectangle tiling problem. These problems
belong to a very wide class of discrete optimization tiling problems. As an input, we are given
a two-dimensional array A[1...n, 1...n], where each cell A[i, j] has a non-negative weight.

RTile. Given a two-dimensional array A of size n × n and a natural number p, we partition
A into at most p rectangular subarrays, called tiles, so that the maximum weight of any tile
is minimized. In other words, we have to cover A with tiles such that no two tiles overlap,
while minimizing the weight of any tile. The weight of a tile is the sum of the elements that
fall within it.

DRTile. A natural variant of RTile is called the DRTile problem. The DRTile problem
is a dual of the RTile problem, where we are given an upper bound W on the weight of the
tiles, and we have to cover the array A with the minimum number of non-overlapping tiles.
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These two problems have a natural extension to d dimensions. Here the input is a
d-dimensional array A of size n in each dimension and we have to partition A into non-
overlapping d-dimensional tiles so that the optimality criterion of the RTile/DRTile problem
is satisfied.

In this paper we consider a special case of the RTile/DRTile problem, where each cell
has a binary weight, i.e., the weight of any cell is either 0 or 1. We extend our approach to
solve the d-dimensional binary RTile/DRTile problem.

Motivation. The RTile/ DRTile problem is a general problem in combinatorial optim-
ization that has a wide variety of applications in real life. These include load balancing in
parallel computing environments, video compression, data partitioning, database mining,
and building equisum histogram on two or more attributes. A detailed description of the
practical applications of RTile/ DRTile problem can be found in [1, 7, 11].

Related Work. Both the RTile and DRTile problems can be solved in polynomial time
when the array is one-dimensional. The RTile problem can be solved using dynamic
programming in time O(np). For any fixed ϵ < 1, the best known algorithm has the running
time O(min{n + p1+ϵ, n log n}) [8]. An extensive survey on the RTile problem in one-
dimension can be found in [8]. On the other hand, the DRTile problem in one dimension
can be solved using a greedy algorithm in linear time.

Both the RTile and DRTile problems have been proven to be NP-hard [7]. Grigni
and Manne [6] proved that optimal p × p tiling (which is a restricted variant of the RTile
problem) is NP-hard even when the cell weight is binary. Charikar et al. [3] showed this
problem to be APX-hard and NP-hard to approximate within a factor of 2. Khanna et
al. [7] proved the RTile problem to be NP-hard to achieve a 5

4 -approximation. Recently
Głuch and Loryś [5] have improved the lower bound of the RTile problem to 4

3 . It is not
known whether the binary RTile is solvable in polynomial time or NP-hard. Khanna et
al. [7] gave the first approximation algorithm for the RTile problem with the ratio 5

2 . The
approximation ratio was improved to 7

3 independently by Sharp [15] and Loryś and Paluch [9].
Loryś and Paluch [10] gave a 9

4 -approximation algorithm for this problem. Berman et al. [1]
improved the approximation ratio to 11

5 . Finally, Paluch [13] gave a 17
8 -approximation for this

problem and also proved that the approximation ratio is tight with respect to the used lower
bound. As far as the DRTile problem is concerned, Khanna et al. [7] gave an O(n5)-time
4-approximation algorithm using the Hierarchical Binary Tiling (HBT) technique. They
improved the approximation ratio to 2 using a modified version of the HBT technique, but
the running time of this algorithm is very high making the algorithm less practical. Loryś
and Paluch [9] also gave a 4-approximation for the DRTile problem while improving the
running time to linear.

The d-dimensional version of this problem was introduced by Smith and Suri [16]. They
gave a d+3

2 -approximation algorithm that runs in time O(nd + p log nd). Sharp [15] improved
the approximation ratio to d2+2d−1

2d−1 that runs in time O(nd + 2dp log nd). Paluch [14] gave a
d+2

2 -approximation algorithm while matching the previous running time. She also proved
that the ratio is tight with respect to the known lower bound of the problem.

RPack is an extensively studied variant of rectangle tiling, in which we are given a
set of axis-parallel weighted rectangles in a n × n grid, and the goal is to find at most k

disjoint rectangles of largest weight. Khanna et al. [7] proved that this problem is NP-hard
even when each rectangle intersects at most three other rectangles. They gave an O(log n)-
approximation algorithm for RPack that runs in O(n2p log n) time. In [1] Berman et al.
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considered the multi-dimensional version of this problem. The dual of RPack is known to
be NP-hard even when we are interested in finding a sub-set of disjoint rectangles with a
total weight equal to at least some given w. Du et al. [4] considered a min-max version of
RTile, where the weight of each tile cannot be smaller than the given lower bound and the
aim is to minimize the maximum weight of a tile. They [4] gave a 5-approximation algorithm
for this problem and Berman and Raskhodnikova [2] improved the approximation factor to 4
and the approximation ratio of the binary variant to 3.

Previous Work. The binary version of the RTile problem has also been studied. Khanna
et al. [7] gave a 9

4 -approximation for the binary RTile problem. Loryś and Paluch [9] and
Berman et al. [1] independently improved the approximation ratio for binary RTile to 2.

Our Results. We improve the approximation ratio of the binary RTile problem to 3
2 + p2

w(A) ,
where w(A) denotes the number of ones in A. For the arrays A satisfying p2

w(A) ≈ 0, it
implies that the approximation ratio of the algorithm amounts to 3

2 . The running time of our
algorithm is linear (O(n2)). The approximation is best possible in the following sense. The
algorithm employs the lower bound of L = ⌈ w(A)

p ⌉, which is the only known and used bound
on the optimum in all algorithms for rectangle tiling. We prove that a better approximation
factor for the binary RTile cannot be achieved using L, because there exist arrays, whose
every partition contains a tile of weight at least ( 3

2 + p
w(A) )L.

The general approach to solving this problem is to some extent similar to the approach
of [13]. The found tiling is also hierarchical and we use the notions of boundaries and types of
columns/subarrays as well as we apply linear programming in a non-standard way. However,
in the present paper the types of subarrays are organized in a somewhat different manner.
In particular, the idea of shadows is new. To compute the desired partition of A into tiles,
we only check a small number of tilings of simply defined subarrays. The subarrays are
identified with the help of so called boundaries and their shadows, which, roughly speaking,
designate parts of A tileable in a certain manner and having a weight greater than 3

2 L. To
prove the tileability of subarrays composed of multiple simpler subarrays we employ linear
programming. Its application here differs from the one in [13] in that each dimension is
treated completely symmetrically and thus more “globally” and in the method of showing the
feasibility of dual programs. We show that the binary DRTile problem can be approximated
by reducing it to the binary RTile problem. As for the d-dimensional binary RTile problem,
the algorithm for the 2-dimensional binary RTile problem can be extended to obtain an
approximation for the d-dimensional binary RTile problem. The same approximation ratio
for the d-dimensional binary DRTile problem can also be found analogously.

Organization. In Section 2, we recall the necessary definitions. In Section 3, we revisit the
definition of a boundary and introduce shadows of a boundary. In Section 4, we assume that
w(A) ≫ p2 and present a 3

2 -approximation algorithm for the RTile problem. The goal of
this section is also to introduce the methods needed for the approximation of the binary
RTile more gradually, without obscuring the presentation with many technical aspects.
In Section 5 we present a ( 3

2 + p2

w(A) )-approximation algorithm for the general case (which,
in particular, applies also when p2

w(A) is not negligible). This approximation is achieved
by applying only small modifications to the approach described in Section 4. In Section
6, we show that the approximation factor we obtain for the RTile problem is tight with
respect to the known lower bound. Section 7 contains our result on the DRTile problem.
We conclude by presenting an approximation algorithm for the multi-dimentional RTile
problem in Section 8.

APPROX/RANDOM 2024
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2 Preliminaries

Let A be a two-dimensional array of size n × n, where each of its elements belongs to the set
{0, 1}. Given A and a natural number p, we want to partition A into p rectangular subarrays,
called tiles so that the maximal weight of a tile is minimized. The weight of a tile T , denoted
w(T ), is the sum of elements within T . w(A) denotes the weight of the whole array A. Since
any array element is either equal to 0 or 1, w(A) amounts to the number of 1s in A.

First, notice that the problem is trivial when p ≥ w(A). Assume then that p < w(A).
Clearly, the maximal weight of a tile cannot be smaller than w(A)

p . Consequently, L = ⌈ w(A)
p ⌉

is a lower bound on the value of the optimal solution to the RTile problem.
Thus to design an α-approximation algorithm for the RTile problem, it suffices to

demonstrate the method of partitioning A into p tiles such that the weight of each tile does
not surpass αL.

The number p of allowed tiles is linked to the weight of the array A in the following
manner.

▶ Fact 1. Let w(A) and L be as defined above. Then, p ≥ ⌈ w(A)
L ⌉.

The proof directly follows from the assumption that L = ⌈ w(A)
p ⌉

▶ Definition 2. An array A is said to be f-partitioned if it is partitioned into rectangular
tiles such that the weight of any tile does not exceed f .

We denote by A[i] the i-th column of A, by A[i..j] a subarray of A consisting of columns
i, i + 1, . . . , j. Thus AT [i] denotes the i-th row of A and AT [i..j] a subarray of A consisting
of rows i, i + 1, . . . , j.

3 The Boundaries and Their Shadows

Let us assume that we want to design an α-approximation algorithm for the RTile problem.
Hence the weight of any tile must not exceed αL. In other words, we want to obtain an
αL-partitioning for A.

To help find such a partitioning we are going to make use of a sequence of (vertical)
boundaries and their shadows. The vertical boundaries and shadows of array A are defined
iteratively below. Each boundary and each shadow is a distinct column of A. The i-th
boundary of A is denoted as Bi = A[bi], i.e., Bi is the bi-th column of A (or equivalently,
Bi = A[k], where k = bi). Similarly, the i-th shadow of A is denoted as B′

i = A[b′
i]. The

number of boundaries and their shadows depends on the weight and structure of A. The
shadow B′

i = A[b′
i] is equal to either Bi or the column succeeding Bi, i.e. either b′

i = bi, or
b′

i = bi + 1. For each boundary Bi we define its type - we say that boundary Bi is of type j,
denoted as t(Bi) = j, if its weight satisfies ⌊ w(Bi)

αL ⌋ = j − 1.
The ideas behind boundaries and shadows are as follows. The first vertical boundary

B1 indicates simply which part of the array consisting of successive columns starting from
the leftmost, exceeds αL. This means that such a subarray cannot be covered with one tile.
However, the subarray A[1..b1 − 1] ending on column b1 − 1 can form one tile, because its
weight is not greater than αL. For i > 1 the i-th boundary Bi = A[bi] is established in the
following way. We distinguish two cases: (i) Bi−1 = B′

i−1 and (ii) Bi−1 ̸= B′
i−1. Let us first

consider case (i). Suppose that t(Bi−1) = j. Any boundary of type j can be αL-partitioned
(horizontally) into j tiles. We check how far to the right we are able to extend one of
such partitions. Thus, to identify the ith boundary Bi, we find bi such that the subarray
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. . . . . .

≤ 3
2 L
> 3

2 L

A[1] A[2] A[3] A[4] A[5] A[n]

Figure 1 An array with column A[4] as the only boundary.

A[b′
i−1..bi − 1] can be αL-partitioned horizontally into j tiles and the subarray A[b′

i−1..bi]
cannot. When (ii) Bi−1 ≠ B′

i−1, to identify the ith boundary Bi, we proceed in the same
way as with the first boundary B1, i.e., we find bi such that the subarray A[b′

i−1..bi − 1] can
be αL-partitioned horizontally into 1 tile and the subarray A[b′

i−1..bi] cannot.
As for the i-th shadow B′

i we put it in the same column as the boundary Bi if the subarray
A[b′

i−1..bi] cannot be αL-partitioned into t(Bi) tiles and otherwise, we put it just behind Bi

- in column bi + 1. Notice that in the case of a shadow we check the tileability into t(Bi)
tiles and not t(Bi−1). Also, we observe that Bi ̸= B′

i can happen only when t(Bi) > t(Bi−1)
or Bi−1 ̸= B′

i−1. If Bi ≠ B′
i, then it means, as we later prove, that the subarray A[1..bi] is

rather easy to partition and we could in fact tile it with a proper number of tiles and start
the process of tiling anew with the subarray A[b′

i..n].
We now give a formal definition of a sequence of (vertical) boundaries of A and their

shadows. For technical reasons we introduce a column A[0] to array A.

▶ Definition 3. A boundary Bi is of type j, denoted as t(Bi) = j, if its weight satisfies⌊
w(Bi)

αL

⌋
= j − 1. Based on that, the boundaries and their shadows are defined as follows:

1. B[0] = A[0], B′
0 = A[1], thus b0 = 0 and b′

0 = 1,
2. i-th boundary Bi :

a. If Bi−1 = B′
i−1, then Bi = A[bi] iff

A[bi−1..bi − 1] can be αL-partitioned horizontally into t(Bi−1) tiles and A[bi−1..bi]
cannot.

b. If Bi−1 ̸= B′
i−1, then Bi = A[bi] iff

w(A[bi−1 + 1..bi − 1]) ≤ αL and w(A[bi−1 + 1..bi]) > αL.
3. i-th Shadow B′

i: Let t(Bi) = j.
B′

i = Bi iff A[b′
i−1..bi] cannot be αL-partitioned horizontally into j tiles.

The horizontal boundaries are defined analogously. To illustrate the notion of boundaries
and shadows let us consider a few examples.

▶ Example 4. Array A has only one vertical boundary B1 = A[4] of type 1.
This means that the total weight of the first 3 columns does not exceed αL, i.e., w(A[1..3]) ≤
αL, and the weight of the subarray consisting of columns 1 . . . 4 does - w(A[1..4]) > αL.
Since t(B1) = 1, by the definition, the weight of B1 = A[4] is not greater than αL and the
shadow B′

1 of B1 coincides with B1. Since A has only one boundary, it means that the weight
of the subarray consisting of all columns except for the first 3 is not greater than αL, i.e.,
w(A[4..n]) ≤ αL.

APPROX/RANDOM 2024



28:6 Rectangle Tiling Binary Arrays

▶ Example 5. Array A has only one vertical boundary B1 = A[4] of type 2 and B′
1 = A[4].

Exactly as in the example above, we have w(A[1..3]) ≤ αL and w(A[1..4]) > αL. The weight
of B1 satisfies: 3L ≥ w(A[4]) > αL, because t(B1) = 2. By the fact that B′

1 = B1, we know
that the horizontal partition of A[1..4] into 2 tiles of weight not surpassing αL is impossible.
Since A has only one boundary, we obtain that A[4..n] can be partitioned into t(B1) = 2
tiles.

▶ Example 6. Array A has only one vertical boundary B1 = A[4] of type 2 and B′
1 = A[5].

Again, we have w(A[1..3]) ≤ αL and w(A[1..4]) > αL. This time, however, B′
1 ̸= B1,

therefore A[1..4] can be partitioned into 2 horizontal tiles with weight αL at most. Since A

has only one boundary and B′
1 ̸= B1, we have that w(A[5..n]) ≤ αL.

▶ Lemma 7. Let k denote the number of vertical boundaries of A and Tv =
∑k

i=1 t(Bi).
Then array A can be αL- tiled with Tv + 1 tiles.

Proof. Suppose first that for each 1 ≤ i ≤ k it holds that Bi = B′
i. Then by Definition

3, each subarray A[bi..bi+1 − 1] can be tiled horizontally with t(Bi) tiles and the subarray
A[1..b1 − 1] can be covered by 1 tile. Therefore we indeed use Tv + 1 tiles.

For the general case, let i = min{k : Bk ̸= B′
k}. It means that the subarray A[bi−1..bi]

can be tiled horizontally with t(Bi) tiles. By Definition 3 for each j ≤ i − 2 the subarray
A[bj ..bj+1 − 1] can be tiled horizontally with t(Bj) tiles and the subarray A[1..b1 − 1] can be
covered by a single tile. This way the number of used tiles amounts to

∑i−2
j=1 t(Bj)+t(Bi)+1 ≤∑i

j=1 t(Bj). We continue in the same manner with the subarray A[b′
i..n]. ◀

Analogously, we define a horizontal sequence of boundaries of A, i.e., a vertical sequence
of boundaries of AT .

Throughout the paper, B1, B2, . . . , Bk and C1, . . . , Cl denote, respectively, the vertical
and horizontal sequence of boundaries of A. Let Tv =

∑k
i=1 t(Bi) and Th =

∑l
i=1 t(Ci) and

let T = min{Tv, Th}.

▶ Fact 8. Array A can be αL-tiled with T + 1 tiles.

Since we can always αL-partition A into T + 1 tiles, to prove that there exists an α-
approximation algorithm for the binary RTile problem, it suffices to show that T + 1 is
an allowed number of tiles, i.e., that T + 1 ≤ p. To do so, it is enough to prove that it
always holds that w(A) > TL. This is because since w(A) ≤ pL and T and p are integers,
the inequality w(A) > TL implies T + 1 ≤ p.

We state this observation as:

▶ Fact 9. Let α be such that for any A it holds that w(A) > TL. Then p ≥ T + 1 and there
exists an α-approximation algorithm for the binary RTile problem.

Let us first note that it is easy to prove that w(A) > T L
2 .

▶ Lemma 10. The weight of A satisfies w(A) > T L
2 . Hence, p > T

2 .

Proof. We begin by proving that it is always possible to partition the array A vertically into
disjoint subarrays A1, A2, . . . , Ak where each subarray except the first (A1) will contain one
of the following boundary types:
1. A single boundary of type j, where j is greater than one.
2. Two boundaries of type 1.
3. A boundary of type j followed by a boundary of type 1, where j is greater than one.
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The first subarray A1 may have any of the types of boundaries mentioned above or a
single boundary of type 1. We will now describe how to construct these subarrays.

Let B1, B2, . . . , Bl be a sequence of vertical boundaries of A. We construct the subarrays
A1, . . . , Ak iteratively. If t(Bl) > 1, then we define A[bl..n] as the last vertical subarray,
otherwise, the last subarray is represented by A[bl−1..n]. We then repeat this process on
the remaining array A[1...bx−1], where x ∈ {l − 1, l} based on our choice of the last vertical
subarray. We continue until we cannot construct a vertical subarray with one of the sets of
boundaries mentioned in points 1 − 3.

In this case, the remaining subarray either has no boundary or has a boundary of type 1.
If it has no boundary, we merge it with the vertical subarray containing the first boundary.
If it has a boundary of type 1, we define it as the first vertical subarray and call it A1.

Suppose Ti represents the sum of the types of boundaries that are located within the
subarray Ai. Our goal is to prove that w(Ai) ≥ 1

2 TiL. If Ai contains a boundary Br of type
j > 1 then,

w(Ai) ≥ w(Br) ≥ (j − 1).32L ≥ 1
3(j + 1).32L

≥ 1
2 t(Br)L = 1

2TiL

If Ai contains two boundaries Br and Br+1 of type 1 then,

w(Ai) ≥ w(A[br . . . br+1]) ≥ 3
2L

≥ 1
2(t(Br) + t(Br+1))3

2L >
1
2Ti.L

If Br is a boundary of type j > 1 and Br+1 is a boundary of type 1 in Ai then,

w(A1) ≥ w(Br) ≥ (j − 1).32L ≥ 1
3(j + 1).32L

≥ 1
2(t(Br) + t(Br+1))L = 1

2Ti.L

If the A1 contains one of the above sets of boundaries then w(A1) ≥ T1.L
2 . Otherwise, A1

contains a single boundary of type 1. Then,

w(A1) ≥ 3
2L >

1
2 t(B1)L = 1

2T1.L

In conclusion we have proved that for each Ai, w(Ai) ≥ Ti.L
2 . Therefore w(A) ≥ T L

2 . ◀

We now present a lemma that establishes conditions under which a subarray A′ of A can
be partitioned into horizontal tiles.

▶ Lemma 11. Let A′ = A[i1 . . . i2] be a subarray of A and k a natural number greater or
equal 2.

Suppose that w(A[i1])+w(A[i2])
k + w(A[i1 + 1 . . . i2 − 1]) ≤ αL. Then A′ can be partitioned

into k horizontal tiles of weight at most: (i) αL + 1 if k = 2, (ii) αL + 2 if k > 2.

Proof. We divide the number equal to the sum of the weights of two columns A[i1] and
A[i2] (the columns may be unconnected) by k. We check where the division lines fall with
respect to the subarray. Often they may occur in the middle of a row (consisting of two
array elements) and we have to move the division so that the whole row is included or the

APPROX/RANDOM 2024
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x6 x4

x2 x1

x5 x3

Figure 2 An array with one horizontal boundary containing the subarrays x2 and x1 and one
vertical boundary containing the subarrays x3, x1 and x4.

whole row is excluded. If k = 2, then we choose one of the two options - moving the division
upwards or downwards, hence, in the worst case we may have to increase the weight of one
tile by 1. For k > 2, we may have to shift the division by almost the whole row and thus
increase the weight of some tiles by 2. Next we extend this partition to include the subarray
A′′ = A[i1 + 1 . . . i2 − 1] - we do not change the partition of the two-column subarray, but
simply follow the partition lines. In the worst case the whole weight of A′′ will fall into only
one tile - yielding a tile of weight w(A[i1])+w(A[i2])

k + w(A[i1 + 1 . . . i2 − 1]). ◀

4 A 3
2-approximation when w(A) ≫ p2

In this section we deal with arrays such that p2

w(A) is close to 0, which means that the total
weight of any p2 elements of A is negligible. We are going to show that under this assumption,
for α = 3

2 , the weight of A satisfies w(A) > TL. Hence, by Fact 9 we get that for this type
of arrays there exists a 3

2 -approximation for the binary RTile problem. For the general case
the proof that α = 3

2 + p2

w(A) , the weight of A satisfies w(A) > TL, presented in the next
section will be only a slight modification of the one shown here.

▶ Convention 12. Throughout this section whenever we speak about tiling and partitioning,
we respectively mean “ 3

2 L-partitioning” and “tiling using tiles of weight at most 3
2 L”.

▶ Remark. The total number of cells at the intersection of the horizontal and vertical
boundaries is O(T 2). By Lemma 10 we have that O(T 2) = O(p2). Therefore by the
assumption of this section, it implies that the total weight of the cells in the intersections of
the boundaries is negligible with respect to the total weight of the array.

▶ Observation 13 ([12]). Assume we have two complexes: one as in Figure 2 and the other
with the variables related to the variables of the first one as follows: x′

1 = x1, x′
4 = x4,

x′
3 = x3, x′

5 = x′
6 = 0 and x′

2 = x2 + max{x5, x6}. Then the weight of the second complex is
not bigger than the weight of the first one while the inequalities describing the first complex
remain true for the second.

Given an array A we build a linear program, with the help of which we will be able to
relate the total weight of the array to the sum of types of boundaries T , i.e., we will show
that w(A) > TL.
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Using Observation 13, we can assume that the whole weight of the array A is contained
in the boundaries, i.e., each element of A that does not belong to any boundary has value
0. Each vertical boundary Bi is crossed by l horizontal boundaries and thus cut into l + 1
parts. We assign a variable xj,i to each part, i.e., the jth part of Bi consists of elements
A[cj−1 + 1, bi], A[cj−1 + 2, bi], . . . , A[cj − 1, bi] and xj,i denotes the sum of the weights of
these elements. Similarly, each horizontal boundary Ci is crossed by k vertical boundaries
and thus cut into k + 1 parts. We assign a variable zi,j to each such part. The value of each
variable xj,i or zi,j denotes the weight of the corresponding part of the boundary.

In the linear program, we minimize the sum of non-negative variables xj,i and zi,j subject
to a set of constraints associated with the boundaries. For each vertical boundary Bi we will
have either one or two constraints of the following form:
1. If t(Bi) > 1, then we add the constraint 1

t(Bi)−1
∑l+1

j=1 xj,i ≥ 3
2 L, which simply describes

the total weight of Bi.
2. a. B′

i−1 ̸= Bi−1.
i. t(Bi) = 1. The added constraint is

∑l
j=1 zj,i +

∑l+1
j=1 xj,i > 3

2 L.

ii. t(Bi) > 1 and B′
i = Bi (which means that A[b′

i−1..bi] cannot be tiled horizontally
with t(Bi) tiles). By Lemma 11 we are justified to add the constraint

∑l
j=1 zj,i +

1
t(Bi)

∑l+1
j=1 xj,i > 3

2 L.

iii. t(Bi) > 1 and B′
i ̸= Bi. In this case we do not add any constraint.

b. B′
i−1 = Bi−1.

i. B′
i ≠ Bi. The added constraint is

∑l
j=1 zj,i+ 1

t(Bi−1) (
∑l+1

j=1 xj,i+
∑l+1

j=1 xj,i−1) > 3
2 L.

ii. B′
i = Bi. Let Ti = max{t(Bi−1), t(Bi)}. The constraint we add is

∑l
j=1 zj,i +

1
Ti

(
∑l+1

j=1 xj,i +
∑l+1

j=1 xj,i−1) > 3
2 L. The constraint is a consequence of Lemma 11.

Thus, each Bi defines either one or two constraints. Analogously, each horizontal variable
Cj also defines one or two constraints. The linear program dual to the one we have just
described has dual variables y′

i, yi. For each Bi with t(Bi) > 1 let y′
i denote the dual variable

corresponding to the constraint 1
t(Bi)−1

∑l+1
j=1 xj,i > 3

2 L. The other type of a constraint (if it
exists) defined by Bi is represented by yi. The dual variables corresponding to horizontal
boundaries are wi, w′

i.

▶ Example 14. In this example array A has one vertical boundary B1 of type 1 and one
horizontal boundary C1 of type 1.

0

z1,1 z1,2

x1,1

x2,1

0

00

B1

C1

Figure 3 An array with one vertical and one horizontal boundary.

The linear program for A looks as follows. In brackets we give the dual variables
corresponding to respective inequalities.

minimize x1,1 + x2,1 + z1,1 + z1,2
subject to x1,1 + x2,1 + z1,1 > 3

2 L (y1)
x1,1 + z1,1 + z1,2 > 3

2 L (w1)

APPROX/RANDOM 2024



28:10 Rectangle Tiling Binary Arrays

B1 B2

C1

C2

0 0

0

00

0

0

00

x1,1 x1,2

x2,1 x2,2

x3,1 x3,2

z1,1

z2,1

z1,2

z2,2 z2,3

z1,3

Figure 4 An array with two vertical and two horizontal boundaries.

▶ Example 15. In this example array A has two vertical boundaries and two horizontal
ones, each of the four boundaries is of type 1. The array is depicted in Figure 4. The linear
program for A looks as follows. In brackets we give the dual variables corresponding to
respective inequalities.

minimize
∑2

i=1
∑3

j=1 xj,i +
∑2

i=1
∑3

j=1 zi,j

subject to
∑3

j=1 xj,1 +
∑2

i=1 zi,1 > 3
2 L (y1)∑2

i=1
∑3

j=1 xj,i +
∑2

i=1 zi,2 > 3
2 L (y2)∑3

j=1 z1,j +
∑2

i=1 x1,i > 3
2 L (w1)∑2

i=1
∑3

j=1 zi,j +
∑2

i=1 x2,i > 3
2 L (w2)

▶ Example 16. In this example array A has two vertical boundaries B1, B2 and two horizontal
ones C1, C2. Their types are the following: t(B1) = t(C2) = 2 and t(B2) = t(C1) = 1. Also
B′

1 ̸= B1 and C ′
2 = C2.

minimize
∑2

i=1
∑3

j=1 xj,i +
∑2

i=1
∑3

j=1 zi,j

subject to
1
2

∑3
j=1 xj,1 +

∑2
i=1 zi,1 > 3

2 L (y1)∑3
j=1 xj,1 > 3

2 L (y′
1)∑2

i=1 zi,2 +
∑3

j=1 xj,2 > 3
2 L (y2)∑3

j=1 z1,j +
∑2

i=1 x1,i > 3
2 L (w1)

1
2

∑2
i=1

∑3
j=1 zi,j +

∑2
i=1 x2,i > 3

2 L (w2)∑3
j=1 z2,j > 3

2 L (w′
2)

Let us now build dual linear program for the primal linear program of the Example 16.
The dual linear program has the form:

maximize 3
2 L(y1 + y2 + w1 + w2)

subject to y′
1 + 1

2 y1 + w1 ≤ 1 (x1,1)
y2 + w1 ≤ 1 (x1,2)

y′
1 + 1

2 y1 + w2 ≤ 1 (x2,1)
y2 + w2 ≤ 1 (x2,2)

y1 + w1 + 1
2 w2 ≤ 1 (z1,1)

y2 + w1 + 1
2 w2 ≤ 1 (z1,2)

y1 + w′
2 + 1

2 w2 ≤ 1 (z2,1)
y2 + w′

2 + 1
2 w2 ≤ 1 (z2,2)
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Algorithm 1 for the binary RTILE problem.

1: A← [1 . . . n, 1 . . . n] a two-dimensional array
2: Construct the horizontal and vertical boundaries and their shadows using Definition 3.
3: B ← {B1, B2, . . . Bk} (the vertical boundaries, where each Bi = A[bi])
4: B′ ← {B′

1, B′
2, . . . B′

k} (the shadows of Bis, where each B′
i = A[b′

i])
5: t(B)← {t(B1), t(B2), . . . t(Bk)} (the types of the vertical boundaries)
6: C ← {C1, C2, . . . Cl} (the horizontal boundaries, where each Ci = A[ci])
7: C′ ← {C′

1, C′
2, . . . C′

l} (the horizontal boundaries, where each C′
i = A[c′

i])
8: t(C)← {t(C1), t(C2), . . . t(Cl)} (the types of the horizontal boundaries)
9: Tv ←

∑k

i=1 t(Bi)
10: Th ←

∑l

i=1 t(Ci)
11: if Tv ≤ Th then
12: use the vertical boundaries B as described below from line 15
13: else
14: use the horizontal boundaries C instead of the vertical ones
15: if Bk = B′

k then
16: partition A[bk . . . n] horizontally into t(Bk) tiles
17: else
18: cover A[bk + 1 . . . n] with one tile
19: for i = k − 1 . . . , 1 do
20: if Bi = B′

i then
21: if Bi+1 = B′

i+1 then
22: tile A[bi . . . bi+1 − 1] horiz. into t(Bi) tiles (by point 2a of Definition 3)
23: else
24: partition A[bi . . . bi+1] horiz. into t(Bi+1) tiles (by point 3 of Definition 3)
25: else(Bi+1 ̸= B′

i+1)
26: if Bi+1 = B′

i+1 then
27: cover A[bi + 1 . . . bi+1 − 1] horiz. with one tile (by point 2b of Definition 3)
28: else
29: partition A[bi + 1 . . . bi+1] horiz. into t(Bi+1) tiles (by point 3 of Definition 3)
30: if B1 = B′

1 then
31: cover A[1 . . . b1 − 1] with one tile
32: else
33: partition A[1 . . . b1] horiz. into t(B1) tiles

To figure out the form of constraints constituting the dual program in general, let us
consider a variable xj,i. Notice that it occurs in at most one constraint defined by a horizontal
boundary. It can possibly be contained only in the constraint defined by Cj represented by wj ,
where its coefficient is 1. If t(Bi) = 1, then we do not have y′

i and xj,i occurs in the constraint
represented by yi and possibly in the constraint represented by yi+1. Thus the inequality in
the dual program corresponding to xj,i has the form αj,iyi + αj,i+1yi+1 + βj,iwj ≤ 1, where
each of the coefficients belongs to [0, 1].

If t(Bi) > 1, then we do have y′
i and xj,i occurs in this constraint with the coefficient

1
t(Bi)−1 . If Bi ≠ B′

i, then xj,i does not occur in any other constraints and the inequality
in the dual program has the form 1

t(Bi)−1 y′
i + βj,iwj ≤ 1, where βj,i ∈ [0, 1]. Otherwise,

xj,i may also belong to the constraints represented by yi and yi+1. In each one of them it
occurs with the coefficient equal to at most 1

t(Bi) . Therefore the inequality has the form
1

t(Bi)−1 y′
i + αj,iyi + αj,i+1yi+1 + βj,iwj ≤ 1, where each of the coefficients αj,i+1, αj,i belongs

to [0, 1
t(Bi) ].

We are ready to lower bound the weight of the array A with the aid of its boundaries
and their shadows.

▶ Lemma 17. w(A) > TL.

APPROX/RANDOM 2024
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Proof. Since the value of any cost function of the dual linear program described above is
a lower bound on the minimal value of the cost function of the primal linear program, it
suffices to find a feasible assignment of the dual variables such that the cost function will be
have value greater than TL.

▷ Claim 18. We can satisfy all constraints of the dual program by assigning the following
values to the dual variables. Each yi and each wj is assigned 1

3 . If Bi defines only one
constraint y′

i, then we assign t(Bi)
3 to y′

i. Otherwise y′
i is assigned t(Bi)−1

3 .

The claim follows from the fact that the inequality 1
T −1 · T

3 + 1
3 ≤ 1 is satisfied by each

T ≥ 2 and that the inequality T −1
3(T −1) + 2

3T + 1
3 ≤ 1 is also satisfied by each T ≥ 2.

This means that the total value contributed by the dual variables yi, y′
i (corresponding to

constraints defined by boundary Bi) is at least t(Bi)
3 .

Thus w(A) > 3
2 L( Tv

3 + Th

3 ) ≥ TL. ◀

We show a method for finding a tiling of A with at most T + 1 tiles. By Facts 1, 8,
Lemmas 7 and 17, we proved that T + 1 ≤ p, when the approximation factor is 3

2 . In other
words, we obtain a 3

2 -approximation algorithm for binary RTile.

▶ Theorem 19. For any array A satisfying p2

w(A) ≈ 0, there exists a linear time 3
2 -

approximation algorithm for binary RTile.

5 A (3
2 + β)-approximation

In this section we examine the general case, arrays such that p2

w(A) is not negligible. We will
aim for a ( 3

2 + β)-approximation. When β < 1
2 , the approximation ratio of our algorithm

is better than 2. Throughout the section, whenever we refer to tiling and partitioning, we
mean ( 3

2 + β)L-partitioning and tiling using tiles of weight at most ( 3
2 + β)L.

We define a sequence of boundaries and shadows analogously as in the previous section,
but with respect to ( 3

2 + β)L, i.e., we replace each occurrence of “ 3
2 L” with “( 3

2 + β)L” and
modify the meaning of tiling and partitioning accordingly, i.e., to ( 3

2 + β)L-partitioning.
We want to prove an analogue of Lemma 17. To this end we will consider an analogous

linear program, in which we have all the variables occurring in the previous section and
additionally we have a variable si,j for each pair (Bi, Cj), which denotes the element of A at
the intersection of the vertical boundary Bi and the horizontal boundary Cj . The function
we minimize is

∑k
i=1 xj,i +

∑l
j=1 zi, j +

∑k
i=1

∑l
j=1 si,j . For each variable si,j we have an

additional constraint: −si,j ≥ −1. The variable si,j is also included in all those constraints
which refer to the part of A covering the intersection of Bi with Cj .

For instance, the linear program for the array from Example 14 is modified as follows:

minimize x1,1 + x2,1 + z1,1 + z1,2 + s1,1
subject to x1,1 + x2,1 + z1,1 + s1,1 > ( 3

2 + β)L (y1)
x1,1 + z1,1 + z1,2 + s1,1 > ( 3

2 + β)L (w1)
−s1,1 ≥ −1 (t1,1).

The linear program for the array from Example 15 in the new scenario looks as follows:
min

∑2
i=1

∑3
j=1 xj,i +

∑2
i=1

∑3
j=1 zi,j +

∑2
i=1

∑2
j=1 si,j

s.t.
∑3

j=1 xj,1 +
∑2

i=1 zi,1 +
∑2

j=1 s1,j > ( 3
2 + β)L (y1)∑2

i=1

∑3
j=1 xj,i +

∑2
i=1 zi,2 +

∑2
i=1

∑2
j=1 si,j > ( 3

2 + β)L (y2)∑3
j=1 z1,j +

∑2
i=1 x1,i +

∑2
i=1 si,1 > ( 3

2 + β)L (w1)∑2
i=1

∑3
j=1 zi,j +

∑2
i=1 x2,i +

∑2
i=1

∑2
j=1 si,j > ( 3

2 + β)L (w2)
−si,j ≥ −1(ti,j), for each 1 ≤ i, j ≤ 2.
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Correspondingly, in the dual program we maximize ( 3
2 + β)L(

∑
yi +

∑
wj) −

∑
ti,j and

we have an additional constraint for each primal variable si,j .
The dual linear program for the array from Example 15 contains the following additional

inequalities.

y1 + y2 + w1 + w2 − t1,1 ≤ 1 (s1,1)
y1 + y2 + w2 − t1,2 ≤ 1 (s1,2)
y2 + w1 + w2 − t2,1 ≤ 1 (s2,1)
y2 + w2 − t2,2 ≤ 1 (s2,2).

We can see that if we want to assign 1
3 to each variable yi, wj , then we sometimes also

have to assign 1
3 to variables ti,j to ensure the feasibility - compare the first inequality in the

set of additional inequalities above. We can notice that we have to assign 1
3 to ti,j only if

both i < k and j < l, i.e. when si,j does not belong to Bk or Cl.

▶ Lemma 20. For β = p2

w(A) , it holds that w(A) > TL.

Proof. We can satisfy all constraints of the dual program by assigning the following values
to the dual variables. Each yi and each wj is assigned 1

3 . If Bi defines only one constraint y′
i,

then we assign t(Bi)
3 to y′

i. Otherwise y′
i is assigned t(Bi)−1

3 . Also, each ti,j such that i < k

and j < l is assigned 1
3 .

Some of the constraints in the primal program have value ( 3
2 + β)L − 2 on the right

hand side. Such constraints correspond to some borders of type greater than 2, when we use
Lemma 11. Let us analyze such cases in more detail. Assume that for a boundary Bi of type
k > 2 we indeed use Lemma 11. Then the primal linear program contains a constraint with
value ( 3

2 + β)L − 2 on the right hand side. This constraint corresponds to the dual variable
yi. We notice that Bi also defines a constraint of type 1, which has ( 3

2 + β)L on the right
hand side and corresponds to the dual variable y′

i. Hence each such boundary contributes at
least t(Bi)−1

3 ( 3
2 + β)L + 1

3 ( 3
2 + β)L − 2) ≥ ( ( 3

2 +β)L− 2
3 t(Bi)

3 ) to the cost function of the dual
linear program.

Similarly, some of the constraints in the primal program have value ( 3
2 + β)L − 1 on the

right hand side. Such constraints correspond to some borders of type equal to 2, when we use
Lemma 11. Each such boundary contributes at least ( ( 3

2 +β)L− 1
2 t(Bi)

3 ) to the cost function of
the dual linear program.

Thus the value of the cost function of the dual linear program is lower bounded by
(( 3

2 + β)L − 2
3 )( Tv

3 + Th

3 ) − (Th−1)(Tv−1)
3 ≥ TL + p Tv+Th

3 − 2
3 (Tv + Th) − (Th−1)(Tv−1)

3 . Since
L ≥ w(A)

p , we get that w(A) ≥ TL + p(Tv+Th)
3 + Tv+Th

9 − TvTh

3 − 1
3 . Because p ≥ T , we obtain

that p(Tv+Th)
3 + Tv+Th

9 − TvTh

3 − 1
3 ≥ T 2

3 + Tv+Th

9 − 1
3 > 0.

Therefore, w(A) > TL. ◀

▶ Theorem 21. There exists a ( 3
2 + p2

w(A) )-approximation algorithm for binary RTile that
has a linear (O(n2)) running time.

6 Tightness of approximation

In this section, we show that the approximation ratio for the RTile problem is tight with
respect to the only known lower bound. Precisely, we prove the following theorem.

▶ Theorem 22. Let p = 2k, for some k ∈ N. Then, there exists a binary array Ak such that
the maximum weight of a tile in any tiling of Ak into p tiles has weight at least 3

2 · w(Ak)
p + 1.
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(a)

(b)

Figure 5 The empty squares denote a value of 0, while the ones are colored black. (a) On tiling
this array with 3 tiles, one tile will always contain 5 ones, giving an approximation factor of 5

3 . (b)
4-crosses placed in an array for proving an approximation lower bound of 3

2 .

We define an L-cross to consist of 2L + 1 ones, it is obtained by taking a (L + 1) × (L + 1)
array, and filling the ( L

2 + 1)th row as well as the ( L
2 + 1)th column with ones, finally the rest

of the entries are filled with zeros. The coordinate ( L
2 + 1, L

2 + 1) is referred to as the center
of the L-cross defined above. An L-cross centered at (x, y) is obtained by translating the
center of an L-cross to the coordinate (x, y). Note that an L-cross consists of four contiguous
segments of ones, referred to as arms, each containing L

2 ones. We define Ak as shown in
Figure 3.

Proof. Suppose that p is even, therefore p = 2k, for some k ∈ N; our input binary array Ak

is obtained as follows. We place k many L-crosses centered at (j · (L + 1) − L
2 , j · (L + 1) − L

2 ),
for each 1 ≤ j ≤ k, the rest of the entries of Ak are zero. Note that the L-crosses are placed
diagonally in a non-overlapping manner, and w(A)

p = L. The array for L = 4 is illustrated in
Figure 5(a).

If p = 2, then it is obvious that one tile will have to contain 3 arms of the cross and thus
have weight 3

2 L + 1. We will prove that for every k ∈ N, one of the tiles will have weight at
least 3

2 L + 1.
Suppose that for k crosses and 2k tiles the thesis holds by induction. We will now prove

it for k + 1 crosses and 2k + 2 tiles. Let T1 be the tile that contains the cell Ak+1[1, 1]. If
this tile has weight smaller than 3

2 L, then we have the following two cases:
1. If T1 does not contain the center of the lower left cross Ak+1[ L

2 + 1, L
2 + 1], then T1 is

formed either by the first L
2 columns or the first L

2 rows. Due to symmetry, it is enough
to consider the case when T1 is formed by the first L

2 columns. Let T2 be the tile that
contains Ak+1[ L

2 + 1, 1]. If T2 has weight smaller than 3
2 L, then its upper right corner
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Ak+1[x, y] is such that either x < L + 1 or y < L + 1. Due to symmetry, it is enough to
consider the case when x < L + 1. In this case, if y < n, then we can extend T2 so that
y = n without increasing the weight of T2 as it would not intersect any new L-cross.
Thus, we are left with 2k tiles, and an array which has Ak as a subarray, therefore by the
induction hypothesis we get that the weight of maximum weight tile is at least 3

2 L + 1.
2. If T1 contains the center of the cross Ak+1[ L

2 + 1, L
2 + 1], then its right upper corner

Ak+1[x, y] is such that x < L + 1 or y < L + 1. Notice that we may assume that either
one tile will be formed by subarray Ak+1[x + 1, 1, n, y] or by subarray Ak+1[1, y + 1, x, n].
This is because the tile that contains Ak+1[x + 1, y + 1] cannot contain both Ak+1[1, y + 1]
and Ak+1[x + 1, 1]. Suppose w.l.o.g. that the tile T2 that contains Ak+1[x + 1, 1] does
not cover any cell of row y + 1. We may then extend the upper right corner of T2 till
Ak+1[n, y], without increasing the weight of any tile. We are left with 2k tiles, and the
induction hypothesis gives us the result.

In the case when p is odd, the input binary array A′
p is obtained from Ak+1 by deleting any

rows and columns in it with index at least k(L + 1) + L
2 + 2. This, in effect adds an extra

half L-cross near the upper right corner of Ak. Clearly, for p = 3 it is not possible to tile A′
3

with 3 tiles such that the weight of maximum weight tile is less than 3
2 L. The rest of the

proof follows from arguments similar to the case when p is even. ◀

▶ Remark. The approximation factor of our algorithm is 3
2 + p2

w(A) which is equal to ( 3
2 + p

L )L.
Since p

L is equal to p2

w(A) , it means that the approximation of our algorithm is tight under
the condition that w(A) ≫ p2.

7 DRTile

In this section, we present an approximation algorithm for the DRTile problem. We have
presented a 3

2 + β-approximation algorithm for the RTile problem in Section 3. Now we
show how to reduce an instance of the DRTile problem to an instance of the RTile problem
to achieve an approximation ratio for the DRTile problem. Before we proceed, let us recall
the definition of the DRTile problem.

the DRTile problem
Input: A two-dimensional array A and a weight upper bound w.
Goal: Partition A into a minimum number of non-overlapping tiles, where the weight
of each tile must not be larger than W .

Let us consider an array A with w(A) = n. Suppose W , provided as input, is the
maximum allowed weight of any tile. Clearly, the minimal number of tiles we need to use
to cover A is ⌈ n

W ⌉. Consequently, ⌈ n
W ⌉ is a lower bound to the optimal solution of the

DRTile problem. Our goal is to obtain a γ-approximation algorithm, where γ depends on
W . Therefore, the number of tiles we are allowed to use to cover A with this approximation
is γ × ⌈ n

W ⌉.
We construct an instance of the the RTile problem as follows: as an input we have the

same array A, and we are allowed to use at most p = γ × ⌈ n
W ⌉ tiles. Hence from Section 2,

the lower bound on the maximum weight of a tile is ⌈ n
γ×⌈ n

W ⌉ ⌉. Hence the maximum weight
of a tile with approximation factor of 3

2 + β is,⌈ n

γ × ⌈ n
W ⌉

⌉
× (3

2 + β) ≤
⌈ n

γ × n
W

⌉
× (3

2 + β) =
⌈W

γ

⌉
× (3

2 + β).
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For the solution returned by RTile to be a valid solution of DRTile, the value of
⌈ W

γ ⌉ × ( 3
2 + β) must not exceed W . This allows us to derive a bound on the value of the

approximation factor γ, we have,

⌈W

γ
⌉ × (3

2 + β) ≤ W

⇒⌈W

γ
⌉ ≤ W

( 3
2 + β)

⇒W

γ
≤ W

( 3
2 + β)

+ 1

⇒γ ≥ (3
2 + β) · W

W + ( 3
2 + β)

.

This gives us the following theorem.

▶ Theorem 23. There exists a ( 3
2 + β) · W

W +( 3
2 +β) -approximation algorithm for the DRTile

problem where ( 3
2 +β) is the approximation factor for the RTile problem. The approximation

factor of the DRTile problem tends to 3
2 as the value of W is increased.

8 The Multidimentional RTile Problem

In Section 3, the algorithm presented for the RTile problem was restricted to two dimensions.
In this section, we generalize that algorithm for the d-dimensional RTile problem, where
d ≥ 2. In the d-dimensional RTile problem, we are given a d-dimensional array of size n in
each dimension, containing 0/1 as entries, and we have to partition the array into p non-
overlapping d-dimensional tiles such that the maximum weight of a tile in a tiling is minimized.
Similarly to Section 3, we assume that pd

w(A) is close to 0 and give a 2d−1
d -approximation

algorithm for the d-dimensional RTile problem. Notice that the approximation ratio
converges to 2 as we increase the value of d.

Boundaries and Shadows. The definition of the boundaries and their shadows is a gen-
eralization of the definitions in Section 3. The type of the boundaries in a d-dimensional
array can be defined analogously. By [i], we define the set of boundaries of dimension
n × n × . . . × 1 × . . . × n, where ith dimension has size 1.

Let B1, B2, ..Bk ∈ [i] , we define Ti =
∑k

i=1 t(Bi). Finally T is defined as
min{T1, T2, ..., Td}. The following lemma is analogous to Fact 2.

▶ Lemma 24. Let T = {T1, T2, ..., Td}, then the array can be 2d−1
d -tiled with T + 1 tiles.

We can estimate the minimal weight of the array using a linear program. The constraints
of the linear program have a similar form as mentioned in Section 3. In two dimensional
problem, each constraint is greater than 1.5L. In the d-dimensional RTile problem, each
constraint is greater than 2d−1

d L, instead of 1.5L.

▶ Lemma 25. Let T = {T1, T2, ..., Td}, then w(A) > TL.

The proof of this lemma is analogous to Lemma 20.

▶ Theorem 26. There exists a 2d−1
d -approximation algorithm for the multi-dimensional

RTile problem assuming pd

w(A) is negligible.
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Abstract
We consider the correlated knapsack orienteering (CorrKO) problem: we are given a travel budget
B, processing-time budget W , finite metric space (V, d) with root ρ ∈ V , where each vertex is
associated with a job with possibly correlated random size and random reward that become known
only when the job completes. Random variables are independent across different vertices. The goal
is to compute a ρ-rooted path of length at most B, in a possibly adaptive fashion, that maximizes
the reward collected from jobs that processed by time W . To our knowledge, CorrKO has not been
considered before, though prior work has considered the uncorrelated problem, stochastic knapsack
orienteering, and correlated orienteering, which features only one budget constraint on the sum of
travel-time and processing-times.

Gupta et al. [19] showed that the uncorrelated version of this problem has a constant-factor
adaptivity gap. We show that, perhaps surprisingly and in stark contrast to the uncorrelated
problem, the adaptivity gap of CorrKO is is at least Ω

(
max{

√
log B,

√
log log W }

)
. Complementing

this result, we devise non-adaptive algorithms that obtain: (a) O(log log W )-approximation in quasi-
polytime; and (b) O(log W )-approximation in polytime. This also establishes that the adaptivity
gap for CorrKO is at most O(log log W ). We obtain similar guarantees for CorrKO with cancellations,
wherein a job can be cancelled before its completion time, foregoing its reward. We show that an
α-approximation for CorrKO implies an O(α)-approximation for CorrKO with cancellations.

We also consider the special case of CorrKO where job sizes are weighted Bernoulli distributions,
and more generally where the distributions are supported on at most two points (2CorrKO). Although
weighted Bernoulli distributions suffice to yield an Ω(

√
log log B) adaptivity-gap lower bound for

(uncorrelated) stochastic orienteering, we show that they are easy instances for CorrKO. We develop
non-adaptive algorithms that achieve O(1)-approximation, in polytime for weighted Bernoulli distri-
butions, and in (n+log B)O(log W )-time for 2CorrKO. (Thus, our adaptivity-gap lower-bound example,
which uses distributions of support-size 3, is tight in terms of support-size of the distributions.)

Finally, we leverage our techniques to provide a quasi-polynomial time O(log log B) approximation
algorithm for correlated orienteering improving upon the approximation guarantee in [2].
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1 Introduction

The orienteering problem, first introduced by [16], is a fundamental and widely-studied vehicle-
routing problem (VRP). The input to the problem consists of a length/travel bound B, finite
metric space (V, d) representing travel times, root vertex ρ ∈ V , and non-negative rewards
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associated with the vertices. The goal is to compute a path rooted at ρ of length at most B

that collects maximum reward. Orienteering often arises as a subroutine in devising algorithms
for other more complex VRPs, both in approximation algorithms [4, 12, 6, 22, 13, 14, 1],
as also in computational methods, where it arises as the pricing problem when using a
branch-cut-and-price method on a set-covering/configuration LP.

Gupta et al. [19] introduced the following stochastic version of orienteering to model
settings where one must spend some uncertain amount of time processing a visited node
in order to collect its reward. Formally, each vertex corresponds to a job with a random,
possibly correlated, processing time and reward, drawn from a given probability distribution.
Random variables corresponding to different vertices are independent. The reward and
processing time of a job become known only when the job is fully processed. The goal is to
devise an algorithm, also called policy, that visits a sequence of vertices (starting at ρ) in a
possibly adaptive fashion that maximizes the expected total reward collected, subject to the
constraint that the total time expended in traveling and processing jobs is at most B. Jobs
cannot be preempted, and only jobs completed by the time-horizon B yield reward. This is
the correlated orienteering (CorrO) problem. We refer to the special case where rewards and
sizes are independent, simply as stochastic orienteering; due to independence, one can move
to deterministic rewards by replacing the random rewards with their expectations.

A related problem, and the focus of this paper, is correlated knapsack orienteering
(CorrKO), wherein there are two separate budgets: B for the (deterministic) travel time, and
W for the total time spent in processing jobs. Again, we refer to the uncorrelated problem as
stochastic knapsack orienteering. Correlated knapsack orienteering can be motivated from a
similar perspective as CorrO. Indeed, it is quite natural to decouple the “apples and oranges”
entities of travel time and processing time when these may represent disparate resources; e.g.,
travel time may represent latency of access of jobs in a distributed network, and processing
time may present CPU time.

In general, a policy may be adaptive and choose the next vertex to visit based on the
(size, reward) realizations of the vertices previously visited; unless otherwise stated, the
approximation ratio is always measured relative to the maximum reward OPT that can be
achieved by an adaptive policy. On the other hand, a non-adaptive policy fixes beforehand
the sequence of vertices to visit, and only the stopping-point (when the time-horizon B is
exceeded) depends on the (size, reward) realizations. While adaptive policies may collect
much greater reward, non-adaptive policies are usually easier to implement, specify, and
analyze, by virtue of the fact that they admit a much-more compact description compared
to the decision tree associated with an adaptive policy whose description may require space
that is exponential in the input size. Consequently, much work in stochastic optimization has
focused on developing good non-adaptive policies and obtaining bounds on the adaptivity
gap, which is the supremum, over all problem instances, of OPT/(maximum reward achieved
by a non-adaptive policy); see e.g., [9, 17, 11, 18, 19, 7, 20].

Prior work has studied stochastic orienteering, CorrO, and stochastic knapsack orien-
teering, and our current knowledge for these problems can be summarized as follows. (1)
The adaptivity gap for stochastic orienteering is O(log log B) [19] and Ω(

√
log log B) [2], and

there is a non-adaptive algorithm that achieves and O(1)-approximation with respect to the
non-adaptive optimum [19], and hence obtains an O(log log B)-approximation; the approach
leading to the latter result also yields an O(1)-approximation for stochastic knapsack orien-
teering. (2) The adaptivity gap for CorrO is also O(log log B) [2], but this is established non-
constructively; algorithmically, we can obtain O(α log B)-approximation in polytime [19] and
O

(
α · log2 log B

log log log B

)
in quasi-polytime [2], where α is the approximation ratio for deadline-TSP.
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To our knowledge, there is no prior work on CorrKO. As noted above, (uncorrelated)
stochastic knapsack orienteering and CorrO admit quite different guarantees, and this raises
the natural question: where does CorrKO stand in terms of difficulty relative to these two
problems? Is it more difficult than the uncorrelated problem? How does it compare in
difficulty relative to CorrO?

Our contributions
We initiate a study of correlated knapsack orienteering, and obtain results that, in particular,
shed light on these questions. Our chief contributions are as follows.
1. Adaptivity gap and approximation algorithms. Somewhat surprisingly, and in

stark contrast with (uncorrelated) stochastic knapsack orienteering, we prove that the
adaptivity gap for CorrKO is not a constant, showing that the correlated problem is strictly
harder than the uncorrelated problem.
▶ Theorem 1.1 (see Section 3). The adaptivity gap for CorrKO is
Ω

(
max{

√
log B,

√
log log W}

)
, where B is the travel budget and W is the processing-time

budget.
Complementing this, we develop various non-adaptive approximation algorithms for
CorrKO. Our main algorithmic result is a quasi-polytime O(log log W )-approximation
algorithm for CorrKO, which thus shows that the adaptivity gap is O(log log W ).
▶ Theorem 1.2. There are non-adaptive algorithms for CorrKO with the following
guarantees:
(a) O(log log W )-approximation in time (n + log B)O(log W log log W ) (Section 4.1);
(b) O(log W )-approximation in polynomial time (Section 4.2).
By leveraging the approach leading to Theorem 1a, we also obtain the following guarantee
for correlated orienteering, which improves upon the approximation guarantee in [2] (that
also runs in quasi-polytime) by an O

( log log B
log log log B

)
-factor.

▶ Theorem 1.3. Given an α-approximation algorithm for deadline TSP with running
time T , we can obtain a non-adaptive O(α log log B)-approximation algorithm for CorrO
with running time (n + log B)O(log B log log B) · T . Using the algorithm for deadline TSP
in [15], we obtain an O(log log B)-approximation in quasi-polytime.

2. CorrKO with 2-point distributions. Our adaptivity-gap lower bound uses distributions
of support-size 3, whereas the Ω(

√
log log B) adaptivity-gap lower-bound example for

stochastic orienteering in [2] considers weighted Bernoulli size distributions. In Section 5,
we investigate CorrKO from a fine-grained-complexity perspective to understand this
discrepancy. In contrast with stochastic orienteering, we show that when all distributions
are supported on at most 2 points – we call this 2CorrKO– the adaptivity gap becomes
O(1) (Theorem 5.3), and we can obtain a non-adaptive O(1)-approximation in time
(n + log B)O(log W ) (Theorem 5.4). Moreover, for weighted Bernoulli size distributions,
we obtain a polytime non-adaptive O(1)-approximation (Theorem 5.5). Our key insight
here lies in identifying a novel deterministic problem, that we call orienteering with
knapsack deadlines (OrientKD), which we show is equivalent to 2CorrKO, up constant
factors. In OrientKD, in addition to orienteering, each vertex v has a weight and knapsack
deadline, and an orienteering-solution P is feasible, if for every v ∈ P , the total weight of
all nodes on P up to (and including) v is at most its knapsack deadline. For instance,
in a setting where jobs distributed over a network have to be processed on a single
machine, travel times could represent the latency involved in accessing a job, and the
knapsack deadlines would capture completion-time deadlines on the machine. We obtain

APPROX/RANDOM 2024
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the above approximation guarantee for OrientKD (Theorem 5.1), and hence obtain the
same guarantee (up to constant factors) for 2CorrKO.
These results show that our adaptivity-gap example is tight in terms of the support-size:
any such lower-bound example must involve some distribution of support-size at least 3.

3. CorrKO with cancellations. In this version (see Section 6), we can cancel or discard
the current vertex v at any time-step prior to its completion, foregoing its reward, and
we are not allowed to return to v. We obtain the same approximation guarantees for this
problem as for CorrKO: i.e., quasi-polytime O(log log W )-approximation, and polytime
O(log W )-approximation. En route, we obtain an O(1)-approximation for the special case
where we obtain non-zero rewards only when jobs instantiate to size at most W/2.

Our results paint a nuanced picture of the complexity of CorrKO vis-a-vis CorrO and stochastic
knapsack orienteering. While CorrKO is harder than stochastic knapsack orienteering, our
algorithmic results suggest that it is easier than CorrO. We obtain similar approximation fac-
tors for both problems in quasi-polytime, but in polytime, we obtain O(log W )-approximation
for CorrKO, while the current-best polytime factor for CorrO is O(log n log B); also, with
weighted Bernoulli distributions, CorrKO is provably easier than CorrO.

Technical overview. We now highlight the key technical ideas underlying our results. Let
OPT be the optimal reward for CorrKO. Let Sv denote the random size of vertex v. For an
integer j ≥ 0, let Xj

v := min{Sv, 2j} and µj
v = E

[
Xj

v

]
. The significance of these quantities

is that if µj(Pρ,v − v) ≤ c · 2j , where P is a rooted path, v ∈ P , and Pρ,v is the ρ ⇝ v

portion of P , then a random subpath P ′′ of P where we retain each u ∈ P independently
with probability 1

2c satisfies Pr[v ∈ P ′′ and is processed by time 2j ] ≥ 1
4c ; this indicates that

πv(2j), which is the expected reward of v if its processing starts by time 2j , can serve as a
good proxy for the expected reward obtained from v.

Algorithms for CorrKO and CorrO. Our quasi-polytime O(log log W )-approximation for
CorrKO builds upon a structural result for CorrO shown by [2]. They show that one can
extract a suitable rooted path Q∗ from the decision tree representing an optimal adaptive
policy and suitable nodes φ−1 = ρ, φ0, φ1, . . . , φk on Q∗, where k ≤ log W , such that (roughly
speaking): (a) the prefix property µj(Q∗

ρ,φj
− φj) ≤ O(K) · 2j holds for every j = 0, . . . , k,

and (b)
∑k

j=0
∑

v∈Q∗
φj−1,φj

πv(2j) = Ω(OPT ), where K = O(log log W ) (see Theorem 7.1).
So if we could find this path Q∗, then using the sampling idea described above, one can easily
obtain an O(K)-approximation. For CorrO, Bansal and Nagarajan [2] “guess” the portal
nodes φ0, . . . , φk and write a configuration LP to find suitable paths between every pair of
consecutive portal nodes. They use randomized rounding to round a fractional solution,
which incurs a log k

log log k -factor violation of the prefix property due to Chernoff bounds, since
for each j, µj(Q∗

ρ,φj
− φj) can be written as a sum of O(K) · 2j-bounded independent random

variables. When one combines this with the node-sampling step, one therefore incurs an
O

(
K · log k

log log k

)
-factor loss relative to the value of the LP solution.

For CorrKO (and CorrO), we proceed similarly, but we guess many more portal vertices. We
split each Q∗

φj−1,φj
into O(K) segments having µj-weight at most 2j , and guess the end-points

of all such segments (see Theorems 4.1, 4.2). We then again set up a configuration LP and use
randomized rounding; however, we can now ensure that the prefix property holds with O(1)
violation, since we can decompose µj(Q∗

ρ,φj
− φj) into a sum of 2j-bounded random variables

corresponding to the µj-weight of each random segment. Thus, an application of Chernoff
bounds and the union bound only incurs an O(1)-factor violation of the prefix property,
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since K = Ω(log k); therefore, we lose only an O(K)-factor compared to the value of the LP
solution. This idea extends to CorrO. The only essential difference between CorrKO and CorrO
comes from how well we can solve the corresponding configuration LP; for CorrKO, we can
obtain an O(1)-approximation to the LP-optimum using an O(1)-approximation algorithm
for knapsack orienteering (see below), but for CorrO, we obtain an O(α)-approximate LP
solution given an α-approximation for deadline TSP.

The O(log W )-approximation for CorrKO proceeds by relating the problem to knapsack
orienteering (KnapOrient), which is orienteering with an additional total-node-weight budget
constraint. For each index j = 0, 1, . . . , log W , we use the portion of the optimal adaptive-
policy tree corresponding to nodes processed at some point in [2j , 2j+1), to extract a good
fractional solution to an LP-relaxation (KO-LP) for KnapOrient, where we exploit the LP-
relaxation for orienteering [14]. This translation is easy because one can naturally interpret
the LP variables as corresponding to certain probabilities obtained from an adaptive policy.

We remark that one can combine the LP-relaxations for orienteering [14] and the correlated
knapsack problem [18], which is the special case where all nodes are co-located, to obtain
an LP for CorrKO. However, the chief impediment in rounding an LP solution is that the
rounding algorithms for orienteering and correlated knapsack may give rise to incompatible
orderings. Rounding the orienteering-portion of the LP solution yields a node sequence, and
we need to stick with a subsequence of this to satisfy the travel-budget constraint. However,
forcing one to consider items in a prescribed order for correlated knapsack can drastically
reduce the reward obtained, because jobs that instantiate to large sizes (i.e., > W/2) may
need to be processed in a different incompatible order; see Appendix A. This tension is real,
as evidenced by our adaptivity-gap lower bound, and seems challenging to deal with.

2CorrKO. The chief insight here is that the problematic case where we obtain reward
only from large-size instantiations becomes quite structured in two ways. (1) There is no
adaptivity gap, since only the path in the adaptive-policy tree corresponding to small-size (i.e.,
≤ W/2) instantiations can yield non-zero reward. (2) Given (1), one can infer that the reward
obtained from a vertex v is a function of the total small size, and total large-size-instantiation
probablity of vertices visited up to v. This allows one to define an instance of orienteering
with knapsack deadlines (OrientKD) to capture the stochastic problem.

CorrKO with cancellations. The algorithm for CorrKO with cancellations considers two
cases. For large-size instantiations, it is not hard to argue that cancellations do not help (as
with correlated knapsack [18]). For small-size instantiations, we formulate an LP by combining
the LPs for orienteering [14] and correlated knapsack with cancellations [18]. We show that
from an LP solution, one can define a suitable KnapOrient-instance and extract a good LP
solution for this KnapOrient-instance. The KnapOrient-instance is defined in such a way that
feasible solutions to this instance can be mapped to fractional solutions to the correlated-
knapsack LP. So we can first round the solution to obtain an integral KnapOrient-solution Q,
and then utilize the LP-rounding algorithm in [18] for correlated knapsack with cancellations
to process vertices, with cancellations, in the order they appear on Q. It is crucial here that
the algorithm in [18] for small-size instantiations has the flexibility that one can specify a
prescribed order for considering vertices (unlike in CorrKO with large-size instantiations).

Related work
As mentioned earlier, orienteering is a fundamental problem in combinatorial optimization
that finds various applications. Blum et al. [5] devised the first constant-factor approximation
algorithm for orienteering, and the current best approximation factor is (2 + ϵ) for any
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ϵ > 0 [8]. Friggstad and Swamy [14] gave the first LP-based O(1)-approximation algorithm.
Their LP plays an important role for obtaining some of our results. Deadline TSP, also
known as deadline orienteering, is a generalization of orienteering, where nodes now have
deadlines, and a path P is feasible if, for every v ∈ P , its travel time along P is at most its
deadline; the goal is again to compute a maximum-reward feasible path. Both orienteering
and deadline TSP can be considered in the rooted, or point-to-point (P2P) setting, where both
the start and end nodes of the path are specified. Deadline TSP admits a polytime O(log n)-
approximation [1] and an O(1)-approximation in time nO(log(maximum deadline)) [15]. Friggstad
and Swamy [15] also consider the more general monotone-reward TSP, wherein the the
reward of a node v having travel time t is given by rewdv(t), where rewd(.) is a non-increasing
function. They showed that this problem is essentially equivalent to deadline TSP.

The literature on stochastic optimization problems is rich, and we discuss below only the
work that is most relevant to our work.

Stochastic knapsack problems. Stochastic orienteering and CorrKO generalize respec-
tively stochastic knapsack, which was studied in the seminal work of [9], and correlated
knapsack [18, 21], which correspond to the special case where all nodes are co-located (i.e.,
the travel budget is irrelevant). The state-of-the-art for stochastic knapsack is a (2 + ϵ)-
approximation [3]. Gupta et al. [18] obtained the first constant-factor approximation for
correlated knapsack, and the constant was improved to (2 + ϵ) by Ma [21].
Stochastic VRPs. We have already mentioned the works of Gupta et al. [19] and [2] that
consider (uncorrelated) stochastic orienteering and correlated orienteering. A minimization
version of stochastic orienteering, called stochastic k-TSP was considered by [11, 20], where
instead of a travel budget, we want to collect a reward of at least k, and seek to minimize the
expected travel time. Ene et al. [11] gave an adaptive O(log k)-approximation algorithm
for this problem, and Jiang et al. [20] obtained a non-adaptive O(1)-approximation.
The special case where all nodes are co-located is called stochastic knapsack cover for
which [10] obtained a (2 + ϵ)-approximation.
Multi-armed bandits with metric switching costs. A related problem to CorrKO is
the multi-armed bandit problem with metric switching costs, considered by Guha and
Munagala [17], which can be viewed as a setting where each vertex corresponds to a
Markov chain (i.e., arm) with known transition probabilities and rewards. Guha and
Munagala consider this setting under a crucial martingale assumption, which does not
hold for CorrO or CorrKO, with separate budgets for the travel-cost and the number of
arm-pulls, as in CorrKO. In their setting, one can also abandon a vertex and possibly
return to this vertex at a later time. They devise an O(1)-approximation algorithm for this
problem that is a hybrid between adaptive and non-adaptive policies: it non-adaptively
specifies the sequence of arms to visit, but adaptively decides when an arm should be
abandoned. They use an elegant Lagrangian-relaxation idea to reduce the problem to
orienteering; this Lagrangian-relaxation idea was also later used in [19].

2 Preliminaries and notation

For an integer n ≥ 0, we use [n] to denote {1, . . . , n}, where [0] := ∅, and JnK to denote
{0} ∪ [n]. For any universe U , set S ⊆ U and element e ∈ U , we sometimes use S − e and
S + e to denote S \ {e} and S ∪ {e} respectively.

The problems we consider involve a metric space (V, d) and root ρ ∈ V . The metric
d : V × V 7→ Z≥0 is symmetric and captures travel times between vertices; by scaling we may
assume that these are integers. Let n = |V | and ∆ be the diameter of the metric space. For
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a set S of edges of the underlying complete graph (V, E), we use d(S) to denote
∑

e∈S d(e).
Similarly, for any f ∈ RV and U ⊆ V , f(U) denotes

∑
v∈U fv. We say that a path P in G is

rooted if it begins at ρ. We always think of the nodes on a rooted path P as being ordered in
increasing order of their distance from ρ along the path. For any u, w ∈ P , we say u ≺P w to
denote that u comes before w on P , and u ⪯P w means that u = w or u ≺P w; we omit the
subscript P when P is clear from the context. We will interchangeably think of a path as an
edge-set, or a sequence of nodes; the meaning will be clear from the context. For any path
P and nodes a, b ∈ P , we use Pa,b to denote the a-b portion of P . For a path P starting at
node r, and a node v ∈ P , we define the travel time of v as d(Pr,v).

Deterministic max-reward vehicle routing. The following three vehicle routing problems
(VRPs) play a prominent role in the study of stochastic orienteering. All three problems
fall in the genre of max-reward VRPs, wherein we have nonnegative node rewards {πv}v∈V ,
and we need to select some vertices and find a suitable path visiting these vertices, so as to
maximize the reward obtained. The differences in the problems lie in which paths are allowed,
and the definition of the reward collected by a path. The problems below can be considered
in the rooted setting, where we have a root ρ and the feasible paths form a subset of rooted
paths, or in the point-to-point (P2P) setting, where both a start-node a and end-node b are
specified, and the feasible paths are a subset of a-b paths.

Orienteering. We have a budget B, and feasible paths (in the rooted and P2P versions)
are those with length at most B; we collect the reward of all nodes on a feasible path.
Deadline TSP, also called deadline orienteering. Here nodes have deadlines {Dv}v∈V .
A path P with the appropriate end-points is feasible if the travel time of each node in P

is at most its deadline. So in the rooted case, a rooted path P is feasible if d(Pρ,v) ≤ Dv

for all v ∈ P ; in the P2P-case, an a-b path P is feasible if d(Pa,v) ≤ Dv for all v ∈ P . We
collect the reward of all nodes on a feasible path. (Equivalently, one can say that the
feasible paths are all paths with the prescribed end-points, and we collect the reward
from all nodes on the path that are visited by their deadlines.)
Observe that orienteering is the special case where the deadline of each node is the length
bound B. Also, the rooted and P2P versions of deadline TSP are equivalent [14].
Monotone-reward TSP. This is a generalization of deadline TSP, where each node
v has a non-increasing reward-function πv : Z+ 7→ R+, where πv(t) gives the reward
obtained from v if v is visited at time t. Every path P with the appropriate end-points is
feasible, and the reward of P is given by

∑
v∈P πv(travel time of v) =

∑
v∈P πv

(
d(Pr,v)

)
,

where r is the start node of P .
Friggstad and Swamy [14] showed that monotone-reward TSP can be reduced to deadline
TSP losing a (1 + ϵ)-factor, for an ϵ > 0. Monotone-reward TSP will play a key role in
the algorithm for correlated orienteering.

Stochastic orienteering problems. In the correlated knapsack orienteering (CorrKO) prob-
lem, each vertex v ∈ V is associated with an stochastic job with a random processing time
or size Sv ∈ Z≥0 and a possibly correlated random reward Rv ∈ R≥0. We use the terms
processing time and size interchangeably. These random variables are independent across
different vertices, and their distributions are specified in the input. We are given a length or
travel-time budget B, and a processing-time budget W . A solution, or policy, for CorrKO
visits a sequence of (distinct) vertices starting from the root ρ, in a possibly adaptive fashion,
without exceeding the travel-time and processing-time budgets. More precisely, when a
vertex v is visited, it’s corresponding job is processed non-preemptively, and we get to know

APPROX/RANDOM 2024
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the processing time and reward of the job only upon its completion; the completion time of
job v is the total processing time of all jobs up to and including v. So if the adaptive policy
visits vertices v0 := ρ, . . . , vℓ = u in that order, then it must be that the total travel-time∑ℓ

i=1 d(vi−1, vi) to get to u is at most B, and the total processing time of (the jobs associated
with) v1, . . . , vℓ−1 is at most W . We collect the rewards of v1, . . . , vℓ−1, and we collect u’s
reward if its completion time is at most W . The goal is to maximize the expected total
reward collected. For notational convenience, we also assign a deterministic value of 0 to the
reward and processing time of ρ.

In the correlated orienteering (CorrO) problem, the setup is almost the same as in CorrKO,
except that there is only one budget B, which is the budget for the sum of the travel
times and processing times. (That is, we have one notion of time, which advances due to
both travel and the processing of jobs.) So if an adaptive policy for CorrO visits vertices
v0 := ρ, . . . , vℓ = u in that order, then we must have

∑ℓ
i=1 d(vi−1, vi) +

∑ℓ−1
i=1 Svi ≤ B; that

is, the completion time of each vi for i = 1, . . . , ℓ − 1, as also the time when we reach vℓ,
taking into account both travel time and processing time, should be at most B. We collect
rewards from v1 . . . , vℓ−1, and we collect u’s reward if

∑ℓ
i=1 d(vi−1, vi) +

∑ℓ
i=1 Svi

≤ B.
Any adaptive policy for CorrKO or CorrO can be represented by a decision tree T rooted

at ρ, whose nodes are labeled by vertices of V , and the branches of a node labeled v ∈ V

correspond to the different size and reward instantiations of v, with each branch specifying
the next node to visit under the corresponding instantiation.

A nonadaptive policy (for CorrKO or CorrO) fixes a priori the sequence of vertices to
potentially visit, without looking at the size and reward instantiations. The adaptivity gap for
an instance is the ratio (optimal expected reward collected by an adaptive policy)/(optimal
reward collected by a nonadaptive policy), and the adaptivity gap for a problem is the
supremum over all instances of the adaptivity gap for the instance.

Deterministic knapsack-constrained vehicle routing. Algorithms for stochastic orienteering
problems frequently utilize knapsack-constrained variants of deterministic VRPs, wherein we
seek a feasible solution to the VRP satisfying an additional knapsack constraint on the total
vertex-weight of the path. More precisely, suppose we have an underlying “base” max-reward
VRP, specified by a collection I of feasible paths along with nonnegative vertex-rewards
{πv}v∈V , where the goal is to find a maximum-reward path in I. In the knapsack-constrained
version of this VRP, we also have a knapsack constraint specified by nonnegative knapsack
weights {wtv}v∈V and knapsack budget W , which restricts the set of feasible solutions to
Iknap := {τ ∈ I :

∑
v∈τ wtv ≤ W}; the goal is to find a maximum-reward path in Iknap, i.e.,

a maximum-reward path in I satisfying the knapsack constraint. When the base VRP is:
(i) orienteering, the knapsack-constrained version is knapsack orienteering (KnapOrient); (ii)
deadline-TSP, the knapsack-constrained version is knapsack deadline orienteering (KnapDO).
KnapOrient and KnapDO were considered by [19, 2] in the context of stochastic orienteering.
We say that the base-VRP is a rooted-VRP, if all paths in I start at the same vertex, and it
is a P2P-VRP, if all paths in I have the same start and end nodes.

We give a general reduction (Theorem 2.1) showing if the base-VRP is a rooted-VRP
or P2P-VRP, and satisfies a certain subpath-closure property, then an α-approximation for
the VRP can be used as a black-box to obtain an (α + 2)-approximation for the knapsack-
constrained VRP. Let τ be a path with ends a, b ∈ V , which we will view as a sequence of
nodes. By a P2P-subpath of τ , we mean any a-b path whose node-sequence is a subsequence
of τ ; by a rooted-subpath of τ , we mean any path starting at a whose node-sequence is a
subsequence of τ . (Note that any subsequence of τ yields a path, since we are working with
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a complete graph.) The subpath-closure property requires that for every path τ ∈ I: (a) for
rooted-VRP, every rooted-subpath τ ′ of τ is also in I, (b) for P2P-VRP, every P2P-subpath
τ ′ of τ is also in I. Most max-reward VRPs – e.g., orienteering, deadline TSP – satisfy the
subpath-closure property. (Also, note that if a VRP satisfies the subpath-closure property,
then so does the knapsack-constrained VRP.)

The above reduction is based on a Lagrangian-relaxation idea that was also used by [19],
specifically to obtain approximation algorithms for KnapOrient and KnapDO. However,
their approach results in a constant-factor blowup -in the approximation ratio (factor 2 for
KnapOrient, and factor 4 for KnapDO1 when going from the VRP to the knapsack-constrained
VRP; our general reduction yields a better factor, in a somewhat simpler fashion.

▶ Theorem 2.1. Consider a max-reward rooted-VRP or P2P-VRP, specified by a set I of
feasible solutions satisfying the subpath-closure property. For any ϵ > 0, an α-approximation
algorithm A (where α ≥ 1) for the VRP can be used to obtain an (α + 2)(1 + ϵ)-approximation
for the knapsack-constrained VRP by making O

( log n
ϵ

)
calls to A.

▶ Corollary 2.2. There are algorithms with the following guarantees.
(a) (4 + ϵ)-approximation, for any ϵ > 0, for rooted- and P2P- knapsack orienteering;
(b) O(log n)-approximation for the rooted and P2P versions of knapsack deadline orienteering,

and knapsack monotone-reward TSP;
(c) O(1)-approximation in O

(
nlog n∆)

time, for the rooted and P2P versions of knapsack
deadline orienteering, and knapsack monotone-reward TSP.

LP-relative guarantee for KnapOrient. For rooted KnapOrient, we can utilize Theorem 2.1
to obtain an LP-relative approximation guarantee. This will be useful in devising algorithms
for CorrKO. Consider the following LP-relaxation for rooted KnapOrient along the lines of
an LP-relaxation for rooted orienteering in [14]. Let ρ be the root node for the KnapOrient
instance. We bidirect the edges of the complete graph on V to obtain the arc-set A.

max
∑

u,v∈V

zv
u · πu (KO-LP)

s.t. xv
(
δin(u)

)
≥ xv

(
δout(u)

)
∀u ∈ V − ρ, v ∈ V (O1)

xv
(
δin(S)

)
≥ zv

u ∀v ∈ V, S ⊆ V − ρ, u ∈ S (O2)
zv

u = 0 ∀u, v ∈ V : dρ,u > dρ,v (O3)∑
a∈A

da · xv
a ≤ Bzv

v , xv
(
δout(ρ)

)
= zv

v ∀v ∈ V (O4)

x, z ≥ 0

∑
v∈V

zv
v = 1 (O5)

∑
u,v∈V

zv
u · wtu ≤ W. (KN)

The xv
a and zv

u variables encode the arcs included, and vertices visited, respectively by the
KnapOrient-path, provided that v is the node visited that is furthest from ρ, i.e., v maximizes
d(ρ, u) among all nodes u on the path: constraints (O3) enforce this semantics; in an integer
solution, these variables will be 0 if v is not the furthest visited node from ρ. Constraints

1 [19] do not explicitly state a result for KnapDO, and instead embed this result within their algorithm
for correlated orienteering. We can infer this factor by tracing through their algorithm and analysis.
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(O1) and (O2) encode that the ρ ⇝ u-connectivity is zv
u, and together with (O4) encode

that {xv
a} is a ρ-preflow of value zv

v satisfying the length budget. Constraint (O5) enforces
that overall x is a ρ-preflow of value 1. Constraints (O1)–(O5) are from the LP for rooted
orienteering in [14]; (KN) is the new constraint encoding the knapsack budget.

▶ Theorem 2.3. We can obtain a KnapOrient-solution that obtains reward at least
OPT KO-LP/5.

3 An adaptivity-gap lower bound for CorrKO

We now show that the adaptivity gap for CorrKO is Ω
(
max{

√
log B,

√
log log W}

)
, thereby

proving Theorem 1.1. We consider the following instance of correlated knapsack orienteering
that has a similar spirit as the adaptivity-gap example in [2] for (uncorrelated) stochastic
orienteering. The metric is a tree-metric induced by a complete binary tree T on a vertex
set V , with root r ∈ V and H ≥ 4 levels, where the distances decrease geometrically as we
move away from r. To conform to our notation, we include a separate dummy node ρ that
serves as the root for CorrKO, with distance 0 to r; but when we say root below, we always
mean the root r of the tree T . The knapsack budget is W := 22H+1 and the length/travel
budget is B := 2H−1 − 1. For a node v ∈ V , we use: lev(v) to denote the level of v, path(v)
to denote the unique r ⇝ v-path in T , and par(v) to denote the parent of v if v ̸= r. The
root r is at level H and each leaf node is at level 1; for a non-leaf node v at level ℓ, the
distance between v and its children is 2ℓ−2. For a rooted path P in T we say that a node
v ∈ P is a right-branching (resp. left-branching) node if the node succeeding v on P is its
right-child (resp. left-child). We denote by rt(P ) and left(P ), the right-branching nodes
and left-branching nodes of P , respectively. For notational convenience, we assume that the
end-node of P other than r is a left-branching node; if P = r, then we say that r ∈ left(P ).
The (correlated) (size, reward) distribution of node v is supported on three points:(

S(3)
v , R(3)

v ) = (0, 0),
(
S(2)

v , R(2)
v

)
=

(
22lev(v)

·
∏

w∈rt(path(v))

22lev(w)
, 0

)
(
S(1)

v , R(1)
v

)
=

(
W −

∑
w∈rt(path(v))

S(2)
w ,

(
1 − 1√

H

)|rt(path(v))|
)

and we have Pr[Sv = S
(3)
v ] = 1 − 1√

H
− 1

H , Pr[Sv = S
(2)
v ] = 1√

H
, Pr[Sv = S

(1)
v ] = 1

H ; see
Fig. 1. Observe that S

(2)
v ≤

(
22lev(v)+1)

/2 ≤ W/2, and S
(1)
v > W/2 for every node v.

Importantly, note that any policy for this instance can obtain positive reward from at
most one item. This is because for any v ∈ V , S

(1)
v > W/2. Therefore we can assume that

any policy terminates upon observing a size S
(1)
v for any visited vertex v. The binary tree is

built so that a certain adaptive policy (see the proof of Theorem 3.1) can always reach a
leaf-node if no positive reward has been collected in previous levels. The construction of the
tree prevents any path from going upward from a node to its parent, as this will cause the
length budget to run out. But more importantly, the instance is set up to preclude a policy
from going to a left child of a node v if its instantiated size is S

(2)
v in the sense that if this

happens then one cannot collect positive reward from this point on (Lemma 3.4).
The adaptivity-gap lower bound immediately follows from Theorems 3.1 and 3.2, since

H = Ω(log B) and H = Ω(log log W ) for the above CorrKO instance.

▶ Theorem 3.1. There is an adaptive policy for the above CorrKO instance that obtains Ω(1)
expected reward.
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ρ

r

v1

v2

v3
...

...
...

...
...

...
...

...

(
22H

, 0
)

(
2(2H +2H−1), 0

)
(

2(2H +2H−2), 0
)

(
2(2H +2H−2+2H−3), 0

)

(W , 1)

(
W − 22H

, 1 − 1√
H

)
(

W − 22H

, 1 − 1√
H

)
(

W − 22H

− 2(2H +2H−2),
(

1 − 1√
H

)2
)

Level

H

H − 1

H − 2

H − 3
...

Figure 1 The (S(2)
v , R

(2)
v ), (S(1)

v , R
(1)
v ) pairs are shown respectively on the left and right of each

highlighted vertex in the tree.

▶ Theorem 3.2. Any nonadaptive policy for the above CorrKO instance obtains expected
reward at most 2√

H
.

Proof of Theorem 3.1. Consider the following adaptive policy A: the policy moves to node
r from ρ, and then proceeds as follows. Let v be the current node visited, which is r initially.
If v is a leaf, then the policy ends after the instantiation of v. Otherwise, the next node
visited by A is: the left child of v, if Sv = S

(3)
v , and the right child of v if Sv = S

(2)
v ; if

Sv = S
(1)
v , then A stops and does not visit any other nodes.

Let P ∗ denote the (random) path traversed by A, which we may view as a rooted path
in T . Let vlast be the last vertex visited by A, i.e., vlast is the end-node of P ∗ other than r

and P ∗ = path(vlast).

▷ Claim 3.3. We have d(P ∗) ≤ B and S(P ∗) :=
∑

v∈P ∗ Sv ≤ W with probability 1.

We argue that the expected reward collected by P ∗ is at least 1−e−1

4 . Let R = R(P ∗) :=∑
v∈P ∗ Rv denote the reward obtained by P ∗. Note that vlast is the only vertex from which

P ∗ can collect positive reward. So E
[
R

]
= Pr

[
Svlast = S

(1)
vlast

]
· E

[
R

(1)
vlast

]
. Observe that if

Svlast ̸= S
(1)
vlast , then vlast is a leaf node, and hence the event {Svlast ̸= S

(1)
vlast} occurs precisely

when A visits H vertices, one on each level of T , and none of them instantiate to size S
(1)
v .

Since vertex sizes are independent across different vertices, we have Pr
[
Svlast ̸= S

(1)
vlast

]
=(

1 − 1
H

)H ≤ e−1, and so E
[
R

]
≥ (1 − e−1)E

[
R

(1)
vlast

]
.

We have R
(1)
vlast =

(
1 − 1√

H

)|rt(P ∗)|, and since
(
1 − 1√

H

)x is a convex function, we obtain

that E
[
R

(1)
vlast

]
≥

(
1 − 1√

H

)E[
|rt(P ∗)|

]
. Observe that v ∈ P ∗ gets included in rt(P ∗) precisely

when Sv instantiates to S
(2)
v , which happens with probability 1√

H
. So we can upper bound

E
[
|rt(P ∗)|

]
by H · 1√

H
=

√
H. It follows that E

[
R

(1)
vlast

]
≥

(
1 − 1√

H

)√
H ≥ 1

4 , where the last
inequality uses the fact that 1 − x ≥ 4−x for x ≤ 0.5. ◀

Proof of Theorem 3.2. Let σ be some non-adaptive policy, which we may again view as a
rooted path in T , since we can always move first to r. We may assume that σ visits vertices
in decreasing order of their levels, since any backtracking from a node v to its ancestor would
cause one to exceed the travel budget. We say that an execution of σ “cheats” if, for some
visited node v, Sv instantiates to S

(2)
v , and σ proceeds to visit a vertex in the subtree of T

rooted at the left-child of v.
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▶ Lemma 3.4. σ does not collect any positive reward after cheating.

Proof. Suppose σ cheats at some vertex u. Let v be any node in the tree rooted at the
left-child of u. The residual knapsack budget after visiting u is at most W − S

(2)
u . It suffices

to show that S
(1)
v > W −S

(2)
u . Since S

(1)
v = W −

∑
w∈rt(path(v)) S

(2)
w , this amounts to showing

that S
(2)
u >

∑
w∈A S

(2)
w , where A = rt(path(v)). We argue that S

(2)
w < S

(2)
u for every w ∈ A,

and the S
(2)
w ’s are distinct for w ∈ A. This, coupled with the fact that S

(2)
u and the S

(2)
w ’s

are all powers of 2, implies the above inequality.
Recall that for a node z, we have S

(2)
z = 22lev(z) ·

∏
w∈rt(path(z)) 22lev(w) . Let A =

{a1, a2, . . . , a|A|}, where the nodes are ordered in increasing order of their distance from r.
Then, for any i ≥ 2, we have S

(2)
ai = 22lev(ai) ·S(2)

ai−1 , showing that each S
(2)
ai is a distinct power of

2, and S
(2)
ai increases with i. Note that u /∈ rt(path(v)) and rt(path(u)) ⊆ A. So for z = a|A|, we

have S
(2)
z =

∏
w∈A−rt(path(u)) 22lev(w) ·

∏
w∈rt(path(u)) 22lev(w) and

∏
w∈A−rt(path(u)) 22lev(w)

< 22lev(u) .
It follows that S

(2)
z < S

(2)
u . ◀

Recall that we view σ also as a rooted path in T . We can show that the total expected
reward obtained from rt(σ) and left(σ) are both at most 1√

H
, which completes the proof. For

the latter bound, we utilize the fact that, due to Lemma 3.4, we can collect positive reward
from a node v only if Sw = S

(3)
w for every w ∈ left(path(v)) − v. ◀

4 Approximation algorithms for CorrKO

We now devise non-adaptive approximation algorithms for CorrKO. In Section 4.1, we
develop an O(log log W )-approximation algorithm with (n+log B)O(log W log log W ) (i.e., quasi-
polynomial) running time, which will prove Theorem 1a, and in Section 4.2, we obtain a
polytime O(log W )-approximation algorithm, thereby proving Theorem 1b.

4.1 Quasi-polytime O(log log W )-approximation algorithm
There are two chief components underlying our algorithm. First, we isolate a key structural
result (Theorems 4.1 and 4.2) showing that from an optimal adaptive policy, one can extract
a suitable path Q∗ and certain “portal” vertices on this path, such that the subpaths of
Q∗ between these portal vertices satisfy various nice properties. Second, we exploit this
structural result algorithmically as follows. The structural result allows us to reduce the
problem, at the expense of an O(log log W )-factor loss, to that of finding the portal vertices,
and suitable paths between these portal vertices that satisfy certain knapsack constraints on
the total expected truncated size E

[
min{Sv, 2j}

]
of nodes on these paths. We “guess” (i.e.,

enumerate over all possible choices of) these portal vertices and some auxiliary information,
and set up a configuration LP (CKO-P) to find paths between these portal vertices. This
configuration LP can be solved near-optimally, and we show that a fractional solution can be
rounded incurring only an O(1)-factor loss in the objective and in the constraints. Finally,
we argue that this leads to an O(log log W )-approximation non-adaptive policy.

Our approach is similar in spirit to the one in [2] for CorrO, and in Section 7, we show
that our approach also yields an O(log log B)-approximation for CorrO, which improves
upon the guarantee in [2] by an O

( log log B
log log log B

)
-factor. While we borrow various ingredients

from [2], the key difference between our approach and theirs is that we extract much more
information from the adaptive policy in terms of so-called portal vertices, which enables us
to round an underlying configuration LP incurring only a constant-factor violation in the
knapsack constraints; in contrast, this step in [2] incurs an O

( log log B
log log log B

)
-factor violation of

the constraints, and this savings is the source of our improved guarantee.
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Structural results. Recall that, for a path P and nodes a, b ∈ P , we use Pa,b to denote
the a-b portion of P . If P is a u-v path, its regret is dreg(P ) := d(P ) − d(u, v), and the
two-point regret of P with respect to a node a ∈ P is dreg(P, a) := d(P ) − d(u, a) − d(a, v) =
dreg(Pu,a) + dreg(Pa,v). For an index j ∈ {0, 1, . . . , L := ⌈log W ⌉}, recall that we define
Xj

v := min{Sv, 2j} and µj
v := E

[
Xj

v

]
. For any vertex v ∈ V , let πv(t) := E

[
Rv · 1Sv≤W −t

]
=∑W −t

t′=0 Pr[Sv = t′] · E
[
Rv | Sv = t′] denote the expected reward obtained from v if its

processing starts at time t. Note that πv(t) = 0 for any t > W . Also, note that πρ(t) = 0
for all t. We may assume that πv(0) ≤ OPT/4 for every v ∈ V , as otherwise, we can obtain
Ω(OPT ) reward by going to a single node.

Throughout, let K = 3 log(6 log W ) + 12, L = ⌈log W ⌉, N1 = 2(K + 1). Define φ−1 := ρ.

▶ Theorem 4.1. There exists a rooted path Q∗ with d(Q∗) ≤ B, vertices φ0 ⪯ φ1 ⪯ . . . ⪯ φk

on Q∗ for some k ≤ L, and, for each j ∈ JkK, a vertex-set Porj ⊆ Q∗
φj−1,φj

containing nodes
φj−1, φj, with |Porj | ≤ N1, whose vertices are ordered by the order they appear on Q∗,
satisfying the following properties.
(a)

∑k
j=0

∑
v∈Q∗

φj−1,φj
−φj

πv(2j − 1) ≥ OPT/4.
(b) µj(Q∗

ρ,φj
− φj) ≤ (K + 1)2j for all j ∈ JkK.

(c) For every j ∈ JkK and consecutive nodes a, b ∈ Porj, we have µj(Q∗
a,b − b) ≤ 2j.

As mentioned earlier, in our quasi-polytime algorithm, we utilize Theorem 4.1 to construct
a good rooted path, by using enumeration to guess

⋃
j Porj , and an LP to then obtain suitable

paths between consecutive nodes of
⋃

j Porj . In order to ensure that the total path length is
at most the travel budget B, we will also need to obtain some information about the lengths
d(Q∗

a,b) for consecutive nodes a, b in
⋃

j Porj . Naively guessing these lengths would yield
incur a large BO(LN1)-factor in the running time; to do better, and reduce the dependence to
(log B)O(LN1), we instead guess the two-point regret of each Q∗

a,b with respect to a “mid-point”
node, within a factor of 2, which suffices (see Fig. 2). We refine Theorem 4.1 to incorporate
these estimates as follows.

▶ Theorem 4.2 (Main structural result). Let the node-sequence φ0, . . . , φk, where k ≤ L,
and for each j ∈ JkK, the ordered node sequence Porj of at most N1 nodes, be as given by
Theorem 4.1. Define Por :=

⋃k
j=0 Porj, which we call “portal nodes”, where the ordering of

nodes in Por is Por0, Por1, . . . , Pork; for a ∈ Por, a ̸= φk, let next(a) be the next node in Por
after a. For each a ∈ Por − φk, there exists an a-next(a) path Q∗

a,next(a), auxiliary node ma,
and integer γa ≥ 0, such that the following properties hold.
(P1) (Distance) d(Q∗

a,b) ≤ Da := 2γa − 1 + d(a, ma) + d(ma, b) for every pair of consecutive
nodes a, b ∈ Por.

(P2) (Total-length)
∑

a∈Por−φk
Da ≤ B.

(P3) (Reward)
∑k

j=0
∑

a∈Porj−φj

∑
v∈Q∗

a,next(a)−next(a) πv(2j − 1) ≥ OPT/8.

(P4) (Prefix-size)
∑j

h=0
∑

a∈Porh−φh
µj

(
Q∗

a,next(a) − next(a)
)

≤ (K + 1)2j for all j ∈ JkK.
(P5) (Size) µj(Q∗

a,b − b) ≤ 2j for every j ∈ JkK and pair of consecutive nodes a, b ∈ Porj.

Configuration LP and non-adaptive algorithm. Now assume that we have found, by
enumeration, nodes φ0, . . . , φk, where k ≤ L, ordered node-sets Porj for j ∈ JkK, and length
bounds Da for every pair of consecutive nodes a, b ∈ Por :=

⋃k
j=0 Porj , as stipulated by

Theorem 4.2. (We also need to enumerate for {ma, γa}a∈Por−φk
; we do not use these quantities

directly, but these are used to specify the Da length bounds.) That is, these objects are
compatible with suitable Q∗

a,b paths such that P1–P5 hold. Clearly, this enumeration takes
(n log B)O(N1L) = (n log B)O(log W log log W ) time, which is the source of the running time in
Theorem 1a.
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φ−1 = ρ φ0 φ1 φ2 φ3

· · ·
φj−1 φj

· · ·
a next(a)

Q∗
a,next(a)

µj
(
Q∗

a,next(a) − next(a)
)

≤ 2j

maa next(a)

µj
(

Q∗
ρ,φj

− φj

)
≤ (K + 1)2j

Figure 2 Portal nodes Por and paths between portal nodes. The solid nodes depict Porj .

We formulate a configuration LP to find a-b paths, for every pair of consecutive nodes
a, b ∈ Por, satisfying properties P1, P3–P5. To this end, fix some j ∈ JkK and a ∈ Porj − φj ,
and let b = next(a). The valid a-b paths (i.e., the configurations) are the solutions to the
following (deterministic) point-to-point knapsack orienteering (KnapOrient) problem: the
end-nodes are a, b, the length budget is Da, the knapsack weights are µj

v for all v ∈ V − b

and µj
b = 0, and the knapsack-budget is 2j . Let Ia denote the set of all feasible solutions to

this KnapOrient instance.
The configuration LP has variables xa

τ , for every a ∈ Por − φk and τ ∈ Ia, indicating the
a-next(a) paths that are chosen.

max
k∑

j=0

∑
a∈Porj−φj

∑
τ∈Ia

xa
τ ·

( ∑
v∈τ−next(a)

πv(2j − 1)
)

(CKO-P)

s.t.
∑

τ∈Ia

xa
τ = 1 ∀a ∈ Por − φk (1)

∑
a∈Por−φk

∑
τ∈Ia:v∈τ−next(a)

xa
τ ≤ 1 ∀v ∈ V (2)

j∑
h=0

∑
a∈Porh−φh

∑
τ∈Ia

xa
τ · µj

(
τ − next(a)

)
≤ (K + 1)2j ∀j ∈ JkK (3)

x ≥ 0.

Constraints (1) encodes that we select an a-b path for every consecutive pair of nodes
a, b ∈ Por, and constraints (2) ensure that each node v lies on at most one of these a-b
paths; constraint (3) encodes the (Prefix-size) property P4. (Note that if φh−1 = φh, then
Porh = {φh}, so we do not have any term for index h in the objective function, and on the
LHS of (3).)

To gain some intuition, notice that Theorem 4.2 shows that there is a feasible integral
solution to (CKO-P) of objective value at least OPT/8: we set xa

τ = 1 for τ = Q∗
a,next(a) for

every a ∈ Por − φk. Properties P1 and P5 show that Q∗
a,next(a) ∈ Ia; property P4 shows that

(3) holds, and P3 shows that the objective value is at least OPT/8.
We can solve (CKO-P) approximately, given an approximation algorithm for KnapOrient,

since this can be used to obtain an approximate separation oracle for the dual of (CKO-P).
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▷ Claim 4.3. The optimal value of (CKO-P), OPT CKO-P, is at least OPT/8.

▶ Lemma 4.4. Given an α-approximation algorithm for KnapOrient, we can compute in
polytime a solution x to (CKO-P) of objective value at least OPT CKO-P/α.

We use randomized rounding to round the solution x obtained by Lemma 4.4, and
Chernoff bounds yield that this only incurs an O(1)-factor loss in the objective, and in the
violation of constraints (3); here is where we crucially exploit property P5. We then obtain
an O(K)-approximate non-adaptive policy for CorrKO from the rounded solution.

Algorithm CSKO-Alg. // Rounding (x, y) and obtaining a non-adaptive policy

1 Independently, for each a ∈ Por − φk, letting b = next(a), do the following: pick an
a-b path by choosing τ ∈ Ia with probability xa

τ /2, and choosing the “direct” path
a, b with the remaining probability 0.5; let Pa,b denote the path picked.

2 If for any j ∈ JkK, we have
∑j

h=0
∑

a∈Porh−φh
µj

(
Pa,next(a) − next(a)

)
> 5(K + 1)2j ,

then return the empty policy that does not visit any node.
3 Consider the concatenated sequence of nodes {Pa,next(a)}a∈Por−φk

(where Por is
ordered as in Theorem 4.2). If a non-portal node is repeated in this sequence, then
shortcut the Pa,next(a) paths so as to retain only the first occurrence of each node.
Let P ′

a,next(a) denote the shortcut version of Pa,next(a) (which is still an a-next(a)
path). Let P ′ be the rooted path given by the node-sequence {P ′

a,next(a)}a∈Por−φk
,

where we retain only one copy of each portal node.
4 Sample each v ∈ P ′ − ρ independently with probability 1

10(K+1) to obtain the rooted
path, P ′′. return the non-adaptive policy P ′′.

Analysis overview. The key observation is that since for any j ∈ JkK, any h ≤ j,
any a ∈ Porh − φh, and any τ ∈ Ia, we have µj

(
τ − next(a)

)
≤ 2j , we obtain that∑j

h=0
∑

a∈Porh−φh
µj

(
Pa,next(a)−next(a)

)
is the sum of a collection of independent 2j-bounded

random variables,2 whose expectation is O
(
(K +1) ·2j

)
, due to constraint (3). It follows from

Chernoff bounds that the probability that this sum exceeds 5(K + 1)2j , for any fixed index j,
is exp −Ω(K), and so by a union bound, step 2 succeeds with high probability (Lemma 4.5).

To bound the reward obtained, consider a node v and index j ∈ JkK, and define yj
v :=∑

a∈Porj−φj

∑
τ∈Ia:v∈τ−next(a) xa

τ . (Note that
∑k

h=0 yh
v ≤ 1.) We say that v is “visited by

segment j” if v ̸= φj and v ∈
⋃

a∈Porj−φj
Pa,next(a); we say that v is “retained by segment j”

if v ̸= φj and v remains on
⋃

a∈Porj−φj
P ′

a,next(a) after the shortcutting in step 3. Note that
the latter events are disjoint, for different js. (Note that for a portal node in Porj − φj , both
events happen with probability 1.) Clearly, v is retained by segment j only if it is visited by
segment j. For convenience of analysis, we will view step 3 as being executed even if step 2
fails, so we can talk about the event “v retained by segment j” regardless of the outcome
of step 2. It is not hard to argue that Pr[v is retained by segment j] = Ω(yj

v), but we need
some care to show that this holds even when we condition on the event that step 2 succeeds,
as subtle dependencies between events arise here. Nevertheless, we show that this indeed
holds (Lemma 4.6).

2 This the key difference from [2]. They guess only the φj nodes, and so in their case, the corresponding
sum gets decomposed into the sum of (K + 1)2j-bounded random variables, and so an application of
Chernoff bounds incurs an additional log k

log log k = log log W
log log log W -factor.
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Finally, given that step 2 succeeds and the rounded path P ′ satisfies (3) with O
(
(K +1)2j

)
on the RHS, due to the random sampling in step 4, we can argue that, for any node v retained
by segment j, the non-adaptive policy processes v by time 2j − 1 with probability 1

O(K)

(Lemma 4.7). Thus, the expected reward of the non-adaptive policy is 1
O(K) ·

∑k
j=0

∑
v∈V yv

j ·
πv(2j − 1) ≥ OPT

O(K) .
For an index j ∈ JkK, let Bj be the event that

∑j
h=0

∑
a∈Porh−φj

µj
(
Pa,next(a) −next(a)

)
>

5(K + 1)2j . So B :=
∨k

j=0 Bj is the event that step 2 fails; let Bc denote the complement of
B. Recall that K = 3 log log(6W ) + 12.

▶ Lemma 4.5. Pr[Bj ] ≤ e−(K+1) for all j ∈ JkK. Hence, Pr[B] ≤ 1/ poly(log W ).

▶ Lemma 4.6. For any node v ∈ V and any j ∈ JkK, we have
Pr[{v is retained by segment j} ∧ Bc] ≥ yj

v

16 .

▶ Lemma 4.7. Consider any node v ∈ V − φk. Suppose that v is retained by segment j

in step 3. Then Pr[non-adaptive policy P ′′ processes v by time 2j − 1] ≥ 1
20(K+1) , where the

probability is over both the random sampling in step 4 and the random execution of P ′′.

Proof of Theorem 1a. Combining Lemmas 4.6 and 4.7, and since for any v ∈ V − φk, the
events “v is retained by segment j” are disjoint across different js, the expected reward

obtained from a node v is at least
∑k

j=0
πv(2j−1)yj

v

320(K+1) . So the total expected reward obtained
by P ′′ is at least 1

320(K+1) ·
(
objective value of x

)
= OPT/O(K).

The running time is polynomial in the time needed to enumerate the quantities in
Theorem 4.2, which is poly

(
(n log B)O(log W log log W )) = O

(
(n + log B)O(log W log log W )). ◀

4.2 Polynomial-time O(log W )-approximation algorithm

The polytime algorithm also proceeds by gleaning some structural insights from an optimal
adaptive policy that enable one to reduce the problem to rooted knapsack orienteering, losing
an O(log W )-factor. Recall that L = ⌈log W ⌉.

▶ Theorem 4.8. There exists an index j ∈ JLK such that, for the KnapOrient-instance with
start node ρ, travel budget B, knapsack budget 2j+1, knapsack weights {µj

v}v∈V , and rewards
{πv(2j − 1)}v∈V , the optimal value of the LP-relaxation (KO-LP), is at least OPT/(L + 1).

Proof of Theorem 1b. Theorem 4.8 leads to the following simple algorithm. For the index
j in the theorem statement, we solve (KO-LP) and round it to an integer solution P losing
a factor of 5 (see Theorem 2.3). We sample each non-root node in P independently with
probability 1

4 , and return the resulting rooted path P ′′. To analyze this, for any v ∈ P , we
have that the probability that the non-adaptive policy P ′′ processes v by time 2j − 1 is at
least 1

8 . The claim follows because Pr
[∑

w≺P ′′ v Sw ≥ 2j
]

= Pr
[∑

w≺P ′′ v Xj
w ≥ 2j

]
, which is

at most

E
[∑

w≺P ′′ v Xj
w

]
2j

= 1
4 ·

E
[∑

w≺P v Xj
w

]
2j

≤ 1
4 ·

∑
w∈P µj

w

2j
≤ 1

2 .

The probability of the stated event is therefore at least Pr[v ∈ P ′′]/2 ≥ 1/8. Therefore, the
expected reward obtained is at least 1

8 ·
∑

v∈P πv(2j − 1) ≥ OPT
L+1 · 1

5 · 1
8 = OPT/O(L). ◀
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5 Refined approximation guarantees and hardness results for CorrKO

In this section, we perform a fine-grained-complexity study of CorrKO. Motivated by the
fact that our adaptivity-gap lower bound for CorrKO utilizes distributions of support-size
3, whereas the adaptivity-gap lower-bound example for stochastic orienteering [2] considers
weighted Bernoulli distributions, we investigate the complexity of CorrKO when we have
distributions supported on at most 2 points – we call this special case 2CorrKO– as also the
further special case where the vertex-size distributions are weighted Bernoulli distributions.

In stark contrast with stochastic orienteering, we show that the adaptivity gap is a
constant for 2CorrKO. Moreover, we obtain non-adaptive O(1)-approximation algorithms
that run in polynomial time for weighted Bernoulli distributions (Theorem 5.5), and in time
(n + log B)O(log W ) for general 2CorrKO (Theorem 5.4).

The chief insight underlying the above results is that one can isolate a novel deterministic
VRP, that we call orienteering with knapsack deadlines (OrientKD), that governs the complex-
ity of 2CorrKO. In OrientKD, we are given an (rooted or P2P) orienteering instance, along
with nonnegative knapsack weights {wtv}v∈V and knapsack deadlines {KDv}. A path P with
start node a is feasible, if it is feasible for the orienteering instance, and

∑
u∈Pa,v

wtu ≤ KDv

for every node v ∈ P ; the goal is to find a feasible path P that obtains the maximum reward.
For this problem, we obtain the following approximation results.

▶ Theorem 5.1. We can obtain the following approximation guarantees for OrientKD:
(a) O(1)-approximation in (n + log B)O(log W ) time;
(b) polytime O

(
log( maxv KDv

KDmin
)
)
-approximation, where KDmin is the minimum non-zero knap-

sack deadline.

We show that, up to constant factors, OrientKD is equivalent to 2CorrKO in terms of
approximability (Theorem 5.4). The O(1)-approximation for 2CorrKO, and the polytime
O(1)-approximation for weighted Bernoulli distributions both fall out as direct consequences
of this equivalence: the former, because we can devise an (n + log B)O(log W )-time O(1)-
approximation for OrientKD (Theorem 5.1); the latter, because the OrientKD instance that
one needs to solve for weighted Bernoulli distributions is in fact a KnapOrient instance.
Another corollary is a hardness result for CorrKO showing that an α-approximation for
CorrKO relative to the non-adaptive optimum implies an O(α)-approximation for OrientKD
(Theorem 5.6); this follows because such an approximation guarantee for CorrKO implies an
O(α)-approximation for 2CorrKO (since the adaptivity gap for 2CorrKO is O(1)).

Difficult instances of CorrKO. We begin by distilling the key source of difficulty for CorrKO
(Lemma 5.2). This will prove to be useful when we study 2CorrKO, as it will allow us to
focus on the core of the problem. We define the size instantiation Sv of a vertex v to be
large if Sv > W/2, and small otherwise. We argue that the difficulty of CorrKO stems from
instances where most of the optimal reward comes from vertices that instantiate to a large
size with small probability.

To make this precise, we introduce some notation. For a vertex v, we can split its reward
Rv as Rv = Rv

>W/2 + Rv
≤W/2, where Rv

>W/2 := Rv1Sv>W/2 and Rv
≤W/2 := Rv1Sv≤W/2.

We can consider the modified CorrKO instances I>W/2 and I≤W/2, where the rewards are
given by {Rv

>W/2}v∈V and {Rv
≤W/2}v∈V respectively; so in I>W/2, we only collect non-

zero reward from large instantiations, and in I≤W/2, we only collect non-zero reward from
small instantiations. For p ∈ [0, 1], define I>W/2(p) to be the instance with vertex set
V (p) := {v ∈ V : Pr[Sv > W/2] ≤ p} (note that ρ ∈ V (p)). Thus, in instance I>W/2(p), we
only consider vertices that instantiate to a large size with probability at most p (i.e., small
probability), and collect reward only from large instantiations.
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▶ Lemma 5.2. Suppose we have an α-approximation algorithm for CorrKO instances of
the form I>W/2(0.5). Then, we can obtain an

(
α + O(1)

)
-approximation algorithm for all

CorrKO instances.

Proof. A CorrKO instance I can be decomposed into three instances, I1 = I≤W/2, I2 =
I>W/2(0.5), and I3 with vertex set V3 := {v ∈ V : Pr[Sv > W/2] > 0.5} and rewards
{Rv

>W/2}v∈V3 . Any vertex v yields positive reward in at most one of these 3 instances for
any size instantiation, and so OPT = OPT (I) ≤ OPT (I1) + OPT (I2) + OPT (I3).

We can obtain non-adaptive polices that yield approximation guarantees of β1 = O(1),
β3 = O(1) for I1 and I3 respectively. Any adaptive policy for I3 can collect positive reward
from at most one vertex, which is the first vertex that instantiates to a large size; after this
the policy may as well stop. The expected number of nodes visited by an adaptive policy is at
most

∑
i≥1 2−(i−1) ≤ 4, so simply visiting the node in V3 with largest expected reward, yields

an O(1)-approximation to OPT (I3). For I1, one can argue that an O(1)-approximation
follows by solving the KnapOrient instance with rewards {E

[
Rv

≤W/2]
}v∈V , travel budget B,

knapsack weights {E
[
min{Sv, W}

]
}v∈V , and knapsack budget 2W .

Let β2 = α. Consider now the algorithm that With probability βj

β1+β2+β3
, runs the

corresponding algorithm for instance Ij , for j = 1, 2, 3. The expected reward obtained via
this is at least

∑3
j=1

βj

β1+β2+β3
· OPT(Ij)

βj
≥ OPT

β1+β2+β3
= OPT

α+O(1) . ◀

5.1 2CorrKO: CorrKO with distributions of support-size at most 2

Recall that 2CorrKO denotes the special case of CorrKO where, for each vertex v, the
distribution of Sv is supported on at most 2 values, denoted S

(1)
v , S

(2)
v with S

(1)
v ≥ S

(2)
v .

By Lemma 5.2, to obtain an O(1)-approximation for 2CorrKO, it suffices to consider the
instance I2 = I>W/2(0.5), and we focus on such instances in the sequel. To keep notation
simple, we continue to use V to denote the vertex set of I2. Then we may assume that
the (size, reward) distribution for each v ∈ V is (S(1)

v , Rv) with probability pv, and (S(2)
v , 0)

with probability 1 − pv, where (i) S
(1)
v > W/2 ≥ S

(2)
v and (ii) pv ≤ 0.5. Property (i) holds

because if S
(1)
v ≤ W/2, then v yields 0 reward for I2, so may be discarded; if S

(2)
v > W/2,

then Pr[Sv > W/2] = 1, which means that v would not be considered for I2. Given (i) the
reward when the size is S

(2)
v must be 0, and (ii) holds because pv = Pr[Sv > W/2]. We first

argue that the adaptivity gap for such instances is 1.

▶ Theorem 5.3. The adaptivity gap for 2CorrKO (instances of the form I>W/2(0.5)) is 1.

Proof. Let T be the decision tree of an optimal adaptive policy. Consider the (rooted) path
σ of T corresponding to the S

(2)
v size instantiations. Then T cannot collect any reward

outside of σ, since the residual knapsack budget when we reach any node v ∈ T \ σ is less
than W/2. So the non-adaptive policy represented by σ has the same expected reward
as T . ◀

We now show that the resulting 2CorrKO problem is equivalent to OrientKD, up to constant-
factor approximation losses. By “equivalent”, we always mean equivalent up a multiplicative
O(1) factor. We actually show that 2CorrKO is equivalent to another problem, knapsack ori-
enteering with knapsack deadlines (KnapOrientKD), which is the knapsack-constrained version
of OrientKD; by Theorem 2.1, OrientKD and its knapsack-constrained version KnapOrientKD
are equivalent, so this implies that 2CorrKO and OrientKD are equivalent.
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▶ Theorem 5.4. Given an α-approximation algorithm for one of the problems, KnapOrientKD
or 2CorrKO, one can obtain an O(α)-approximation algorithm for the other. Hence, the prob-
lems 2CorrKO and OrientKD are equivalent. This implies an O(1)-approximation algorithm
for 2CorrKO with running time (n + log B)O(log W ).

The approximation guarantee above follows from the guarantee for OrientKD stated in
Theorem 5.1. We briefly sketch how to reduce 2CorrKO to KnapOrientKD. By essentially
“inverting” this reduction, we obtain the opposite reduction, from KnapOrientKD to 2CorrKO.

Let I be a 2CorrKO instance. By Theorem 5.3, we can focus on non-adaptive policies for
I. Let τ be a ρ-rooted path representing a non-adaptive policy. It is not hard to show that
the expected reward from a node v ∈ τ is pvRv

∏
w≺τ v(1 − pw) if

∑
w≺τ v S

(2)
w ≤ W − S

(1)
v ,

and is 0 otherwise. Also, one can argue that the total expected reward from nodes v ∈ τ

with
∑

w≺τ v pw > 1 is a small fraction of OPT (I). This motivates the following reduction to
KnapOrientKD. We set rewards {πvRv}v∈V . The constraint

∑
w≺τ v S

(2)
w ≤ W − S

(1)
v can be

encoded by a knapsack deadline, by considering knapsack weights {S
(2)
w }w∈V and knapsack

deadlines {W − S
(1)
w + S

(2)
w }w∈V . The additional knapsack constraint will encode that the

total pw-weight of the path should be at most 1, so that the expected reward obtained for I
from each vertex v on the KnapOrientKD-solution is Ω(pvRv).

For weighted Bernoulli size distributions, which is the special case of 2CorrKO where
S

(2)
v = 0 for all v ∈ V , the above reduction actually crates a KnapOrient instance, since

the knapsack-deadlines are trivially satisfied by any rooted path. Since we have a polytime
O(1)-approximation for KnapOrient, we obtain the following.

▶ Theorem 5.5 (Weighted Bernoulli size distributions). There is a polytime O(1)-approximation
for CorrKO with weighted Bernoulli size distributions.

As noted earlier, combining the equivalence of 2CorrKO and OrientKD, and the O(1)
adaptivity gap for 2CorrKO, yields the following hardness result.

▶ Theorem 5.6 (Hardness of approximating the non-adaptive optimum). Given an α-approxi-
mation algorithm for CorrKO with respect to the non-adaptive optimum, we can obtain an
O(α)-approximation algorithm for OrientKD.

6 CorrKO with cancellations

In CorrKO with cancellations (CorrKO-Cancel), the input is the same as in CorrKO, but we
are now allowed to cancel the processing of the current vertex v at any (integer) timestep
before its size and reward get fully realized; if v is cancelled, then no reward is collected
from v and we cannot process v again. As with CorrKO, we only collect reward from vertices
that complete by the processing-time horizon W . Gupta et al. [18] showed that even for
correlated knapsack (which is the special case of CorrKO where all vertices are co-located),
the optimal reward when we allow cancellations can be substantially larger than the optimal
reward without cancellations, so we need to develop new algorithms to handle cancellations.

We obtain the same guarantees for CorrKO-Cancel as for CorrKO: that is, O(log log W )-
approximation in (n + log B)O(log W log log W ) time, and a polytime O(log W )-approximation.

We proceed as follows. Recall that for a vertex v, we define Rv
>W/2 := Rv1Sv>W/2 and

Rv
≤W/2 := Rv1Sv≤W/2. Let I>W/2 and I≤W/2 denote the CorrKO-Cancel instances where

the rewards are given by {Rv
>W/2}v∈V and {Rv

≤W/2}v∈V respectively. As observed by [18],
cancellations do not help for the instance I>W/2, i.e., the optimal reward is the same both
with and without cancellations. This is because if a policy cancels a vertex v after it has
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run for some t ≤ W/2 time steps, we can modify the policy to not process v at all, without
decreasing the reward accrued from subsequently-processed vertices; if v is cancelled after it
has run for more than W/2 time steps, then both with and without cancellation, the policy
cannot collect any further reward.

We show that we can obtain an O(1)-approximation for I≤W/2. With probability 0.5
each, we can work on the instance I≤W/2, where we utilize this O(1)-approximation, or the
instance I>W/2, where we utilize the approximation results for CorrKO. So this yields: an
O(log log W )-approximation in quasi-polytime, and a polytime O(log W )-approximation.

So we focus on obtaining an O(1)-approximation for CorrKO-Cancel instances of the form
I≤W/2. Our approach is based on LP-rounding, by combining the LP-rounding approaches
for orienteering in [14] and the correlated knapsack problem with cancellations in [18]. We
combine the LP-relaxations for these two problems to obtain the following LP, whose optimal
value yields an upper bound on the optimal reward. We use Ru(t) to denote the reward Ru

when the size Su is t; this is 0 if Pr[Su = t] = 0. Note that Ru(t) = 0 for all t > W/2, since
we are considering I≤W/2.

max
∑
u∈V

W/2∑
t=1

zu,t · Pr[Su = t | Su ≥ t] · Ru(t) (CKOC-LP)

s.t. (O1) – (O5)∑
v∈V

zv
u = zu,0 ∀u ∈ V (4)

zu,t = su,t + zu,t+1 ∀u ∈ V, t ∈ JW K (CK1)
su,t ≥ Pr[Su = t | Su ≥ t] · zu,t ∀u ∈ V, t ∈ JW K (CK2)∑

u∈V

W∑
t=0

t · su,t ≤ W (CK3)

x, z, s ≥ 0.

The xv
a and zv

u variables, and constraints (O1)–(O5) are from the LP for rooted orienteering
(and also present in LP (KO-LP) for KnapOrient). They encode the arcs included, and
vertices visited, respectively by the rooted path, provided that v is the furthest node from ρ

that is visited. Constraints (O1)–(O5) are valid because any rooted path Q, corresponding
to an execution of an adaptive policy, satisfies these constraints, where the superscript v in
the non-zero variables is the furthest node from ρ on Q.

The zu,t and su,t variables, constraints (CK1)–(CK3), and the objective function are from
the LP in [18] for correlated knapsack with cancellations. For any vertex u and t ≥ 0, variable
zu

t encodes that u is processed for a least t time units, and su,t encodes that u is processed
for exactly t time units. Thus, variable zu,0 encodes that u is visited, and constraint (4)
links the orienteering and correlated knapsack LPs. Gupta et al. [18] show (see Theorem 3.1
in [18]) that constraints (CK1)–(CK3) are valid for correlated knapsack with cancellations,
and that the objective function provides an upper bound on the expected reward obtained.

We remark that [18] showed that one can replace (CK1)–(CK3) with a polynomial-size
formulation losing an O(1)-factor, which applies here as well.

We round an optimal solution (x, z, s) to (CKOC-LP) in two phases. We first extract a
suitable knapsack orienteering instance from the LP solution, and use Theorem 2.3 to obtain
a good rooted path Q for this KnapOrient instance. Now, we select a subsequence of Q to visit
by solving a correlated knapsack with cancellations problem involving only vertices in Q. The
KnapOrient-instance is set up so that from (x, z, s), one can extract a good LP solution to the
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correlated knapsack problem restricted to vertices in Q. We utilize the LP-rounding result
in [18] to round this solution to obtain a CorrKO-Cancel solution that visits the vertices in Q

in order, potentially cancelling some vertices along the way. Thus, we obtain a non-adaptive
policy for CorrKO-Cancel. In the second phase, we crucially leverage an important aspect of
the LP-rounding algorithm in [18] for correlated knapsack with cancellations, namely that it
is order oblivious: it’s guarantee does not depend on the order in which the vertices (i.e.,
items in correlated knapsack) are considered. This flexibility allows us to consider vertices
in Q in the order they are visited, and thereby ensure that the travel-budget constraint is
satisfied. (We remark that for the correlated knapsack without cancellations, we do not have
this flexibility, when considering large instantiations; see Appendix A. This lack of flexibility
is the main obstacle in obtaining a good solution from large instantiations in CorrKO.)

7 O(log log B)-approximation for CorrO

Our approach in Section 4 for CorrKO can be utilized to yield the guarantees mentioned
in Theorem 1.3: that is, an O(α log log B)-approximation algorithm for CorrO in time
(n + log B)O(log B log log B) · T , where T is the running time of the given α-approximation
algorithm for deadline TSP. The algorithm in [15] for deadline TSP translates to an O(1)-
approximation in nO(log B) time, so this implies an O(log log B)-approximation for CorrO in
quasi-polytime. We also simplify the exposition significantly by making use of monotone-
reward TSP [15] as a subroutine.

Let K = 3 log(6 log B) + 12, L = ⌈log B⌉, N1 = 2(K + 1). Define φ−1 := ρ, and
πv(t) := E

[
Rv · 1Sv≤B−t

]
=

∑B−t
t′=0 Pr[Sv = t′] · E

[
Rv | Sv = t′]. Let OPT CorrO denote the

optimal reward for the CorrO instance. We may assume that πv(dρ,v) ≤ OPT CorrO/4 for
every v ∈ V , as otherwise, we can obtain Ω(OPT CorrO) reward by going to a single node.
The algorithm in [2] is based on the following structural result, which we have paraphrased
(and corrected slightly) to conform to our notation.

▶ Lemma 7.1 (Lemma 3.6 in [2]). There exists a rooted path P with d(P ) ≤ B, and vertices
φ0 ⪯ φ1 ⪯ . . . ⪯ φk on P for some k ≤ L, such that:
(a)

∑k
j=0

∑
v∈Pφj−1,φj

−φj
πv

(
d(Pρ,v + 2j − 1)

)
≥ OPT CorrO/4; and

(b) µj(Pρ,φj
− φj) ≤ (K + 1)2j for all j ∈ JkK.

We refine this by subdividing each Pφj−1,φj subpath into at most 2(K + 1) segments each
of µj-weight at most 2j , and by guessing the two-point regrets of these segments, to obtain a
structural result analogous to Theorem 4.2.

▶ Theorem 7.2 (Structural result for CorrO). Let the rooted path P and node-sequence
φ0, . . . , φk, where k ≤ L, be as in Lemma 7.1. For each j ∈ JkK, there is a vertex-set
Porj ⊆ Pφj−1,φj

containing φj−1, φj , with |Porj | ≤ N1, whose nodes are ordered by the order
they appear on P , and for every node a ∈

(⋃k
j=0 Porj

)
− φk, there is a path Q

a, node ma,
integer γa ≥ 0, satisfying the following properties. For a, b ∈ Por :=

⋃k
j=0 Porj , let next(a) be

the next node in Por after a, for a ̸= φk; let b ≺ a if b comes before a in Por.
(C1) (Distance) d(Qa) ≤ Da := 2γa − 1 + d(a, ma) + d

(
ma, next(a)

)
for every a ∈ Por − φk.

(C2) (Total-length)
∑

a∈Por−φk
Da ≤ B.

(C3) (Reward)
∑K

j=0
∑

a∈Porj−φj

∑
v∈Q

a−next(a) πv

(∑
b≺a Db + d(Qa

a,v) + 2j − 1
)

≥
OPT CorrO/8.

(C4) (Prefix-size)
∑j

h=0
∑

a∈Porh−φh
µj

(
Q

a − next(a)
)

≤ (K + 1)2j for all j ∈ JkK.
(C5) (Size) µj

(
Q

a − next(a)
)

≤ 2j for every j ∈ JkK and every a ∈ Porj − φj.
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We now exploit this structural result in much the same way as in Section 4.1 by setting up
a configuration LP to find the Q

a-paths. Note that only the (Reward) property C3 is different
from the (Reward) property in Theorem 4.2 for CorrKO, and correspondingly, we now exploit
monotone-reward TSP to capture the reward of an Q

a path. Assume that we have found
the “portal nodes” Por and length bounds Da for all a ∈ Por − φk satisfying Theorem 7.2.
To capture the reward obtained from an a-next(a) path, the configurations Ia for a node
a ∈ Por − φk will now consist of feasible solutions to P2P knapsack monotone-reward TSP,
which is the knapsack-constrained version of P2P-monotone-reward TSP: they are simply all
a-next(a) paths τ with µj

(
τ −next(a)

)
≤ 2j . The length budget Da will be captured implicitly,

by defining the reward function of a node v ≠ next(a) to be πv

(∑
b≺a Db + d(τa,v) + 2j − 1

)
if d(τa,v) ≤ Da − d(v, next(a)) and 0 otherwise, which is a non-increasing function of d(τa,v);
for v = next(a), the reward function is defined to be identically 0. For notational convenience,
define πa,j(τ) to be the total reward obtained from nodes in τ under the above rewards.

The configuration LP for CorrO now has the same constraints as (CKO-P), but the
objective function changes to max

∑k
j=0

∑
a∈Porj−φj

∑
τ∈Ia

xa
τ · πa,j(τ). Let (CO-P) denote

this LP, and OPT CO-P denote its optimal value.
We now have OPT CO-P ≥ OPT CorrO/8, and one can argue that an α-approximation

algorithm for deadline TSP (and hence, monotone-reward TSP [15]) can be used to obtain
a (CO-P)-solution x of value at least OPT CO-P/O(α). The LP-rounding algorithm and
conversion to a non-adaptive policy are exactly as in Algorithm CSKO-Alg. The analysis
is similar, but we now analyze the reward on a path-by-path basis, considering the reward
obtained from paths τ ∈ Ia, for each a ∈ Por − φk. We can again argue that step 2 succeeds
with high probability, and moreover that the expected reward obtained is large conditioned
on this. Hence, we obtain an O(K) approximation.
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A Adversarial orderings can be arbitrarily bad for correlated knapsack

Consider an instance of correlated stochastic knapsack on the set of items [n] with budget
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which follows the following distribution.

(Si, Ri) =
{(

S
(1)
i := W − 2n−i + 1, R

(1)
i := 1

)
with probability 1

n(
S

(2)
i := 2n−i, R

(2)
i := 0

)
with probability 1 − 1

n .

At most one item can obtain positive reward since W/2 < W − 2n−i+1 + 1 for all i ∈ [n].
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Suppose that we are forced to process the items in the ordering 1, . . . , n deciding at
each step whether we attempt to insert the current item into the knapsack or abandon it
forever. Let j be the first item that we choose to insert into the knapsack. It instantiates to
size 2n−j with probability 1 − 1/n. If this happens we get zero total reward: the residual
budget becomes W − 2n−j , which is less than the S

(1)
i -sizes of items j + 1, . . . , n (which

yield positive reward). Therefore, by processing the items in this ordering the expected
reward is at most 1/n. But suppose we process the items in the reverse order n, . . . , 1. If
we attempt to insert items n, n − 1, . . . , j and get zero reward from all of them, the residual
budget is W −

∑n
k=j 2n−k = W − 2n−j+1 + 1 > S

(1)
j−1, which means that item j − 1 can be

inserted and would yield reward 1 with probability 1
n . Thus, the probability that no item

gives positive reward is (1 − 1/n)n ≤ e−1 and the expected reward we obtain in this case is
at least (1 − e−1). This is Ω(n) times larger than the expected reward that can be obtained
by any policy that is forced to process items in the order 1, . . . , n.
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1 Introduction

Hitting Set is a classical problem in combinatorial optimization which, for a given ground
set X := {1, ..., n} of elements and a collection C := {S1, ...,Sm} of subsets of X , asks
to identify the smallest set S ⊆ X that intersects every subset in C. Hitting Set arises
naturally from the study of Minimum Vertex Covers on Hypergraphs (MVCH), upon viewing
hyperedges as subsets and vertices as elements of the ground set. This is also known as the Set
Cover problem [14], which has a rich history in worst-case computational complexity theory,
including appearing as one of Karp’s 21 NP-complete problems. An important question
regards the behaviour of natural random instances of Hitting Set where each element of
the ground set is independently assigned to any subset with probability p, motivated, among
others, by applications such as group testing [10]. A classical theorem of Lovász [12] gives
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an upper bound on the integrality gap in this problem which grows with the degree of the
underlying hypergraph, i.e., the maximum number of subsets intersecting any one element.
This bound was shown to be tight in the worst-case, but leaves much to be desired from an
average-case perspective.

In this paper, we characterize the average-case integrality gap present in random
Hitting Set and prove that, with high probability, Lovász’s greedy algorithm [12] finds
the minimal hitting set in polynomial time. Namely, we consider the following integer
programming (IP) formulation of the problem,

valIP :=
{

minimize
x

∥x∥1

subject to Ax ≥ 1, x ∈ {0, 1}n
,

(1.1)

where the i-th row of A ∈ {0, 1}m×n provides a binary encoding of the membership of the
elements of X in the set Si and 1 := (1, . . . , 1) ∈ Rm. With the vertex cover formulation
of the problem at hand, we note that A consists of the incidence matrix of the underlying
hypergraph. In particular, the constraint Ax ≥ 1 ensures that each set in C is hit by a
prescribed candidate solution vector. A natural convex relaxation is obtained by allowing
fractional solutions, and may be expressed as the following linear program (LP),

valLP :=
{

minimize
x

∥x∥1

subject to Ax ≥ 1, x ∈ [0, 1]n.
(1.2)

Whilst clearly valLP ≤ valIP, tightness need not hold in general. In fact, for m = n and
A ∈ {0, 1}n×n chosen such that each row and column contains exactly k ones, for some fixed
1 < k < n, an optimal solution is provided by x∗

LP = (1/k, ..., 1/k), which is not integral, thus
leading to a strictly smaller objective whenever n/k is not an integer. This evidences the
existence of a multiplicative integrality gap, as we define next.

▶ Definition 1. Given solutions valIP and valLP to Equation (1.1) and Equation (1.2) re-
spectively, we define multiplicative integrality gap as follows:

IPGAP := valIP

valLP
. (1.3)

In [12], Lovász proved an essentially optimal worst-case upper bound on the Hitting Set
multiplicative integrality gap: IPGAP ≤ 1 + log dmax, where dmax corresponds to the maximum
degree in the underlying hypergraph. This is obtained by analysing the Greedy algorithm
(Algorithm 1), which constructs a vertex cover by sequentially adding vertices with the
highest degree amongst the uncovered edges, and will be discussed in more detail in the
next sections. However, in many natural examples, the maximum degree dmax grows with
the number of vertices in the hypergraph, thus leading to progressively worse bounds for
increasingly large hypergraphs. Besides being arguably the most natural candidate for solving
Hitting Set, the greedy algorithm has been shown to be the best possible polynomial time
approximation algorithm [15] for the worst-case instances of this classical problem.

Despite extensive work conducted on Hitting Set in the last decades, a gap remains
in our understanding of the typical performance of linear programming and the greedy
algorithm on random problem instances. We hence pose the following questions:
1. Are there integrality gaps in random instances of Hitting Set?
2. Can near-optimal solutions be found efficiently?
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In the present work, we provide answers to the above questions with high probability (w.h.p.)
in a non-asymptotic sense, in the setting where the cardinality n of the ground set X is large
but finite. We will prove the absence of integrality gaps up to constants in a wide regime
of n, m, p, by conducting an average case analysis of an algorithm that outputs integral
covers of matching size to the fractional ones. In addition, a rigorous analysis of the greedy
routine will follow by a straightforward reduction. The forthcoming results are valid under
the conditions listed below, which will be assumed to hold throughout.

▶ Assumption 2. We assume that
1. Each element j ∈ X is assigned to any subset Si, i ∈ [m] with probability p ≡ p(n),

independently. That is, A ∈ {0, 1}m×n is such that Aij
iid∼ Bernoulli(p);

2. n is intended to be large but finite;
3. m ≡ m(n) = poly(n), i.e. ∃c, C > 0, such that cnc ≤ m ≤ CnC for n large enough;
4. There exist δ ∈ (0, 1), such that p ≡ p(n) satisfies 1/nδ ≤ p ≤ 1/2, for all n large enough.

Note that in Assumption 2.3, the upper bound is chosen to avoid trivial solutions w.h.p.
which arise, for example, in the setting where the number of sets grows exponentially in
the cardinality of X . In addition, Assumption 2.4 is by no means restrictive, since one
can show that for m = poly(n) and np ≪ log n, we have that A contains an all-zero row
w.h.p., yielding an infeasible solution for IP. The requirement p ≤ 1/2 is chosen for technical
convenience and can be relaxed to any constant p, encompassing the regime in [10].

Our contributions stem from the study of the size of the inclusion sets Ij := {i ∈ [m] : j ∈ Si},
for j ∈ [n], which in the MVCH formulation of the problem at hand correspond to the set
of hyperedges incident to any given vertex. The key quantity under study is the average
inclusion set size, that is E|Ij | = mp, for all j, under the present distributional assumptions.
This quantity exhibits two separate regimes of interest, referred to as the sparse, mp≪ log n,
and dense, mp≫ log n, regimes. These, in turn, determine the size of the maximum inclusion
set, or maximum degree, dmax := maxj∈[n] |Ij |. We characterize the integrality gap behaviour
up to multiplicative constants and analyse Lovász’s Greedy algorithm [12] in these two
regimes w.h.p as n → ∞. We do this by proving the success of a simple greedy heuristic,
the BlockGreedy algorithm (Algorithm 2). Throughout, we use the notation valGr, valBGr to
denote the size of the hitting set returned by Greedy and BlockGreedy respectively. Below
we provide an informal description of the main results which hold with high probability,
where A(n) ∼ B(n) denotes that cA(n) ≤ B(n) ≤ CA(n) for large enough n and for some
constants c, C > 0:

Sparse Regime (mp ≪ log n)

We show that IPGAP ∼ 1 in the sparse regime by proving that the BlockGreedy algorithm
succeeds in reaching the LP lower bound of m

dmax
.

valBGr ∼ valIP ∼ valLP ∼
m

dmax
.

Dense Regime (mp ≫ log n)

We prove that IPGAP ∼ log mp
log n in the dense regime. We show that the BlockGreedy

algorithm performs as well as IP in this regime, i.e.

1
p

log
(

mp

log n

)
∼ valBGr ∼ valIP ≫ valLP ∼

1
p
∼ m

dmax
.
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n0.1 n0.3 n0.5 n0.7
1/n0.9
1/n0.7

1/n0.5

1/n0.3

valBGr ∼ valIP ∼ valLP ∼ m/dmax

valBGr ∼ valIP ∼ log
(

mp
log n

)
/p

valLP ∼ 1/p

m(n)

p(n) mp ∼ log n

Figure 1 Transition between the sparse and the dense regime for different values of the average
inclusion set size mp.

Threshold Regime (mp ∼ log n)

This regime smoothly interpolates between the sparse and dense ones, with IPGAP ∼ 1. The
scaling for all quantities of interest is m/dmax ∼ 1/p.

Greedy

We prove that valGr ∼ valIP when δ < 1/2, where δ is the parameter from Assumption 2.4.

The results above are also depicted in Figure 1, and the formal statements are given
in Corollary 9 and Theorem 10. The rest of the paper is organized as follows. In Section
2, we present relevant notation. In Section 3, we outline and discuss related literature. In
Section 4, we prove a number of preliminary results that will be instrumental in developing
the core arguments. Subsequently, in Section 5, we delve into the algorithmic aspects of the
problem at hand by first providing guarantees for a simple algorithm, BlockGreedy. We
then analyse Greedy by means of a reduction. We conclude in Section 6 by summarizing the
results and offering indications for future work. We defer the proofs of more technical results
to the appendix, in order to streamline the presentation for the reader’s convenience.

2 Notation and conventions

For integers k ∈ N, we write [k] := {1, ..., k}. We denote vectors, matrices by bold-faced
Roman letters x, A ∈ Rk,Rk×k, respectively, for some k ∈ N. Define the inclusion set of
an element, or node, j ∈ [n] as Ij = {i ∈ [m] : j ∈ Si}. We denote the ℓ1 norm of the j-th
column of A by Xj , j ∈ [n], noting that Xj = |Ij | and X1, . . . Xn

iid∼ Binomial(m, p). In
addition, we let dmax ≡ dmax(X1, . . . , Xn) := maxi∈[n] Xi. We use E, Var to denote expectation
and variance, respectively. By ≲, ≳ we denote inequalities up to multiplicative constants.
We let A ∼ B denote that A ≲ B ≲ A for large enough n. We let log denote the natural
logarithm. For possibly random functions f(n), g(n), we let {f ≲ g} denote a sequence of
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events {f(n) ≤ Ag(n)} for some constant A > 0 independent of n. Consequently, P(f ≲ g)
is viewed as a function of n. For deterministic functions h(n), w(n), we let h≪ w, h≫ w

denote that h/w → 0, w/h→ 0 respectively, as n→∞. The notation for other inequalities
is defined analogously. We say that a sequence of events {An} holds with high probability
(w.h.p.) with respect to a probability measure P if there exists a constant c > 0, independent
of n, such that P(An) ≥ 1− n−c, for large enough values of n.

3 Related Work

Worst-case analysis of Greedy

Perhaps the most well-known algorithm for solving Hitting Set, or equivalently MVCH, is
the greedy algorithm of Lovász [12], with runtime complexity O(mn2). This algorithm,
which constructs a cover by sequentially adding elements of the ground set which hit the
largest number of remaining subsets, was initially studied by Lovász [12] and Johnson [11]
independently, for deterministic hypergraphs. Lovász analyses the greedy algorithm to obtain
an upper bound on the Hitting Set integrality gap of 1 + log dmax. Slavik [15] developed
the tightest known approximation lower bound for Greedy, constructing an instance where
Greedy finds coverings at least log m times as large as the minimum one. Importantly,
Feige [6] proved that an approximation ratio of (1− ϵ) log m is not achievable in polynomial
time for any ϵ > 0 unless NP ⊂ TIME [nO(log log n)], certifying Greedy as the best possible
polynomial-time approximation algorithm for set cover in the worst-case.

Random Hitting Set

Little is known about the typical performance of polynomial-time algorithms on random
instances of Hitting Set. Closing this gap is important from a theoretical standpoint and for
applications in combinatorial inference. A prime example of this is found in group testing, a
classical inference problem where one aims to identify a small subset of defective items within
a large population by conducting the smallest number of pooled tests, with applications
ranging from the analysis of communication protocols [8] to DNA sequencing [5] and search
problems [4]. In [10], Iliopoulos and Zadik consider the smallest hitting set as an estimator
in the setting of the group testing problem, referring to it as the Smallest Satisfying Set
estimator. In particular, they provide extensive empirical evidence supporting the claim
that the class of instances of the random hitting set problem induced by non-adaptive group
testing is tractably solvable by computers.

Insights from Statistical Physics

The analysis of a random instance of Hitting Set appears in the work of Mézard and Tarzia
and relies on nonrigorous techniques from statistical physics [13]. This work considers regular
uniform hypergraphs, where the degree of vertices and the size of edges are fixed and assumed
to be constant. Depending on these values, they evidence sharp transitions between three
different phases, the so-called replica symmetry, 1-replica symmetry breaking, and full replica
symmetry breaking phases, which characterize the complexity of the optimization landscape
for this problem in the average case setting.
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Fixed p regime

Another instance was studied by Telelis and Zissimopoulos [16] in the setting of random
Bernoulli hypergraphs, where elements belong to subsets independently with fixed probability
p ∈ (0, 1). Their analysis concerns the asymptotic regime where the size n of the ground
set scales to infinity. In this setting, they study the average-case performance of a simple
deterministic algorithm which approximates random Hitting Set within an additive error
term at most o(log m) almost everywhere. This gives an improvement over Lovász’s argument
in [12] which provides a multiplicative bound. However, the analysis in [16] does not capture
the case of sparse hypergraphs, i.e., when p→ 0 as n→∞. The analysis in [16] also does
not prove guarantees for the Greedy algorithm in the chosen parameter regime.

Related problem formulations

We bring to the reader’s attention a more recent line of work [2, 3], where the authors
obtain bounds on (additive) integrality gaps between the value of a random integer program
max cT x, Ax ≤ b, x ∈ {0, 1}n with m constraints and that of its linear programming
relaxation for a wide range of distributions on (A, b, c), holding w.h.p. as n→∞. These
include the case where the entries of A are uniformly distributed on an integer interval
consisting of at least three elements and where the columns of A are distributed according
to an isotropic logconcave distribution. However, these fail to capture the setting where A is
sparse with entries in {0, 1}, which is of interest for Hitting Set.

4 Preliminary Bounds

In this section, we outline preliminary bounds on valLP, valIP, dmax which will prove crucial to
analysing IPGAP and Greedy. We begin by characterizing the value of the linear program:

▶ Lemma 3. There exists c > 0, independent of n, such that with probability at least
1− exp(cn1−δ), we have that

m

dmax
≤ valLP ≲

1
p

.

The proof is included in Appendix A, and follows from a maximum argument and a standard
Chernoff bound. We note that the proof also implies P(IP is feasible) ≥ 1− exp

(
−cn1−δ

)
.

Although Lemma 3 readily yields valIP ≥ m/dmax, we highlight that this lower bound is not
tight whenever mp≫ log n. Indeed, we apply the first moment method to obtain a tighter
lower bound on valIP in this regime:

▶ Lemma 4. Let mp≫ log n. For any D ≥ 1 and n large enough, with probability at least
1− n−D we have that

1
p

log
(

mp

log n

)
≲ valIP

The proof of Lemma 4 is provided in Appendix A. Lemmas 3 and 4 come short of providing
a full characterization of IPGAP, namely lacking an upper bound on valIP. In this light, we
turn our attention to the Greedy algorithm, and utilize it to construct a feasible integral
solution and hence an upper bound on the value of IP. The analysis of Greedy crucially
relies on characterizing the maximum inclusion set size, dmax := maxj∈[n] |Ij |. The following
lemma offers such a characterization in expectation, and evidences a key difference between
the sparse and dense regimes of our problem:
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Algorithm 1 Greedy.

1: I ← {I1, . . . , In} ▷ Inclusion sets
2: U ← [m]
3: t← 0
4: while |U | > 0 do
5: P ← argmaxI∈I

∣∣I ∩ U
∣∣ ▷ Greedy step

6: I ← I \ {P}
7: U ← U \ P

8: t← t + 1
9: valGr ← t

10: return valGr.

▶ Lemma 5 (Maximum of Binomials). Let X1, . . . , Xn
iid∼ Bin(m, p). Under the conditions in

Assumption 2, it holds that

Edmax = Emax
i∈[n]

Xi ∼

{
log n

log(log n/mp) , if mp≪ log n,

mp , if mp ≳ log n.

The proof of Lemma 5 is provided in Appendix A, and involves a straight forward application
of Markov’s and Jensen’s inequalities. Lemma 5 indicates a sharp transition between two
regimes: the sparse regime mp≪ log n, where binomial random variables are known to be
well approximated by Poisson random variables, and the dense regime mp≫ log n, where
binomial random variables are known to be well approximated by Gaussian random variables.
Importantly, in the sparse (Poisson-like) regime, the expected maximum of binomial random
variables exceeds their individual expectations: EX1 ≪ Edmax. Meanwhile in the dense
(Gaussian-like) regime, the expected maximum and individual expectations are asymptotically
equivalent up to multiplicative constants: EX1 ∼ Edmax. This fine-grained characterization
of the maxima of binomial random variables will prove essential to analysing the behaviour
of BlockGreedy in Section 5. Finally, we characterize the asymptotic behaviour of dmax and
prove that dmax ≲ Edmax with high probability. Whilst this one sided result suffices for the
forthcoming analysis, we expect a matching lower bound to hold as well. Additional insights
into the concentration of dmax may be found in Lemmas 19, 20, in Appendix A.

▶ Lemma 6. Let X1, . . . , Xn
iid∼ Bin(m, p). Then, there exist constants c, c̃ > 0, independent

of n, such that

P
(

max
i∈[n]

Xi ≥ c · Emax
i∈[n]

Xi

)
≤ 1

nc̃
.

The proof of Lemma 6 is provided in Appendix A.

5 Algorithmic solutions

5.1 Challenges of Greedy analysis
The aim of the present section is to conduct a rigorous analysis of the standard Greedy
algorithm for the Hitting Set problem, within the prescribed Bernoulli random setting. In
particular, we show that this routine succeeds at constructing hitting sets of optimal size
w.h.p., as in the results of Section 4, up to multiplicative constants. This is done by first
analysing a variation of the greedy heuristic, and subsequently proceeding by a reduction
argument.
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Algorithm 2 BlockGreedy.

1: Let Bt ⊂ {I1, ..., In} denote the t-th block, i.e. inclusion sets that become available at
step t.

2: I ← ∅
3: U ← [m]
4: t← 0
5: while |U | > 0 and Bt ̸= ∅ do
6: I ← I ∪ Bt ▷ Adding elements from the new block
7: P ← argmaxI∈I

∣∣I ∩ U
∣∣ ▷ Greedy step

8: I ← I \ {P}
9: U ← U \ P

10: t← t + 1
11: valBGr ← t

12: if |U | > 0 then cover the rest of U with a trivial algorithm, valBGr ← valBGr + |U |
13: return valBGr.

The core principle of Greedy is to construct a feasible solution in steps, by sequentially
adding to the candidate solution an element which hits the largest number of remaining
sets. In the chosen setting, where elements are added to sets with equal probability and
independently of each other, we have precise estimates on the number of subsets hit by
an element which is picked first. In fact, the size of this set is given by the maximum of
independent Binomial random variables, which was analysed in Section 4. However, this
very first step introduces nontrivial dependencies amongst the remaining matrix columns
and significantly complicates keeping track of the marginal gains of each subsequent element
addition to the candidate solution.

5.2 BlockGreedy algorithm

In order to circumvent this issue, we introduce a modified greedy routine, which we refer
to as the BlockGreedy algorithm, where the elements of the ground set [n] are split into
separate sets of a given size, which we call blocks. At the t-th iteration, the algorithm
picks the element hitting the largest number of remaining sets across the first t blocks only.
By choosing the size of the blocks appropriately, we have that at each iteration t one is
guaranteed to find a solution of near-optimal size at least within the set of newly-included
independent columns.
BlockGreedy is detailed in Algorithm 2, whilst informally, it works as follows.
1. Let K be the size of the solution (suggested by theoretical analysis);
2. Uniformly at random split n columns into K blocks with n/K columns per block;
3. Start with an empty set of possible choices of columns;
4. At the t-th iteration, first add the columns from the t-th block (Step 6). Then, perform

one greedy step on the current set of possible choices (Step 7);
5. If after K iterations of the algorithm, some subsets remain uncovered, we use a trivial

covering, i.e., covering each subset by a separate column.
Note that the first selection of the element which hits the most number of subsets again
introduces dependencies. However, the columns that are in the newly added block are
independent of everything else at time t. Let vt be the element which is picked at the t-th step
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of BlockGreedy, ft be the number of new subsets that are hit by vt
1, and Ft :=

∑t
i=1 fi be

the total number of subsets which are hit after t steps. In order to analyse how many elements
BlockGreedy has picked, we will consider the sequence f1, f2, . . . , fs, with Ft :=

∑t
i=1 fi,

such that the following holds:
1. Fs = m;
2. if mp ≲ log n, then s ≲ valLP, otherwise, s ≲ valIP.

The first property ensures that BlockGreedy picks at most s elements, and the second
property gives optimal bounds on s. One way to guarantee that BlockGreedy succeeds is
to prove that among the choices of BlockGreedy at each step t, there was an element ṽt

which hits at least ft new subsets w.h.p. We will prove that it is enough to look for ṽt in
the new block of columns Bt, which are added at step t. Note that unless Ft = m, we have
that ft ≥ 1, since each subset is hit by at least one element w.h.p.. Therefore, it will be
enough to find a sequence {f1, f2, . . . , fv} such that Fv ≥ m− v, since it implies F2v = m.
This allows us to reduce the problem of proving the effectiveness of BlockGreedy to a key
technical lemma. This lemma assumes that before step t, exactly Ft−1 subsets are hit, and
bounds from below the probability that some vertex in the new block will hit at least ft new
subsets. This boils down to computing P(Bin(m− Ft−1, p) ≥ ft).

▶ Lemma 7 (Informal, see Lemma 26). Let ε > 0 and mp ≲ log n. For some constants τ > 0,
1 < α < β, and for t ∈ N, let:

ft =
⌈
(α/β)k

τEdmax

⌉
where k is such that β−k−1m < m− Ft−1 ≤ β−km;

Then there exists a choice of τ, α, β and K, such that FK ≥ m−K and K ∼ valLP. Further-
more, for this sequence ft (which depends on ε), for any t ≤ K,

P(Bin(m− Ft−1, p) ≥ ft) ≥ n−ε. (5.1)

Note that the implicit constants in the statements K ∼ valLP depend on ε.

This lemma highlights the crucial dependency of the problem on the relationship between
the average degree, mp, and log n. For clarity of exposition, we only state the lemma for
the case mp ≲ log n and refer to the Lemma 26 in the Appendix for the full version and
corresponding proof. Here we comment on the intuition behind the proof.
When mp ≲ log n, we need to carefully track how the maximum degree changes. We look for
an element which (i) covers a large number of subsets, i.e., close to the expected maximum
number, Edmax and (ii) can be found with large enough probability. The second property is
important for the reduction to the standard Greedy algorithm, whose direct analysis presents
substantial difficulties, and is done later in this section. The quantity Edmax is sensitive to
mp whenever the latter is close to log n. Hence, we need to adjust which element we look for
accordingly. This is done by setting ft =

⌈
(α/β)k

τEdmax

⌉
and increasing the parameter k as

the number of remaining rows, m− Ft, decreases.
For example, consider the case mp = log n. First, we can only pick a random element, since
it will be as good (up to a multiplicative constant) as the maximal element. However, during
the execution of the algorithm, the problem becomes more sparse, and if we continue to

1 It may happen that vt hits more than ft new subsets. In this case, we still only count that exactly ft are
covered, and several extra sets will be covered multiple times in subsequent rounds. This overcounting
simplifies the analysis and does not result in suboptimal solution.
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pick random elements, we will construct a suboptimal solution. Therefore, we gradually
increase how much the newly picked element will cover, with respect to a random element.
This corresponds to the transition between Gaussian-like and Poisson-like behaviour of
Bin(m− Ft−1, p).
It is now straightforward to prove the following theorem, which makes rigorous the statements
in Section 1.

▶ Theorem 8. Under Assumption 2, we have that

(i) if mp ≲ log n then, for any ε > 0 and n large enough,

P
(

valBGr ≲
m

Edmax

)
≥ 1− exp

(
−n1−δ−ε

)
;

(ii) if mp≫ log n, then, for any ε > 0 and n large enough,

P
(

valBGr ≲
1
p

log
(

mp

log n

))
≥ 1− exp

(
−n1−δ−ε

)
.

(5.2)

Note that if mp ≳ nγ for some γ > 0, then log mp
log n ∼ log n, and the bound in (ii) can be

simplified.

Proof. The main idea of the proof is to analyse the distribution of the columns that are
added at each step t. These columns are independent, and for each newly added column, the
number of additional subsets which it covers is distributed according to Bin(m− Ft−1, p),
where Ft−1 is the number of subsets which are already covered. Lemma 26 (see Lemma 7
above for an informal version) allows us to lower bound Ft, and we show now that we can do
this with high probability.
Fix ε > 0 and let ε′ := ε/4. Let f1, f2, . . . be the sequence from Lemma 26 for ε′ and
let K be the value for which (C.1) is satisfied, i.e. FK ≥ m − K. Notice that K ≤
C max

{
m

Edmax
, 1

p log( mp
log n )

}
for some constant C > 0, for n large enough. We uniformly at

random split n elements (columns) into K groups of size n/K each (assuming without loss of
generality that K divides n, otherwise we consider groups of size ⌊n/K⌋), so that Bt yields a
new set of n/K elements at each iteration t ≤ K and Bt = ∅ for t > K. We say that the
algorithm fails at step t if before step t, at least Ft−1 subsets are covered, but after step t less
than Ft sets are covered. Using that, for n large enough, (i) columns in each newly added
block are independent, (ii) P (Bin(m− Ft−1, p) ≥ ft) ≥ n−ε′ , and (iii) n/K ≥ n1−δ−ε′ , we
get

P (BlockGreedy fails at step t)
(i)
≤ (P (Bin(m− Ft−1, p) < ft))n/K

(ii)
≤
(

1− n−ε′
)n/K

(iii)
≤ exp

(
−n1−δ−2ε′

)
.

We then proceed by applying a union bound to obtain the result,

P (BlockGreedy fails during first K steps)

≤
K∑

t=1
P (BlockGreedy fails at step t) ≤ K · exp

(
−n1−δ−2ε′

)
≤ exp

(
−n1−δ−3ε′

)
,

where the second inequality holds since, by definition, the algorithm runs for K iterations,
and the third one holds for n large enough. We proved that BlockGreedy succeeds in finding
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at most K elements such that at most m−FK sets remain uncovered. Since by construction,
m−FK ≤ K, we can cover the remaining rows trivially using that IP is feasible by Lemma 16
with high probability, which proves that

P (valBGr ≤ 2K) ≥ 1− exp
(
−n1−δ−4ε′

)
= 1− exp

(
−n1−δ−ε

)
,

for n large enough. Recalling that K ≲ valLP for mp ≲ log n, and that K ≲ valIP for
mp≫ log n, finishes the proof. ◀

▶ Corollary 9. Under Assumption 2, we have that for any D > 0,

(i) for any n large enough,

P (valBGr ∼ valIP) ≥ 1− n−D;
(ii) if mp ≲ log n, then, for any n large enough,

P (IPGAP ∼ 1) ≥ 1− n−D;
(iii) if mp≫ log n, then, for any n large enough,

P
(

IPGAP ∼ log
(

mp

log n

))
≥ 1− n−D.

(5.3)

Proof. Proof follows from Lemma 3, Lemma 4, and Theorem 8. ◀

5.3 Reduction from BlockGreedy to Greedy

With the above results at hand, we now proceed to analyse the Greedy algorithm by means
of a suitable reduction. Recall that we denote outputs of BlockGreedy and Greedy as valBGr

and valGr respectively.

▶ Theorem 10. Under Assumption 2 with δ < 1/2, we have that, for n large enough,

P (valGr ∼ valIP) ≥ 1− exp
(
−
√

n
)

.

Proof. We use Theorem 8 with ε = 1/8− δ/4, and let K,Bt be as defined in the proof of
Theorem 8. We have that, for n large enough,

P (BlockGreedy fails at any step) ≤ exp
(
−n∆) ,

where ∆ := 3/4− δ/2 > 1/2.
Given a matrix A, consider running the above definition of BlockGreedy for J := exp(

√
n)

times, each time reshuffling the columns. In what follows, we address BlockGreedy and
Greedy defined with the same tie-breaking strategy when it comes to a number of elements
hitting the same number of sets, i.e., selecting the left-most column in the associated matrix
A. Both valBGr and valGr are random variables, but conditioned on A, valGr is deterministic,
while valBGr still depends on the randomness of separating columns into blocks. Using the
union bound, we have that

P (valGr > 2K) ≤ P (∃ a failed copy of BlockGreedy)
+ P (valBGr < valGr over all J copies) .

(5.4)

Applying the union bound again, we can upper bound the first term in (5.4):

P (∃ a failed copy of BlockGreedy) ≤ J exp
(
−n∆) = exp

(
−n∆ + n1/2

)
. (5.5)
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Now we focus on the second term in (5.4). Let v1, v2, . . . , vg be the ordered sequence of
elements picked by Greedy. Let Mt := {v1 ∈ B1, v2 ∈ B1 ∪ B2, . . . , vt ∈ B1 ∪ . . . ∪ Bt}. The
event {valBGr ≥ valGr} contains the event Mg, since in this case BlockGreedy will necessarily
pick exactly the same columns v1, v2, . . . , vg. Given that each reshuffling of the columns
generates a uniform distribution of Bi’s over possible partitions of n columns, we get that

P (Mg) = P (v1 ∈ B1)P (v2 ∈ B1 ∪ B2 |M1) . . .P (vg ∈ B1 ∪ . . . ∪ Bg |Mg−1) .

The t-th term in the product above is equal to

P(vt ∈ B1 ∪ . . . ∪ Bt |Mt−1) =
t n

K − (t− 1)
n− (t− 1) ≥

t

K
− t− 1

n
≥ t

2(K − 1) ,

where the last inequality holds for n ≥ 4K (recall that n≫ K). Since Mg ⊂ {valBGr ≥ valGr},
we can lower bound the probability of the latter event as follows (note that when g < K

there will be less terms in the product, hence, P(Mg) will be even larger),

P (valBGr ≥ valGr for 1 copy) ≥ P(Mg)

≥
K−1∏
t=1

P(vt ∈ B1 ∪ . . . ∪ Bt |Mt−1) ≥
K−1∏
t=1

t

2(K − 1) ≥ e−2K ,

where we used that k! ≥ (k/e)k in the last inequality. Since K ≤ C max
{

m
Edmax

, 1
p log( mp

log n )
}

and 1/p ≤ nδ, there exists a constant C̃ > 0 large enough, such that K ≤ C̃nδ log n.
Therefore, using independence of the reshuffling between the copies, we can compute

P (valBGr < valGr over all J copies) = (1− P (valBGr ≥ valGr for 1 copy))J

≤ (1− e−2K)J

≤ exp
(
−e

√
n−2C̃nδ log n

)
.

(5.6)

Combining (5.4), (5.5) and (5.6), we showed that P (valGr > 2K) ≤ exp (−
√

n) for n large
enough, which finishes the proof. ◀

▶ Remark 11. We note that the δ < 1/2 condition in Theorem 10 is likely not optimal,
and could be relaxed by reducing to BlockGreedy with more carefully chosen sets Bt. In
particular, the appropriate set sizes |Bt| may not be identical across t ≤ K. The analysis
becomes more technical in this case, and we highlight this as an interesting open direction.

6 Discussion and Open Questions

Our work characterises multiplicative integrality gaps for the random hitting set problem. In
this section, we discuss the intuition behind our main results, together with open questions
and conjectures.

6.1 Summary of our results and proof techniques
We identified that the nature of integrality gaps depends on the size of the inclusion set,
also viewed as the sparsity of the underlying hypergraph. In particular, when the average
degree of a vertex is small, i.e., when each element belongs to a small number of subsets, we
proved that there exists only a constant gap between linear and integer program solutions,
together with a simple algorithmic solution. The situation changes when the hypergraph
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becomes dense, where we show an increasing integrality gap. This separation stems mostly
from the property of the binomial distribution, where the maximum of random variables
grows identically to the expected value whenever the expected value is large, but is away
from it if mp≪ log n.
In our analysis of BlockGreedy, we track this change of behaviour using a geometric series,
which means that the further we are in the execution of the algorithm, the larger the ratio
between the element we pick and the average element will be. This picture coincides exactly
with how the binomial distribution will behave if we decrease the average degree: for large
instances, it will look approximately as a Gaussian, but when the average degree is small,
Poisson approximation starts to dominate, the right tail becomes heavier, and the difference
between dmax and mp increases. Our analysis tracks the transition between Gaussian and
Poisson-like behavior.

6.2 Multiplicative vs. additive integrality gaps
Our result only concerns multiplicative gaps, but the constants in our analysis can be large.
This might be a consequence of the generality of the studied problem. For example, if one
focuses only on the case of constant p, which immediately implies a very dense instance in
our characterization, [16] proves that a simple algorithm is optimal for approximating the
integer program up to a small additive error. Proving similar upper bounds on the constant
in more general cases is an interesting open problem. Based on numerical experiments, we
formulate the following conjectures.

▶ Conjecture 12 (Very sparse). For mp≪ 1, valGr
valLP

→ 1.

▶ Conjecture 13 (Sparse). For 1 ≲ mp≪ log n, valGr
valIP

→ 1, and valIP
valLP

→ C1 ∈ (1, 1.5).

▶ Conjecture 14 (Dense). For mp≫ log n, valGr
valIP

→ C2 ∈ (1, 1.5).

6.3 Analysis of a linear program solution.
One motivation for studying the gaps between the integer and linear programs together with
the solutions of linear programs themselves is to construct a rounding scheme which converts
a fractional solution to an integer one. We believe this is another interesting direction for
future work. In particular, numerical experiments show that entries which have large value
in the fractional solution have a strong tendency to correspond to elements that are picked
for the integer solution. This supports the claim that a combination of the greedy and linear
programming approach might be fruitful in efficiently solving Hitting Set. One approach
for further study consists of first solving a linear program, initializing x with the largest
elements in the linear solution, and greedily covering the remaining subsets.
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▶ Lemma 15 (Lower Bound in Lemma 3). We have that

valLP ≥
m

dmax
.

Proof. Let x∗
LP = (x∗

1, x∗
2, . . . , x∗

m) be an optimal solution for (1.2). Since Ax∗
LP ≥ 1

entrywise, by summing all entries we obtain that

m ≤
∑

i

x∗
i Xi ≤ dmax

∑
i

x∗
i = dmaxvalLP.

which upon rearranging yields the desired result. ◀

In addition to the above, we have the following elementary upper bound on valLP, which
holds both in the sparse and dense regime.

▶ Lemma 16 (Upper Bound in Lemma 3). There exists c > 0, independent of n, such that

P
(

valLP ≲
1
p

)
≥ 1− exp

(
−cn1−δ

)
.

This also implies that P(IP is feasible) ≥ 1− exp
(
−cn1−δ

)
.
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Proof. Consider the candidate feasible solution x̂ := 1
C̃np

1, for some constant 0 < C̃ < 1.
The following results from applying a union bound over constraints and the standard Chernoff
bound.

P (x̂ not feasible) = P (∃i ∈ [m] : (Ax̂)i < 1)
≤ mP

(
Bin(n, p) < C̃np

)
≤ nC exp

(
− (1− C̃)2np

2

)
≤ exp

(
−cn1−δ

)
.

The desired conclusion follows by considering the complementary event to the one above
and noting that ∥x̂∥1 ∼ 1/p. Note that the event {x̂ is feasible for LP} implies the event
{IP is feasible}. ◀

▶ Lemma 17 (Lambert W function, [9]). For any x ≥ e, there holds that

log x− log log x + log log x

2 log x
≤W0(x) ≤ log x− log log x + e

e− 1
log log x

log x
. (A.1)

In particular,

W0(x) = log x− log log x + o(1), as x→∞. (A.2)

In addition, for any x ≥ 1/e, the following identity is satisfied

W0(x) = log x

W0(x) . (A.3)

Proof of Lemma 4. Fix D ≥ 1. Let Zk := |{x ∈ {0, 1}m : Ax ≥ 1, ∥x∥1 = k}| be the
number of feasible solutions of norm exactly k. Clearly, Zk ≤ Zk+1 for any k ≥ 0. We also
have that

EZk =
∑

∥x∥=k

P ((Ax)i ≥ 1, ∀i ∈ [m]) =
(

n

k

)(
1− (1− p)k

)m
.

We will now show that for k ≪ 1
p log

(
mp

log n

)
, we have EZk ≤ n−D. Using that p ≤ 1/2 from

Assumption 4 and that for x ∈ (0, 1
2 ), we have (1− x)y ≥ e−2xy, we can bound

EZk =
(

n

k

)
(1− (1− p)k)m ≤ nk

(
1− e−2pk

)m

≤ nke−me−2pk

= exp
{

k log n−me−2pk
}

.

Therefore, EZk ≤ n−D will follow from

2pke2pk ≤ −2Dpe2pk + 2mp

log n
. (A.4)

Since k ≪ 1
p log

(
mp

log n

)
, we also have that k ≤ k∗ := 1

2p W0

(
mp

D log n

)
for n large enough. For

k = k∗, the left hand side of (A.4) is equal to mp
D log n , while the right hand side is lower

bounded by mp
log n . Since D ≥ 1, we recover that EZk ≤ n−D. Note that for n large enough,

valIP ≪ 1
p log mp

log n implies that Zk∗ > 0. Therefore, applying Markov’s inequality, we get
that

P
(

valIP ≪
1
p

log
(

mp

log n

))
≤ P (Zk∗ > 0) ≤ EZk∗ ≤ n−D, (A.5)
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and the proof follows by considering the complementary events. Note that using similar
derivations, one can also show that for k∗ := 1

p log
(

1
δ

mp
log n

)
, where δ is defined in Assumption 4,

we have EZk∗ ≥ 1. ◀

Proof of Lemma 5. For ease of notation, let us define bn := log n
mp , b∗

n := 1
e (bn − 1), gn :=

log n
log(log n/mp) . We begin by proving the desired upper bound. By Jensen’s inequality and
bounding the maximum of positive values by their sum, for any λ > 0, we obtain

Emax
i∈[n]

Xi ≤ 1
λ

logE exp
(

λ max
i∈[n]

Xi

)
= 1

λ
logE

(
max
i∈[n]

exp (λXi)
)

≤ 1
λ

log
∑
i∈[n]

E exp(λXi).

Finally, computing the moment generating function of binomial random variables, together
with the inequality 1− x ≤ e−x yields

Emax
i∈[n]

Xi = log n + m log (1− p(1− eλ))
λ

≤ log n−mp(1− eλ)
λ

.

In the regime where mp ≳ log n, we may choose λ > 0 arbitrary, independent of n, from
which it immediately follows that Emaxi∈[n] Xi ≲ mp.
For mp≪ log n, we proceed by differentiating the last line in the above display and setting
the resulting expression to zero. From this, we may choose λ as the solution of the following.

eλ−1 (λ− 1) = b∗
n

Under the present assumptions, this is expressed in terms of the Lambert W function as
λ = 1 + W0(b∗

n), so that by (A.3), we obtain

Emax
i∈[n]

Xi ≤
log n

(
1− 1

bn
+ b∗

n

bn

e
W0(b∗

n)

)
1 + W0(b∗

n) ∼ gn.

In the dense mp ≳ log n regime, a matching lower bound is easily obtained by noting that
Emaxi∈[n] Xi ≥ EX1 = mp.
To deal with the sparse regime, let τ = 1/16. From Markov’s inequality,

Emax
i∈[n]

Xi ≥ τgnP
(

max
i∈[n]

Xi = ⌈τgn⌉
)

= τgn (1− (1− P (X1 = ⌈τgn⌉))n) .

Hence, applying Lemma 25, for n large enough,

Emax
i∈[n]

Xi ≥ τgn

(
1−

(
1− n−1/2

)n)
≥ (τ/2)gn,

thus providing a matching lower bound for the sparse regime.
In the intermediate threshold regime mp ∼ log n, the average and maximum of Xi’s

become of the same order, that is mp ∼ Edmax ∼ log n. The smooth transition follows by
noting that in this regime, bn, b∗

n, W0(b∗
n) ∼ 1. ◀

▶ Lemma 18 (Chernoff Bound - upper tail). Let X1, ..., Xn be independent random variables
taking values in {0, 1}, X denote their sum and µ = EX. Then for any δ > 0,

P (X ≥ (1 + δ)µ) ≤ e−δ2µ/(2+δ).

In order to deal with concentration of dmax around its expectation, we state the following
useful result on tensorization of variance. We introduce notation Vari and Ei, where subscript
i indicates conditioning on each component of an underlying random vector, except for the
i-th one.



G. Arpino, D. Dmitriev, and N. Grometto 30:17

▶ Lemma 19 (Theorem 2.3, [17]). Let X1, ..., Xn be independent random variables and for
each function f : Rn → R, define

Varif(x1, ..., xn) := Var (x1, ..., xi−1, Xi, xi+1, ..., xn) .

Then, there holds that

Var (f (X1, ..., Xn)) ≤ E
n∑

i=1
Varif (X1, ..., Xn)

▶ Lemma 20 (Concentration for dmax). Let X1, . . . , Xn
iid∼ Bin(m, p). Then, for any t > 0,

P (|dmax − Edmax| > t) ≤ mp

t2 .

▶ Remark 21. Note that in all regimes of m, p satisfying Assumption 2, choosing t ∼ Edmax is
sufficient to deduce from the previous lemma that dmax ∼ Edmax w.h.p..

Proof. Proceeding by Chebyschev’s inequality, it suffices to show that Var(dmax ≤ mp. By
Lemma 19, we have that

Var(dmax) ≤ E
n∑

i=1
Ei (dmax − Eidmax)2

= E
n∑

i=1
Ei

[
(dmax − Eidmax)2 | dmax = Xi

]
Pdmax = Xi

+ E
n∑

i=1
Ei

[
(dmax − Eidmax)2 | dmax ̸= Xi

]
Pdmax ̸= Xi

= 1
n
E

n∑
i=1

VarXi

≤ mp,

which is as required. ◀

Proof of Lemma 6. Let us consider the sparse and dense regimes separately.
In the dense regime for mp ≳ log n, there exist constants c1, c2, c3 > 0 such that c1mp ≤
Emaxi∈[n] Xi ≤ c2mp, as argued in Lemma 5, and mp ≥ c3 log n. We apply the union and
Chernoff bounds as in Lemma 18 to obtain, for any t ≥ 1/c1,

P
(

max
i∈[n]

Xi ≥ t · Emax
i∈[n]

Xi

)
≤ nP (X1 ≥ tc1mp)

≤ n exp
(
− (tc1 − 1)2mp

1 + tc1

)
≤ n exp

(
−c3(tc1 − 1)2 log n

1 + tc1

)
.

It now suffices to choose t as a function of c1, c3 such that c3(tc1−1)2

1+tc1
> 1. By rearranging and

solving the resulting quadratic equation, it follows immediately that any t > 1
c1

+ 1+
√

1+8c3
2c3c1

>
1
c1

suffices. Hence, there exist universal constants c, c̃, such that the desired conclusion holds.
We now consider the sparse regime mp≪ log n, where by Lemma 5 there exists c4 > 0 such
that mp ≤ c4 log n/ log

(
log n

log mp

)
. Notice that for any λ > 0, maxi∈[n] Xi ≤ 1

λ log
∑n

i=1 eλXi .
We apply Markov’s inequality to obtain, for any t > 0,
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P
(

max
i∈[n]

Xi ≥ t · Emax
i∈[n]

Xi

)
≤ P

(
n∑

i=i

eλXi ≥ eλtE maxi∈[n] Xi

)

≤ nEeλX1

exp
(
λt Emaxi∈[n] Xi

)
=

n
(
1− p + peλ

)m

exp
(
λt Emaxi∈[n] Xi

)
≤ exp

log n + mp
(
eλ − 1

)
− λt c4 log n

log
(

log n
mp

)
 ,

where we used that 1 + x < ex to obtain the last inequality. Finally, by choosing t = 3/c4
and λ = log (log n/mp), we obtain

P
(

max
i∈[n]

Xi ≥
3
c4
· Emax

i∈[n]
Xi

)
≤ 1

n
. ◀

▶ Lemma 22 (Asymptotic expression for binomial probability mass function).
Let a ≡ a(n) and b ≡ b(n) be such that
1. 1≪ b≪

√
a,

2. p≪ 1.
If b ≥ Cap for C > 1, then

logP(Bin(⌈a⌉ , p) = ⌈b⌉) ≥ −
(

b log b

ap
− b + ap

)
(1 + o(1)), (A.6)

If also b≫ ap, we have that

logP(Bin(⌈a⌉ , p) = ⌈b⌉) ≥ −
(

b log b

ap

)
(1 + o(1)), (A.7)

Furthermore, all bounds remain valid upon replacing ⌈a⌉ to ⌊a⌋.

Proof. We defer the proof of Lemma 22 to the extended version of this work found in [1]. ◀

▶ Lemma 23 (Binomial Monotonicity). Let Sm ∼ Bin(m, p). Then for r ≥ mp, we have that
P(Sm = r + 1) ≤ P(Sm = r) and P(Sm−1 = r) ≤ P(Sm = r).

Proof. The proof follows a similar argument as that presented in [7].

P(Sm = r + 1)
P(Sm = r) =

(
m

r+1
)
pr+1(1− p)m−r−1(

m
r

)
pr(1− p)m−r

=
m!

(r+1)!(m−r−1)! p
r+1(1− p)m−r−1

m!
r!(m−r)! p

r(1− p)m−r

= (m− r)p
(r + 1)(1− p) ≤ 1.

Similar arguments show that P(Sm−1 = r) ≤ P(Sm = r). ◀
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B Main tool for the case mp ≲ log n and Proof of Lemma 25

▶ Lemma 24. If mp ≲ log n, then, for any ε > 0, there exist constants τ > 0 and 1 < α < β,
such that, for k ≲ log n and for any m̃, satisfying β−k−1m ≤ m̃ ≤ β−km, for all n large
enough,

P
(

Bin(m̃, p) =
⌈
(α/β)kτEdmax

⌉)
≥ n−ε.

Proof. The proof is essentially a careful application of Lemma 22. Let τ, α, β be constants to
be fixed later and m̃ =

⌊
β−k−1m

⌋
. Depending on whether we have mp≪ log n or mp ∼ log n,

different terms will dominate the asymptotic expression from Lemma 22.
We start with the case mp≪ log n. From Lemma 5, this implies that mp≪ Edmax ≪ log n.
Here we can fix α ≡ 2 and β ≡ 3. Applying (A.7) for a = 3−k−1m and b = (2/3)kτEdmax, we
have:

logP
(

Bin(m̃, p) =
⌈
(2/3)kτEdmax

⌉)
≥ −(2/3)kτEdmax log

(
2k3τEdmax

mp

)
(1 + o(1)) (B.1)

Recall that our goal is to show logP
(

Bin(m̃, p) =
⌈
(2/3)kτEdmax

⌉)
≥ −ε log n. We first

show that there exists τ > 0 satisfying the following two inequalities:

(i) (2/3)kτ(log 3 + k log 2)Edmax

log n
≤ ε

4 ,

(ii) (2/3)kτ
Edmax

log n
log
(
Edmax

mp

)
≤ ε

4 .

(B.2)

Indeed, since Edmax ≪ log n and k ≪ (3/2)k, inequality (i) will be satisfied for any τ > 0 for
n large enough. For (ii) we need to use explicit bound for Edmax, in particular from Lemma 5
we know that there exists C > 0, such that Edmax ≤ C log n/(log log n− log mp) for n large
enough. Plugging this into (ii), we get for k = 0,

τ
Edmax

log n
log
(
Edmax

mp

)
≤ τC(log C + log log n − log(log log n − log mp) − log mp)

log log n − log mp
= τC +o(1). (B.3)

For τ = ε/(8C), (ii) holds for k = 0 for n large enough. By increasing k we only decrease
left hand side of (ii), therefore, the same value of τ works for any k ≥ 0.
Finally, by adding (i) and (ii) we showed that, for n large enough,

logP
(

Bin(m̃, p) =
⌈
(α/2)kτEdmax

⌉)
≥ −ε

2 log n(1 + o(1)) > −ε log n,

which finishes the proof for the case mp≪ log n.
Now we focus on the case mp ∼ log n. Here we apply (A.6) for the values a = β−k−1m and
b = (α/β)kτEdmax keeping in mind the condition b ≥ Cap with C > 1. We have

logP
(

Bin(m̃, p) =
⌈
(α/β)kτEdmax

⌉)
≥ −

(
(α/β)kτEdmax log

(
βαkτEdmax

mp

)
− (α/β)kτEdmax + β−k−1mp

)
(1 + o(1))

We pick τ = γmp/Edmax, for some constant γ > 1 to be specified later. Note that this way
condition for applying (A.6), b

ap ≥ C > 1, is satisfied since b
ap ≥

τEdmax
mp = γ > 1. This

simplifies the latter expression to the following:
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logP
(

Bin(m̃, p) =
⌈
(α/β)kγmp

⌉)
≥ −mp

(
(α/β)kγ log

(
βγαk

)
− (α/β)kγ + β−k−1) (1 + o(1))

Since in this regime we have mp ≤ D log n for some D > 0, for n large enough, it is enough
to show

(α/β)kγ log
(
βγαk

)
− (α/β)kγ + β−k−1 ≤ ε/(2D).

We first show that there exist constants 1 < α < β and γ > 1, depending on ε and D,
satisfying the following two inequalities for any k ≥ 0:

(i) (α/β)k

(
γ log βγ − γ + 1

αkβ

)
≤ ε

4D
,

(ii) (α/β)kk log α ≤ ε

4D
.

Note that left hand side of (i) decreases as k increases, therefore, it is enough to look at
k = 0. We need to show that there exist β, γ > 1, depending on ε, D such that

f(β, γ) := γ log βγ − γ + 1
β
≤ ε

4D
.

Note that ∂f
∂β = γ/β − 1/β2 > 0 and ∂f

∂γ = log βγ > 0 as long as βγ > 1. Since f(1, 1) = 0,
we can find β, γ > 1, close enough to 1, such that f(β, γ) ≤ ε/(4D). We use these values of
β and γ (or, equivalently, τ). Since k ≪ (β/α)k, there exists α ∈ (1, β), such that (ii) holds.
Summing (i) and (ii) shows that, for n large enough,

logP
(

Bin(m̃, p) =
⌈
(α/β)kγmp

⌉)
≥ −εmp

2D
(1 + o(1)) ≥ −ε log n

2 (1 + o(1)) ≥ −ε log n.

We proved that for mp ≲ log n, for any ε > 0, for n large enough, there exists τ, α, β, such
that

Pr
(

Bin(
⌊
β−k−1m

⌋
, p) = ⌈(α/β)kτEdmax⌉

)
≥ n−ε.

Since β−k−1mp < β−kmp < ⌈(α/β)kτEdmax⌉, from binomial monotonicity, Lemma 23, we
have that for any m̃ such that β−k−1m ≤ m̃ ≤ β−km,

P
(

Bin(m̃, p) = ⌈(α/β)kτEdmax⌉
)
≥ n−ε.

In order to deal with the more delicate sparse regime throughout the paper where
mp≪ log n, we apply the following technical lemma.

▶ Lemma 25. For mp≪ log n, ε > 0, and n large enough, we have

P
(

Bin(m, p) =
⌈

ε

8
log n

log (log n/mp)

⌉)
≥ n−ε. ◀

Proof of Lemma 25. We follow the argument in Lemma 24 with k = 0 and Edmax replaced
by log n/(log log n− log mp). Note that in the proof of Lemma 24, in the case mp≪ log n, we
only used that mp≪ Edmax ≪ log n and Edmax ≤ C log n/(log log n− log mp) for some C > 0.
Since both these properties remain true upon replacing Edmax with log n/(log log n− log mp),
the proof follows. Since τ = ε/(8C), in the setting of Lemma 25, and C = 1 in this argument,
we pick τ = ε/8. ◀
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C Lemma 26, formal version of Lemma 7

▶ Lemma 26. Let ε > 0. Consider the following choices of f1, f2, . . .:

(i) if mp ≲ log n, for some constants τ > 0 and 1 < α < β,

ft =
⌈
(α/β)k

τEdmax

⌉
where k is such that β−k−1m < m− Ft−1 ≤ β−km;

(ii) if mp≫ log n, and log mp≪ log n,

ft =
⌈
mp(1− p)t−1⌉ if t ≤ t∗ :=

⌈
1
p

log
(

mp

log n

)⌉
,

ft = f̃t−t∗ , otherwise, where f̃t is the sequence from the case mp ≲ log n;
(iii) otherwise, i.e., when log mp ≳ log n,

ft =
⌈
mp(1− p)t−1⌉ .

Then, there exists K, such that

(i) FK ≥ m−K;
(ii) if mp ≲ log n, then K ∼ valLP;

if mp≫ log n, then K ∼ valIP.

(C.1)

Furthermore, for this sequence ft (which depends on ε), for any t ≤ K,

P(Bin(m− Ft−1, p) ≥ ft) ≥ n−ε. (C.2)

Note that the implicit constants in the statements K ∼ valLP or K ∼ valIP depend on ε.

Proof. We proceed in the proof by first showing that there exists K̃, such that m−FK̃ ≲ K̃,
and then, by increasing K̃ by a multiplicative factor, we find K such that m− FK ≤ K.

Case mp ≲ log n. From Lemma 24, there exist constants τ > 0, α, β with 1 < α < β,
such that, for any m̃, satisfying β−k−1m ≤ m̃ ≤ β−km, for all n large enough,

P
(

Bin(m̃, p) =
⌈
(α/β)kτEdmax

⌉)
≥ n−ε.

Recall that in this case ft =
⌈
(α/β)kτEdmax

⌉
, where k is such that β−k−1m ≤ m− Ft−1 ≤

β−km and Ft =
∑t

s=1 fs. From Lemma 24 we have that P(Bin(m − Ft−1, p) = ft) ≥ n−ε.
Our goal is to prove that there exists s ≲ valLP ∼ m/Edmax, such that m− Fs ≲ s.

▶ Lemma 27. Let t(k) := β−1
βτ

m
Edmax

α−k.

If m− Ft−1 ≤ β−km

then m− Ft+t(k)−1 ≤ β−k−1m.

Informally, if after t− 1 steps of BlockGreedy, at most β−km subsets are uncovered, then
after t + t(k) − 1 steps, at most β−k−1m subsets remain uncovered.

Proof. Let s ≥ t. As long as m−Fs−1 > β−k−1m, we will always have fs =
⌈
(α/β)kτEdmax

⌉
.

We proceed by contradiction. Assume that m− Ft+t(k)−1 > β−k−1m. This implies that for
all s ∈ [t− 1, t + t(k) − 1], we have fs = f :=

⌈
(α/β)kτEdmax

⌉
. Therefore,

Ft+t(k)−1 − Ft−1 = t(k)f ≥ m(β − 1)
βk+1 = β−km− β−k−1m,
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and

m− Ft+t(k)−1 = m− Ft−1 −
(
Ft+t(k)−1 − Ft−1

)
≤ β−km− (β−km− β−k−1m) = β−k−1m.

Therefore, we must have m− Ft+t(k)−1 ≤ β−k−1m. ◀

Note that we always have β−1m ≤ m−F0 = m. If we consecutively apply Lemma 27 starting
with k = 0, then, for v(k) :=

∑k
s=0 t(s) we have m − Fv(k)−1 ≤ β−k−1m. Therefore, for

k := log Edmax
log β , we have m− Fv(k)−1 ≤ m

Edmax
. We can bound

v(k) ≤
∞∑

s=0
t(k) = β − 1

βτ(α− 1)
m

Edmax
∼ m

Edmax
.

From Lemma 6 we have dmax ≲ Edmax with high probability. Together with Lemma 15 this
implies valLP ≥ m

dmax
≳ m

Edmax
. Now, if we pick K̃ := v(k) ≲ m

Edmax
, we have that valBGr ≲ m

Edmax
.

Since valLP ≤ valBGr, we have that K̃ ∼ valLP and m− FK̃ ≲ K̃.

Case mp ≫ log n. Here, we have that Edmax = mp(1 + o(1)), therefore, picking an element
that hits an average number of subsets is approximately the same as picking an element that
hits close to maximum number of subsets. From the properties of the mean and the median
of the binomial distribution, it follows that P(Bin(m̃, p) ≥ ⌈m̃p⌉) ≥ 1/3, for any m̃.

We begin with the case log mp≪ log n. This means that mp cannot grow polynomially
in n, but e.g. mp ∼ log2 n is possible. In this regime, valIP ∼ 1

p log
(

mp
log n

)
. Let K1 =⌈

1
p log

(
mp

log n

)⌉
and f1, . . . , fK1 be a sequence such that fs = ⌈mp(1− p)s⌉. Then, we have

that m− FK1 ≤ m(1− p)K1 ≤ 1
p log n. Therefore, (m− FK1)p ∼ log n, and we can continue

with f̃t from the previous section mp ∼ log n, with F̃t :=
∑t

s=1 f̃t. For this sequence
f̃1, . . . , f̃K2 , we have have K2 ≲ 1

p , and m− FK1 − F̃K2 ≲ 1
p ≪

1
p log

(
mp

log n

)
. The required

statement holds for combined sequences ft and f̃t and K̃ := K1 + K2.
Finally, we study the case log mp ≳ log n, which implies that valIP ∼ 1

p log n. This case is

trivial, as one can pick K̃ =
⌈

1
p log

(
mp

log n

)⌉
≲ valIP and f1, . . . , fK̃ a sequence such that

fs = ⌈mp(1− p)s⌉. Then, we have that m− FK̃ ≤ m(1− p)K̃ ≤ 1
p log n ≲ valIP.

From m − FK̃ ≲ K̃ to m − FK ≤ K. Finally, using that ft ≥ 1 by Lemma 16 unless
Ft = m, there exists some constant C > 0, such that for K := CK̃, FK ≥ m −K, which
finishes the proof. ◀
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Abstract
Numerous works have studied the probability that a length t − 1 random walk on an expander
is confined to a given rectangle S1 × . . . × St, providing both upper and lower bounds for this
probability. However, when the densities of the sets Si may depend on the walk length (e.g., when
all set are equal and the density is 1 − 1/t), the currently best known upper and lower bounds are
very far from each other. We give an improved confinement lower bound that almost matches the
upper bound.

We also study the more general question, of how well random walks fool various classes of test
functions. Recently, Golowich and Vadhan proved that random walks on λ-expanders fool Boolean,
symmetric functions up to a O(λ) error in total variation distance, with no dependence on the
labeling bias. Our techniques extend this result to cases not covered by it, e.g., to functions testing
confinement to S1 × . . . × St, where each set Si either has density ρ or 1 − ρ, for arbitrary ρ.
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1 Introduction

Fix a set of vertices V = [n] and t subsets S1, . . . , St ⊆ V . The hitting property of expander
graphs [1] says that for a sufficiently good expander graph G on the set of vertices V , the
probability that for all i = 1, . . . , t the i’th step of a random walk on G falls inside Si is
small, and therefore, with a good probability, the walk escapes the confinement S1 × . . . × St.
Specifically,

▶ Theorem 1 (Expander Hitting Property, based on [10]). Let G = (V, E) be a λ-expander.
Then, for every sequence of subsets S1, . . . , St ⊆ V such that Si is of density ρi = |Si| / |V |,

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≤ √
ρ1ρt ·

t−1∏
i=1

(
(1 − λ)√ρiρi+1 + λ

)
. (1)
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We remark that a slightly weaker bound of
∏t−1

i=1
(√

ρiρi+1 + λ
)

appears in [10]. For the case
where all densities ρi are the same ρ, a bound of ρ ((1 − λ)ρ + λ)t−1 appears in [15], and of
ρ(ρ + λ)t−1 appears in [2]. The bound in the general case (Equation 1) follows by a similar
proof, with a slightly more careful analysis. See Subsection 4.1.

However, on a conceptual level, one expects an expander random walk to mimic a truly
random walk, each time choosing a vertex uniformly at random independent of all other
choices. I.e., ideally, we would have liked a bound stating that the probability of an expander
random walk being confined to S1 × . . . × St is roughly the same as the probability of the
same event with respect to a walk on the complete graph with self loops (which equals the
product of the densities of the sets). Indeed, for the case in which all densities are equal, the
following has been proven in [2]:

▶ Theorem 2 ([2]). Let G = (V, E) be a λ-expander. For every sequence of subsets
S1, . . . , St ⊆ V such that Si is of density ρ,

If λ < ρ/6, then Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ · (ρ − 2λ)t−1.

If λ < ρ2/2, then Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ · (ρ − λ)t−1.

How tight are these bounds?
To get a feeling for the upper and lower bounds, let us look at the special case where all

densities ρi are the same ρ. In this case, independent sampling gives the exact answer ρt.
The upper bound (Theorem 1) is ρµt−1, where µ = ρ + (1 − ρ)λ, and

|ρµt−1 − ρt| = ρ(µt−1 − ρt−1) = ρ(µ − ρ)
t−2∑
j=0

ρjµt−2−j ≤ ρ(1 − ρ)λ
t−2∑
j=0

ρj ≤ ρ · λ,

where the first equality is because µ ≥ ρ and the second equality is using ak − bk =
(a − b)

∑k−1
j=0 ajbk−1−j . We also use µ − ρ = (1 − ρ)λ. In particular the error term is at most

λ, and tends to zero when λ tends to 0.
However, for the lower bound (Theorem 2), for any λ we have

∣∣ρt − ρ(ρ − λ)t−1∣∣ = ρ(ρt−1 − (ρ − λ)t−1) = ρλ
t−2∑
j=0

ρt−2−j(ρ − λ)j

≥ ρλρt−2
t−2∑
j=0

(ρ − λ)j ≈ ρt−1 λ

λ + 1
t

.

Thus, when λ is some small constant, independent of t and ρ = 1 − 1/t, the difference
between independent sampling and the lower bound is ρt−1 λ

λ+1/t =≈ 1/e. Therefore, even
for arbitrarily small λ, if we let t grow to infinity and we let the density ρ depend on t,
there is a constant gap between the independent sampling probability and the lower bound!
Thus, a natural question is: can we find a better lower bound that matches the independent
probability? In this work we prove:

▶ Theorem 3 (New confinement lower-bound). Let G = (V, E) be a λ-expander, and let
S1, . . . , St ⊆ V be each of density ρ for some ρ.1. If λ ≤ ρ2

3 , then

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ ·
(
ρ − λ(1 − ρ2)

)t−1
.

1 In fact, we prove the theorem under more general conditions, see Section 4
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This bound is close to the independent sampling probability:∣∣ρt − ρ · (ρ − λ(1 − ρ2))t−1∣∣ = ρt − ρ · (ρ − λ(1 − ρ2))t−1

= ρ · λ(1 − ρ2)
t−2∑
j=0

ρj(ρ − λ(1 − ρ2))t−2−j

≤ λ · ρ(1 − ρ2) ·
∞∑

j=0
ρj = λ · ρ(1 + ρ) ≤ 2ρλ.

Therefore, for any λ, if we let t grow to infinity, and even if we let the density ρ depend
on t, the distance between the independent probability (ρt) and the lower bound is at most
2λ (instead of an absolute constant before).

1.1 Further Results
Expander random walks are typically used as a randomness-efficient way of generating a
uniform-like sequence of vertices v1, . . . , vt. In most applications, the walk is used to “fool” a
test function f . For example, we may think of the confinement problem when all sets Si are
the same set S, as taking an expander with |V | vertices, which we label with 0 or 1 according
to membership in S. We set f to be the AND function. We compare the probability that
f(x1, . . . , xt) evaluates to 1 when x1, . . . , xt are the labels obtained from a random walk on
the graph (which is the quantity we want to bound) with the probability that f evaluates to
1 when the labels are obtained from vertices chosen uniformly at random (which is a known
quantity and equals the density S raised to the power of t). We wish to claim these two
quantities are close to each other.

More generally, we say a test function f : Zt
d′ → Zd is ε-fooled by expander ran-

dom walks if for every λ-expander graph G = (V, E) and every labeling val : V → Zd′ ,
dT V

(
f(val(RWt

G)), f(val(Indt
V ))
)

≤ ε. where
RWt

G is the distribution obtained by taking a length t − 1 random walk on G. That is, we
sample v1 ∈ V uniformly at random. Then, for i = 2, . . . , t sample vi uniformly at random
from the neighbours of vi−1. f(val(RWt

G)) is the distribution of f(val(v1), . . . , val(vt))
when (v1, . . . , vt) is sampled from RWt

G.
Indt

V is the distribution obtained by sampling v1, . . . , vt ∈ V uniformly at random. Note
that Indt

V = RWt
J where J is the complete graph on V with self loops. f(val(Indt

V )) is
the distribution of f(val(v1), . . . , val(vt)) when (v1, . . . , vt) is sampled from Indt

V .

Cohen et al. [4] proved that all Boolean symmetric functions f are fooled by expander
random walks with up to a O(λ/

√
ρmin) error in total variation distance, where ρmin =

min{ρ0, ρ1}, and ρb is the density of b, i.e., that fraction of vertices with label b. Thus, even
in the symmetric Boolean case, the error bound of [4] is O(λ) only when ρmin is bounded
from below by some constant. When ρmin is allowed to depend on t, the error bound of [4]
may weaken as t increases.

A remarkable recent result of Golowich and Vadhan [8] significantly strengthened and
extended the results of [4], and using new techniques managed to eliminate the dependence
on the bias. That is, they prove that all symmetric Boolean functions are fooled by expander
random walks with up to O(λ) error in total variation distance, where the constant hidden
in the Big-O notation is absolute and does not depend on ρmin.

Notice that [8] implies that for confinement to a single set (which is a symmetric function)
the difference between independent sampling and RW sampling is bounded by O(λ), even
when the density ρ may depend on t. Thus, it implies that Theorem 2, which gives constant
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difference for ρ = 1 − 1/t, is not tight. In this regard, Theorem 3 gives a bound that replaces
the O(λ) difference guaranteed by [8] with a more precise bound (that is in particular at
most 2λ).

Let us now discuss whether the are functions for which the [8] bound does not guarantee
an O(λ) error, while our technique does.

A first candidate for such a problem is the confinement problem for S1 ×. . .×St, where the
sets Si might be different, and are only guaranteed to all have the same density. Theorem 3
still guarantees the same bound, whereas [8] seems to not apply, because the function is not
symmetric anymore. However, the Golowich-Vadhan result might be modified to cover this
case as well, by using one fixed set, and adding corresponding permutation operators to the
expanders, making them directed (which is still fine for [8]).2

However, using our techniques, we prove the following. Let 1S(i) equal 1 if i ∈ S and 0
otherwise. Then, 1S1 ⊗ · · · ⊗ 1St

equals one if the input is confined to S1 × . . . × St and zero
otherwise. We prove:

▶ Theorem 4. Let G = (V, E) be a λ-expander where λ ≤ 1/3, and t ≥ 1 an integer . Let
S1, . . . , St ⊆ V be a sequence of subsets such that the largest subset also has the maximal
variance. Then,

dT V

(
1S1 ⊗ · · · ⊗ 1St

(RWt
G), 1S1 ⊗ · · · ⊗ 1St

(Indt
V )
)

< 3ρmax · λ,

where ρmax is the density of the largest subset.

In particular,

▶ Corollary 5. Let G = (V, E) be a λ-expander where λ ≤ 1/3, and t ≥ 1 an integer. Let
S ⊆ V be a subset of density ρ, and suppose S1, . . . , St ⊆ V are subsets such that for every i,
Si = S or Si = S. Then,

dT V

(
1S1 ⊗ · · · ⊗ 1St

(RWt
G), 1S1 ⊗ · · · ⊗ 1St

(Indt
V )
)

< 3ρ · λ.

Notice that these functions are not symmetric, and therefore the results of [8] do not
apply to them, while our techniques still work.

We also use similar techniques to analyze the extent to which the sum function modulo d

is fooled by expander random walks on graphs with arbitrarily biased labelings, and prove
that it is fooled with an O(

√
d · λ) error in total variation distance, with no dependence on

the labeling bias. We prove:

▶ Theorem 6. For integers t ≥ 1, d′ ≥ 2, and d ≥ 2 let G = (V, E) be a λ-expander where
λ ≤ 1/6. Let val : V → Zd′ be any labeling. Then

dT V

(
Sumd

(
val(RWt

G)
)

, Sumd

(
val(Indt

V )
))

≤ 5
√

d · λ.

The O(
√

d · λ) error term also follows from the work of [8] on width-d permutation
branching programs, using different techniques.

Additionally, we prove a bound on the bias of a labeling in terms of the density of the
most frequent label, ρmax. This is in contrast to previous bias-dependent result (e.g [8] for
symmetric functions over Zd with d > 2) where the total variation bound degrades with ρmin,
rather than 1 − ρmax (and notice that always ρmin ≤ 1 − ρmax). This dependence is more

2 We thank the anonymous referee for bringing this to our attention.
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resilient as it can tolerate very rare labels, as long as the most common label is not too
dominant. We think that this observation could potentially serve as an incentive to shift the
bias dependence in previous works from the smallest label weight to the largest. Specifically,
we prove,

▶ Proposition 7. For a prime p, let val : [n] → Zp be a labeling that assigns label a ∈ Zp to
ρa fraction of the vertices, and denote ρmax = maxa ρa. Then, for every non-trivial character

χ of Zp, biasχ(val) ≤
√

1 −
(

1 − cos 2π
p

)
(1 − ρmax), where biasχ(val) def=

∣∣Ei∈[n]χ(val(i))
∣∣.

We also point out that our proofs apply even if the graph is different for each of the t

steps, as long as it is a λ-expander at each step. The same property holds in previous works
as well, e.g [8].

1.2 The Technique
We extend the techniques of Gillman [6], Healy [9] and Beck [3], that established a framework
for analyzing what is often referred to as the “flow” of linear operators. The flow of a linear
operator T from the linear subspace V2 to the linear subspace V1 is the quantity ∥Π1TΠ2∥
where Πi is the projection operator onto Vi. In our context, V1 and V2 will be either the line
spanned by the all-ones vector (The “parallel space”), or its orthogonal complement (The
“perpendicular space”).

Let G also denote the transition matrix of a λ-expander graph, and let P denote the
projection matrix on the set S. That is, P is the diagonal matrix satisfying P [v, v] = 1 if
v ∈ S and 0 otherwise. The probability that a length t random walk on G never escapes S

can be expressed algebraically as 1T (PG)t−1P1, where we denote 1 = 1√
|V |

(1, . . . , 1)T .
One way to analyze this expression is to decompose the probability distribution at each of

the t steps to its parallel and perpendicular components. The parallel component is identical
to the independent sampling case, while the perpendicular component is shrunk by a factor
of λ after each step on G. The above approach underlies many results in the field, and, in
particular, the expander Chernoff bound [6, 9]. Beck [3] simplified the analysis by defining
a 2 × 2 “flow” matrix for a linear operator T . The i, j’th entry of the flow matrix is the
flow of T from Vj to Vi, where Vi and Vj are either the perpendicular space or the parallel
space. This notation reduced the problem of bounding quantities like

∣∣1T T1
∣∣ to bounding

the [0, 0] entry of a 2 × 2 matrix with non-negative entries. In this language, the expression
1T (PG)t−1P1 is the flow of the operator (PG)t−1P from the parallel space to itself. For
more details about the flow framework see Section 3.

[2] proved their confinement probability lower bound by giving simultaneous upper and
lower bounds on flows between the perpendicular and parallel spaces. However, they did it
explicitly and specifically for the confinement problem with equal density at each step, and
obtained sub-optimal bounds. In this paper we analyze flows emerging from confinement
problems (and additional problems) using the 2 × 2 flow matrix notation. As a result,
we achieve simpler terms that are easier to follow and generalize to a broader setting of
confinement problems with varying densities. These terms also indicate how to improve upon
previous work (even when all densities are equal).

1.3 Summary and Discussion
As mentioned before, several total variation bounds in previous works depend on the labeling
bias, namely on the weights ρb that are induced by a labeling. Cohen et al. [4] proved that all
Boolean symmetric functions are fooled by expander random walks with up to a O(λ/

√
ρmin)

error in total variation distance.
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Recently, Golowich and Vadhan [8], significantly strengthened and extended these results
using new techniques, and in some cases managed to eliminate the dependence on the bias.
In particular, they prove that for the Boolean case, all symmetric functions are fooled by
expander random walks with up to O(λ) error in total variation distance, where the constant
hidden in the Big-O notation is absolute.

For the non-Boolean case much less is known:
For symmetric functions defined on Zt

d, Golowich and Vadhan prove an O(( d
ρmin

)O(d) · λ)
total-variation bound where ρmin = mina ρa, and ρa is the density of label a. Notice that
in this bound there is a dependence on ρmin. It is an intriguing open problem whether
the dependence on the bias is necessary.
Golowich and Vadhan [8] also show that expander random walks fool width-w permutation
branching programs up to a O(λ) error in ℓ2 distance, and a O(

√
w · λ) error in total

variation distance, a bound that does not depend on the bias of the labeling. Notice that
this bias-independent bound also holds for non-symmetric functions, as long as they are
computed by a low-width permutation branching program.

In this work we add another example where the error bound does not depend on the
labeling bias. We show for the confinement problem, when the set of maximal density
ρ(S) is also of maximal variance (the variance is

√
ρ(S)(1 − ρ(S))), the error bound is O(λ)

regardless of the densities. Note that this case is not symmetric. We also improve the lower
bound for the symmetric case, as previously discussed.

There are many open problems left.
First, and foremost, is it possible that all symmetric functions over Σt are O|Σ|(λ) fooled
by random-walks? For Σ = {0, 1} [8] gave an affirmative answer, but the general case is
left open.
What other non-symmetric functions are fooled by random-walks without a dependence
on the bias? [8] showed all small-width permutation branching programs are such. We
added the confinement test functions when all sets have the same variance. What other
functions have this property?
As alluded to by Proposition 7, we think that for many functions the parameter dominating
the bias-dependent error is 1 − ρmax rather than ρmin. For example, the bias-dependent
bound for any confinement test function (Proposition 29) is O( λ

1−ρmax
) where ρmax is the

density of the largest set. It would be interesting to examine previous results and see if
the error terms can be correspondingly amended.

The paper is organized as follows: In Section 2 we give some preliminaries and background,
and introduce our notations. In Section 3 we review Beck’s flow framework [3] and extend it.
In Section 4 we prove Theorem 3, and prove analogous lower bounds in the general setting
of varying sets and densities. In Section 5 we study fooling confinement test functions, and
in particular prove Theorem 4. In Section 6, we prove Theorem 6 using our techniques. The
proof for Proposition 7 appears in the full version of this paper [14].

2 Preliminaries

Notation

For any positive integer d, let Zd denote the group of integers modulo d, and [d] = {1, . . . , d}.
We define the ℓ1-norm of a vector x ∈ Fn as ∥x∥1 =

∑
i |xi|, and its ℓ2-norm as ∥x∥ =√∑

i |xi|2. For a field F = R or C, let 1n = (1/
√

n, . . . , 1/
√

n) ∈ Fn denote the normalized
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all-ones vector. When n is clear from context we simply write 1. For a matrix M ∈ Fn×n,
the operator norm of M is given by maxx∈Fn\{0} ∥Mx∥ / ∥x∥. For M ∈ Cn×n, its conjugate
transpose is denoted as M∗. For two real matrices L, M ∈ Rn×n, the notation L ≤e.w M

stands for entry-wise inequality
A symmetric matrix W ∈ [0, 1]n×n is an undirected random walk matrix on n vertices

if the columns and rows of W sum to 1, which implies that Wj,i = Wi,j represents the
transition probability between vertex i and j, or vice versa. In this context, In denotes the
n × n identity matrix, and Jn = 1n1T

n represents a matrix with all entries being 1/n. When
the dimension is clear from the context, we use the notations I and J respectively. Notably,
Jn is the random walk matrix for a complete graph on n vertices with self-loops. For a
sequence of matrices M1, . . . , Mt, we denote

∏t
i=1 Mi = Mt · Mt−1 · . . . · M1.

We often use the decomposition Fn = V0 ⊕ V1 where V0 = Span{1} is the subspace of
Fn spanned of the all ones vector, and V1 = V⊥

0 is its orthogonal complement. We define
Π0 as the projection operator onto V0, noting that Π0 = Jn, and Π1 as the projection on
V1, noting that Π1 = In − Jn. For a vector x ∈ Fn we define x∥ = Π0x and x⊥ = Π1x.

For two probability distributions p1 and p2 over a finite sample space Ω, their total
variation distance is dT V (p1, p2) = 1

2 ·
∑

s∈Ω |p1(s) − p2(s)| .

The Information Theoretic XOR-Lemma

The characters of the group Zd are the maps χb(a) = ωb·a
d for b = 0, . . . , d − 1, where

ωd = e
2πi

d . Let CZd denote the vector space of all complex valued function on Zd, equipped
with the inner product ⟨h, g⟩ =

∑
a∈Zd

h(a)g(a).
The information theoretic XOR-Lemma [7] relates the total variation distance between

two distributions over Zd to the heaviest Fourier coefficient of their difference, also called the
maximum bias.

▶ Lemma 8 (Based on [7]). For any two distributions p1 p2 over Zd: dT V (p1, p2) ≤
√

d
2 ·

maxb∈Zd
|⟨χb, p1 − p2⟩| .

The proof, based on [7], appears in the full version of this paper.

Expanders

For a regular, undirected graph G = (V, E) on n vertices, the random walk matrix is the nor-
malized adjacency matrix. The spectral expansion is defined as the second largest eigenvalue
of the graph’s random walk matrix in absolute value, namely λ(G) = maxx,y⊥1

|⟨x,Gy⟩|
∥x∥·∥y∥ =

maxx⊥1
∥Gx∥
∥x∥ , where the maximum is over all non-zero x, y ∈ Rn which are orthogonal to the

all-ones vector, and by abuse of notation G also denotes the random walk matrix of the graph
G. We say G is a λ-expander if λ(G) = λ. For a λ-expander G, let A = 1

λ (G−J). Since the all-
ones vector is an eigenvector of both G and J with eigenvalue 1, it follows that A is zero on the
parallel space Span{1}. Additionally, ∥Ax∥ =

∥∥Ax⊥ + Ax∥
∥∥ = 1

λ ·
∥∥Gx⊥

∥∥ ≤
∥∥x⊥

∥∥ ≤ ∥x∥ .

This implies a valuable decomposition G = J + λA where the symmetric “error matrix” A is
zero on the parallel space, and ∥A∥ ≤ 1. Another useful decomposition follows by setting
E = 1

λ (G − (1 − λ) · J). One can easily verify that E acts like the identity on the parallel
space, and that the orthogonal space is E-invariant. Thus, for every vector x we have

∥Ex∥2 =
∥∥Ex∥

∥∥2 +
∥∥Ex⊥

∥∥2 ≤
∥∥x∥

∥∥2 + 1
λ

∥∥Gx⊥
∥∥2 ≤ ∥x∥2

.

This gives rise to the decomposition G = (1 − λ)J + λE where the symmetric “error
matrix” E satisfies ∥E∥ ≤ 1.

APPROX/RANDOM 2024
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3 Flow

Let F be either C or R. We decompose Fn = V0 ⊕ V1 where V0 is the span of the all-
ones vector Span{1} (the “parallel” space) and V1 = V⊥

0 its orthogonal complement (the
“orthogonal” space). Let Π0 be the projection operator onto V0, and Π1 the projection onto
V1.

Throughout this work we study linear operators T : Fn → Fn by examining ∥Πb1TΠb2∥
for b1, b2 ∈ {0, 1}. Intuitively, this can be understood as the “flow of mass” from Vb2 to Vb1

under the linear operator T . To study the flow of a linear operator, we extend upon the
techniques introduced by Gillman, Healy, and Beck, using the notation and claims of Beck
[3]. These were used mostly in the context of the expander Chernoff bound [6, 9].

▶ Definition 9 (The Flow Matrix). Let T : Fn → Fn be any linear operator. Then the flow
matrix of T , denoted T̃ , is the 2 × 2 non-negative matrix defined by

T̃ =
(

∥Π0TΠ0∥ ∥Π0TΠ1∥
∥Π1TΠ0∥ ∥Π1TΠ1∥

)
▶ Example 10. Let G be the random walk operator of a λ-expander graph. Then

G̃ ≤e.w

(
1 0
0 λ

)
where ≤e.w stands for entry-wise inequality.

To see this, apply the decomposition G = J + λA where ∥A∥ ≤ 1 and A is zero on the
parallel space. That is, AΠ0 = Π0A = 0. We then have

(i) ∥Π0GΠ0∥ = ∥Π0JΠ0∥ = ∥J∥ = 1,
(ii) ∥Π0GΠ1∥ = ∥Π0(J + λA)Π1∥ = ∥Π0JΠ1 + λΠ0AΠ1∥ = 0,
(iii) By symmetry ∥Π1GΠ0∥ = 0 .
(iv) Finally, ∥Π1GΠ1∥ = λ ∥Π1AΠ1∥ ≤ λ.

By submultiplicativity and subadditivity of the operator norm, we have the following
submultiplicativity property of the flow operator:

▷ Claim 11 ([3]). For every linear operators L, M : Fn → Fn, we have L̃ · M ≤e.w L̃ · M̃ .

Proof. Let i, j ∈ {0, 1}. Recall that Π0 = J and Π1 = I − J , and thus Π0 + Π1 = I. We have

L̃ · M [i, j] = ∥ΠiLMΠj∥ = ∥ΠiL(Π0 + Π1)MΠj∥ ≤ ∥ΠiLΠ0MΠj∥ + ∥ΠiLΠ1MΠj∥
≤ ∥ΠiLΠ0∥ · ∥Π0MΠj∥ + ∥ΠiLΠ1∥ · ∥Π1MΠj∥

= L̃[i, 0] · M̃ [0, j] + L̃[i, 1] · M̃ [1, j] = L̃ · M̃ [i, j]. ◁

Typically, the primary technical tool utilized for analyzing flow matrices consists of the
following bound, which generally hold for non-negative 2 × 2 matrices.

▶ Lemma 12 ([3]). If A =
(

a b

c d

)
≥e.w 0 with a ≥ 1 and d < 1, then

At[0, 0] ≤ a ·
(

a + bc

1 − d

)t−1
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Proof. By induction on t. The base case t = 1 is clear. Assume for 1, . . . , t − 1 and let us
prove for t. We have the following recurrence relation

At[0, 0] = At−1[0, 0] · A[0, 0] +
t−2∑
j=0

Aj [0, 0] · A[0, 1] · A[1, 1]t−2−j · A[1, 0]

where j goes over the last time the path was at vertex 0 before taking the final step. As
A[i, j] ≥ 0 and A[0, 0] ≥ 1, we see that Ak2 [0, 0] ≥ Ak1 [0, 0] for all k2 ≥ k1. Hence,

At[0, 0] = At−1[0, 0] · a +
t−2∑
j=0

Aj [0, 0] · bc · dt−2−j

≤ At−1[0, 0]

a + bc
∞∑

j=0
dj

 ≤ At−1[0, 0]
(

a + bc

1 − d

)
The proof is complete by applying the induction hypothesis. ◀

A simple way to generalize this lemma to the case where A[0, 0] > A[1, 1] but not necessarily
A[0, 0] > 1 is as follows.

▶ Lemma 13. If A =
(

a b

c d

)
≥e.w 0 with a > d then At[0, 0] ≤ a ·

(
a + bc

a−d

)t−1
.

Proof. Write A = a ·
(

1 b
a

c
a

d
a

)
. Then, by the previous lemma

At[0, 0] ≤ at ·

(
1 +

b
a · c

a

1 − d
a

)t−1

= a ·
(

a + bc

a − d

)t−1
. ◀

▶ Remark 14. Note that the lemma above is not tight when a is small. Indeed, At[0, 0]
decreases with a, while the bound of Lemma 13 blows up when a approaches d. We do not
try to optimize the bound for d close to a. Also, it would be nice to have a generalization of
this lemma for the case of possibly different A1, . . . , At.

▶ Lemma 15. If A =
(

a b

c d

)
≥e.w 0 with a > d. Then for all t ≥ 2,

At[0, 0] − (A[0, 0])t ≤ abc

a − d
·

t−2∑
k=0

ak

(
a + bc

a − d

)t−k−2

Proof. For every integer k ≥ 1 xk − yk = (x − y) ·
∑k−1

i=0 xiyk−i−1. Using this and Lemma 13,
we see that

At[0, 0] − (A[0, 0])t ≤ a ·
(

a + bc

a − d

)t−1
− at = a

((
a + bc

a − d

)t−1
− at−1

)

= a · bc

a − d
·

t−2∑
k=0

ak

(
a + bc

a − d

)t−k−2
◀

▶ Lemma 16. For an integer t ≥ 1, Let M1, . . . , Mt be a sequence of n × n matrices. Then∣∣∣∣∣1T

(
t∏

i=1
Mi

)
1 − 1T

(
t∏

i=1
Π0Mi

)
1

∣∣∣∣∣ ≤

(
t∏

i=1
M̃i

)
[0, 0] −

(
t∏

i=1
M̃i[0, 0]

)
.
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Proof. Writing Mi = Π0Mi + Π1Mi we have

1T

(
t∏

i=1
Mi

)
1 =

∑
b∈{0,1}t

1T
t∏

i=1
(Πbi

Mi)1 =
∑

b∈{0,1}t−1

1T Π0Mt

(
t−1∏
i=1

(Πbi
Mi)

)
· 1

Since 1T Π1 = 0. To complete the proof let LHS =
∣∣∣1T

∏t
i=1 Mi1 − 1T

(∏t
i=1(Π0Mi)

)
1
∣∣∣.

Then,

LHS =

∣∣∣∣∣∣∣∣∣
∑

b∈{0,1}t−1

b̸=0t

1T Π0Mt

(
t−1∏
i=1

(ΠbiMi)
)

· 1

∣∣∣∣∣∣∣∣∣
≤

∑
b∈{0,1}t−1

b̸=0t

∣∣∣∣∣1T Π0Mt

(
t−1∏
i=1

(Πbi
Mi)

)
· Π01

∣∣∣∣∣ ≤
∑

b∈{0,1}t−1

b̸=0t

∥∥∥∥∥Π0Mt

(
t−1∏
i=1

(Πbi
Mi)

)
· Π0

∥∥∥∥∥
=

∑
b∈{0,1}t−1

b̸=0t

∥∥∥∥∥Π0MtΠbt−1

(
t−1∏
i=2

(
Πbi

MiΠbi−1

))
· Πb1M1Π0

∥∥∥∥∥
≤

∑
b∈{0,1}t−1

b̸=0t

∥∥Π0MtΠbt−1

∥∥ ·
t−1∏
i=2

∥∥Πbi
MiΠbi−1

∥∥ ∥Πb1M1Π0∥

=
∑

b∈{0,1}t−1

b̸=0t

M̃t[0, bt−1]
(

t−1∏
i=2

M̃i[bi, bi−1]
)

M̃1[b1, 0] =
(

t∏
i=1

M̃i

)
[0, 0] −

t∏
i=1

M̃i[0, 0]. ◀

▶ Lemma 17. Let A1, . . . , At be a sequence of non-negative 2 × 2 matrices such that for all
i, Ai ≤e.w A for some 2 × 2 matrix A. Then(

t∏
i=1

Ai

)
[0, 0] −

t∏
i=1

(Ai[0, 0]) ≤ At[0, 0] − (A[0, 0])t.

Proof. We have(
t∏

i=1
Ai

)
[0, 0] −

t∏
i=1

(Ai[0, 0]) =
∑

b∈{0,1}t−1

b̸=0t

At[0, bt−1]
(

t−1∏
i=2

Ai[bi, bi−1]
)

A1[b1, 0]

≤
∑

b∈{0,1}t−1

b̸=0t−1

A[0, bt−1]
(

t−1∏
i=2

A[bi+1, bi]
)

A[b1, 0] = At[0, 0] − (A[0, 0])t. ◀

We now proceed to establish techniques for proving flow lower bounds. While these concepts
were introduced specifically for the confinement problem with the same set density in [2], we
extend them to general linear operators and use the flow matrix notation.
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▶ Lemma 18 (Flow Progress). For linear operators T1, . . . , Tt,

t̃∏
i=1

Ti[0, 0] ≥ T̃t[0, 0] ·
t̃−1∏
i=1

Ti[0, 0] − T̃t[0, 1] ·
t̃−1∏
i=1

Ti[1, 0] (2)

t̃∏
i=1

Ti[1, 0] ≤ T̃t[1, 0] ·
t̃−1∏
i=1

Ti[0, 0] + T̃t[1, 1] ·
t̃−1∏
i=1

Ti[1, 0] (3)

Proof. We have

t̃∏
i=1

Ti[0, 0] =

∥∥∥∥∥Π0

t∏
i=1

TiΠ0

∥∥∥∥∥ =

∥∥∥∥∥Π0 (TtΠ0 + TtΠ1)
t−1∏
i=1

TiΠ0

∥∥∥∥∥
≥ ∥Π0TtΠ0∥ ·

∥∥∥∥∥Π0

t−1∏
i=1

TiΠ0

∥∥∥∥∥− ∥Π0TtΠ1∥ ·

∥∥∥∥∥Π1

t−1∏
i=1

TiΠ0

∥∥∥∥∥
= T̃t[0, 0] ·

t̃−1∏
i=1

Ti[0, 0] − T̃t[0, 1] ·
t̃−1∏
i=1

Ti[1, 0]

and

t̃∏
i=1

Ti[1, 0] =

∥∥∥∥∥Π1

t∏
i=1

TiΠ0

∥∥∥∥∥ =

∥∥∥∥∥Π1 (TtΠ0 + TtΠ1)
t−1∏
i=1

TiΠ0

∥∥∥∥∥
≤ ∥Π1TtΠ0∥ ·

∥∥∥∥∥Π0

t−1∏
i=1

TiΠ0

∥∥∥∥∥+ ∥Π1TtΠ1∥ ·

∥∥∥∥∥Π1

t−1∏
i=1

TiΠ0

∥∥∥∥∥
= T̃t[1, 0] ·

t̃−1∏
i=1

Ti[0, 0] + T̃t[1, 1] ·
t̃−1∏
i=1

Ti[1, 0] ◀

▶ Definition 19 (Flow sequence). For a sequence of linear operators T1, . . . , Tt, the flow
sequence is defined recursively such that c1 = T̃1[0,0]

T̃1[1,0]
and for k ≥ 1

ck+1 = T̃k+1[0, 0] · ck − T̃k+1[0, 1]
T̃k+1[1, 0] · ck + T̃k+1[1, 1]

The constants ci emerge from recursively dividing Equation 2 of Lemma 18 by Equation 3,
as demonstrated by the following lemmas. Therefore, from an intuitive perspective, the
constants ci in the definition above can be thought of as a lower bound on the ratio between
the mass preserved inside the parallel space after the i-th step and the mass lost to its
orthogonal complement.

We remark that the smaller T̃i[0, 1], T̃i[1, 1] are taken relative to T̃i[0, 0] and T̃i[1, 0], the
larger sequence elements will become. In all of our use cases, each operator Ti includes a
step on a λ-expander graph G. Thus, as we shall later see, we can make T̃i[0, 1] and T̃i[1, 1]
smaller by taking the the expansion parameter λ smaller, and hence the sequence elements
larger. Specifically, in all instances considered in this work, the constants ci are strictly
positive. Therefore, for the remainder of this section, we proceed with the assumption that
the provided linear operators T1, . . . , Tt are such that their corresponding flow sequence
elements are positive.
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▶ Lemma 20. Let T1, . . . , Tt be linear operators with a positive flow sequence. Then, for all
k = 1, . . . , t it holds that

∏̃k
i=1 Ti[0, 0] ≥ ck ·

∏̃k
i=1 Ti[1, 0].

Proof. By induction on k. For k = 1 the claim holds by definition. For the induction
step, assume that

∏̃k
i=1 Ti[0, 0] ≥ ck ·

∏̃k
i=1 Ti[1, 0]. Plugging the induction hypothesis into

Equation 2 see that

k̃+1∏
i=1

Ti[0, 0] ≥ T̃k+1[0, 0] ·
k̃∏

i=1
Ti[0, 0] − T̃k+1[0, 1] ·

k̃∏
i=1

Ti[1, 0]

≥

(
T̃k+1[0, 0] − T̃k+1[0, 1]

ck

)
t̃−1∏
i=1

Ti[0, 0].

Similarly, plugging the induction hypothesis into Equation 3,

k̃+1∏
i=1

Ti[1, 0] ≤ T̃k+1[1, 0] ·
k̃∏

i=1
Ti[0, 0] + T̃k+1[1, 1] ·

k̃∏
i=1

Ti[1, 0]

≤

(
T̃k+1[1, 0] + T̃k+1[1, 1]

ck

)
k̃∏

i=1
Ti[0, 0].

Combining these we obtain

k̃+1∏
i=1

Ti[0, 0] ≥

(
T̃k+1[0, 0] − T̃k+1[0,1]

ck

)
(

T̃k+1[1, 0] + T̃k+1[1,1]
ck

) k̃∏
i=1

Ti[0, 0]

=
(

T̃k+1[0, 0] · ck − T̃k+1[0, 1]
T̃k+1[1, 0] · ck + T̃k+1[1, 1]

)
k̃∏

i=1
Ti[0, 0] = ck+1 ·

k̃∏
i=1

Ti[0, 0] ◀

Hence we have the following corollary

▶ Corollary 21. For all k = 1, . . . , t we have

k̃∏
i=1

Ti[0, 0] ≥ T̃1[0, 0] ·
k∏

i=2

(
T̃i[0, 0] − T̃i[0, 1]

ci−1

)

Proof. By induction on k. For k = 1 the product on the right hand side is empty and the
equality trivially holds. For the induction step, Using Equation 2, the previous claim, and
the induction hypothesis,

k̃+1∏
i=1

Ti[0, 0] ≥ T̃k+1[0, 0] ·
k̃∏

i=1
Ti[0, 0] − T̃k+1[0, 1] ·

k̃∏
i=1

Ti[1, 0]

≥

(
T̃k+1[0, 0] − T̃k+1[0, 1]

ck

)
k̃∏

i=1
Ti[0, 0] ≥ T̃1[0, 0] ·

k+1∏
i=2

(
T̃i[0, 0] − T̃i[0, 1]

ci−1

)
. ◀
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4 Expander Hitting Property Revised

We use the following notations. For a set Si ⊆ [n] we define its density as ρi = |Si| /n and
its variance as σi =

√
ρi(1 − ρi). We let Pi be the projection matrix on the set Si. That is,

Pi is the diagonal matrix satisfying Pi[v, v] = 1 if v ∈ Si and 0 otherwise. G is the random
walk operator of the graph G.

4.1 Confinement Probability Upper-bounds
We begin with the hitting property for sets with possibly different densities. In [10] the
authors give the bound

∏t−1
j=1(√ρjρj+1 + λ), which corresponds to ∥PtG . . . GP1∥ rather than

1T PtG . . . GP11. However, we observe that this loss is not necessary.

▶ Proposition 22 (Expander Hitting Property). Let G = (V, E) be a λ-expander. Then, for
every sequence of subsets S1, . . . , St ⊆ V such that Si is of density ρi,

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≤ √
ρ1ρt ·

t−1∏
i=1

(
(1 − λ)√ρiρi+1 + λ

)
.

Proof. First note that for all i, ∥PiJPi+1∥ = √
ρiρi+1. Indeed,

∥PiJPi+1∥ =
∥∥Pi1(Pi+11)T

∥∥ = ∥Pi1∥ · ∥Pi+11∥ = √
ρiρi+1

Decomposing G = (1 − λ)J + λE with ∥E∥ ≤ 1, we find that

∥PiGPi+1∥ = ∥(1 − λ) · PiJPi+1 + λ · PiEPi+1∥
≤ (1 − λ) · ∥PiJPi+1∥ + λ ≤ (1 − λ)√ρiρi+1 + λ.

Let u = (1/n, . . . , 1/n) ∈ Rn be the uniform vector. Expressing the probability linear-
algebraically we obtain

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] = 1T Pt

(
t−1∏
i=1

GPi

)
1 = 1T Pt

t−1∏
i=1

(Pi+1GPi)P11

=

∥∥∥∥∥Pt

t−1∏
i=1

(Pi+1GPi)P1u

∥∥∥∥∥
1

≤ √
ρt · n ·

∥∥∥∥∥
t−1∏
i=1

(Pi+1GPi)P1u

∥∥∥∥∥
≤ √

ρt · n ·

∥∥∥∥∥
t−1∏
i=1

(Pi+1GPi)

∥∥∥∥∥ · ∥P1u∥ = √
ρt · n ·

∥∥∥∥∥
t−1∏
i=1

(Pi+1GPi)

∥∥∥∥∥
2

·
√

ρ1

n

≤ √
ρtρ1 ·

t−1∏
i=1

∥(Pi+1GPi)∥ ≤ √
ρ1ρt ·

t−1∏
i=1

(
(1 − λ)√ρiρi+1 + λ

)
,

where we use P 2
i = Pi, and the first inequality is Cauchy-Schwartz, noting that after

multiplying by Pt, the resulting vector has at most ρt · n non-zero entries. ◀

4.2 Confinement Probability Lower-bounds
As explained in the introduction, previous lower bounds do not give an O(λ) bound on the
error term comparing with the independent sampling case. In this section, we give a tighter
lower bound that, in particular, is O(λ)-close to the probability of the same confinement
event but with independently chosen samples.
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Expressing the probability linear-algebraically we find that

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] = 1T
t∏

i=2
(PiG) P11 =

∥∥∥∥∥Π0

t∏
i=1

(PiG) Π0

∥∥∥∥∥ =
˜t∏

i=1
(PiG)[0, 0].

Therefore, we see that this quantity is applicable to bounds via the lower-bound part of the
flow framework. Consider the sequence of linear operators P1G, . . . , PtG with corresponding
flow sequence c1, . . . ct. It follows from Corollary 21 that

˜t∏
i=1

(PiG)[0, 0] ≥ P̃1G[0, 0] ·
k+1∏
i=2

(
P̃iG[0, 0] − P̃iG[0, 1]

ci−1

)

Hence, our next objective is to bound the entries of P̃iG, and find lower bounds on the
constants c1, . . . ct.

▶ Lemma 23. For all i = 1, . . . , t we have P̃iG ≤e.w

(
ρi λσi

σi λ

)
where the first column holds

with equality.

Proof. First, observe that

P̃iG[0, 0] = ∥Π0PiGΠ0∥ =
∥∥11T PiG11T

∥∥ =
∥∥11T Pi11T

∥∥ =
∣∣1T Pi1

∣∣ = ρi

Following the discussion about the norm of rank-one matrices, we see that for b ∈ {0, 1},

∥ΠbPiGΠ0∥ =
∥∥ΠbPiG11T

∥∥ = ∥ΠbPi1∥ · ∥1∥ = ∥ΠbPi1∥ .

Using this , we find that

P̃iG[0, 0]2 + P̃iG[1, 0]2 = ∥Π0Pi1∥2 + ∥Π1Pi1∥2 = ∥Pi1∥2 = ρi

hence P̃iG[1, 0] =
√

ρi(1 − ρi) = σi.
Now, let us write G = J + λA where ∥A∥ ≤ 1 and A is zero on the parallel space. Then

P̃iG[0, 1] = ∥Π0PiGΠ1∥ = ∥Π0Pi (J + λA) Π1∥ = λ ∥Π0PiAΠ1∥ = λ ∥Π0PiΠ1AΠ1∥
≤ λ ∥Π0PiΠ1∥ = λσi

where we have used that Π1A = A in the last equality. In the inequality we observe that
P̃iG[1, 0] = ∥Π1PiGΠ0∥ = ∥Π1PiΠ0∥ = ∥Π0PiΠ1∥ . Hence we substitute ∥Π0PiΠ1∥ = σi.

For the last entry we have P̃iG[1, 1] = ∥Π1PiGΠ1∥ = λ ∥Π1PiAΠ1∥ ≤ λ. ◀

By definition of flow sequence (Definition 19) and the previous lemma, we obtain:

▶ Corollary 24 (Flow sequence lower-bound). Let G = (V, E) be a λ-expander, and let
S1, . . . , St ⊆ V be a sequence of subsets such that Si is of density ρi and variance σi. Let
c1, . . . , ct be the flow sequence of the linear operators P1G, . . . , PtG. Then c1 = ρ1

σ1
and:

ci+1 ≥ ci·ρi+1−λ·σi+1
ci·σi+1+λ .

▶ Corollary 25. Let G = (V, E) be a λ-expander, and let S1, . . . , St ⊆ V be a sequence
of subsets such that Si is of density ρi. Let c1, . . . , ct be the flow sequence of the linear
operators P1G, . . . , PtG. Suppose that λ is sufficiently small so that ci > 0 for all i. Then,

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ1 ·
∏t

i=2

(
ρi − σi

ci−1
λ
)

.
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Next, we demonstrate how distinct conditions imposed on λ lead to varying bounds on the
flow sequence, consequently leading to corresponding confinement probability lower bounds.

▶ Lemma 26. Let G = (V, E) be a λ-expander, and let S1, . . . , St ⊆ V be a sequence of
subsets each of density ρi. If for all i, λ < 1

6 · σiσi+1 · 1+ρi+1
1−ρi+1

, then

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ1 ·
t∏

i=2

(
ρi − 2 · σi

σi−1
λ

)
.

Proof. By Corollary 25, it suffices to prove that under our assumption on λ, we have ci ≥ σi/2
for all i.

For i = 1, we clearly have c1 = ρ1
σ1

= σ1
1−ρ1

> σ1. Now, assume that ci ≥ σi/2. Using
Corollary 24, we find that

ci+1 − σi+1

2 ≥ ciρi+1 − λσi+1

ciσi+1 + λ
− σi+1

2 =
ci

(
2ρi+1 − σ2

i+1
)

− 3λσi+1

2 (ciσi+1 + λ)

= ciρi+1 (1 + ρi+1) − 3λσi+1

2 (ciσi+1 + λ)

Therefore it suffices to show 3λσi+1 ≤ ciρi+1 (1 + ρi+1). Indeed, using our assumption on λ

and the induction hypothesis,

λ <
1
6 · σiσi+1 · 1 + ρi+1

1 − ρi+1
≤ ci

3 · σi+1

1 − ρi+1
(1 + ρi+1) = ci

3 · ρi+1

σi+1
(1 + ρi+1). ◀

The first part of Theorem 2 follows as a special case of the lemma above, in which all sets have
the same density. Indeed, in this case, our assumption on λ becomes λ < 1

6 ·σ2· 1+ρ
1−ρ = 1

6 ρ(1+ρ).

▶ Lemma 27. Let G = (V, E) be a λ-expander, and let S1, . . . , St ⊆ V be a sequence of
subsets each of density ρi. If for all i, λ < 1

2 · σi

σi+1
· ρ2

i+1, then

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ1 ·
t∏

i=2

(
ρi − σi

σi−1
λ

)
.

Proof. By Corollary 25 it suffices to prove that under our assumption on λ, we have ci ≥ σi

for all i. The proof is by induction on i. For i = 1 we clearly have c1 =
√

ρ1
1−ρ1

= σ1
1−ρ1

> σ1.

Assume that ci ≥ σi. By Corollary 24, we have

ci+1

σi+1
≥ ciρi+1 − λσi+1

ciσ2
i+1 + λσi+1

=
ciρi+1 + ciσ

2
i+1 + λσi+1 − ciσ

2
i+1 − 2λσi+1

ciσ2
i+1 + λσi+1

= 1 +
ci

(
ρi+1 − σ2

i+1
)

− 2λσi+1

ciσ2
i+1 + λσi+1

= 1 +
ciρ

2
i+1 − 2λσi+1

ciσ2
i+1 + λσi+1

Therefore it suffices to show 2λσi+1 ≤ ciρ
2
i+1. Indeed, using our assumption on λ and the

induction hypothesis, λ < 1
2 · σi

σi+1
· ρ2

i+1 ≤ ciρ2
i+1

2σi+1
. ◀

The second part of Theorem 2 follows as a special case of the lemma above, in which all sets
have the same density. In that case our assumption on λ becomes λ < ρ2

2 .
The following lemma refines the bound given in [2] and also allows for arbitrary densities

with decreasing variances.
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▶ Lemma 28. Let G = (V, E) be a λ-expander, and let S1, . . . , St ⊆ V be a sequence of
subsets, each of density ρi and variance σi. Suppose that σ1 ≥ · · · ≥ σt. If λ ≤ σi

σi−1
· ρi−1ρi

4

for all i, then Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ1 ·
∏t

i=2
(
ρi − λ(1 − ρ2

i−1)
)

.

Proof. Using our assumption that σi ≥ σi+1 for all i = 1, . . . , t, it suffices to prove that
σi ≤ (1 − ρ2

i )ci for all i. Indeed, in that case, by Corollary 25 we obtain

Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] ≥ ρ1 ·
t∏

i=2

(
ρi − σi

ci−1
λ

)
≥ ρ1 ·

t∏
i=2

(
ρi − σi−1

ci−1
λ

)

≥ ρ1 ·
t∏

i=2

(
ρi − (1 − ρ2

i−1) · λ
)

Now, we prove by induction on i that σi ≤ (1 − ρ2
i )ci. For i = 1 we clearly have

(1 − ρ2
1)c1 = (1 − ρ2

1)
√

ρ1

1 − ρ1
= (1 + ρ1)

√
ρ1(1 − ρ1) > σ1.

Assume that σi−1 ≤ (1 − ρ2
i−1)ci−1. Then, by Corollary 24

1 − ρ2
i

σi
· ci ≥ 1 − ρ2

i

σi
· ci−1ρi − λσi

ci−1σi + λ
= ci−1σi(1 + ρi) − λ(1 − ρ2

i )
ci−1σi + λ

= ci−1σi + λ + ci−1σiρi − λ(2 − ρ2
i )

ci−1σ + λ
= 1 + ci−1σiρi − λ(2 − ρ2

i )
ci−1σi + λ

where the second equality uses the identity ρ(1 − ρ2)/σ = σ(1 + ρ). Thus, it remains to prove
that ci−1σiρi ≥ λ(2 − ρ2

i ). Indeed, on the one hand, by our induction hypothesis

ci−1σiρi ≥ σi−1σiρi

(1 − ρ2
i−1) = σi

σi−1
· ρi−1ρi

1 + ρi−1
.

using the identity ρ/σ = σ/(1 − ρ).
On the other hand, our assumption on λ implies that

λ ≤ σi

σi−1
· ρi−1ρi

4 ≤ σi

σi−1
· ρi−1ρi

(1 + ρi−1)(2 − ρ2
i )

and the proof is complete. ◀

When all subsets have the same density ρ, we observe that in fact (1 + ρ)(2 − ρ2) ≤ 3.
Therefore, Theorem 3 follows.

5 Fooling Non-Symmetric Confinement Functions

The class of t-wise confinement functions Conf⊗t
n ⊆ {f : [n]t → {0, 1}} is defined as

Conf⊗t
n = {1S1 ⊗ · · · ⊗ 1St | S1, . . . , St ⊆ [n]} where 1S(i) equals 1 if i ∈ S and 0 otherwise.

This class of functions is sometimes referred to as cut-tensors or cut-functions. Generally,
confinement functions are not symmetric, hence a density-independent total variation bound
for this class is not implied by the previous work of [8]. Nevertheless, we show that the class
of confinement functions where the sets have equal variances, is O(λ)-fooled by expander
random walks regardless of the densities.

We begin with a density-dependent bound which holds for all confinement functions.
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▶ Proposition 29. For t ≥ 1, let G = (V, E) be a λ-expander, and let S1, . . . , St be a sequence
of subsets such that Si is of density ρi. Let ρmax = maxi ρi. Then,

dT V

(
1S1 ⊗ · · · ⊗ 1St

(RWt
G), 1S1 ⊗ · · · ⊗ 1St

(Indt
V )
)

≤
(

1 + 1 − ρt−1
max

1 − ρmax

)
· λ.

Proof. First, observe that we may assume t ≥ 2, as for t = 1 the distributions are identical and
claim trivially holds. The decomposition G = J +λA with ∥A∥ ≤ 1 implies that ∥G − J∥ ≤ λ.
Also, recall that ∥JPiJ∥ = ρi. Let LHS be left-hand size of the inequality in the proposition.
Expressing LHS linear-algebraically, we see that LHS =

∣∣∣1T
∏t

i=1 (PiG) 1 − 1T
∏t

i=1 (PiJ) 1
∣∣∣

and

LHS ≤

∥∥∥∥∥
t∏

i=1
(PiG) −

t∏
i=1

(PiJ)

∥∥∥∥∥ ≤
t∑

k=1

∥∥∥∥∥∥
 t∏

j=k+1
(PjG)

Pk(G − J)

k−1∏
j=1

(PjJ)

∥∥∥∥∥∥
≤

t∑
k=1

∥(G − J)∥

∥∥∥∥∥∥
k−1∏

j=1
(PjJ)

∥∥∥∥∥∥ ≤
t∑

k=1
λ ·

k−2∏
j=1

ρj ≤ λ

(
1 +

t−2∑
ℓ=0

ρℓ
max

)

= λ ·
(

1 + 1 − ρt−1
max

1 − ρmax

)
◀

Note that, in particular, the proof implies a tλ bound for all confinement functions. A similar
hybrid idea was used in [12] to derive a generalization of the expander mixing lemma for
length-t random walks.3 Proposition 29 shows that when the all the sets are small, say, of
density which is bounded from above by some constant α, the corresponding confinement
function is Oα(λ)-fooled.

We proceed with the main result for this section.

Proof of Theorem 4. First, observe that we may assume t ≥ 2, as for t = 1 the distributions
are identical and claim trivially holds. Let LHS be left-hand side of the inequality in the
proposition. Let n = |V | and identify V with [n] arbitrarily. Let us denote by ρi the density
of Si, and by σi its variance, so that ρmax = maxi ρi. Further denote σmax = maxi σi.

We consider two cases according to the relationship between ρmax and λ. Assume first
that ρmax ≤ 2λ. Applying the upper-bound Proposition 22 we find that

LHS =

∣∣∣∣∣ Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] −
t∏

i=1
ρi

∣∣∣∣∣ ≤ √
ρ1ρt ·

t−1∏
i=1

(
λ + (1 − λ)√ρiρi+1

)
≤ ρmax (λ + ρmax(1 − λ))t−1 ≤ ρmax (3λ)t−1 ≤ 3 · ρmax · λ

For the first inequality we observe that both terms inside the absolute value are non-negative,
hence the magnitude of their difference is bounded by the maximal one. Additionally, the
upper-bound provided by the hitting property as presented in Proposition 22 applies to both
terms. Then, we bound λ + 2λ(1 − λ) ≤ 3λ. The last inequality holds under our assumption
that λ ≤ 1/3 and t ≥ 2.

3 In fact their result is more general, as it goes beyond random walk on expander graphs. Their “splittable-
mixing lemma” holds for what they call “λ-splittable structures”, which are subsets of [n]t that admit
certain high-dimensional expansion properties.
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Now, Assume that ρmax ≥ 2λ. For i = 1, . . . , t, let Pi be the n × n projection matrix on
the set Si. That is, Pi is the diagonal matrix satisfying Pi[v, v] = 1 if v ∈ Si and 0 otherwise.

We have the following entry-wise bounds on the flow matrices: P̃i ≤e.w

(
ρi σi

σi 1

)
where all

entries except for the right bottom are equality. To see this, consider that

∥Π0PiΠ0∥ = ∥JPiJ∥ =
∥∥11T Pi11T

∥∥ =
∣∣1T Pi1

∣∣ = ρi.

Moreover, for b ∈ {0, 1} we have

∥ΠbPiΠ0∥ =
∥∥ΠbPi11T

∥∥ = ∥ΠbPi1∥ · ∥1∥ = ∥ΠbPi1∥ .

Since ∥Pi1∥ =
√∑

i∈Si

1
n = √

ρi, we have

∥Π1PiΠ0∥ = ∥Π1Pi1∥ =
√

∥Pi1∥2 − ∥Π0Pi1∥2 =
√

ρi(1 − ρi) = σi.

By symmetry we also have ∥Π1PΠ0∥ = σi . Finally, we bound ∥Π1PiΠ1∥ ≤ ∥Π1∥2 ∥Pi∥ ≤ 1.

Let σmax = maxi σi, and recall that by assumption σmax =
√

ρmax(1 − ρmax). Through
utilizing the submultiplicativity of the flow operator (Claim 11) and Example 10, we find

that G̃Pi ≤e.w

(
ρi σi

λσi λ

)
≤e.w A for A

def=
(

ρmax σmax
λσmax λ

)
. Now, expressing the total

variation distance linear algebraically, we have

LHS =

∣∣∣∣∣ Pr
(v1,...,vt)∼RWt

G

[∀i vi ∈ Si] −
t∏

i=1
ρi

∣∣∣∣∣ =

∣∣∣∣∣1T
t∏

i=2
(PiG) P11 − 1T

t∏
i=2

(PiJ) P11

∣∣∣∣∣
=

∣∣∣∣∣1T
t∏

i=1
(GPi) 1 − 1T

t∏
i=1

(JPi) 1

∣∣∣∣∣ =

∣∣∣∣∣1T
t∏

i=1
(GPi) 1 − 1T

t∏
i=1

(Π0GPi) 1

∣∣∣∣∣
≤

(
t∏

i=1
G̃Pi

)
[0, 0] −

(
t∏

i=1
G̃Pi[0, 0]

)
≤ At[0, 0] − (A[0, 0])t

Where the first inequality is by Lemma 16, and the second is by Lemma 17 Using Lemma 15
we obtain the bound

At[0, 0] − (A[0, 0])t ≤ λρmaxσ2
max

ρmax − λ
·

t−2∑
k=0

ρk
max

(
ρmax + λσ2

max
ρmax − λ

)t−k−2

= λρ2
max(1 − ρmax)
ρmax − λ

·
t−2∑
k=0

ρk
max

(
ρmax + λρmax(1 − ρmax)

ρmax − λ

)t−k−2

≤ 2ρmax · λ · (1 − ρmax)
t−2∑
k=0

ρk
max (ρmax + ρmax(1 − ρmax))t−k−2

≤ 2ρmax · λ · (1 − ρmax)
∞∑

k=0
ρk

max = 2ρmax · λ,

where in the second inequality we have used that ρmax/(ρmax − λ) ≤ 2 and λ/(ρmax − λ) ≤ 1
under our assumption that ρmax ≥ 2λ. ◀
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6 Fooling The Sum Function modulo d

For integers d ≥ 2, d′ ≥ 2 and t ≥ 1, define the function Sumd′,d : Zt
d′ → Zd as

Sumd′,d(a1, . . . , at) =
∑t

i=1 ai mod d. Given the insignificance of d′ within this context,
we will simplify our notation by omitting it, using only Sumd.

In this section we use the flow framework to prove a bias-independent O(
√

d · λ) total
variation bound for Sumd. We also prove a bias amplification result (Lemma 33) from which
an O(

√
d ·ct) total variation bound can be derived using Lemma 8, where c < 1 is a parameter

that depends on the bias of the labeling and λ. [8] obtains a similar bound, which they
derive from their results on permutation branching programs.
▶ Remark 30. While characters of Zd are formally defined on values in Zd, throughout this
section, we simplify notation by using χ(a) for an arbitrary integer a and character χ of Zd,
to mean χ(a mod d).

6.1 Bias Amplification
We begin our discussion with the Boolean case.

▶ Definition 31 (bias over Z2). The bias of a labeling val : [n] → {0, 1} is defined as
bias(val) def=

∣∣Ei∈[n](−1)val(i)
∣∣.

The distribution over {0, 1} obtained by sampling a uniformly random element of [n]
and outputting its label is bias(val)-biased. However, the distribution obtained by taking t

uniformly random samples from [n] and computing the parity of the corresponding labels is
only bias(val)t-biased. That is, the bias decreases exponentially with t. To see this, note that∣∣∣∣ E

(i1,...,it)∈[n]t
(−1)

∑t

j=1
val(ij)

∣∣∣∣ =

∣∣∣∣∣∣
t∏

j=1
E

ij∈[n]
(−1)val(ij)

∣∣∣∣∣∣ = bias(val)t.

It has been observed in [13] that this bias reducing construction can be derandomized by
taking length-(t − 1) expander random walks on [n] rather than independent samples. In this
case, it is shown that the bias of the resulting distribution is at most (bias(val)+λ)⌊t/2⌋, where
λ is the expansion parameter of the graph. In [13], this property is called parity sampling,
and it follows that expander random walks are good parity samplers. This observation is a
key part of the breakthrough construction of almost optimal ε-balanced codes [13].

In the context of the sum function modulo d, we allow labelings with a larger alphabet
size. It is therefore natural to ask whether the bias amplification phenomenon extends to
Zd where d > 2. Observe that the bias of a labeling val : [n] → {0, 1} is simply the inner
product of the distribution induced by the labeling with the non-trivial character of Z2. This
notion extends naturally to characters of Zd as follows.

▶ Definition 32 (bias over Zd). For integers d ≥ 2 and d′ ≥ 2, the bias of a labeling
val : [n] → Zd′ with respect to a character χ of Zd is defined as biasχ(val) def=

∣∣Ei∈[n]χ(val(i))
∣∣.

The same argument as before shows that for any character χ of Zd, taking t independent
samples from [n] and outputting the sum of their labels modulo d yields a distribution on
Zd with bias biasχ(val)t with respect to the character χ. Moreover, we prove that replacing
the independent samples by length t − 1 random walk on a λ-expander graph obtains a
distribution on Zd with bias at most (biasχ(val) + λ)⌊t/2⌋ with respect to the character χ. (In
fact, the bound is slightly better, as here it may be larger than 1). In other words, expander
random walks are good character samplers. This fact has also been independently observed
in [11].

APPROX/RANDOM 2024



31:20 The Expander Hitting Property When the Sets Are Arbitrarily Unbalanced

▶ Lemma 33 (Bias Amplification). For integers t ≥ 2, d ≥ 2, and d′ ≥ 2, let G = (V, E) be a
λ-expander, and let val : V → Zd′ be any labeling. Let χ be a character of Zd. Then∣∣∣∣∣ E

(v1,...,vt)∼RWt
G

χ

(
t∑

i=1
val(vi)

)∣∣∣∣∣ ≤
(
(1 − λ)2 · biasχ(val) + 2λ(1 − λ) + λ2)⌊ t

2 ⌋
, (4)

where biasχ(val) =
∣∣∣∣ E
i∈[n]

χ(val(i))
∣∣∣∣ is the bias of val with respect to χ.

The proof for Lemma 33 appears in the full version of this paper [14]

6.2 Bias-independent bound using the flow framework
When the bias is bounded by a constant, the bias amplification property implies that the
distributions Sumd(val(Indt

V )) and Sumd(val(RWt
G)) are highly unbiased, with bias which is

exponentially small in t. Applying the triangle inequality to the XOR-Lemma (Lemma 8),
we see that the total variation distance between these distributions is bounded by the sum of
the biases of each distribution with respect to a worst-case non-trivial character. As such,
it is decreasing exponentially fast with t as well. However, this argument hinges on the
assumption that the given labeling is balanced. If we have, say, biasχ(val) = 1 − 1/t for some
non-trivial character χ of Zd, the bias amplification argument is insufficient for an effective
total variation bound. This constitutes the primary reason why earlier works such as [5] and
[4], which rely heavily on the bias-amplification property, result in total variation bounds
that are bias-dependent.

Next, we use the flow framework to obtain an O(
√

d · λ) bias independent bound, similar
to that of [8]. The proof in this case is arguably simpler than the more general case in [8],
which applies for all small-width permutation branching programs.

Proof of Theorem 6. First, observe that we may assume t ≥ 2, as for t = 1 the distributions
are identical, and the claim trivially holds. Let LHS be left-hand side of the inequality in the
theorem. Let n = |V | and identify V with [n] arbitrarily. Observe that in order to obtain a
total variation bound, it suffices to bound the maximum bias of the difference between the
two distributions. Indeed, by the XOR-Lemma (Lemma 8 )

LHS ≤
√

d

2 · max
χ∈Ẑd

∣∣〈χ, Sumd

(
val(RWt

G)
)

− Sumd

(
val(Indt

V )
)〉∣∣

We fix a character χ of Zd that attains the maximum. Let µ = biasχ(val) be the bias of the
labeling val with respect to χ. We consider two cases according to the relation between µ

and λ. To begin, let us assume that µ ≤ 3λ. In that case,

LHS ≤
√

d

2

∣∣∣∣∣ E
v=(v1,...,vt)∼RWt

G

χ

(
t∑

i=1
val(vi)

)
− E

v∼Indt
V

χ

(
t∑

i=1
val(vi)

)∣∣∣∣∣ (5)

≤
√

d ·
(
(1 − λ)2 · µ + 2λ(1 − λ) + λ2)⌊ t

2 ⌋

≤
√

d ·
(
3(1 − λ)2 · λ + 2λ(1 − λ) + λ2)⌊ t

2 ⌋ ≤
√

d · (5λ)⌊
t
2 ⌋ ≤ 5

√
d · λ,

where the second inequality is implied by the triangle inequality and the bias amplifica-
tion property established in the previous subsection. The last inequality holds under our
assumption that t ≥ 2 and λ ≤ 1/6.
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Now, let us assume that µ ≥ 3λ. Instead of applying the triangle inequality on the
second line of Equation 5, we express it linear algebraically. We then give entry-wise bounds
for the flow matrices of the involved linear operators. Let P be the n × n diagonal matrix
P = diag(χ(val(1)), . . . , χ(val(n))). We have the following entry-wise bounds on the flow

matrix: P̃ ≤e.w

(
µ

√
1 − µ2√

1 − µ2 1

)
where all entries except for the right bottom are

equality. To see this, note that

P̃ [0, 0] = ∥Π0PΠ0∥ = ∥JPJ∥ =
∥∥11T P11T

∥∥ =
∣∣1T P1

∣∣ = µ.

Moreover, we see that for b ∈ {0, 1},

∥ΠbPΠ0∥ =
∥∥ΠbP11T

∥∥ = ∥ΠbP1∥ ·
∥∥1T

∥∥ = ∥ΠbP1∥ .

Now, since P is unitary,

P̃ [0, 0]2 + P̃ [1, 0]2 = ∥Π0P1∥2 + ∥Π1P1∥2 = ∥P1∥2 = ∥1∥ = 1

By symmetry we conclude that P̃ [1, 0] = P̃ [0, 1] =
√

1 − µ2. Finally, we bound P̃ [1, 1] =
∥Π1PΠ1∥ ≤ ∥Π1∥2 ∥P∥ ≤ 1. By submultiplicativity of the flow operator (Claim 11) and

Example 10, We see that G̃P ≤e.w A for A
def=
(

µ
√

1 − µ2

λ
√

1 − µ2 λ

)
. Now, Let us pick

up Equation 5 after the first inequality. Expressing the bias linear-algebraically,∣∣∣∣∣ E
v∼RWt

G

χ

(
t∑

i=1
val(vi)

)
− E

v∼Indt
V

χ

(
t∑

i=1
val(vi)

)∣∣∣∣∣ =
∣∣1T (PG)t−1P1 − 1T (PJ)t−1P1

∣∣
and,∣∣1T (PG)t−1P1 − 1T (PJ)t−1P1

∣∣ =
∣∣1T (GP )t1 − 1T (JP )t1

∣∣
=
∣∣1T (GP )t1 − 1T (Π0GP )t1

∣∣ (Π0G = J)

≤ (G̃P )t[0, 0] − (G̃P [0, 0])t (Lemma 16)
≤ At[0, 0] − (A[0, 0])t. (Lemma 17)

Applying Lemma 13 we obtain the bound

At[0, 0] − (A[0, 0])t ≤ λµ(1 − µ2)
µ − λ

t−2∑
k=0

µk

(
µ + λ(1 − µ2)

µ − λ

)t−k−2

≤ 3
2 · λ(1 − µ2)

t−1∑
k=0

µk

(
µ + 1

2 · (1 − µ2)
)t−k−1

≤ 3
2 · λ · (1 + µ)(1 − µ)

∞∑
k=0

µk

≤ 3 · λ.

where the second inequality holds as our assumption µ ≥ 3λ implies that µ/(µ − λ) ≤ 3/2
and λ/(µ − λ) ≤ 1/2. In the third inequality we have used that µ + 1

2 · (1 − µ2) ≤ 1. Overall,
we have dT V

(
Sumd

(
val(RWt

G)
)

, Sumd

(
val(Indt

V )
))

< 5
√

d · λ in all cases, and the proof is
complete. ◀
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Abstract
We give a Õ(n) time almost uniform sampler for independent sets of a matroid, whose ground set
has n elements and is given by an independence oracle. As a consequence, one can sample connected
spanning subgraphs of a given graph G = (V, E) in Õ(|E|) time, whereas the previous best algorithm
takes O(|E| |V |) time. This improvement, in turn, leads to a faster running time on estimating
all-terminal network reliability. Furthermore, we generalise this near-linear time sampler to the
random cluster model with q ≤ 1.

2012 ACM Subject Classification Theory of computation → Random walks and Markov chains

Keywords and phrases Network reliability, Random cluster modek, Matroid, Bases-exchange walk

Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2024.32

Category RANDOM

Funding Heng Guo: This project has received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme (grant agreement No.
947778).

Acknowledgements We would like to thank the hospitality of NII Shonan meeting No. 186, where
some of the discussion took place.

1 Introduction

Let M = ([n], I) be a matroid of rank r and λ ∈ Rn
>0 be the external fields (namely weights

for the ground set elements). Denote its set of bases by B = B(M), and by I = I(M) the
set of independent sets. Suppose that we want to sample a random base B ∈ B from the
following distribution:

∀B ∈ B, µB,λ(B) ∝
∏
i∈B

λi.

There is a natural Markov chain, namely the bases-exchange walk (also known as the down-up
walk) [8], that converges to the distribution above. Anari, Liu, Oveis Gharan, and Vinzant [2]
showed that this chain mixes in polynomial time. Subsequently, Cryan, Guo, and Mousa [7]
and a follow up work by Anari, Liu, Oveis Gharan, Vinzant, and Vuong [3] refined the mixing
time to the optimal O(r log r).
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In this work, we focus on another important distribution associated with the matroid M,
namely, the distribution µM,λ over the independent sets of M:

∀S ∈ I, µM,λ(S) ∝
∏
i∈S

λi. (1)

As suggested by the previous work [3], in order to sample from µM,λ, we may construct
another matroid MI so that there is a one-to-one correspondence between the bases of MI
and the independent sets of M. Therefore, we may use the bases-exchange walk on MI to
approximately generate samples from µM,λ within O(n log n) steps.

However, an efficient implementation of the bases-exchange walk on MI is far from trivial.
Note that the input matroid is usually given succinctly. For example, for a graphic matroid,
it is sufficient to input the associated graph, rather than a list of all the bases or independent
sets, which can be exponentially large in the size of the graph. The most common and
standard way is to give the matroid by an independence oracle OI . Upon receiving a subset
of elements, the independence oracle OI returns whether or not the set is independent. Given
OI , the naïve implementation of the bases-exchange walk requires O(n) oracle calls per step.
Depending on the application, there may be even further cost of implementing the oracle.
This prevents us from getting a near-linear time sampler for many potential applications.

To get a faster algorithm, Anari, Liu, Oveis Gharan, Vinzant, and Vuong considered a
different oracle O′ [3]. One can query O′ a subset S ⊆ [n] with the promise that S contains
at most one circuit. If a circuit exists, O′ will output a uniformly random element of the
circuit. In [3], it is showed that there is a sampling algorithm for µM,λ using O(n log n)
queries in total of O′. However the downside is that this oracle O′ is typically more difficult
to implement than the independence oracle OI . In our applications to be discussed later
(network reliability and the random cluster model), the independence oracle OI can be
implemented in logarithmic time (at least in an amortized sense), whereas it appears to
require at least linear time to implement O′. A straightforward implementation of O′ requires
O(r) calls to OI , where r is the rank of the matroid M. This leads to a sampling algorithm
using O(rn log n) oracle calls to OI . Note that the rank r is often not a constant and can be
as large as Ω(n).

We give a sampler which requires O((1 + λmax)n log(n/ε)) oracle calls in expectation to
OI , where λmax := maxi∈[n] λi and ε is the sampling error. This improves the previously
best O(rn log n) running time [3]. We use the total variation distance (TV distance) to
measure the distance between two distributions µ and ν over a finite space Ω, defined by
DTV (µ, ν) := 1

2
∑

X∈Ω |µ(X) − ν(X)|.

▶ Theorem 1. Equipped with the independence oracle OI of a matroid M = ([n], I),
there exists an algorithm that takes external fields λ ∈ Rn

>0 and ε ∈ (0, 1) as inputs, and
outputs a random set S ∈ I satisfying DTV (µM,λ, S) ≤ ε. In expectation, it runs in
O ((1 + λmax)n log(n/ε)(log n + tOI

)) time, where tOI
is the time to answer a query by the

independence oracle OI and λmax := maxi∈[n] λi.

The proof of Theorem 1 is given in Section 3.
▶ Remark 2. In particular, instead of the independence oracle OI , for our algorithm in
Theorem 1, it suffices to have a data structure maintaining a set S ⊆ [n] which supports:

to insert an element to S;
to delete an element from S;
and to query if S ∈ I.

Given such a data structure, tOI
in Theorem 1 can be substituted by the worst case or

amortized running time of these operations.
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The crux of Theorem 1 is a fast implementation of the transition step of the bases-
exchange chain for MI . Note that the transition of a Markov chain is in itself yet another
sampling problem. We design a rejection sampling procedure for this latter sampling task.
There is a constant upper bound for the rejection probability (see Lemma 14), guaranteeing
a success with high probability in logarithmic trials.

A consequence of our algorithm is a faster approximation algorithm for the all-terminal
network reliability. The problem is defined as follows. Given a connected undirected graph
G = (V, E) and failure probabilities p ∈ RE

>0, the all-terminal network reliability Zrel(G, p) is
the probability that the graph is connected if each edge e fails (i.e. is removed) independently
with probability pe. Formally, for S ⊆ E, let

wt(S) := 1[G[E \ S] is connected] ·
∏
e∈S

pe

∏
f∈E\S

(1 − pf ), (2)

where G[E \ S] is the spanning subgraph of G on E \ S. Then the reliability of the network is

Zrel(G, p) :=
∑
S⊆E

wt(S).

By standard techniques [16, 20, 17], estimating Zrel(G, p) can be reduced to approximate
sampling of the (weighted) distribution of connected spanning subgraphs:

∀S ⊆ E, µNR
G,p(S) ∝ wt(S). (3)

The study of the computational complexity of network reliability was initiated by Valiant
[21]. Exact evaluation of the all-terminal version is known to be #P-hard [15, 19]. Guo and
Jerrum [11] gave the first fully polynomial-time randomized approximate scheme (FPRAS)
using the partial rejection sampling framework [12]. This algorithm samples from µNR

G,p in
O(|E| + pmax|V ||E|

1−pmax
) time in expectation [10] where pmax := maxi pi is the maximum failure

probability, and this bound is tight for the technique. It is also worth mentioning that, using
the result in [3] directly, it is possible to get an Õ(|V | |E|) time sampler, whose running time
is of roughly the same order as the partial rejection sampling algorithm.

Using Theorem 1, we obtain an Õ(|V |) speed-up to sample from µNR
G,p. This gives the

first near-linear time sampler for connected spanning subgraphs.

▶ Corollary 3. Let G = (V, E) be a connected graph with n vertices and m edges. Let
p ∈ (0, 1)E be the failure probabilities for edges. There is an algorithm that takes G, p and
ε ∈ (0, 1) as input, and outputs a random subset S ⊆ E such that DTV

(
µNR

G,p, S
)

≤ ε in
O

(
m(log3 n+log 1

ε )
1−pmax

)
time in expectation, where pmax := maxe∈E pe.

Proof. Let Ω := {S ⊆ E | µNR
G,p(S) > 0} be the support of µNR

G,p. Recall that µNR
G,p(S) > 0 if

and only if G[E \ S] is connected. This means that there is a spanning tree T of G contained
in E \S. Note that spanning trees are bases of the graphic matroid MG of a graph G. Hence,
let MNR := (E, Ω), it holds that MNR is the dual matroid of MG, namely the co-graphic
matroid. This also means that µNR

G,p = µM,λ for M = MNR and λe = pe

1−pe
, ∀e ∈ E as

defined in (1).
It remains to implement the independence oracle efficiently. For this we use dynamic

data structures for connectivity of graphs, which is a topic that has been extensively studied.
For MNR, as in Remark 2, we implement the independence oracle OI with amortized cost
tOI

= O(log2 n) by using the data structure in [22, Section 3] directly. The corollary follows
by combining this with Theorem 1. ◀

APPROX/RANDOM 2024
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As we can see in the proof, the advantage of our algorithm is that the independence oracle
can be implemented in amortized logarithmic time. In contrast, it requires at least linear
time to implement the oracle O′ of Anari, Liu, Oveis Gharan, Vinzant, and Vuong [3]. Our
sampling algorithm in Theorem 1 calls the independence oracle only a near-linear number of
times, which is crucial to obtain the overall near-linear running time.

Using the counting to sampling reduction in [10], Corollary 3 implies an FPRAS that
outputs an (1 ± ε)-approximation of Zrel(G, p) in time O

(
mn log4(n)
ε2(1−pmax) log 1

1−pmax

)
. As before,

this improves the previous best running time by a factor of Õ(n). We also note that the
running time in Corollary 3 is linear in (1 − pmax)−1. This factor comes from our rejection
sampling implementation of the down-up walk, whereas the naïve implementation of the down-
up walk has logarithmic dependence. On the other hand, in most applications, 1−pmax = Ω(1).
For example, for the uniform distribution over connected spanning subgraphs, pe = 1/2 for
all e. Moreover, in the simulated annealing counting to sampling reduction [10], we do not
need to consider pe larger than pmax. Thus, in this reduction, there is no extra slowdown
due to this linear dependence on 1 − pmax. In any case, we leave improving this dependence
for near-linear time samplers as an open problem.

The distribution µNR
G,p in (3) is a special case of the random cluster model on the graph

G with parameter q = 0 [9]. More generally, for a matroid M = ([n], I) with a rank function
rk(·), the random cluster model with parameter q ≥ 0 and external fields λ ∈ Rn

>0 is defined
as follows: for S ⊆ X,

πRC,q,λ(S) ∝ q− rk(S)
∏

xi∈S

λi. (4)

For q = 0, the support of the distribution in (4) must have the highest rank. For a graphic
matroid over a graph G, this means that G[S] must be connected, namely S in (4) corresponds
to E \ S in µNR

G,p.
We also extend our near-linear time sampler to random cluster models with q ≤ 1. Note

that the rank of S plays an important role in the distribution in πRC,q,λ (4). Thus, instead
of the independence oracle, here we use a rank oracle, which upon a query S returns the
rank of S.

▶ Theorem 4. Let 0 ≤ q ≤ 1 be a parameter. Equipped with the rank oracle Or of a
matroid M = ([n], I), there exists an algorithm that takes external fields λ ∈ Rn

>0 and
ε ∈ (0, 1) as inputs, and outputs a random set S such that DTV (πRC,q, S) ≤ ε. It runs in
O

(
(1 + λ−1

min)n log(n/ε)(log n + tOr
)
)

time in expectation, where tOr
is the time to answer a

query by the rank oracle Or and λmin := mini∈[n] λi.

Theorem 4 is proved in Section 4.
Similar to Remark 2, it suffices to replace the rank oracle by a data structure that supports

insertion/deletion of elements and query if the rank changes after removing an element. For
graphs, the rank oracle, once again, can be implemented using the data structure in [22].
This is because rk(S) = |V | − 1 + κ(E) − κ(S), where κ(S) is the number of connected
components in G[S]. Thus the rank change query in graphs is exactly the same as asking if
u and v are connected after removing an edge (u, v). The amortized cost of using this data
structure is O(log2 n).

▶ Corollary 5. Let G = (V, E) be a graph with n vertices and m edges. Let q ≤ 1 be a
parameter and λ ∈ RE

>0 be the external fields on edges. There is an algorithm that takes G,
λ and ε ∈ (0, 1) as input, and outputs a random subset S ⊆ E such that DTV (πRC,q, S) ≤ ε

in O
(
(1 + λ−1

min)m(log3 n + log 1
ε )

)
time in expectation, where λmin := mini∈[n] λi.
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2 Preliminaries

2.1 Matroid
Matroid is an abstract combinatorial structure that generalizes the notion of linear inde-
pendence. It is usually specified by a pair M = (U, I) where U is a ground set and I ⊆ 2U

is a collection of subsets of U . The subsets in I are known as the independent sets of the
matroid and satisfy the following axioms:

∅ ∈ I;
if S ∈ I, T ⊆ S, then T ∈ I;
if S, T ∈ I and |S| > |T |, then there is an element i ∈ S \ T such that T ∪ {i} ∈ I.

The first axiom ensures that I is non-empty. The second shows that I is downward closed,
and the third implies that the cardinality of maximal independent sets are the same. This
maximum cardinality is known as the rank of the matroid M. The set of bases B = B(M)
is the collection of independent sets of maximum cardinality. The rank also extends as a
function to subsets of U . For S ⊆ U , rk(S) is defined as the size of the maximum independent
sets contained in S.

For a matroid M = (U, I), its dual matroid M⋆ = (U, I⋆) has the same ground set U with
the collection of independent sets I⋆ := {S ⊆ U | ∃B ∈ B(M), B ⊆ U \ S}. By definition,
every base B⋆ of M⋆ is the complement of the base B = U \ B⋆ of M and vice versa.

2.2 Strongly log-concave polynomial
Let f ∈ R[x1, x2, . . . , xn] be a polynomial with non-negative coefficients. f is called

r-homogeneous if the degree of every monomial in f is r;
multiaffine if every variable appears with degree no more than 1;
log-concave over the first orthant (or log-concave for short) if log f is concave over Rn

>0,
i.e., for x, y ∈ Rn

>0 and λ ∈ (0, 1),

f(λx + (1 − λ)y) ≥ f(x)λf(y)1−λ;

strongly log-concave if f is either vanishes or log-concave after taking any sequence of
partial derivatives.

The notion of strong log-concavity is introduced by Gurvitz [14, 13]. For a homogeneous
polynomial, it turns out to be equivalent to related notions of complete log-concavity by
Anari, Oveis Gharan, and Vinzant [4] and Lorentzian by Brändén and Huh [6]. See [6,
Theorem 2.30]. For simplicity, we will not define the latter two.

A well known fact is that affine transform T : Rm → Rn (i.e., T (y) = Ay + b for some
A ∈ Rn×m and b ∈ Rn) preserves log-concavity.

▶ Lemma 6 ([4, Lemma 2.1]). If f ∈ R[x1, · · · , xn] is log-concave and T : Rm → Rn is
an affine transformation such that T (Rm

>0) ⊆ Rn
>0, then f(T (y1, · · · , ym)) ∈ R[y1, · · · ym] is

log-concave.

As observed in [3], for a multiaffine polynomial f , its partial derivative is given by

∂1f = lim
c→∞

f(c, x2, · · · , xn)
c

,

which means the derivatives of a multiaffine log-concave polynomial are limits of log-concave
polynomials, which are also log-concave by definition. It implies that a multiaffine log-concave
polynomial is automatically strongly log-concave.
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▶ Fact 7 ([3]). If polynomial f is multiaffine and log-concave, then f is strongly log-concave.

We note that most polynomials we consider are multiaffine, which means that log-concavity
and strong log-concavity are equivalent within the scope of this work.

2.3 Polynomial and distribution
Let µ be a distribution over 2[n]. The generating function of µ is given by

gµ =
∑

S⊆[n]

µ(S)
∏
i∈S

xi.

It is known that multiaffine polynomials are closely related to generating polynomials of
distribution. Let f be a multiaffine polynomial f ∈ R[x1, x2, . . . , xn] with non-negative
coefficients. If f ̸= 0, there exists a distribution µ over 2[n] such that its generating
polynomial is identical to f up to a scaling factor. Hence, we may also say f is the generating
polynomial of µ.

Furthermore, if the generating function gµ of µ is r-homogeneous and log-concave, then
the support of µ must be the set of bases of a matroid [6].

2.4 Down-up walk
Let µ be a distribution over

([n]
r

)
. Let Ω(µ) := {S ⊆ [n] | µ(S) > 0} be the support of µ.

A classical method for sampling from this homogeneous distribution is the down-up walk,
described below.

▶ Definition 8. For a distribution µ over
([n]

r

)
, the down-up walk P updates a configuration

S ∈
([n]

r

)
according to the following rule:

1. select a subset T ⊆ S of size r − 1 uniformly at random;
2. update S to S′ by selecting S′ ⊇ T with probability proportional to µ(S′).
When the support of µ is the set of bases of a matroid, this walk is also known as the
bases-exchange walk.

If the down-up walk P connects Ω(µ), then µ is its unique stationary distribution. Its
mixing time is defined by

tmix(ε) := min
{

t

∣∣∣∣ max
S∈Ω(µ)

DTV
(
P t(S, ·), µ

)
≤ ε

}
.

The down-up walk mixes rapidly if gµ is (strongly) log-concave [7, 3].

▶ Proposition 9 ([3, Theorem 1]). If gµ is r-homogeneous and log-concave, the mixing time
of the down-up walk can be bounded by tmix(ε) = O(r log(r/ε)).

3 Our algorithm

In this section, we prove Theorem 1. Our main tool is the down-up walk in Definition 8. As
the uniform distribution over independent sets is not homogeneous, in Section 3.1 we first
consider a standard homogenization, namely its polarized version. Then standard results
imply that the down-up walk for the polarized homogeneous distribution mixes in time
O(n log n). In Section 3.2, we show how to implement the down-up walk with Õ(1) cost.
With these ingredients, the proof of Theorem 1 is given at the end of this section.
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3.1 Down-up walk for polarized polynomial
Let M = ([n], I) be a rank-r matroid and λ ∈ Rn

>0 be the external fields. Consider

g(x1, · · · , xn) :=
∑
S∈I

∏
i∈S

xi.

It is straightforward to verify that g(λ1x1, · · · , λnxn) is the generating polynomial of µM,λ.
Note that g is not homogeneous, which means that we may not directly employ the

down-up walk to sample from the distribution µM,λ. However, there is a homogeneous
variant of g,

gh(y, x1, · · · , xn) :=
∑
S∈I

yn−|S|
∏
i∈S

xi. (5)

As a key step in the proof of Mason’s ultra-log-concavity conjecture for independent sets of
matroid [1, 6], the following result is proved.

▶ Lemma 10 ([1, Theorem 4.1]). The polynomial gh in (5) is strongly log-concave.

However, gh is not multiaffine, which means that it is not a generating polynomial of any
distribution. Instead, we consider the polarized version of gh.

▶ Lemma 11. If gh in (5) is strongly log-concave, then the following polynomial is also
strongly log-concave:

gp(x1, · · · , xn, y1, · · · , yn) =
∑
S∈I

en−|S|(y)(
n

|S|
) ∏

i∈S

xi, (6)

where ek(y) =
∑

1≤i1<i2<...<ik≤n

∏k
j=1 yij is the k-th elementary symmetric polynomial.

We remark that Lemma 11 is a special case of [6, Proposition 3.1], and it is more explicitly
derived in [18, Section 6.6].

The polarized polynomial in (6) corresponds back to a distribution. Let X := {x1, · · · , xn}
denote elements in M and Y := {y1, · · · , yn} denote the auxiliary variables introduced by
polarization. Let π be the distribution over subsets of X ∪ Y corresponding to the generating
polynomial gp(λ1x1, . . . , λnxn, y1, . . . , yn). Then the support of π is given by

Ω(π) = {A ∪ B | A ∈ I, B ⊆ Y, |A| + |B| = n}.

Furthermore, for every S = A ∪ B ∈ Ω(π), it holds that

π(S) ∝ 1(
n

|A|
) ∏

xi∈A

λi,

and
∑

S:S∩X=A π(S) = µM,λ(A).
Therefore, to sample from µM,λ within a TV distance of ε, it suffices to sample S ∈ Ω(π)

such that DTV (S, π) ≤ ε, and then return S ∩ X as the result.
Note that gp is homogeneous and multiaffine. Moreover, according to Lemma 10 and

Lemma 11, gp is strongly log-concave. Thus, the polynomial gp(λ1x1, · · · , λnxn, y1, · · · , yn)
is also log-concave by Lemma 6. Hence, by Proposition 9, we have the following result, which
gives a powerful framework to build fast sampling algorithm for independent set of matroid.

▶ Lemma 12. The down-up walk P of π mixes in time O(n log(n/ε)).
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Algorithm 1 a step of down-up walk P on π.

1 select a subset T ⊆ S of size n − 1 uniformly at random;
2 update S to S′ by selecting random S′ ⊇ T according to the following law:

Pr [S′] ∝ 1[S′ ∩ X ∈ I] ×


1

( n
|T ∩X|)

, S′ \ T ∈ Y ;
λi

( n
|T ∩X|+1)

, S′ \ T = {xi} for some xi ∈ X.
(7)

We note that the mixing time O(n log(n/ε)) does not readily imply a sampler which runs
in O(n log(n/ε)) time, as it may take ω(1) time to implement a single transition step of P .
According to Definition 8, in each step, P updates a state S ∈ Ω(π) as in Algorithm 1.

The main obstacle is to implement the second step in Algorithm 1 efficiently. A naïve
approach checks whether ({xi} ∪ T ) ∩ X ∈ I for each xi ∈ X \ T by calling the independence
oracle OI , and then generates a random sample from all “feasible” xi and together with all
of yi ∈ Y \ T according to the desired distribution in (7). In the worst case, this gives an
O(n) overhead and the running time of the sampling algorithm becomes O(n2 log n).

3.2 A fast implementation of the down-up walk

Our main contribution is an efficient implementation of the down-up walk P on π, where
each step of P takes constant time in expectation given an independence oracle OI . In fact,
the implementation task is yet another sampling problem from the distribution in (7), and
we do so by rejection sampling, described in Algorithm 2.

Algorithm 2 implementation for the second step of the down-up walk P .

input : a subset T ⊆ X ∪ Y of size n − 1 such that T ∩ X ∈ I
output : a random configuration S according to the distribution defined in (7)

1 while true do
2 propose an element e ∈ (X ∪ Y ) \ T according to the following distribution ν:

∀e ∈ (X ∪ Y ) \ T, ν(e) ∝

{
λi, e = xi ∈ X \ T ;
n−|T ∩X|
1+|T ∩X| , e ∈ Y \ T.

(8)

3 if (T ∪ {e}) ∩ X ∈ I then
4 return S = T ∪ {e};

The correctness of Algorithm 2 is straightforward.

▶ Fact 13. The state S produced by Algorithm 2 follows the distribution defined in (7).

In terms of efficiency, the while loop in Algorithm 2 is anticipated to execute for a
constant number of rounds in expectation. This is because the rejection probability is upper
bounded by a constant, as shown by the next lemma.

▶ Lemma 14. It holds that Pre∼ν [(T ∪ {e}) ∩ X ̸∈ I] ≤ λmax
1+λmax

, where λmax = maxi∈[n] λi.
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Proof. Suppose |T ∩ X| = k. Note that if e ∈ Y \ T , then (T ∪ {e}) ∩ X ∈ I. This means

Pre∼ν [(T ∪ {e}) ∩ X ̸∈ I] ≤
∑

xi∈X\T

λi∑
xi∈X\T λi +

∑
y∈Y \T

n−k
1+k

=
∑

xi∈X\T λi∑
xi∈X\T (1 + λi)

≤ λmax

1 + λmax
,

where the equality is due to |Y ∩ T | + k = n − 1. ◀

Now, we are ready to prove Theorem 1.

Proof of Theorem 1. Our algorithm is just running Algorithm 1 for O(n log(n/ε)) steps
and then output S ∩ X. Line 2 of Algorithm 1 is implemented by Algorithm 2, to get a
random state S. By Lemma 12 and Fact 13, it holds that DTV (S ∩ X, µ) ≤ ε.

To implement (8), we maintain two balanced binary search trees TX and TY that keep
track of the weight of each node and the sum of weights in each subtree. The first tree
TX maintains elements xi ∈ X \ T each assigned with weight λi, and the second tree TY

maintains elements yi ∈ Y \ T with weight 1.
To produce an e ∼ ν, first choose tree TZ ∈ {TX , TY } randomly according to the law:

TZ =
{

TX with prob. ∝
∑

xi∈X\T λi

TY with prob. ∝ n − |T ∩ X|
,

where we note that
∑

xi∈X\T λi, and |T ∩ X| could be obtained by a constant number of
queries via the binary search trees. To sample an element e ∈ TZ according to the weights of
each element, we may consider a binary search algorithm on TZ that runs in O(log n) time.
We initialize a variable e with the root of TZ , and then repeat the following procedure:
1. Let L be the sum of weights in the left subtrees of e, R be the sum of weights in the right

subtrees, and W be the weights of e;
2. Sample a real number 0 < x < L + R + W uniformly at random. If x < W , return e; else

if x < W + L, update e to the left child of e; otherwise, update e to the right child of e.
Finally, by Lemma 14, the rejection sampling procedure in Algorithm 2 runs within O(1+λmax)
rounds in expectation. Also note that in each round of the rejection sampling, we need tOI

time to query the independence oracle. Together, the algorithm runs in

O((1 + λmax)n log(n/ε)(log n + tOI
))

time in expectation. ◀

4 Random cluster models with q ≤ 1

Once again, let M = (X, I) be a matroid, equipped with a rank function rk(·). Let
λ = {λi}i∈[n], where λi > 0 is the weight or external field of xi ∈ X. Let 0 ≤ q ≤ 1 be a
parameter. Recall the definition of the random cluster model [9] in (4). Note that when
q = 0, the support of πRC,q,λ are all subsets of full rank, namely they are the complements
of the independent sets of the dual matroid.

Similar to Section 3.1, as the distribution is not homogeneous, we want to polarize it. Let
Y be a set of n = |X| auxiliary variables. For T ⊆ X ∪ Y such that |T | = n, the polarized
distribution is given by

π̂RC,q,λ(T ) ∝
q− rk(T ∩X) ∏

xi∈T ∩X λi(
n

|T ∩Y |
) . (9)
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Let the right hand side of (9) be wt(T ). Note that the marginal distribution of π̂RC,q,λ on
X is the same as πRC,q,λ.

Once homogenized, we may consider the up-down walk for π̂RC,q,λ. For the up step, we
uniformly add an element from (X ∪ Y ) \ T . For the down step, suppose the current set is T

such that |T | = n + 1. We want to remove an element e ∈ T with probability proportional to
wt(T \ {e}). Namely, the transition probability p(e) satisfies

p(e) ∝



q− rk(T ∩X)
∏

xi∈T ∩X
λi

( n
|T ∩Y |−1)

if e ∈ T ∩ Y ;
q− rk(T ∩X)

∏
xi∈T ∩X

λi

λj( n
|T ∩Y |)

if e = xj ∈ T ∩ X and rk(T ∩ X \ e) = rk(T ∩ X);
q− rk(T ∩X)+1

∏
xi∈T ∩X

λi

λj( n
|T ∩Y |)

if e = xj ∈ T ∩ X and rk(T ∩ X \ e) = rk(T ∩ X) − 1.

(10)

We may further normalize (10) to get

p(e) ∝


n−|T ∩Y |+1

|T ∩Y | = |T ∩X|
|T ∩Y | if e ∈ T ∩ Y ;

λ−1
j if e = xj ∈ T ∩ X and rk(T ∩ X \ e) = rk(T ∩ X);

qλ−1
j if e = xj ∈ T ∩ X and rk(T ∩ X \ e) = rk(T ∩ X) − 1.

(11)

To implement (11), we may first propose e ∼ ν where

ν(e) ∝

{
|T ∩X|
|T ∩Y | if e ∈ T ∩ Y ;
λ−1

j if e = xj ∈ T ∩ X,

and then reject e ∈ T ∩ X with probability 1 − q if rk(T ∩ X \ {e}) = rk(T ∩ X) − 1. Keep
doing this until we accept. To see the efficiency of this implementation. Let E be the event
that rejection happens. Then,

Pr [E ] ≤
∑

xj∈T ∩X

(1 − q)λ−1
j∑

xj∈T ∩X λ−1
j +

∑
e∈T ∩Y

|T ∩X|
|T ∩Y |

= (1 − q)
∑

xj∈T ∩X λ−1
j∑

xj∈T ∩X(λ−1
j + 1)

≤ 1 − q

1 + λmin
,

where λmin := mini∈[n] λi. Thus, in expectation, we will successfully make a transition after
O

(
λmin+1
λmin+q

)
= O(1 + λ−1

min) steps.
One more issue with the implementation is that we need to check the rank of T ∩ X and

T ∩ X \ {e}. This is why we need a rank oracle instead of the independence oracle.
The only missing ingredient to get Theorem 4 is the mixing time of the chain. To this

end, we claim that the up-down walk here is just the down-up walk of the corresponding
random cluster model on the dual matroid. As the homogenized generating polynomial for
random cluster models with q ≤ 1 is shown to be strongly log-concave by Brändén and Huh
[5], Proposition 9 implies that the mixing time of the up-down walk is O(n log(n/ε)) as well.

Finally we verify the claim. Let M = (X, I) be the dual matroid of M. Consider the
random cluster model on M with external fields q/λ, where λ = {λi} is the external field
vector of the original model:

∀U ⊆ X, πM,q,q/λ(U) ∝ q−rkM(U)
∏

xi∈U

(
q

λi

)
.

This is equivalent to having the field 1/λ, but the extra q simplifies some calculation next.
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The rank function of the dual matroid satisfies:

rkM(U) = |U | + rkM(X \ U) − rkM(X).

As rkM(X) is a constant, we have

∀U ⊆ X, πM,q,q/λ(U) ∝ q−rkM(X\U)
∏

xi∈X\U

λi.

Similarly, the polarized version of πM,q,q/λ satisfies

∀R ∈
(

X ∪ Y

n

)
, π̂M,q,q/λ(R) ∝

q−rkM(X\R) ∏
xi∈X\R λi(

n
|R∩Y |

) .

Comparing the above with (9), we have that

π̂M,q,q/λ(R) = π̂M,q,λ((X ∪ Y ) \ R). (12)

The down-up walk (with R being the current state) on π̂M,q,q/λ is:
(down) remove an element from R uniformly at random;
(up) add an element e ∈ (X ∪ Y ) \ R to R with probability ∝ π̂M,q,q/λ(R ∪ {e}).

As T = (X ∪ Y ) \ R, we can rephrase this down-up walk as an up-down walk on the random
cluster over M:

(up) add an element from (X ∪ Y ) \ T to T uniformly at random;
(down) remove an element e ∈ T from T with probability ∝ π̂M,q,q/λ(R ∪ {e}) =
π̂M,q,λ(T \ {e}), where the equality is by (12).

Thus, we conclude that the down-up walk on π̂M,q,q/λ is the same as the up-down walk on
π̂M,q,λ modulo mapping T to (X ∪ Y ) \ T . This verifies the claim and finishes the proof of
Theorem 4.
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Abstract
Naively storing a counter up to value n would require Ω(log n) bits of memory. Nelson and Yu [9],
following work of Morris [8], showed that if the query answers need only be (1 + ϵ)-approximate
with probability at least 1 − δ, then O(log log n + log log(1/δ) + log(1/ϵ)) bits suffice, and in fact
this bound is tight. Morris’ original motivation for studying this problem though, as well as modern
applications, require not only maintaining one counter, but rather k counters for k large. This
motivates the following question: for k large, can k counters be simultaneously maintained using
asymptotically less memory than k times the cost of an individual counter? That is to say, does this
problem benefit from an improved amortized space complexity bound?

We answer this question in the negative. Specifically, we prove a lower bound for nearly the
full range of parameters showing that, in terms of memory usage, there is no asymptotic benefit
possible via amortization when storing multiple counters. Our main proof utilizes a certain notion of
“information cost” recently introduced by Braverman, Garg and Woodruff [2] to prove lower bounds
for streaming algorithms.
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approximate counting algorithm which could maintain such a dynamic counter using much
fewer bits in expectation [8]. His algorithm uses a number of random bits which itself is a
random variable, whose expectation is O(log log n + log(1/ϵ) + log(1/δ)). At query time, this
Morris Counter returns the correct counter value up to (1+ϵ)-multiplicative error with failure
probability at most δ. Recently, Nelson and Yu [9] showed that a slight alteration to Morris’
algorithm improves the dependence on δ, consuming only O(log log n+log(1/ϵ)+log log(1/δ))
bits of memory. They also proved that this bound is asymptotically optimal.

Morris’ original motivation for developing his approximate counter in the mid 1970s was,
for each of 263 possible trigrams (sequences of three characters), to count the number of
occurrences of that trigram amongst words in some text; these counts were then used by
typo, an early Unix spellchecker (see more on this history in a survey by Lumbroso [7]).
Approximate counters still find use in modern-day applications. For example, Redis is a
highly popular in-memory database which is often used as a cache, and one built-in cache
replacement policy is Least Frequently Used. To implement LFU, each item stored in cache
must have an associated counter, counting the number of queries to that item over some time
window. These counters are currently implemented in Redis using a variant of the Morris
Counter [6].

Both the original application of Morris as well as modern-day applications of approximate
counting, such as that described in Redis, need not store just one counter but many. Even
in the 1970s, Morris’ computer would have had enough memory to count the number of
occurrences of a single trigram, but the difficulty was keeping counts of all 263 counters in
memory simultaneously. Similarly, modern-day computers and mobile devices clearly also
contain enough memory to store a single counter for any reasonable counter value, but one
may wish to minimize the space per counter in an application where many counters must be
stored simultaneously, as in the case of Redis being used to cache a large number of items.
Thus even the original motivation of Morris inspires the following question:

What is the amortized space complexity of approximate counting? Specifically, for k large,
is it possible to maintain k approximate counters using less memory than k times that of an
individual approximate counter?

Typically such lower bounds are obtained via a direct sum argument in combination
with an information complexity lower bound [3]. Specifically, a common way to carry
out proving such lower bounds in the streaming context is as follows [1]: first, devise a
communication game that you believe is hard (requires a lot of communication) to solve,
and which reduces to the streaming problem (i.e., a low-memory streaming algorithm would
imply a low-communication protocol). Suppose for illustration that this communication
game is one-way, with Alice receiving input X who sends a single message Π to Bob who
holds input Y . Here we use distributional complexity, in which (X, Y ) is drawn from some
distribution D, and the goal is to devise a protocol in which Bob computes some f(X, Y )
with success probability at least 1 − δ. Now, the so-called external information complexity of
Π is defined as I(Π; X, Y ), which is at most |Π| and thus it suffices to lower bound I(Π; X, Y ).
Once one establishes a lower bound on this quantity, then for a sequence {(Xi, Yi)}k

i=1 of
k of independently drawn such inputs, we have the following inequality [3, Theorem 1.5]:
I(Π; X1, Y1, X2, Y2, . . . , Xk, Yk) ≥

∑k
i=1 I(Π; Xi, Yi). Note though that if we want a lower

bound for Π solving the k-fold problem, then we cannot immediately invoke the single-
instance lower bound to bound each summand on the right hand side (since this Π is a
protocol solving the k-fold problem, not a single instance!). One then typically completes the
argument by showing how to efficiently embed the single-instance communication game into
that of k parallel instances, to then lift the single-instance lower bound to a lower bound for
the k-fold problem as outlined above.
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The trouble with obtaining our desired lower bound for approximate counting via the
above paradigm is that the memory lower bound of [9] was not proven via information
complexity, and thus it is not clear how to execute the above direct sum argument. Rather,
the lower bound proof there followed an approach similar to the proof of the pumping lemma
for regular languages [10].

Our Contribution. We answer the above question in the negative for nearly the full range of
parameters (for technical reasons in our analysis, we require the restriction ϵ < 1/ log log(1/δ)).
Specifically, for this range of ϵ we prove a strong memory lower bound demonstrating that
there is no asymptotic benefit from amortization when maintaining multiple approximate
counters. Our main approach is to first establish a novel information complexity type lower
bound for a single approximate counter, which we then lift to multiple counters using a
standard direct sum argument, by constructing an embedding of the single-counter problem
into the k-fold problem.

Below we formally define the problem we solve, then state our main result. The approx-
imate counting problem for a single counter is to maintain a multiplicative approximation
to a count N (initially 0) that undergoes a sequence of increment operations. Specifically,
the algorithm should support two operations: increment() increments N by 1, and query()
returns a value N̂ such that P(|N̂ − N | ≥ ϵN) ≤ δ; that is, at any point in time the data
structure should be able to provide a (1 + ϵ) multiplicative approximation with probability
at least 1 − δ. Our generalization to approximating k counters is as follows:

▶ Definition 1 ((k, ϵ, δ)-approximate counter). Let N1, . . . , Nk be k counters all initially set
to 0. We say a randomized algorithm A is a (k, ϵ, δ)-approximate counter if it supports two
operations: increment(i) increments Ni by 1, and query(i) returns a value N̂i such that

P
(

|N̂i − Ni| ≥ ϵNi

)
≤ δ.

When k = 1, we will simply call this an (ϵ, δ)-approximate counter.

The following is then our main theorem, when here and henceforth we use n in lower
bounds to denote an upper bound on the number of increment operations:

▶ Theorem 2. For any δ < c1 and ϵ < c2/ log log(1/δ), if k < c3n then after a sequence of
at most n updates any (k, ϵ, δ)-counter must use Ω(k min{log(n/k), log log(n/k) + log(1/ϵ) +
log log(1/δ)}) bits of memory in expectation. Else if k > c3n, then a lower bound of
Ω(n log(2k/(c3n))) holds; c1, c2, c3 ≥ 0 are universal constants. Furthermore, for both ranges
of k, these lower bounds are tight up to constant factors.

1.1 Preliminaries and notation
We write X ∼ D to represent a random variable X sampled from the probability distribution
D. If the distribution of X has not been explicitly defined, we write PX to the corresponding
probability distribution of X. For two probability distributions P and Q defined on the
same domain, we write TV(P, Q) =

∫
|dP − dQ| to be their total variation distance and

KL(P∥Q) =
∫

dP log(dP/dQ) their Kullback-Leibler divergence. We frequently make use
of Pinsker’s inequality TV(P, Q) ≤

√
KL(P∥Q)/2. For random variables X and Y , we

write H(X) = Ex∼PX
[log(1/PX(x))] to denote the (Shannon) entropy and H(X | Y ) =

E(x,y)∼PXY
[log(1/PX|Y (x | y))] to be the conditional (Shannon) entropy. The mutual
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33:4 On the Amortized Complexity of Approximate Counting

information between two random variables X and Y is I(X; Y ) := H(X) − H(X | Y ) =
H(Y ) − H(Y | X). The conditional mutual information is I(X; Y | Z) := H(X | Z) − H(X |
Y, Z). We frequently make use of the following inequality:

I(X; Y | Z) = E
X,Z

[
KL(PY |Z∥PY |X,Z)

]
.

We also use the following well known facts about conditional mutual information [4]:

▶ Proposition 3 (Chain rule). For random variables X1, X2, Y, Z we have

I(X1, X2; Y | Z) = I(X1; Y | Z, X2) + I(X2; Y | Z).

▶ Proposition 4 (Superadditivity). Let X1, · · · , Xn, Y and Z be random variables such that
X1, . . . , Xn are conditionally independent given Z. Then

n∑
i=1

I(Xi; Y | Z) ≤ I(X1, . . . , Xn; Y | Z).

Lastly, c, c1, c2, . . . > 0 represent universal constants that may change from statement to
statement.

1.2 Proof overview
Now we present an overview of our lower bound proof. It turns out that the terms
Ω(k(log log(n/k) + log(1/ϵ))) in the lower bound can be proved using a similar argument to
the single counter case, which holds even in the offline setting, and the main challenge is
to prove the dependence on δ, Ω(k log log(1/δ)). The previous proof, for single counter, of
Ω(log log(1/δ)) is based on a pumping-lemma argument, which crucially uses the fact that
all updates are exactly the same, i.e., incrementing the counter. However, this no longer
holds with multiple counters – we may increment any one of the k counters each time, and
there are k different updates we can perform. The previous argument fails to generalize.

As we mentioned in the introduction, we first (re)prove an information theoretic lower
bound for single counter, then apply the superadditivity of mutual information for independent
variables to obtain the direct-sum result. For simplicity, in this overview we will focus on the
case where δ = 2−Θ(n/k), and prove an Ω(k log log(1/δ)) = Ω(k log(n/k)) lower bound when
ϵ ≤ O(1/ log(n/k)). This case captures all the main ideas, and generalizing to the full lower
bound is straightforward.

To facilitate the argument, we first slightly reformulate the problem:1 Consider a stream
with T batches of updates (think T = (n/k)0.1), and in each batch i, the inputs are k

nonnegative integers Xi,c for c ∈ [k], which are the number of increments we apply to each
counter in this batch. Since the batch number i takes only O(log T ) bits to maintain, we may
assume without loss of generality that it is given to the algorithm for free. Clearly if there
is an algorithm that approximately maintains k counters, this reformulation also admits a
solution using the same space, provided

∑
i,c Xi,c ≤ n. After the reformulation, the single

counter problem simply has T nonnegative numbers Xi as the input stream, and we would
like to approximate their sum using small space provided that the sum is at most poly T ,
again assuming that i is given to the algorithm for free.

We will design a hard distribution over the input streams, and analyze the failure
probability and measure “information” with respect to this distribution. It is crucial that
the notion of information cost we use for streaming algorithms is chosen carefully. The

1 For simplicity, the overview uses slightly different notation and parameters than the actual proof.
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information cost defined in [2] turns out to be the right measure for our problem. Fix a
streaming algorithm, and let Mi be its memory state immediately after processing Xi (see
Figure 1). When all numbers Xi are independent, which will be the case for our distribution,
the information cost of this algorithm is defined as follows (see Figure 2)

IC :=
T∑

i=1

i∑
j=1

I(Mi; Xj | Mj−1).

X1 X2

R2R1

M2M1

X3

R3

M3

Xn

Rn

MnM0

Figure 1 A depiction of the evolution of the memory state of a randomized streaming algorithm
A. X1, . . . , Xn are the inputs the streaming algorithm receives and R1, . . . , Rn are the independent
random bits A uses as it processes the stream. M0 is the (possibly random) initial state and Mi is
the state of A after processing Xi. Note that Mi is a deterministic function of the previous memory
state Mi−1, the ith input Xi, and the random bits Ri. When the inputs are random variables,
this figure also depicts the dependence structure of the joint distribution of the random variables
(X1, . . . , Xn, R1, . . . , Rn, M0, M1, . . . , Mn).

X1 X2

M2M1

X3

M3

X4

M4

I(M4; X4 | M3)

I(M4; X3 | M2)

I(M4; X2 | M1)

M0

I(M4; X1 | M0)

Figure 2 An illustration of a single inner sum of the information cost
∑

j≤i
I(Mi; Xj |Mj−1) for

i = 4. To simplify the presentation we do not include the random bits that the streaming algorithm
uses while processing the stream in this illustration.

As it was shown in [2], this quantity lower bounds
∑T

i=1 |Mi|, i.e., T times the memory
consumption, and it satisfies the direct-sum property: solving k independent instances of
the problem needs exactly k times IC. Thus, it suffices to prove an IC lower bound of
Ω(T log T ) = Ω(T log(n/k)) for a single approximate counter. Intuitively, such a lower bound
means that the algorithm must spend Ω(1) bits remembering each bit of the sum (recall that
we ensure

∑
Xi ≤ poly T ).

Let us first focus on the lowest bit, i.e., the parity of the sum. Note that one does not
have to know the lowest bit in order to return an approximation of the sum. Nevertheless, we
will show that the algorithm has to constantly pay attention to this bit in order to output a
good approximation with very high probability. To this end, let us consider the distribution
where the Xi’s are independent and uniform in {0, 1}. Let us focus on the terms in IC with
j = i, i.e., those of the form I(Mi; Xi | Mi−1). Intuitively, under this distribution, this term
represents how much attention the algorithm is paying to the evolution of the parity at batch
i. This is because Xi is simply the difference between the parities of the first i − 1 and first i

inputs.
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33:6 On the Amortized Complexity of Approximate Counting

Suppose that I(Mi; Xi | Mi−1) ≪ 1 for a constant fraction of i. Then, we can show that
the algorithm will make an error of Ω(T ) with at least δ probability. Roughly speaking,
this is because for each such i, conditioned on Mi and Mi−1, the distribution of Xi is still
close to uniform (as Xi is uniform conditioned on Mi−1). Therefore, if we condition on all
M0, M1, . . . , MT , most Xi can still take both values 0 or 1 with constant probability, and all
Xi are still independent by the Markov property of the algorithm. In particular, by setting
all these Xi’s to 0 or setting all to 1, we reach the same final memory state MT , but in the
two cases, the total sum differs by Ω(T ). Since both happen with probability 2−O(T ) ≫ δ

given the final memory state MT , the algorithm must make an error of at least Ω(T ) with
probability at least δ.

We can extend this argument to any specific bit of the sum by considering a stream
with Θ(T/Bl) independent random increments that are uniform in {0, Bl} for some constant
B and l ∈ [L], where L = logB T . Our final hard distribution interleaves L such streams,
which we call the scales. For each scale l ∈ [L], we evenly spread the Θ(T/Bl) random
increments in the whole stream with a gap of Θ(Bl) batches. Note that now the sum of
all inputs is always at most O(T log T ). For the sum in the definition of IC, we will only
focus on L terms for each i: I(Mi; X⌊i⌋l

| M⌊i⌋l−1), where X⌊i⌋l
is the closest scale l input

before Mi. If IC ≪ T · L = O(T log T ), then there must exist some scale l∗ such that
I(Mi; X⌊i⌋l∗ | M⌊i⌋l∗ −1) ≪ 1 for most i. Then we apply the above argument, and show
that conditioned on the memory states right before each scale-l∗ input, most scale-l∗ inputs
can still take values 0 or Bl∗ with constant probability, and the scale-l∗ inputs are still
independent. We further observe that for most of them, the inputs between X⌊i⌋l∗ and Mi

are coming from the lower scales l < l∗. The standard deviation of their sum is much smaller
than Bl∗ , and we can show that they do not affect the sum by too much as we alter X⌊i⌋l∗ .
Thus, by setting these scale-l∗ inputs to 0 or Bl∗ , the entire sum will again differ by Ω(T ),
but they lead to the same final memory state, i.e., the algorithm does not distinguish between
the two cases. Since the sum is O(T log T ), such a difference is more than ϵ times the sum
when ϵ < O(1/ log T ). A more careful analysis shows that this happens with probability at
least 2−O(T ) > δ, leading to a contradiction.

Discussion on the choice of the hard distribution

We note here that the independent uniform {0, 1} distribution, by itself, is not hard for the
information cost. One solution with low information cost is to divide Xi’s into blocks of
size S = Θ(ϵ−2 log T ), and maintain the exact sum within the current block. If all blocks
have sums (1 ± ϵ)S/2, then we simply remember this fact and use T/2 as the final output.
Otherwise, the algorithm finds a block whose sum is not in this range, then it maintains the
exact sum for all future blocks. Since all previous blocks have sums (1 ± ϵ)S/2, in particular,
S/2 is a (1+ϵ)-approximation for them, the algorithm can also return a (1+ϵ)-approximation
of the whole sum. Now note that this case only happens with 1/poly(T ) probability, and
the total information cost is at most T times the expected memory usage. The expected
memory is at most O(log(1/ϵ) + log log T ) bits for maintaining the sum in the current block,
plus O(T −Θ(1) · log T ) bits in expectation for maintaining the entire exact sum. When
ϵ = Θ(1/ log T ), the information cost is only O(T log log T ) ≪ T log T .

The above strategy works since the sum of block is concentrated around the expectation,
hence, we need extra space to maintain the exact sum only with very small probability. One
can also show that the above strategy also applies to any i.i.d. distributions with some
concentration.2 Our hard distribution is inspired by the discrete half-Cauchy distribution,

2 For example, it suffices to have finite E[|X|1.01].
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which has probability Θ(1/(x + 1)2) at integers x ≥ 0. This distribution does not have an
expectation, hence, there is no concentration for blocks of any size. We also have a more
involved proof of our main result that uses this distribution instead; the main property that
proof relies on is that for every W random variables, roughly one of them takes value Θ(W ).
The hard distribution we actually use in this paper is a bounded distribution that can be
viewed as extracting this useful property of the half-Cauchy distribution, but which can be
analyzed more simply.

2 Lower Bounds

In this section we will prove our lower bound for the space complexity of (k, ϵ, δ)-approximate
counting. We split the proof into two parts. We first focus on proving the difficult part of the
lower bound that depends on the failure probability δ. To do so, we derive a lower bound for
the space complexity of (ϵ, δ)-approximate counting by appealing to an information theoretic
argument. By using a good definition of information cost together with an appropriately
chosen hard distribution, we can prove that any accurate algorithm remember a lot of
information about many different parts of the stream, i.e. it incurs a high information cost.
This immediately gives us a lower bound on the memory size. We then use this result
to prove a space lowerbound for (k, ϵ, δ)-approximate counting via a direct sum argument.
We conclude the section by proving the portion of the lower bound that depends on the
approximation error ϵ and the total sum of all counters n by generalizing the argument used
in the single counter case.

2.1 Information lower bound for a single counter
Recall that for a randomized streaming algorithm A we define Mi to be the state of A after
processing the ith input Xi together with some additional independent random bits Ri, i.e.
Mi is a deterministic function of Mi−1, Xi and Ri (equivalently, a deterministic function
of X≤i and R≤i). The following is a notion of information cost for streaming algorithms
originally defined by Braverman, Garg, and Woodruff [2].

▶ Definition 5. Let A be a randomized streaming algorithm. Given a distribution D over input
sequences of length s, we define the information cost of algorithm A on input (X1, . . . , Xs) ∼ D
to be

IC(A, D) :=
s∑

i=1

i∑
j=1

I(Mi; Xj | Mj−1).

The above definition of the information cost is motivated by the following chain of inequalities:

E |Mi| ≥ H(Mi) (source coding theorem3)
≥ I(Mi; X≤i, M<i)

=
i∑

j=1
I(Mi; Xj , Mj−1 | X<j , M<j−1)

=
i∑

j=1
I(Mi; Mj−1 | X<j , M<j−1) + I(Mi; Xj | X<j , M<j)

=
i∑

j=1
I(Mi; Xj | X<j , M<j)

=
i∑

j=1
I(Mi; Xj | Mj−1).
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33:8 On the Amortized Complexity of Approximate Counting

This implies that IC(A; D) ≤
∑s

i=1 E |Mi|. The main technical part of this paper is proving
the following lower bound for a single counter using this notion of information cost.

▶ Lemma 6. Let A be a (ϵ, δ)-approximate counter with parameters δ ∈ (0, c1) and ϵ ∈
(0, c2

log log(1/δ) ) that uses |M | bits of space. There is a distribution D over inputs such that the
information cost of A on (X1, . . . , Xn) ∼ D satisfies

IC(A; D) = Ω(n log log(1/δ)),

where P[
∑n

i=1 Xi ≤ n] = 1 and n ≥ c3 logc4(1/δ). This implies the space lower bound

1
n

n∑
i=1

E |Mi| = Ω(log log(1/δ)) = Ω(min{log n, log log(1/δ)}).

Proof. We construct the distribution D as follows: let B ∈ N be a large integer constant to
be specified later, and T is the largest power of B such that T < log32(1/δ). When δ < c1
where c1 = c1(B) is a sufficiently small constant, we have T ≥ B and so L := logB T ∈ N.
The distribution D is an interleaving of L distributions Dℓ on L different scales, where for
each scale ℓ ∈ [L], the distribution Dℓ is a product distribution

∏T
i=1 Dℓ,i:

under Dℓ,i, Yℓ,i

{
∼ Unif({0, Bℓ}) if Bℓ divides (i − 1),
= 0 otherwise.

For notational simplicity, we also denote the non-zero entries of Yℓ,i by Zℓ,j = Yℓ,Bℓ(j−1)+1
for j ∈ [T/Bℓ]. The stream under distribution D is then generated by interleaving the Yℓ,i

terms to form the sequence Xn = (Y1,1, · · · , YL,1, Y1,2, · · · , YL,2, · · · YL,T ), where n := TL is
the length of the sequence. The total value of the counter under this stream is at most

L∑
ℓ=1

Bℓ · T

Bℓ
= n.

Finally, note that n = TL ≥ c3 logc4(1/δ) for an appropriate choice of constants c3, c4 ≥ 0.
Let A be an (ϵ, δ)-approximate counter, and assume towards contradiction that IC(A; D) <

αnL where α is a small constant. For any index i ∈ [n] in the stream, let ⌊i⌋ℓ := BℓL⌊(i −
1)/(BℓL)⌋ + ℓ be the index of the closest Zℓ,j to the left of Xi in the stream, i.e. X⌊i⌋ℓ

= Zℓ,j .
Similarly, for j ∈ [T/Bℓ], we define ⌈j⌉ℓ := BℓL(j − 1) + ℓ to be the index of the jth non-zero
entry of scale ℓ in the stream, i.e. X⌈j⌉ℓ

= Zℓ,j . The definition of the information cost tells
us that

αnL > IC(A; D)

=
n∑

i=1

∑
j≤i

I(Mi; Xj | Mj−1)

≥
n∑

i=1

L∑
ℓ=1

I(Mi; X⌊i⌋ℓ
| M⌊i⌋ℓ−1)

3 The source coding theorem holds for any prefix code. In general we may lose a factor of 2 in this
inequality: we have both E[|Mi|] ≥ H(Mi | |Mi|) and E[|Mi|] =

∑
n≥1 npn =

∑
n≥1 pn log(1/2−n) =∑

n≥1 pn log(pn/2−n) + H(|Mi|) ≥ H(|Mi|) for pn := P(|Mi| = n); consequently 2E[|Mi|] ≥ H(Mi |
|Mi|) + H(|Mi|) ≥ H(Mi).
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=
L∑

ℓ=1

T/Bℓ∑
j=1

⌈j+1⌉ℓ−1∑
i=⌈j⌉ℓ

I(Mi; X⌈j⌉ℓ
| M⌈j⌉ℓ−1)

≥
L∑

ℓ=1

T/Bℓ∑
j=1

BℓL · I(M⌈j+1⌉ℓ−1; X⌈j⌉ℓ
| M⌈j⌉ℓ−1)

≥ min
ℓ∈[L]

BℓL2
T/Bℓ∑
j=1

I(M⌈j+1⌉ℓ−1; X⌈j⌉ℓ
| M⌈j⌉ℓ−1)

= min
ℓ∈[L]

BℓL2
T/Bℓ∑
j=1

I(M⌈j+1⌉ℓ−1; Zℓ,j | M⌈j⌉ℓ−1)

where the second last inequality is due to the data processing inequality. By Markov’s
inequality, there exist ℓ0 ∈ [L] and J0 ⊆ [T/Bℓ0 ] with |J0| ≥ T/(2Bℓ0) and

I(M⌈j+1⌉ℓ0 −1; Zℓ0,j | M⌈j⌉ℓ0 −1) ≤ 2α, ∀j ∈ J0.

For ease of presentation, we abuse notation and write the above inequality as I(Mj ; Zj |
Mj−1) ≤ 2α for j ∈ J0. We shall also keep in mind that the stream between Mj−1 and Mj

contains (Z<
j , Zj , Z>

j ), where Z<
j is the collection of all non-zero inputs {Zℓ′,j′} inside this

window with a lower scale ℓ′ < ℓ, and Z>
j is the counterpart with a higher scale ℓ′ > ℓ (see

Figure 3).
Next we define several good events for the sake of analysis. The first good event Ej,1

characterizes the behavior of the contribution of Z<
j and is formally defined as

1(Ej,1) := 1

(∣∣sum(Z<
j ) − E[sum(Z<

j ) | Mj−1, Mj ]
∣∣ ≤ Bℓ0

4

)
, j ∈ J0.

By Chebyshev’s inequality, it is clear that

E
Mj−1,Mj

[P(Ec
j,1 | Mj−1, Mj)] ≤ E

Mj−1,Mj

[
Var(sum(Z<

j | Mj−1, Mj)
(Bℓ0/4)2

]

≤
Var(sum(Z<

j ))
(Bℓ0/4)2

= 16
B2ℓ0

∑
ℓ<ℓ0

Bℓ0−ℓ · B2ℓ

4 ≤ 4
B − 1 .

Consequently, it holds that

E
Mj−1,Mj

[TV(PZj
, PZj |Mj−1,Mj ,Ej,1)]

= E
Mj−1,Mj

[TV(PZj |Mj−1 , PZj |Mj−1,Mj ,Ej,1)]

≤ E
Mj−1,Mj

[TV(PZj |Mj−1 , PZj |Mj−1,Mj
) + TV(PZj |Mj−1,Mj

, PZj |Mj−1,Mj ,Ej,1)]

= E
Mj−1,Mj

[TV(PZj |Mj−1 , PZj |Mj−1,Mj
)] + E

Mj−1,Mj

[P(Ec
j,1 | Mj−1, Mj)]

≤

√
1
2 E

Mj−1,Mj

[KL(PZj |Mj−1∥PZj |Mj−1,Mj
)] + 4

B − 1

=
√

I(Zj ; Mj | Mj−1) + 4
B − 1

≤
√

α + 4
B − 1 ,
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which can be made small by choosing α > 0 small enough and B ∈ N large enough.
Note that in the above inequality we have used the triangle inequality TV(P, Q) ≤
TV(P, R) + TV(Q, R), the conditioning relationship TV(P, P|E) = P (Ec), Pinsker’s in-
equality TV(P, Q) ≤

√
KL(P∥Q)/2, and Jensen’s inequality E[

√
X] ≤

√
E[X].

The next good event E2 concerns the simultaneous occurrence of {Ej,1} for a constant
proportion of j ∈ J0. Specifically, E2 is the event that there exists some J1 ⊆ J0 such that:
1. |J1| ≥ |J0|/2 ≥ T/(4Bℓ0);
2. event Ej,1 is true for all j ∈ J1;
3. a small TV distance TV(PZj

, PZj |Mj−1,Mj ,Ej,1) ≤ 1/4 (denoted by event Ej,2) for all
j ∈ J1.

Since {(Z<
j , Zj , Z>

j )} are conditionally independent given {Mj},

E
{Mj}

 ∑
j∈J0

1(Ej,1 ∩ Ej,2)


=

∑
j∈J0

E
Mj−1,Mj

[1(Ej,1 ∩ Ej,2)]

≥
∑
j∈J0

(
1 − E

Mj−1,Mj

[P(Ec
j,1 | Mj−1, Mj)]

− 4 · E
Mj−1,Mj

[TV(PZj , PZj |Mj−1,Mj ,Ej,1)]
)

≥
(

1 − 4
B − 1 − 4

(√
α + 4

B − 1

))
|J0|

≥ 3
4 |J0|,

by choosing α small enough and B large enough. Consequently, by Markov’s inequality, we
have P(E2) ≥ 1/2 over the randomness of {Mj} and {(Z<

j , Zj , Z>
j )}.

Now we condition on E2 and arrive at the desired contradiction. For a probability
distribution P over the real line and ∆ ≥ 0, define a quantity f(P, ∆) as follows:

f(P, ∆) = max{δ > 0 : ∃L ∈ R such that P ((−∞, L]) ≥ δ, P ([L + ∆, ∞)) ≥ δ}.

Intuitively, a small f(P, ∆) implies that the distribution P assigns a lot of probability to
some interval of length ∆. The following lemma summarizes some properties of f(P, ∆).

▶ Lemma 7. Let P and Q be two probability distributions over R, and P ⋆ Q denote their
convolution. For ∆1, ∆2, ∆ ≥ 0, it holds that

f(P ⋆ Q, ∆1 + ∆2) ≥ f(P, ∆1)f(Q, ∆2),
f(P ⋆ Q, ∆) ≥ f(P, ∆)/2.

Proof. For the first claim, suppose that

min{P ((−∞, L1)], P ([L1 + ∆1, ∞))} ≥ f(P, ∆1),
min{Q((−∞, L2)], Q([L2 + ∆2, ∞))} ≥ f(Q, ∆2).

Then the first inequality follows from

P ⋆ Q((−∞, L1 + L2]) ≥ P ((−∞, L1])Q((−∞, L2]) ≥ f(P, ∆1)f(Q, ∆2),
P ⋆ Q([L1 + L2 + ∆1 + ∆2, ∞))

≥ P ([L1 + ∆1, ∞))Q([L2 + ∆2, ∞)) ≥ f(P, ∆1)f(Q, ∆2).

The second claim is a direct consequence of the first claim and f(Q, 0) ≥ 1/2. ◀
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To apply Lemma 7, we consider the conditional distribution PS|{Mj}, where S =
∑n

i=1 Xi

is the total number of counter updates, and {Mj} are the memory states at scale ℓ0
defined before. Since the counter A is (ϵ, δ)-approximate, in expectation PS|{Mj} must have
probability mass at least 1 − δ on an interval of size 2ϵn. This implies that

E
{Mj}

[f(PS|{Mj}, 2ϵn)] ≤ δ. (1)

On the other hand, since {(Z<
j , Zj , Z>

j )} are conditionally independent given {Mj}, we
may invoke Lemma 7 (first part for J1 and second part for Jc

1) to arrive at

E
{Mj}

[f(PS|{Mj}, 2ϵn)] ≥ P(E2) E
{Mj}

[f(PS|{Mj}, 2ϵn) | E2]

≥ 1
2 · E

{Mj}

 ∏
j∈J1

f(Psum(Z<
j

,Zj ,Z>
j

)|Mj−1,Mj
,

2ϵn

|J1|
) ·

(
1
2

) T

Bℓ0
−|J1|

| E2


≥ 1

2T
· E

{Mj}

 ∏
j∈J1

f(Psum(Z<
j

,Zj ,Z>
j

)|Mj−1,Mj
, 8ϵLBℓ0) | E2

 .

Conditioned on the event E2, the event Ej,1 implies that the deviation of sum(Z<
j ) to its

posterior mean is at most Bℓ0/4, and the event Ej,2 implies that the posterior (marginal)
distribution of Zj puts at least 1/4 probability mass on both 0 and Bℓ0 . Moreover, sum(Z>

j )
is always an integral multiple of Bℓ0+1. Now we prove that

f(Psum(Z<
j

,Zj ,Z>
j

)|Mj−1,Mj ,Ej,1,Ej,2
,

Bℓ0

3 ) ≥ 1
16 .

We distinguish into two cases:
1. Case I: P(sum(Z>

j ) ̸= median(sum(Z>
j ))) ≥ 1/8. As sum(Z>

j ) is always an integral
multiple of Bℓ0+1, this implies that with probability at least 1

8 , |median(sum(Z>
j )) −

sum(Z>
j )| is at least Bℓ0+1/2. By symmetry, without loss of generality we may assume that

median(sum(Z>
j ))−sum(Z>

j ) is at least Bℓ0+1/2 with probability at least (1/8)/2 = 1/16.
Moreover, the range of Zj is Bℓ0 , and the range of sum(Z<

j ) is at most Bℓ0/2 under Ej,1.
Consider the interval[

median(sum(Z<
j , Zj , Z>

j ), median(sum(Z<
j , Zj , Z>

j )) + Bℓ0

3

]
of length Bℓ0/3, it is clear that

P
(
sum(Z<

j , Zj , Z>
j ) ≤ median(sum(Z<

j , Zj , Z>
j ))

)
≥ 1

2 ,

P
(

sum(Z<
j , Zj , Z>

j ) ≥ median(sum(Z<
j , Zj , Z>

j )) + Bℓ0

3

)
≥ P

(
sum(Z>

j ) ≥ median(sum(Z>
j )) + 3Bℓ0

2 + Bℓ0

3

)
≥ 1

16 ,

as long as Bℓ0+1/2 ≥ 11Bℓ0/6, or equivalently B ≥ 4.
2. Case II: P(sum(Z>

j ) = median(sum(Z>
j ))) ≥ 7/8. In this case, we argue that each of the

following two probabilities is at least 1/16:

P
(

sum(Z<
j ) + Zj + sum(Z>

j ) ≤ E[sum(Z<
j )] + Bℓ0

3 + median(sum(Z>
j ))

)
,
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P
(

sum(Z<
j ) + Zj + sum(Z>

j ) ≥ E[sum(Z<
j )] + 2Bℓ0

3 + median(sum(Z>
j ))

)
.

By symmetry we only prove the first claim, where the event occurs whenever Zj = 0 and
sum(Z>

j ) is equal to its median. By the union bound, this happens with probability at
least 1 − (1/8 + 3/4) = 1/8.

Consequently, as long as ϵ ≤ 1/(24L) = O(1/ log log(1/δ)),

E
{Mj}

[f(PS|{Mj}, 2ϵn)] ≥
(

1
32

)T

. (2)

However, as T < log32(1/δ), inequalities (1) and (2) are contradictory to each other. Thus,
the assumption that IC(A; D) < αnL cannot be true. ◀

X1 X2

M2M1

X3

M3

X4 X5

M5M4

X6

M6

X8 X9

M9M8

X10

M10

X11 X12

M12M11

X13

M13

X7

M7

X14

M14

Z2,2

=

Z1,3

=

0

=

0

=

0

=

0

=

0

=

Z1,2

=

0

=

0

=

0
=

Z3,1

=

Z2,1

=

Z1,1

=

= M j

= M j−1

= Zj ∈ Z>
j ∈ Z<

j

∈ Z<
j

M0

Figure 3 A simple example that illustrates the interleaving process for our random stream. We
set the parameters B = 2 and T = 8 so that we sample from L = 3 scales to get a stream of total
length n = 24. We do not illustrate the entire stream to save space. In this example we consider
ℓ0 = 2 and demonstrate what a typical Zj looks like. The sequence of random variables inside the
red dotted box/window consists of the terms (Z<

j , Zj , Z>
j ) and we highlight the memory states

Mj−1, Mj .

2.2 Amortized space complexity via direct sum
We will now “lift” the information lower bound for any (ϵ, δ)-approximate counter to a lower
bound for any (k, ϵ, δ)-approximate counter from which we can derive a lower bound on the
memory size. The proof follows from a simple direct sum argument applied to the information
cost.

▶ Lemma 8. Any (k, ϵ, δ)-approximate counter with parameters δ ∈ (0, c1) and ϵ ∈
(0, c2

log log(1/δ) ) that maintains k counters with total sum at most n ≥ k(c3 logc4(1/δ)) must
use

Ω(k log log(1/δ)) = Ω(k min{log(n/k), log log(1/δ)})

bits of memory in expectation.
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Proof. We prove the lower bound via a reduction to the information lower bound for a single
counter. That is, we will embed updates from the hard distribution D used to prove the single
counter lower bound in Lemma 6 into the k counter problem. Fix a (k, ϵ, δ)-approximate
counter Ak. Since the distribution D is a product distribution, we can write D =

∏n′

i=1 Di

for n′ := n/k. We define Xk
i := (Xi,1, . . . , Xi,k) ∼ (Di)k for each i ∈ [n′]. We consider Xk

i

to be the ith input to Ak where Xi,j is the update applied to jth counter. The overall input
to Ak is

(Xk
1 , . . . , Xk

n′) ∼
n′∏

i=1
(Di)k,

and the total sum of all counts is at most n = kn′ ≥ k(c3 logc4(1/δ)) (see Lemma 6). Define
Dint :=

∏n′

i=1(Di)k. Let Mi be the memory state of the algorithm after processing the ith
input Xk

i . We can lower bound the information cost incurred by Ak:

IC(Ak, Dint) =
n′∑

i=1

i∑
j=1

I(Mi; Xk
j | Mj−1) ≥

k∑
u=1

n′∑
i=1

i∑
j=1

I(Mi; Xj,u | Mj−1),

where the inequality follows from the superadditivity of conditional mutual information
(Proposition 4).

We now explain how we embed the single counter problem into the k counter problem
using Ak. Given the input Xn′ = (X1, . . . , Xn′) ∼ D for a single counter, we pick an index
u ∈ [k] uniformly at random and proceed as if the updates are applied to uth counter of
Ak. Denote by U this uniformly random index. For the other counters, we simulate “fake”
updates from the same distribution and apply them to Ak as if they were received as inputs.
Denote by A′ the resulting approximate counter that maintains Xn′ . We can upper bound
the information cost of A′ by

IC(A′, D) =
n′∑

i=1

i∑
j=1

I(Mi; Xj,U | Mj−1, U)

= 1
k

k∑
u=1

n′∑
i=1

i∑
j=1

I(Mi; Xj,u | Mj−1)

≤ 1
k

n′∑
i=1

i∑
j=1

I(Mi; Xk
j | Mj−1)

= IC(Ak, Dint)
k

.

Combining the above with Lemma 6 provides a lower bound on IC(A′, D), which further
implies the space lower bound

1
n′

n′∑
i=1

E[|Mi|] ≥ Ω(k min{log(n/k), log log(1/δ)})

for the claimed range of ϵ and δ. ◀

2.3 Offline lower bound
We now state and prove the remaining part of the lower bound.
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▶ Lemma 9. For any ϵ ∈ (0, c1), δ ∈ (0, c2) and 1 < k ≤ n, any (k, ϵ, δ)-approximate counter
A that maintains k counters with total sum at most n must use

|M | = Ω (min{k log(n/k), k log(1/ϵ) + k log log(n/k)})

bits of memory.

Proof. Let N(i) = ⌈(e4iϵ − 1) · ϵ−1⌉. Some simple calculations show

(1 − ϵ) · N(i + 1) − (1 + ϵ) · N(i)

≥ ϵ−1(1 − ϵ)(e4(i+1)ϵ − 1) − ϵ−1(1 + ϵ)(e4iϵ − 1) − (1 + ϵ)
= ϵ−1((1 − ϵ)eϵ − 1 − ϵ)e4iϵ + 1 − ϵ

≥ ϵ−1((1 − ϵ)e4ϵ − 1 − ϵ)e4iϵ

≥ ϵ−1((1 − ϵ)(1 + 4ϵ) − 1 − ϵ) · 1
= 2 − 4ϵ > 0.

So for any i ̸= i′, N(i) and N(i′) must have a (1 ± ϵ) multiplicative gap. We will consider
k counters that take on such values, i.e. k counters that receive an (arbitrary) sequence of
increments leading to counts N(i1), N(i2), . . . , N(ik) respectively. It is easy to see that if
ir ≤ (4ϵ)−1 · ln(1+nϵ/k) for all r ∈ [k], the total sum of all the counters will be at most n. Let
q := ⌊(4ϵ)−1 · ln(1+nϵ/k)⌋ and define the set of possible counts N := {N(1), N(2), . . . , N(q)}.
We can represent the counts of all k counters as vectors in Nk.

Consider a “large” collection of vectors V ⊆ Nk such that for every pair of counts u, v ∈ V ,
u and v differ in at least at least 90% of the coordinates. Notice that this implies that u

and v differ multiplicatively in at least 90% of the coordinates by definition. Such a V is
equivalent to an error correcting code.

▶ Definition 10. An error correcting code C of length k over a finite alphabet Σ is a subset
of Σk. The elements of C are called code words. The distance of the code C, denoted ∆(C),
is defined as the minimum hamming distance between any two code words c1, c2 ∈ C, i.e.

∆(C) := min
c,c′∈C

c ̸=c′

∆(c, c′),

where ∆(c, c′) := |{i : ci ̸= c′
i}| is the hamming distance between two vectors.

In the language of error correcting codes, we want our collection of counts V to be a a large
error correcting code with a minimum distance of 0.9k. Fortunately, the Gilbert-Varshamov
bound immediately implies the existence of such a V that is large enough for our purposes.

▶ Lemma 11 (Gilbert-Varshamov bound). For any alphabet size q > 1, code length k and
distance d ≤ k, there exists an error correcting code C with size,

|C| ≥ qk∑d−1
i=0

(
k
i

)
(q − 1)i

.

Consequently, for d = 0.9k and any q larger than a universal constant, there is a code C with
size |C| ≥ q0.05k.

Thus, when q is a large enough constant (which can be achieved by making for ϵ smaller than
some universal constant c), the Gilbert-Varshamov bound tells us there is a choice of V such
that |V | ≥ q0.05k. Fix a (k, ϵ, δ)-approximate counter A. For any v ∈ V and i ∈ [k], A must
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accurately approximate vi with probability at least 1 − δ. Denote the event that A correctly
approximates vi by Ev,i. Since E[

∑k
i=1 1(Ec

v,i)] ≤ k · δ < k/20, by Markov’s inequality we
can conclude the existence of a subset Iv ⊆ [k] such that:
1. |Iv| ≥ 0.9k,
2. P[∩i∈Iv

Ev,i] > 1/2. Put in words, with probability at least 1/2, for every i ∈ Iv, the
algorithm A outputs a (1 + ϵ)-approximation for vi.

Define the event Ev := ∩i∈Iv
Ev,i. Since E

[∑
v∈V 1(Ec

v)
]

≤ |V |/2, a standard averaging
argument implies the existence of a fixed choice for the random seed of A and a subset of
counts V ′ ⊆ V such that:
1. |V ′| > |V |/2,
2. and the algorithm is correct on all v ∈ V ′ in the sense of the event Ev on this random

seed.
Fix such a random seed and denote the now deterministic algorithm A′. For two counts
u, v ∈ V ′ define the set Du,v := {i ∈ [k] : ui ≠ vi}. By construction we have that
|Du,v| ≥ 0.9k. We have

|Du,v ∩ Iu ∩ Iv| ≥ k − |Dc
u,v| − |Ic

u| − |Ic
v |

≥ k − 0.3k = 0.7k > 1.

Thus, there is at least one index i∗ ∈ [k] such that ui∗ ̸= vi∗ and A′ (1 + ϵ)-approximates
both ui∗ and vi∗ , so A′ arrives at a different state for u and v. Since this holds for every
pair in V ′, we can conclude that A′ must arrive at a different state for every count in V ′.
We can now conclude that

2|M | ≥ |V ′| ≥ 0.5 · (⌊(4ϵ)−1 · ln(1 + nϵ/k)⌋)0.05k =
(

Ω
(

ln(1 + nϵ/k)
ϵ

))0.05k

,

or

|M | ≥ 0.05k log
(

ln(1 + nϵ/k)
ϵ

)
− O(k).

We distinguish into three cases:
1. If ϵ < k/n, then ln(1+nϵ/k)

ϵ = Ω(n/k), which implies |M | ≥ 0.05k log(n/k) − O(k).
2. If k/n ≤ ϵ <

√
k/n, we have

|M | ≥ 0.05k log(1/ϵ) − O(k)
≥ 0.05k log(1/ϵ) + k log log(n/k) − O(k log log(1/ϵ)).

3. If ϵ >
√

k/n, we have

|M | ≥ 0.05k log(1/ϵ) + 0.05k log log(ϵn/k) − O(k)
≥ 0.05k log(1/ϵ) + 0.05k log log(n/k) − O(k).

Putting all the above bounds together gives us

|M | ≥ min{0.05k log(n/k) − O(k), 0.05k log(1/ϵ) + 0.025k log log(n/k)
− O(k log log(1/ϵ))}

= Ω(min{k log(n/k), k log(1/ϵ) + k log log(n/k)}). ◀
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3 Upper bounds

We now state matching upper bounds (k, ϵ, δ)-approximate counting that follow immediately
from the single counter case. We give upper bounds in two regimes: the case k ≤ N , and the
case k > N . We start by analyzing the first case.

Recall that the space usage of an approximate counter is typically a random variable, and
the goal is to then prove an upper bound on the expected space (or, say, a high probability
bound). The work of Nelson and Yu [9] provided the following bound on expected space
usage for a single counter:

▶ Theorem 12 ([9]). For any ϵ, δ ∈ (0, 1/2), there is an (ϵ, δ)-approximate counter with
expected space usage O(log log N + log log(1/δ) + log(1/ϵ)) bits.

The following is then a very simple corollary of Theorem 12.

▶ Corollary 13. For any ϵ, δ ∈ (0, 1/2) and 1 ≤ k ≤ N , there is a (k, ϵ, δ)-approximate
counter that uses O(k(log log(2N/k) + log log(1/δ) + log(1/ϵ))) bits in expectation.

Proof. We simply instantiate k independent copies of the data structure from Theorem 12
to provide k independent approximate counters, one per actual counter. For each 1 ≤ i ≤ k,
let Si denote the (random) number of bits of memory used to store the approximate counter
representing the ith counter Ni and recall N :=

∑
i Ni. Then the total expected space is

E

[
k∑

i=1
Si

]
=

k∑
i=1

E[Si]

≤ C
k∑

i=1
(log log(Ni) + log log(1/δ) + log(1/ϵ)) (Theorem 12)

= Ck(log log(1/δ) + log(1/ϵ)) +
k∑

i=1
log log(Ni)

≤ Ck(log log(4N/k) + log log(1/δ) + log(1/ϵ)) (Jensen),

where the last inequality uses concavity of the function x ∈ (1, ∞) 7→ log log(x). Note that we
inject a constant 4 in the iterated logarithm so that the log log term stays nonnegative. ◀

We now turn to the case k > N . In this case, there is a clear lower bound of
Ω(N log(Ck/N)) bits, since log(

∑N
j=1

(
k
j

)
) bits of memory are needed to simply remember

which counters are non-zero, and the logarithm of this sum is Θ(N log(Ck/N)) [5, Exercise
9.42]. We claim that this is also an upper bound. Specifically, we can use O(N log(Ck/N))
bits to remember the locations of the t ≤ N non-zero counters. Now we have reduced to the
case k = t ≤ N and can apply Corollary 13 to approximately remember their values.
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Abstract
In this paper we study a worst case to average case reduction for the problem of matrix multiplication
over finite fields. Suppose we have an efficient average case algorithm, that given two random
matrices A, B outputs a matrix that has a non-trivial correlation with their product A · B. Can
we transform it into a worst case algorithm, that outputs the correct answer for all inputs without
incurring a significant overhead in the running time? We present two results in this direction.

Two-sided error in the high agreement regime. We begin with a brief remark about a reduction
for high agreement algorithms, i.e., an algorithm which agrees with the correct output on a large
(say > 0.9) fraction of entries, and show that the standard self-correction of linearity allows us
to transform such algorithms into algorithms that work in worst case.

One-sided error in the low agreement regime. Focusing on average case algorithms with one-sided
error, we show that over F2 there is a reduction that gets an O(T ) time average case algorithm
that given a random input A, B outputs a matrix that agrees with A · B on at least 51% of
the entries (i.e., has only a slight advantage over the trivial algorithm), and transforms it into
an Õ(T ) time worst case algorithm, that outputs the correct answer for all inputs with high
probability.
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1 Introduction

The problem of efficiently multiplying two matrices has been extensively studied for decades.
Improving on the straightforward O(n3) time algorithm, Strassen’s algorithm [24] computes
the product of two matrices in time O(nlog2 7 = n2.807), and it is perhaps the most widely used
in practice. Since then, a long and exciting line of research ([19, 5, 21, 20, 23, 9, 22, 25, 17, 1])
has led to a significant improvement of the value of the optimal exponent of the running
time for matrix multiplication problem. The fastest algorithm known today is due to Duan,
Wu, and Zhou [10], and its running time is O(n2.371866).

Worst-case to average-case reductions serve as a means to convert algorithms that output
correct answers on a fraction of inputs into algorithms with correct outputs on all possible
inputs. These reductions can be viewed from two different perspectives. From the hardness
point of view, they can be used to show that a problem maintains its hardness even in the
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average case. From the algorithmic side, they provide a framework for developing worst-
case algorithms, by first designing weak algorithms with average case guarantees, and then
transforming them into algorithms which work on all outputs.

In this paper, we study the following variant of a worst-case to average-case reduction for
the matrix multiplication problem. Suppose we have an efficient algorithm that given two
random matrices A, B ∈ Fn×n, computes a matrix C ∈ Fn×n that agrees with the product
A · B on a large fraction of the entries of the matrix. Can we transform such an algorithm
into one that computes A · B correctly for all entries of the output matrix without incurring
a significant overhead in the running time?

More formally, we define the agreement between two matrices as the fraction of entries
on which the two matrices agree.

▶ Definition 1. Let F be a field, and let A, B ∈ Fn×n be two matrices. We define agreement
between A and B, denoted by agr(A, B), as the fraction of entries (i, j) on which Ai,j = Bi,j ,
i.e.,

agr(A, B) = |{(i, j) : Ai,j = Bi,j}|
n2 .

Then, our goal can be stated as the task of transforming an algorithm that on a random
input A, B outputs a matrix C such that agr(C, AB) ≥ α for some parameter α ∈ [0, 1] into
an algorithm that solves the matrix multiplication problem correctly on all inputs.

We present two results in this direction. Both results consider the matrix multiplication
problem over finite fields.

High agreement regime with two-sided error

We show that any algorithm that solves the matrix multiplication problem correctly on a
high fraction of the coordinates, can be converted into a worst case algorithm. Specifically,
we prove the following theorem.

▶ Theorem 2. Fix a finite field F. Let α ∈ (0, 1/8). Let ALG be an algorithm that gets as
input two matrices A, B ∈ Fn×n, runs in time T (n), and outputs a matrix ALG(A, B) ∈ Fn×n.
Suppose that

EA,B∈Fn×n [agr(ALG(A, B), A · B)] > 1 − α .

Then, there is an algorithm ALG∗ that gets as input two matrices A, B ∈ Fn×n, runs in time
O(T (n) · log(n)), and outputs a matrix ALG∗(A, B) ∈ Fn×n such that for all A, B it holds
that

Pr[ALG∗(A, B) = A · B] > 1 − 1/n ,

where the randomness is only over the internal coins of ALG∗.

The proof of this result relies on rather standard ideas, and essentially uses the self-
correction of linear functions [6].

Low agreement with one-sided error

For this result, we restrict our discussion to the finite field F2. Note that it is trivial to
design an O(n2) time algorithm such that EA,B∈Fn×n

2
[agr(ALG(A, B), A · B)] ≥ 1/2. Indeed,

the algorithm can simply output 0 in all entries irrespective of the input. Alternatively, the
algorithm can output a random 0/1 matrix. Hence, it is natural to ask whether it is possible
to obtain a better-than-1/2 algorithm for the matrix multiplication over F2.
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Below we show that in the special case of one-sided error approximation, any better-than-
1/2 approximation O(T ) time algorithm can be transformed into a worst case algorithm with
running time Õ(T ). Formally, we prove the following theorem.

▶ Theorem 3. Let ALG be an algorithm that gets input two matrices A, B ∈ Fn×n
2 , runs in

time T (n), and outputs a matrix ALG(A, B) ∈ Fn×n
2 . Let δ > 0, and suppose that

EA,B∈Fn×n
2

[agr(ALG(A, B), A · B)] ≥ 1/2 + δ.
If (AB)i,j = 0, then ALG(A, B)i,j = 0.

Then, there is an algorithm ALG∗ that gets as input two matrices A, B ∈ Fn×n
2 , runs in time

Õ(T (n)), and outputs a matrix ALG∗(A, B) ∈ Fn×n
2 such that for all A, B it holds that

Pr[ALG∗(A, B) = A · B] > 1 − 1/n,

where the randomness is only over the internal coins of ALG∗.

▶ Remark 4. Below we make several comments about Theorem 3.

1. Note that the conditions of the theorem can be written equivalently as follows.
PrA,B∈Fn×n

2
i,j∈[n]

[ALG(A, B)i,j = 1] ≥ δ.

If (AB)i,j = 0, then ALG(A, B)i,j = 0.
2. The notion of algorithms with one-sided error is typically studied in the context of

randomized algorithms, e.g., relating to the classes RP (and coRP), where the guarantee
is that for every NO input the algorithm outputs the correct answer with probability 1,
and for every YES input it is correct with probability at least 2/3. The error model in
Theorem 3 is different, as we consider algorithms that are correct on random inputs on
all output 0-bits, and on at least some α-fraction of 1-bits.

3. Alternatively, we can view the one-side error condition of Theorem 3 as an errorless
heuristic, where in each entry of the matrix ALG outputs either 1 representing the correct
answer, or says “I don’t know” and outputs 0.

4. We remark that the standard methods of self-correcting linear functions work in the
high agreement regime, but fail when the average case guarantee is low. We apply the
techniques from additive combinatorics developed in [2], particularly a version of the
probabilistic Bogolyubov-Ruzsa Lemma, to perform a self-correction procedure which
helps in this regime.

5. Our proof of Theorem 3 assumes that ALG is deterministic. It is rather straightforward
to extend the proof and allow it to be randomized, by appropriately modifying the sets
of good inputs (Xi,j and Y A

i,j) to account for the randomness of the algorithm.

1.1 Related work
The study of average-case complexity began with Levin’s work [18], followed by subsequent
works like [4]. A substantial body of research (e.g., [16], [15] and related references) identified
numerous barriers in formulating worst-case to average-case reductions for NP-complete
problems. For a comprehensive overview of this subject, see the classical surveys by Im-
pagliazzo [14], Bogdanov and Trevisan [7] and Goldreich [12].

Asadi et al. [2, 3] presented a new framework for carrying out efficient worst-case to
average case reductions for various fundamental problems. Particularly, for the problem of
matrix multiplication, they proved that if there exists an O(T (n)) time algorithm M for
matrix multiplication which computes the correct output on an ϵ fraction of inputs, then
there exists a randomized algorithm M ′ which computes the correct output on all inputs,
running in time O(exp(O(log5(1/ϵ)) · T (n)). The proof relied on additive combinatorial
techniques and used the probabilistic Bogolyubov-Ruzsa Lemma.
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Hirahara and Shimizu [13] improved the exp(O(log5(1/ϵ))) overhead to an Õ(1/ϵ) factor.
Their idea involved dividing the output matrix into smaller blocks and using the Direct-
Product Theorem in a black-box manner.

The aforementioned papers assume that we have access to an algorithm which gives a
fully correct output on some fraction of the inputs, i.e., for these inputs all entries in the
output matrix are correct. The setting presented in this paper, where the output of the given
algorithm is not fully correct, seems to differ significantly from the works mentioned above.
In particular, we do not see how to apply the Direct-Product theorem to our setting of the
problem.

A related problem was studied by [11]. Specifically, they provided an Õ(n2 + kn) time
randomized algorithm and an Õ(kn2) time deterministic algorithm for correcting the product
of two matrices over a ring, where the product has at most k incorrect entries. Theorem 2
improves upon their work for a certain range of k, e.g., n2/20 < k < n2/8, and Theorem 3
gives a new result for k closer to n2/2 in a very specific error model.

1.2 Open problems

We mention the following two problems that are left open in this work.

Low agreement with two-sided error

Is it possible to transform a two-sided error algorithm over F2 with a low agreement guarantee
into a worst case algorithm. That is, given an O(T (n)) time algorithm ALG with the
guarantee EA,B∈Fn×n

2
[agr(ALG(A, B), A · B)] > 1/2 + δ, can we convert it into an algorithm

that correctly outputs the correct answer on all inputs and has running time Õ(T (n))?

Generalizing over finite fields

Extend Theorem 3 in a meaningful way to work over any finite field.

2 Preliminaries

For a positive integer n we define [n] = {0, 1, . . . , n − 1}. We index the coordinates of our
matrices starting from 0 rather than 1, which is typically more standard. We refer to the
element in the row i and column j of the matrix A as Ai,j .

We define a notion of row-shift (or row-rotation) and column-shift as follows.

▶ Definition 5. Given a matrix A ∈ Fn×m, 0 ≤ π ≤ n − 1, and 0 ≤ σ ≤ m − 1, define Aπ,σ

to be the matrix obtained from A by cyclically rotating all its rows downwards by π units and
all its columns rightwards by σ units, that is,

(Aπ,σ)i,j = A(i−π) mod n,(j−σ) mod m

The following proposition is immediate from the definition above.

▶ Proposition 6. For any A, B, C ∈ Fn×n and any π, σ we have AB = C if and only if
Aπ,0 · B0,σ = Cπ,σ.
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2.1 Additive Combinatorics Tools
We now present the additive combinatorics toolkit which will be useful in the worst-case to
average-case reduction for the low agreement regime with one-sided error.

For a set A ⊆ Fn
2 , let 1A : Fn

2 → {0, 1} denote the indicator function of A. The Fourier
expansion of a function f : Fn

2 → C is given by f(x) =
∑

r∈Fn
2

f̂(r) · χr(x), where χr(x) =
(−1)⟨x,r⟩, and the Fourier coefficients of f are defined as f̂(r) = ⟨f, χr⟩ = Ex[f(x) · χr(x)].
Parseval’s identity says that

∑
r∈F2n 1̂A(r)

2
= ⟨1A, 1A⟩ = α, where α is the density of A.

Define Specγ(A) = {r ∈ Fn
2 :

∣∣∣1̂A(r)
∣∣∣ ≥ γ}. Below we state Chang’s lemma, which

describes a certain structure of Specγ(A).

▶ Lemma 7 (Chang’s Theorem [8]). Let A ⊆ Fn be a set of size |A| = α · |F|n, and let γ > 0.
Then

dim(span(Specγα(A))) ≤ O

(
log(1/α)

γ2

)
.

Recall that the subset sum of two sets A and B is defined as A+B = {a+b : a ∈ A , b ∈ B}.
Analogously, we define tA = A+A+· · ·+A (t times) as tA = {a1 +a2 · · ·+at : a1, a2, . . . , at ∈
A}. The following lemma says that for an arbitrary set A ⊆ Fn, the sumset tA contains a
large affine subspace.

▶ Lemma 8 (Probabilistic Bogolyubov-Ruzsa lemma). Let A ⊆ Fn
2 be a set of size |A| = α · 2n,

for some α ∈ (0, 1], and let t ≥ 3 be an integer. Then, tA contains an affine subspace V ⊆ Fn
2

of dimension dim(V ) ≥ n − O(log(1/α)) such that for all v ∈ V it holds that

Pr
a1,a2,..,at−1∈Fn

2

[a1, a2, a3, .., at ∈ A] ≥ αt

(
1 + 1

2t−2

)
− αt−1

2t−2 ,

where at = v − a1 − a2 − .. − at−1.
In particular, if t > log2(1/α) + 2, then tA contains an affine subspace V ⊆ Fn

2 of
dimension dim(V ) ≥ n − k, for k = O(log(1/α)), such that for all v ∈ V it holds that

Pr
a1,a2,..,at∈Fn

2
v=

∑t

i=1
ai

[a1, a2, a3, .., at ∈ A] ≥ (α/2)t .

Below we prove Lemma 8 only for odd values of t, which is slightly more complicated
than the case of even t. After the proof, we remark how to modify the proof to work for
even t’s.

Proof. Let A ⊆ Fn
2 be a set of size |A| = α · |F|n, for some α ∈ (0, 1]. Consider the set

R = Specα/2 \ {0} = {r ∈ F n
2 \ {0} :

∣∣∣1̂A(r)
∣∣∣ >

α

2 }

Next we define an affine subspace V = {v ∈ Fn
2 : ⟨v, r⟩ = sr ∀r ∈ R} for some sr ∈ {0, 1}

to be defined later, and claim that V satisfies the conclusions of Lemma 8. We will need the
following two claims.

▷ Claim 9. For all r ∈ R there exists sr ∈ {0, 1} such that (1)
∑

r∈R 1̂A(r)t · (−1)sr ≥ 0
and (2) if r∗ ∈ R is a linear combination r∗ =

∑
r∈R cr · r of vectors in R (with cr ∈ F2),

then sr∗ =
∑

r∈R cr · sr (mod 2).
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Proof. Let R′ be a maximal subset of R of linearly independent vectors. Choose sr′ ∈ {0, 1}
independently with probability 0.5 each for every r′ ∈ R′. Now any r ∈ R \ R′, can be
expressed as a linear combination r =

∑
r′ cr′ · r′ of vectors in R′ with cr′ ∈ {0, 1} define

sr =
∑

r′ cr′ · sr′ . It is immediate to verify that condition (2) is satisfied.
In order to satisfy condition (1) note that by linearity of expectation E[

∑
r∈R 1̂A(r)t ·

(−1)sr ] = 0, and hence there exists a choice of (sr)r∈R such that
∑

r∈R 1̂A(r)t · (−1)sr ≥ 0,
as required. ◁

▷ Claim 10. We have
∑

r ̸∈R,r ̸=0

∣∣∣1̂A(r)
∣∣∣t

≤ (α/2)t−2(α − α2).

Proof. For t ≥ 3, it holds that∑
r ̸∈R,r ̸=0

∣∣∣1̂A(r)
∣∣∣t

≤ max
r ̸∈R,r ̸=0

∣∣∣1̂A(r)
∣∣∣t−2 ∑

r ̸∈R,r ̸=0

∣∣∣1̂A(r)
∣∣∣2

≤ (α/2)t−2
∑

r∈F2n\{0}

1̂A(r)
2

< (α/2)t−2(α − α2) . ◁

Define an affine subspace V = {v ∈ Fn
2 : ⟨v, r⟩ = sr ∀r ∈ R}, where sr ∈ {0, 1} is from

Claim 9. Note that if the vectors in R are linearly dependent, then the second condition of
Claim 9 guarantees that we can define V = {v ∈ Fn : ⟨v, r′⟩ = sr′ ∀r′ ∈ R′} for a maximal set
R′ ⊂ R of linearly independent vectors in R, and the remaining constraints will be satisfied
by linearity. Then, according to Lemma 7 we have

dim(V ) ≥ n − O (log(1/α)) .

Using the two claims above, and noting that Pra1,a2,..,at−1∈Fn [a1, a2, a3, .., at ∈ A] =
1A ∗ 1A ∗ .. ∗ 1A(v) (t times), for any v ∈ V we have

Pra1,a2,..,at−1∈Fn [a1, a2, a3, .., at ∈ A] = 1A ∗ 1A ∗ .. ∗ 1A(v)

=
∑

r∈Fn

1̂A(r)
t
χr(v)

= 1̂A(0)
t

+
∑
r∈R

1̂A(r)
t
χr(v) +

∑
r ̸∈R,r ̸=0

1̂A(r)
t
χr(v)

≥ αt +
∑
r∈R

1̂A(r)
t

· (−1)sr − (α/2)t−2(α − α2)

≥ αt + 0 − (α/2)t−2(α − α2)

= αt

(
1 + 1

2t−2

)
− αt−1

2t−2 .

In particular, for t > log2(1/α) + 2, we have

Pra1,a2,..,at−1∈Fn [a1, a2, a3, .., at ∈ A] ≥ αt

(
1 + 1

2t−2

)
− αt−1

2t−2

≥ αt

(
1 + 1

2t−2

)
− αt

≥ (α/2)t ,

as required. ◀



A. Gola, I. Shinkar, and H. Singh 34:7

▶ Remark 11. For even values of t the lemma is slightly easier. Specifically, since 1̂A(r)
t

is
always non-negative, we can take sr = 0 in Claim 9, and the rest of the proof works the
same.

3 High Agreement with Two-Sided Error

In this section, we prove Theorem 2. Specifically, we show that if there exists an algorithm
which, given two matrices A, B ∈ Fn×n, runs in time T (n) and correctly computes their
product on a large fraction of all entries of output on average, then there exists another
algorithm that runs in Õ(T (n)) time and correctly computes their product on all entries of
output. The proof essentially uses the self-correction of linearity [6].

▶ Theorem 2. Fix a finite field F. Let α ∈ (0, 1/8). Let ALG be an algorithm that gets as
input two matrices A, B ∈ Fn×n, runs in time T (n), and outputs a matrix ALG(A, B) ∈ Fn×n.
Suppose that

EA,B∈Fn×n [agr(ALG(A, B), A · B)] > 1 − α .

Then, there is an algorithm ALG∗ that gets as input two matrices A, B ∈ Fn×n, runs in time
O(T (n) · log(n)), and outputs a matrix ALG∗(A, B) ∈ Fn×n such that for all A, B it holds
that

Pr[ALG∗(A, B) = A · B] > 1 − 1/n ,

where the randomness is only over the internal coins of ALG∗.

Proof. Given the algorithm ALG as in the assumption of the theorem, we design ALG∗ as
follows.

Algorithm 1 Approximation for High Agreement Matrix Multiplication Algorithms.

Input: A, B ∈ Fn×n, ALG
Output: A · B

1 Let k = O(log(n))
2 for r = 0 to k do
3 Generate two random matrices R, S ∈ Fn×n

4 Select two random variables π, σ ∈ [n] independently
5 M = ALG((A + R)π,0, (B + S)0,σ) − ALG(Rπ,0, (B + S)0,σ) − ALG((A +

R)π,0, S0,σ) + ALG(Rπ,0, S0,σ)
6 Let Cr = Mn−π,n−σ

7 Define the matrix C ∈ Fn×n by taking the majority vote of all Cr in each coordinate.

Correctness

Consider an entry (i, j) in the output matrix A · B. In each iteration we call ALG four times,
and in each of the calls the input is distributed uniformly in Fn×n. Furthermore, since π, σ

are chosen uniformly, it follows that (i + π, j + σ) are distributed uniformly. Therefore, the
probability that that all the four calls of ALG produce the correct answer in this entry is at
least 1 − 4α. Therefore, for each repetition r, we have

Pr[(Cr)i,j = (A · B)i,j ] ≥ 1 − 4α .
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By Chernoff bound, the probability that the majority vote of the k repetition will produce
an incorrect answer is upper bounded by

Pr[(Cr)i,j = (A · B)i,j ] ≥ exp (−Ω((1 − 4α − 1/2) · k)) < 1/n3 ,

Here we make the assumption that α is bounded below 1/8.
Hence, the probability that a particular entry (i, j) is incorrect after k iterations is at

most n−3. By union bound over all entries, the probability that at least one entry is incorrect
in the output matrix is at most n2 · n−3 = 1/n.

Running time

The total running time is dominated by O(log(n)) invocations of ALG, and hence, the
runtime of ALG∗ is O(T (n) · log(n)). ◀

4 Low Agreement with One-Sided Error

In this section we prove Theorem 3. We restate the theorem here for convenience.

▶ Theorem 3. Let ALG be an algorithm that gets input two matrices A, B ∈ Fn×n
2 , runs in

time T (n), and outputs a matrix ALG(A, B) ∈ Fn×n
2 . Let δ > 0, and suppose that

EA,B∈Fn×n
2

[agr(ALG(A, B), A · B)] ≥ 1/2 + δ.
If (AB)i,j = 0, then ALG(A, B)i,j = 0.

Then, there is an algorithm ALG∗ that gets as input two matrices A, B ∈ Fn×n
2 , runs in time

Õ(T (n)), and outputs a matrix ALG∗(A, B) ∈ Fn×n
2 such that for all A, B it holds that

Pr[ALG∗(A, B) = A · B] > 1 − 1/n,

where the randomness is only over the internal coins of ALG∗.

Before proving the theorem, we need some definitions. We start by defining the notion
of a good coordinate. We say a coordinate (i, j) ∈ [n] × [n] is good, if ALG returns 1 at the
entry (i, j) for more than δ/2 fraction of possible inputs.

▶ Definition 12. Denote by G the set of good coordinates, defined as

G = {(i, j) ∈ [n] × [n] : Pr
A,B∈Fn×n

2

[ALG(A, B)i,j = 1] > δ/2} .

The following claim is immediate from the definition and the assumptions of the theorem.

▷ Claim 13. |G| ≥ (δ/2) · n2.

Proof. Let pi,j = PrA,B∈Fn×n
2

[ALG(A, B)i,j = 1]. Note that by the assumptions of Theorem 3,
we have Ei,j [pi,j ] ≥ δ. Note that

δ ≤ Ei,j∈[n]×[n][pi,j ] ≤ Pr
i,j

[(i, j) ∈ G] ·1+Pr
i,j

[(i, j) ̸∈ G] · (δ/2) ≤ Pr
i,j

[(i, j) ∈ G] ·1+1 · (δ/2) ,

and hence Pr[(i, j) ∈ G] ≥ δ/2, as required. ◁

Next, we define the notion of good input matrices with respect to a good coordinate.
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▶ Definition 14. For a coordinate (i,j), define Xi,j as follows.

Xi,j = {A : Pr
B

[ALG(A, B)i,j = 1] ≥ δ/4} .

Given a coordinate (i, j) and a matrix A, define Y A
i,j to be the set of matrices B for which

ALG returns 1 at the entry (i, j). That is,

Y A
i,j = {B : ALG(A, B)i,j = 1} .

We make the following claim about the densities of Xi,j and Y A
i,j .

▷ Claim 15. For any (i, j) ∈ G it holds that PrA∈Fn×n [A ∈ Xi,j ] ≥ δ/4. Furthermore, if
A ∈ Xi,j then PrB∈Fn×n [B ∈ Y A

i,j ] ≥ δ/4.

Proof. Fix a good coordinate (i, j) ∈ G, and for each A ∈ Fn×n,
Let pA = PrB∈Fn×n [ALG(A, B)(i,j) = 1]. From the definition of G we have EA[pA] ≥ δ/2.

δ/2 ≤ EA[pA] = Pr
A∈Fn×n

[A ∈ Xi,j ] · 1 + Pr
A∈Fn×n

[A ̸∈ Xi,j ] · δ/4 ≤ Pr
A∈Fn×n

[A ∈ Xi,j ] + δ/4 ,

and hence, Pr[A ∈ Xi,j ] ≥ δ/4.
The furthermore part is by definition of Xi,j . ◁

▶ Definition 16. Denote by Lk ∈ Fn×n a random matrix of rank at most k, constructed by
sampling the first k columns independently uniformly at random from Fn, and then taking the
remaining n − k columns to be uniformly random linear combinations of the first k vectors.

The following lemma is from [2]. It shows that if L2k
A is a random matrix of rank at most

2k sampled as in Definition 16, then MA = A − (L2k
A ) belongs to any subspace of matrices of

co-dimension k with a non-negligible probability. We provide the proof of the lemma here
for completeness.

▶ Lemma 17 (Lemma 4.8 from [2]). Fix a matrix A ∈ Fn×n, let k be a parameter, and let
ℓ ≥ 2k. Let Lℓ

A be a random matrix of rank at most ℓ sampled as in Definition 16, and let
MA = A − (Lℓ

A). Then, for any subspace V ⊆ Fn×n of dim(V ) ≥ n2 − k it holds that

Pr[MA ∈ V ] ≥ 1
2|F|k

.

Proof. Since V has co-dimension at most k, a matrix in V must be orthogonal to all the
basis vectors of its orthogonal complement. Since there are up to k such basis vectors, the
membership condition of MA in V can be written down in the form of k linear constraints.
Viewing MA as a vector in Fn2 , we can write the k linear constraints on the elements of the
matrix M2k

A in the form

α1 · (MA)i1,j1 + α2 · (MA)i2,j2 + · · · + αr(MA)it,jt
= 0 .

Here, αi’s are constants and t ∈ [n2] is the number of elements upon which the constraints
depend. Writing MA as m ∈ Fn2 , we can represent these linear constraints as a system of
equations of the form G · m = 0, where G is a k × n2 matrix. Now, we perform Gaussian
elimination on G, which gives us a matrix G′, where each row has a 1 entry such that all the
other entries in the column containing this 1 are 0. We refer to such 1’s as leading 1’s. That
is, by permuting the columns of G′, we may think of it as being of the form G′ = [Ik|G∗].
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Consider the set of k coordinates of m corresponding to the k leading 1s in G′, one
from each row. These k coordinates of m in turn correspond to k pairs of coordinates
{(i1, j1), (i2, j2) . . . (ik, jk)} in MA. These k pairs of coordinates in MA can belong to at most
k rows in MA. We now bound the probability of none of these k rows in Lℓ

A being a linear
combination of the other rows. Let us denote this event as Ω. Then

Pr[Ω] =
(

1 − 1
2ℓ

) (
1 − 2

2ℓ

) (
1 − 4

2ℓ

)
· · ·

(
1 − 2k−1

2ℓ

)
≥

(
1 − 2k−1

2ℓ

)k

≥
(

1 − 1
2k+1

)k

≥ 1 − k

2k+1 ≥ 1
2

If Ω happens, then we get a coordinate (ir, jr) in MA corresponding to the rth linear
constraint, for all r ∈ [k], such that no other constraint depends upon it (as it corresponds to
a leading 1) and it is chosen uniformly at random (since the rows containing these coordinates
are linearly independent). Therefore, the probability that this random value satisfies the
ith constraint is 1/|F|. To see this, assume that the values of all other coordinates involved
in the ith constraint are fixed, then we are left with only one choice for the value of the
coordinate (ci, c′

i) which satisfies the constraint. Therefore, we have

Pr[MA ∈ V ] = Pr[All k linear constraints are satisfied]

= Pr[Ω] · 1
|F|k

≥ 1
2|F|k

.

This completes the proof of Lemma 17. ◀

4.1 Computing the good coordinates
Next, we start describing the reduction guaranteed by Theorem 3. As a first step we design
Algorithm 2, that gets two matrices A, B and outputs a matrix C with values in F2 ∪ {⊥},
satisfying the following guarantees.
1. If Ci,j ̸= ⊥, then Ci,j contains the correct values, i.e., Ci∗,j∗ = (A · B)i∗,j∗ .
2. For any good coordinate (i∗, j∗) ∈ G we have Pr[Ci∗,j∗ = (A · B)i∗,j∗ ] ≥ δ0, where δ0 is

some constant that depends only on δ. That is, with non-negligible probability Ci∗,j∗

contains the correct answer, and not ⊥.
Then, in Section 4.2 we use Algorithm 2 as a subroutine, in order to compute the entire
matrix A · B correctly.

In lines 3-4 we decompose A = L2k
A + MA, and B = L2tk

B + MB with the intention of
computing A · B by writing

AB = (MA + L2k
A ) · (MB + L2tk

B )
= MA · MB + MA · L2tk

B + L2k
A · MB + L2k

A · L2tk
B .

Lines 5-13 try to compute C = MA · MB. Then, in line 14, we sum up the 4 terms. Using
the fact that multiplication of matrices of rank k takes O(kn2) time, the last three terms can
be computed in O(tkn2) time, and hence, it remains to compute MA · MB . The remainder
of this subsection is dedicated to analyzing lines 5-13, which contain the most involved part
of the algorithm.
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Algorithm 2 Approximating good coordinates for one-sided error algorithms.

Input: A, B ∈ Fn×n
2 , ALG

Output: An n × n matrix C with values F2 ∪ {⊥}
1 Let t > log(4/δ) + 2
2 Let k = O(log(1/δ)) from the “in particular” part of Lemma 8 with α = δ/4 and t

chosen above
3 Sample two random matrices L2k

A and L2tk
B of rank at most 2k and 2tk respectively,

as in Definition 16
4 Define MA = A − L2k

A and MB = B − L2tk
B

5 Let C be the n × n matrix initialized with all ⊥
6 Sample t − 1 random matrices R1, R2, .., Rt−1 ∈ Fn×n

2 and set
Rt = MA − (R1 + R2 + .. + Rt−1)

7 for r = 1, . . . , t do
8 Sample t − 1 random matrices S

(r)
1 , S

(r)
2 , .., S

(r)
t−1 ∈ Fn×n

2 and set
S

(r)
t = MB − (S(r)

1 + S
(r)
2 + .. + S

(r)
t−1)

9 for r, s = 1, . . . , t do
10 Compute ALG(Rr, S

(r)
s )

11 for (i, j) ∈ [n] × [n] do
12 if ALG(Rr, S

(r)
s )i,j = 1 for all r, s ∈ {1, . . . , t} then

13 Set Ci,j =
∑

r,s ALG(Rr, S
(r)
s )i,j (mod 2)

14 return C + MA · L2tk
B + L2k

A · MB + L2k
A · L2tk

B // if Ci,j = ⊥, then we return ⊥ in the
coordinate (i, j)

We would like to compute MA · MB by writing MA = R1 + R2 + · · · + Rt, and MB =
S

(r)
1 + S

(r)
2 + · · · + S

(r)
t for r = 1 . . . t, and then computing ALG(Rr, S

(r)
s ) for all r, s. Note

that if we could guarantee that ALG(Rr, S
(r)
s ) returns Rr · S

(r)
s , then, we would have

MA · MB =
∑
r,s

Rr · S(r)
s =

∑
r,s

ALG(Rr, S(r)
s ) . (1)

However, ALG is not guaranteed to return the product of the inputs correctly. Instead, we
claim that (1) for some good coordinates (i∗, j∗) it holds Ci∗,j∗ = (MA · MB)i∗,j∗ , and (2)
the remaining coordinates in C remain ⊥. This is summarized formally in the next two
claims.

▷ Claim 18. For any (i, j) ∈ [n]×[n] if Ci,j ∈ {0, 1} (i.e., Ci,j ̸= ⊥), then Ci,j = (MA ·MB)i,j .

Proof. Fix any coordinate (i, j). Note that in line 13 we set Ci,j =
∑

r,s ALG(Rr, S
(r)
s )i,j

(mod 2) only if ALG(Rr, S
(r)
s )i,j = 1 for all r, s. Recall that by the assumption of the

algorithm if ALG(Rr, S
(r)
s )i,j = 1, then ALG(Rr, S

(r)
s )i,j = (Rr · S

(r)
s )i,j . The claim follows

by Equation (1) restricted to the coordinate (i, j), as

Ci,j =
∑
r,s

ALG(Rr, S(r)
s )i,j =

∑
r,s

(Rr · S(r)
s )i,j = (MA · MB)i,j ,

as required. ◁

▷ Claim 19. Fix a good coordinate (i∗, j∗) ∈ G. Then Pr[Ci∗,j∗ = (MA · MB)i∗,j∗ ] ≥ δ0 =
0.5O(log3(1/δ)).
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Proof. Consider the set Xi∗,j∗ from Definition 14 for a good entry (i∗, j∗) ∈ G. By Claim 15,
the density of Xi,j is at least δ/4, and hence, Lemma 8 guarantees the existence of an affine
subspace Vi∗,j∗ of dimension dim(Vi∗,j∗) ≥ n − k. Then, using Lemma 17 with Vi∗,j∗ we have

Pr[MA ∈ VXi,j
] ≥ 1

2 · 2k
. (2)

Let us condition on the event that MA ∈ VXi∗,j∗ . Then by Lemma 8,

Pr
R1,R2,..,Rt∈Fn×n

n∑
r

Rr=MA

[R1, R2, .., Rt ∈ Xi,j ] ≥ (δ/8)t . (3)

For each of R1, . . . , Rt define the sets Y R1 , Y R2 , . . . , Y Rt as in Definition 14. (Recall Y R is
the set of are all matrices S such that (R · S)i∗,j∗ = 1. We omit the subscript (i∗, j∗) for
readability.)

From Claim 15, we know each of Y R1 , . . . , Y Rt has density at least δ/4. Hence, by
applying Lemma 8 on each of them, we obtain subspaces VY R1 , .., VY Rt of co-dimension
at most k. Define VY = VY R1 ∩ VY R2 ∩ · · · ∩ VY Rt to be their intersection, and note that
dim(VY ) ≥ n − tk. Therefore, by applying Lemma 17 on the matrix B with the subspace
VY , we get 1

Pr[MB ∈ VY ] ≥ 1
2 · 2tk

. (4)

Conditioning further on the event that MB ∈ VY , we apply Lemma 8, and for each r = 1, . . . , t

we get

Pr
S

(r)
1 ,...,S

(r)
t∑

s
S(r)

s =MB

[S(r)
1 , . . . , S

(r)
t ∈ Y Rr ] ≥ (δ/8)t .

Since the events above are independent between different r’s, the probability that the
algorithm returns correct output on the entry (i∗, j∗) is lower bounded by the product of the
probabilities in Equations (2)–(4), and hence

Pr[Ci∗,j∗ = (MA · MB)i∗,j∗ ] ≥ 1
2k+1 × (δ/8)t × 1

2 · 2tk
×

(
(δ/8)t

)t ≥ 1
2O(log3(1/δ)) .

This completes the proof of Claim 19. ◁

4.2 Proof of Theorem 3

We are now ready to prove Theorem 3. Algorithm 3 uses Algorithm 2 as a subroutine, by
running it several times. We claim that Algorithm 3 correctly computes the correct answer
with high probability for any input A, B. Note that Algorithm 2 is guaranteed to be correct
only for good coordinates, although it does not get the good coordinates as an input, and
the guarantee about the good coordinates only appears in the analysis.

1 Note that although the algorithm samples MB before R1, . . . , Rt, in fact they are sampled independently
of each other, and hence Lemma 17 is applicable here.
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Algorithm 3 Approximation for one-sided Agreement Matrix Multiplication Algorithms.

Input: A, B ∈ Fn×n
2

Output: A · B

1 Let C be the n × n matrix initialized with all ⊥.
2 Let δ0 be the constant from Claim 19
3 repeat O

(
log(n)
δ·δ0

)
times

4 Sample uniformly random π, σ ∈ [n].
5 Run Algorithm 2 with the inputs as Aπ,0, B0,σ, ALG.
6 Let C∗ be the resulting matrix
7 for (i, j) ∈ [n] × [n] do
8 if C∗

i+π (mod n),j+σ (mod n) ̸= ⊥ then
9 Set Ci,j = C∗

i+π,j+σ

10 return C

The following claim completes the proof of Theorem 3.

▷ Claim 20. Fix a coordinate (i, j) ∈ [n] × [n]. Algorithm 3 returns the matrix C such that
Pr[Ci,j = (A · B)i,j ] ≥ 1 − 1/n3.

In particular, by taking the union bound over all coordinates (i, j) it follows that for any
input A, B Algorithm 3 returns their product with probability at least 1 − 1/n.

Proof. Fix a coordinate (i, j) ∈ [n] × [n]. The algorithm chooses random π and σ, and runs
Algorithm 2 on the shifted matrices Aπ,0 and B0,σ.

Note that since π and σ are chosen uniformly at random, it follows that Pr[(i + π

(mod n), j + σ (mod n)) ∈ G] = |G|/n2 ≥ δ/2.
Suppose that (i + π (mod n), j + σ (mod n)) is indeed a good coordinate. Then by

Claim 20 with probability δ0 we obtain the correct answer in the coordinate (i+π (mod n), j+
σ (mod n)), in which case we set Ci,j to be that answer (A · B)i,j . Otherwise, Ci,j remains
⊥.

Therefore, with probability at least (δ/2) · δ0 in each iteration Ci,j changes from ⊥ to
(A · B)i,j , and once it changes, it never changes its value again.

By repeating the procedure R = O( log(n)
δ·δ0

) times, the probability that in the end of the
algorithm Ci,j = ⊥ is upper bounded by Pr[Ci,j = ⊥] ≤ (1 − δ0)R < 1/n3. This completes
the proof of the claim. ◁

We conclude the proof with the analysis of the running time of the algorithm.

Running Time

The total running time of Algorithm 3 is essentially dominated by the running time of
Algorithm 2 multiplied by O

(
log(n)
δ·δ0

)
. Each iteration of Algorithm 2 involves O(t2) calls to

ALG plus additional O(tn2) time. Therefore, the running time is O(t2 log(n)T (n)/δ · δ0).
Since t = O(log 1/δ), and δ0 = 0.5O(log3(1/δ)) the total running time of the algorithm is is
2O(log3(1/δ)) · T (n) log(n).

In particular, even for a slightly sub-constant δ ≥ exp(− log0.33(n)), our algorithm runs
in time T (n) · no(1).

This completes the proof of Theorem 3.
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Testing Intersectingness of Uniform Families
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Abstract
A set family F is called intersecting if every two members of F intersect, and it is called uniform
if all members of F share a common size. A uniform family F ⊆

([n]
k

)
of k-subsets of [n] is ε-far

from intersecting if one has to remove more than ε ·
(

n
k

)
of the sets of F to make it intersecting. We

study the property testing problem that given query access to a uniform family F ⊆
([n]

k

)
, asks to

distinguish between the case that F is intersecting and the case that it is ε-far from intersecting.
We prove that for every fixed integer r, the problem admits a non-adaptive two-sided error tester
with query complexity O( ln n

ε
) for ε ≥ Ω(( k

n
)r) and a non-adaptive one-sided error tester with query

complexity O( ln k
ε

) for ε ≥ Ω(( k2

n
)r). The query complexities are optimal up to the logarithmic

terms. For ε ≥ Ω(( k2

n
)2), we further provide a non-adaptive one-sided error tester with optimal

query complexity of O( 1
ε
). Our findings show that the query complexity of the problem behaves

differently from that of testing intersectingness of non-uniform families, studied recently by Chen,
De, Li, Nadimpalli, and Servedio (ITCS, 2024).
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1 Introduction

A set family F is called intersecting if for every two sets F1, F2 ∈ F , it holds that F1 ∩F2 ̸= ∅.
The study of intersecting families plays a central role in the area of extremal combinatorics
with a particular attention dedicated to the uniform case, where all the sets of the family
share a common size. One of the most influential results in this context is the Erdős–Ko–Rado
theorem [4], proved in 1938 and published in 1961, which states that for integers n and k

with n ≥ 2k, the maximum size of an intersecting family of k-subsets of [n] = {1, 2, . . . , n}
is

(
n−1
k−1

)
, attained by the families of all k-subsets that include a fixed element. Another

prominent result, proved by Lovász [10] in 1978 settling a conjecture of Kneser [9] from
1955, asserts that for n ≥ 2k, the family

([n]
k

)
of all k-subsets of [n] cannot be covered by

fewer than n − 2k + 2 intersecting families. This result is tight, as follows by considering,
for each i ∈ [n − 2k + 1], the family of k-subsets of [n] that include i, and the family of
k-subsets of [n] \ [n − 2k + 1]. A more recent result, proved by Dinur and Friedgut [3] in
2009, provides a structural characterization for large intersecting families of k-subsets of [n]
when k is sufficiently smaller than n. It says, roughly speaking, that every such family is
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approximately contained in an intersecting junta, that is, an intersecting family J over [n],
such that the membership of a set F in J depends only on F ∩ J for a fixed set J ⊆ [n],
where the size of J is determined by the precision of the containment (see Theorem 7).

In this paper, we investigate intersecting uniform families from the computational perspect-
ive of property testing. This field delves into the amount of data required for distinguishing
objects that satisfy a prescribed property from those that significantly deviate from satisfying
it. The objective is to design a randomized algorithm for this task, called a (two-sided error)
tester, that succeeds with high constant probability and minimizes the query complexity,
i.e., the number of queries to the input object. If the tester accepts objects that satisfy the
given property with probability 1, we say that its error is one-sided. The tester is said to be
non-adaptive if its queries are determined independently of the answers provided for prior
queries. For a thorough introduction to the field of property testing, the reader is referred to,
e.g., [8].

For integers n and k with n ≥ 2k and for a real ε ∈ [0, 1), we say that a family F ⊆
([n]

k

)
is

ε-far from intersecting if one has to remove more than ε ·
(

n
k

)
of its sets to make it intersecting.

In the property testing problem Intersectingn,k,ε, we are given access to a family F ⊆
([n]

k

)
,

represented by an indicator function f :
([n]

k

)
→ {0, 1}, and the goal is to distinguish between

the case that F is intersecting and the case that it is ε-far from intersecting. Note that the
Erdős–Ko–Rado theorem [4] implies that every intersecting family F ⊆

([n]
k

)
includes at most

a k/n fraction of the sets of
([n]

k

)
. This gives impetus to studying the Intersectingn,k,ε

problem for a proximity parameter ε = ε(n, k) that diminishes faster than the ratio k/n (see
the discussion at the end of Section 3).

Our interest in testing intersectingness of uniform families is sparked and inspired by a
recent paper of Chen, De, Li, Nadimpalli, and Servedio [2], who introduced and explored
the analogue problem for general (non-uniform) families of sets. In their setting, the input
consists of an indicator function f : {0, 1}n → {0, 1} of a family F of subsets of [n] (of
any size), identified with their characteristic vectors in {0, 1}n, and the goal is to decide
whether F is intersecting or ε-far from intersecting. Here, since the size of the domain is 2n,
a family is said to be ε-far from intersecting if more than ε · 2n of its sets should be removed
to make it intersecting. Chen et al. [2] proved that this problem admits a non-adaptive
one-sided error tester with query complexity poly(n

√
n·log(1/ε), 1

ε ). They further established
a nearly matching lower bound, showing that the query complexity of every non-adaptive
one-sided error tester for the problem is 2Ω(

√
n·log(1/ε)), whenever ε ∈ [2−n, ε0] for some

constant ε0 > 0. For non-adaptive two-sided error testers, they obtained a lower bound of
2Ω(n1/4/

√
ε) on the query complexity, assuming that ε ∈ [1/

√
n, ε0] for some constant ε0 > 0.

As will be shortly described, the results of the present paper highlight a significant difference
between the behavior of the query complexity of testing intersectingness in the uniform and
non-uniform settings.

1.1 Our Contribution

This paper studies the query complexity of the Intersectingn,k,ε testing problem. We offer
nearly matching upper and lower bounds for various settings of the integers n and k and the
proximity parameter ε = ε(n, k). Let us mention already here that all of our upper bounds
are proved via efficient testers, whose running time is polynomial in n. We further note that
the results presented below are applicable for all integers n and k for which the conditions on
ε allow it to be smaller than 1. The precise and formal statements are given in the upcoming
technical sections.
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Our first result furnishes a non-adaptive two-sided error tester for the case of ε ≥ Ω((k/n)r)
for a fixed constant r. Its analysis borrows the structural characterization of large intersecting
uniform families due to Dinur and Friedgut [3]. Note that the multiplicative factors hidden
by the O(·) and Ω(·) notations might depend on r.

▶ Theorem 1 (Two-Sided Error Tester). For every fixed integer r, for all integers n and k

with n ≥ 2k and for any real ε ≥ Ω(( k
n )r), there exists a non-adaptive two-sided error tester

for Intersectingn,k,ε with O( ln n
ε ) queries.

In fact, we prove Theorem 1 in a stronger form, adopting the concept of tolerant property
testing, introduced by Parnas, Ron, and Rubinfeld [12]. Strengthening the standard notion
of property testing, a tolerant tester is required to accept not only objects that satisfy the
given property, but also those that are close to satisfying it (and as usual, to reject objects
that significantly deviate from the property). Accordingly, the tester given in Theorem 1 is
shown to accept with high probability any family that can be made intersecting by removing
relatively few of its sets (see Theorem 6). Note that a result of Tell [13] implies that a
two-sided error is essentially inherent in tolerant property testing.

We next turn our attention to designing one-sided error testers for the Intersectingn,k,ε

problem, wherein an intersecting family must be accepted with probability 1. A natural
non-adaptive tester for this purpose, termed the canonical tester, selects m random sets
from

([n]
k

)
, uniformly and independently, and checks whether they include two sets that

demonstrate the non-intersectingness of the input family, namely, two disjoint sets within
the family. This raises the combinatorial question, which might be of independent interest,
of determining the smallest number m = m(n, k, ε) of random sets from

([n]
k

)
that guarantee

with high probability a pair of disjoint sets that lie in a family F ⊆
([n]

k

)
, assuming that F is

ε-far from intersecting. As our main technical contribution, we address this question for the
case where ε ≥ Ω((k2/n)r) for a fixed constant r. Our analysis yields the following result.

▶ Theorem 2 (One-Sided Error Tester). For every fixed integer r, for all integers n and k

with n ≥ 2k and for any real ε ≥ Ω(( k2

n )r), there exists a non-adaptive one-sided error tester
for Intersectingn,k,ε with O( ln k

ε ) queries.

Let us emphasize that the tester provided by Theorem 2 surpasses that of Theorem 1 in two
respects: its error is one-sided, and its query complexity is lower, replacing the ln n term
by ln k. On the other hand, Theorem 2 requires ε to satisfy ε ≥ Ω((k2/n)r), and is thus
applicable only for n ≥ Ω(k2), whereas the two-sided error tester of Theorem 1 is applicable
already for n ≥ Ω(k).

For the special case of r = 2, we offer a notably simple analysis of the canonical tester,
enabling us to enhance the query complexity achieved in Theorem 2 by getting rid of the
logarithmic term. This gives the following result.

▶ Theorem 3 (One-Sided Error Tester; r = 2). For all integers n and k with n ≥ 2k and for any
real ε ≥ Ω(( k2

n )2), there exists a non-adaptive one-sided error tester for Intersectingn,k,ε

with O( 1
ε ) queries.

We further consider the Intersectingn,k,ε problem for integers n and k satisfying
n = α · k for an arbitrary constant α ≥ 2. Interestingly, the canonical tester fails in this case,
because its random samples are unlikely to include even a single pair of disjoint sets, unless
the number of samples is exponential in n. Nevertheless, we show that for all constants
α ≥ 2 and ε ∈ (0, 1), the Intersectingn,k,ε problem with n = α · k admits a non-adaptive
one-sided error tester with constant query complexity. The proof employs a result of Friedgut
and Regev [7], and the details are given in Section 4.2 (see Theorem 17).
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35:4 Testing Intersectingness of Uniform Families

Our final result supplies a lower bound on the query complexity of the Intersectingn,k,ε

problem. Note that the lower bound applies even to adaptive two-sided error testers. While
the result can be derived from a general result of [5], our proof in the full version of the
paper explicitly presents hard instances of the problem.

▶ Theorem 4 (Lower Bound). For all integers n and k with n ≥ 2k and for any real
ε = ε(n, k) with

(
n
k

)−1 ≤ ε < 1
2 , the query complexity of every tester for Intersectingn,k,ε

is Ω( 1
ε ).

It is noteworthy that Theorem 4 implies that the query complexities achieved by our
testers for the Intersectingn,k,ε problem are nearly tight. Specifically, the query complexity
obtained in Theorem 3 is tight up to a multiplicative constant, while those of Theorems 1
and 2 are tight up to multiplicative logarithmic terms. An intriguing task for further research
would be to decide whether these logarithmic terms can be avoided. More ambitiously, it
would be interesting to determine the query complexity of the Intersectingn,k,ε problem
for general values of n, k, and ε = ε(n, k).

1.2 Proof Techniques
We provide here a high-level description of the ideas applied in the proofs of Theorems 1
and 2. Let us start with the proof of Theorem 1, which gives a non-adaptive two-sided error
tester for the Intersectingn,k,ε problem with query complexity O( ln n

ε ), where ε ≥ Ω(( k
n )r)

for a fixed integer r. Given access to a family F ⊆
([n]

k

)
, our tester attempts to decide

whether F is approximately contained in an intersecting j-junta over [n] for some integer j

that depends solely on r. To do so, the tester picks random sets from
([n]

k

)
, uniformly and

independently, and checks whether they lie in F . These samples are used to estimate, for
each intersecting j-junta J over [n], the fraction of sets in

([n]
k

)
that lie in F \J . Our analysis

shows that O( ln n
ε ) samples suffice for these estimations to be pretty accurate with high

probability. Then, if those estimations indicate that F is approximately contained in some
intersecting j-junta over [n], the tester predicts that F is close to intersecting. Otherwise,
relying on the aforementioned structural result of Dinur and Friedgut [3], the tester deduces
that F is far from intersecting with high probability. Let us stress that the tester is two-sided
error, because even if F is intersecting and is essentially aligned with some intersecting
j-junta J over [n], the random samples might wrongly suggest, with low probability, that
F significantly deviates from J . As previously noted, Theorem 1 is proved with respect to
tolerant property testing. For the precise statement and argument, the reader is referred to
Section 3.

We next outline the approach applied in the proof of Theorem 2, which establishes a
non-adaptive one-sided error tester for the Intersectingn,k,ε problem with query complexity
O( ln k

ε ), where ε ≥ Ω(( k2

n )r) for a fixed integer r. As mentioned earlier, the proof of this
result relies on the canonical tester, which selects random sets from

([n]
k

)
, uniformly and

independently, and checks if they include two sets that violate the intersectingness of the
given family. Therefore, our goal is to show that if a family F ⊆

([n]
k

)
is ε-far from intersecting,

then a collection of O( ln k
ε ) random sets from

([n]
k

)
includes with high probability two disjoint

sets within F . Consider a family F ⊆
([n]

k

)
, and assume that F is ε-far from intersecting.

Notice that this in particular implies that |F| > ε ·
(

n
k

)
, as otherwise, one could remove at

most ε ·
(

n
k

)
of its sets to make it intersecting.

Let us first suppose that the chosen random sets include, for each set A ⊆ [n] of size at
most r − 1, a set FA ∈ F with FA ∩ A = ∅. A key observation in our approach is that the
number of sets in

([n]
k

)
that intersect all of those sets FA does not exceed kr ·

(
n−r
k−r

)
. To see
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this, observe that every set that intersects them all includes an element j1 ∈ F∅, an element
j2 ∈ F{j1}, an element j3 ∈ F{j1,j2}, and so on, up to an element jr ∈ F{j1,...,jr−1}, where the
r elements j1, . . . , jr are distinct. It thus follows that there exists a collection of at most kr

subsets of [n] of size r, such that every set in
([n]

k

)
that intersects all the sampled sets that

lie in F contains at least one of the sets of the collection. This implies that the number of
those sets does not exceed kr ·

(
n−r
k−r

)
≤ ( k2

n )r ·
(

n
k

)
. Now, by combining our assumption on ε

with the fact that |F| > ε ·
(

n
k

)
, one can show that a random set from

([n]
k

)
lies in F and is

disjoint from at least one of the previously sampled sets that lie in F with non-negligible
probability. Therefore, a few additional random sets from

([n]
k

)
are expected to provide with

high probability the desired witness for the non-intersectingness of F .
The scenario discussed above, however, is somewhat oversimplified. It definitely might

be the case that for some set A ⊆ [n] of size at most r − 1, the sets of F that are disjoint
from A are quite rare, and as such, our random samples are not expected to include them.
Following the terminology of [3], we say that such a set A captures F (see Definition 13). To
deal with this situation, we show that if a set A of size at most r − 1 captures F , then it
admits two disjoint subsets B, C ⊆ A, such that the sub-families F1 and F2 of F , defined as
the restrictions of F to the sets whose intersection with A is, respectively, B and C, are far
from being cross-intersecting, that is, one has to remove plenty of sets from F1 and F2 so
that every set of F1 will intersect every set of F2. Since B and C are disjoint, this essentially
allows us to ignore from now on the elements of A, and to analyze the probability that
the random samples include two disjoint sets, one from F1 and one from F2. By a slight
variant of the key observation described above, we wish our samples to include, for each
set A′ ⊆ [n] \ A of size at most r − 1, a set FA′ ∈ F2 with FA′ ∩ A′ = ∅. If the samples
include such sets, then it can be shown that a random set is expected to lie in F1 and be
disjoint from some previously chosen set of F2 with non-negligible probability. However, if
some set A′ ⊆ [n] \ A of size at most r − 1 captures F2, then a suitable set FA′ is unlikely
to be found. In this case, we repeat the above process and further refine F1 and F2, fixing
the intersections of their sets with A′ to some disjoint subsets and keeping them far from
cross-intersecting. It might be needed to repeat this process multiple times, but a crucial
component of our argument shows that r iterations suffice. Indeed, after this number of
iterations, it turns out that the refined family F2 is already too small to still satisfy the
invariant that F1 and F2 are far from cross-intersecting.

To summarize, our analysis of the canonical tester shows that if a family F ⊆
([n]

k

)
is

ε-far from intersecting for a sufficiently large ε = ε(n, k), then there exist a set A ⊆ [n]
and two disjoint subsets B, C ⊆ A, such that (a) the restrictions F1 and F2 of F to the
sets whose intersections with A are B and C, respectively, are far from cross-intersecting,
and (b) no subset of [n] \ A of size at most r − 1 captures F2 (see Lemma 15). This allows
us to show that O( ln k

ε ) sets chosen randomly from
([n]

k

)
include with high probability a

collection of sets of F2, such that relatively few sets of F1 intersect them all. Therefore, a
few additional samples from

([n]
k

)
are expected to include a set of F1 that is disjoint from one

of the previously picked sets of F2, resulting in the desired witness for non-intersectingness
(see Lemma 16). For the precise and full argument, the reader is referred to Section 4.1.2.

1.3 Related Work
The Erdős–Ko–Rado theorem [4] implies that for all integers n and k with n ≥ 2k, every
family F ⊆

([n]
k

)
whose size exceeds

(
n−1
k−1

)
is not intersecting. One may thus ask whether

such a family F must include a set that is disjoint from many of the sets of F . This question
was recently investigated by Frankl and Kupavskii [6] and by Chau, Ellis, Friedgut, and
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35:6 Testing Intersectingness of Uniform Families

Lifshitz [1], who provided a positive answer in a strong sense. Namely, it was shown in [1]
that for any δ > 0, there exists some α > 0, such that for all integers n and k with n ≥ α · k,
every family F ⊆

([n]
k

)
of size |F| =

(
n−1
k−1

)
+ 1 includes a set that is disjoint from at least

( 1
2 − δ) ·

(
n−k−1

k−1
)

of the sets of F .
We point out that the combinatorial question arising in our analysis of the canonical

tester for the Intersectingn,kε problem is similar in spirit to the question studied in [6, 1].
Indeed, the analysis requires us to show that if a family F ⊆

([n]
k

)
is ε-far from intersecting,

then a relatively small collection of random sets, chosen uniformly and independently from([n]
k

)
, includes with high probability two disjoint sets that lie in F . For such a statement,

one has to show not only the existence of a set in F that is disjoint from many of the sets of
F , but that many of the sets of F satisfy this property. Yet, a crucial difference between
the two concepts is that in ours, the family F is not assumed to exceed the Erdős–Ko–Rado
threshold but rather to be ε-far from intersecting.

1.4 Outline
The rest of the paper is organized as follows. In Section 2, we provide some definitions
and tools that will be used throughout the paper. In Section 3, we present and analyze
our two-sided error tester for the Intersectingn,k,ε problem and confirm Theorem 1.
Finally, in Section 4, we present and analyze the one-sided error canonical tester for the
Intersectingn,k,ε problem and confirm Theorems 2 and 3. We further present there
another one-sided error tester, appropriate for integers n and k with n = Θ(k). The proof of
Theorem 4 can be found in the full version of the paper.

2 Preliminaries

Throughout the paper, we omit all floor and ceiling signs, whenever these are not crucial.

2.1 Intersecting Families
For integers n and k, let

([n]
k

)
denote the family of all k-subsets of [n] = {1, . . . , n}. A family

F ⊆
([n]

k

)
is called intersecting if for every two sets F1, F2 ∈ F , it holds that F1 ∩ F2 ̸= ∅. For

a real ε ∈ [0, 1], we say that F is ε-close to intersecting if it is possible to make F intersecting
by removing at most ε ·

(
n
k

)
of its sets. Otherwise, we say that F is ε-far from intersecting.

For two families F1, F2 ⊆
([n]

k

)
, the pair (F1, F2) is called cross-intersecting if for every

two sets F1 ∈ F1 and F2 ∈ F2, it holds that F1 ∩ F2 ̸= ∅. For a real ε ∈ [0, 1], we say that the
pair (F1, F2) is ε-close to cross-intersecting if it is possible to make (F1, F2) cross-intersecting
by removing at most ε ·

(
n
k

)
of the sets of F1 and F2. Otherwise, we say that (F1, F2) is ε-far

from cross-intersecting. Note that if a family F ⊆
([n]

k

)
is ε-far from intersecting, then the

pair (F , F) is ε-far from cross-intersecting.
A function f :

([n]
k

)
→ {0, 1} is called intersecting, ε-close to intersecting, and ε-far from

intersecting, if the family f−1(1) of the sets of
([n]

k

)
that are mapped by f to 1 is, respectively,

intersecting, ε-close to intersecting, and ε-far from intersecting. For reals ε1, ε2 ∈ [0, 1) with
ε1 ≤ ε2, let Intersectingn,k,ε1,ε2 denote the tolerant property testing problem that given
query access to a function f :

([n]
k

)
→ {0, 1}, asks to distinguish between the case that f is

ε1-close to intersecting and the case that f is ε2-far from intersecting. We will be particularly
interested in the case of ε1 = 0, hence for a real ε ∈ [0, 1), we let Intersectingn,k,ε denote
the Intersectingn,k,0,ε problem.
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2.2 Chernoff–Hoeffding Bound
We will need the following version of the Chernoff–Hoeffding bound.

▶ Theorem 5. For an integer m and a real p ∈ (0, 1), let X1, . . . , Xm be independent binary
random variables satisfying Pr [Xi = 1] = p and Pr [Xi = 0] = 1 − p for all i ∈ [m], and put
X = 1

m ·
∑m

i=1 Xi. Then, for any µ ≥ 0,
1. if p ≤ µ, then Pr

[
X ≥ 2µ

]
≤ e−m·µ/3, and

2. if p ≥ µ, then Pr
[

X ≤ µ/2
]

≤ e−m·µ/8.
Note that the assertion of Theorem 5 for p = µ follows from standard statements of the
Chernoff–Hoeffding bound (see, e.g, [11, Theorem 2.3]). The cases of p < µ and p > µ stem
by monotonicity.

3 Two-Sided Error Tester

In this section, we present and analyze a tolerant non-adaptive two-sided error tester for the
Intersectingn,k,ε1,ε2 problem and prove the following result. Its special case with ε1 = 0
yields Theorem 1.

▶ Theorem 6. For every integer r ≥ 2, there exist constants c1 = c1(r) and c2 = c2(r) for
which the following holds. For all sufficiently large integers n and k with n ≥ 2k and for all
reals ε1, ε2 ∈ [0, 1) with ε2 ≥ 4 · ε1 + c1 · ( k

n )r, there exists a tolerant non-adaptive two-sided
error tester for Intersectingn,k,ε1,ε2 with at most c2 · ln n

ε2
queries, running time polynomial

in n, and success probability at least 2/3.

A crucial ingredient in the proof of Theorem 6 is the following theorem due to Dinur and
Friedgut [3]. Here, a family J of subsets of [n] is called a j-junta over [n] if there exists a set
J ⊆ [n] of size |J | = j such that the membership of a set F in J depends only on F ∩ J .

▶ Theorem 7 ([3]). For every integer r ≥ 2, there exist constants j = j(r) and a = a(r)
for which the following holds. For all integers n and k with n > 2k and k > j, if a family
F ⊆

([n]
k

)
is intersecting, then there exists an intersecting j-junta J over [n] such that

|F \ J | ≤ a ·
(

n−r
k−r

)
.

We are ready to prove Theorem 6.

Proof of Theorem 6. Fix an integer r ≥ 2, and let j = j(r) and a = a(r) be the constants
given in Theorem 7. Let n and k be sufficiently large integers. Since the theorem trivially
holds for n = 2k (with an appropriate c1), it may be assumed that n > 2k and k > j. For
an integer m and for reals ε1, ε2 ∈ [0, 1) with ε1 ≤ ε2, consider the following tester for the
Intersectingn,k,ε1,ε2 problem.

Input: Query access to a function f :
([n]

k

)
→ {0, 1}.

1. Pick m sets G1, . . . , Gm uniformly and independently at random from
([n]

k

)
.

2. Query f for the value of f(Gi) for each i ∈ [m].
3. For each intersecting j-junta J over [n], let αJ denote the fraction of the chosen

sets Gi that are mapped by f to 1 and do not lie in J , that is,

αJ = 1
m · |{i ∈ [m] | f(Gi) = 1 and Gi /∈ J }|.

4. If there exists an intersecting j-junta J over [n] with αJ ≤ ε2
2 , then accept, and

otherwise reject.
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The above tester is clearly non-adaptive. For the analysis of its success probability,
suppose that

ε2 ≥ 4 ·
(

ε1 + a ·
( k

n

)r
)

and m ≥ 12 · (j · ln n + 2j + 2)
ε2

. (1)

Let f :
([n]

k

)
→ {0, 1} be an input function, and consider the family F = f−1(1). Our goal is

to prove that if F is ε1-close to intersecting then the tester accepts f with probability at
least 2/3, and that if F is ε2-far from intersecting then the tester rejects f with probability
at least 2/3.

For each intersecting j-junta J over [n], let pJ denote the fraction of the sets of
([n]

k

)
that are mapped by f to 1 and do not lie in J , that is,

pJ = 1(
n
k

) ·
∣∣∣∣{G ∈

(
[n]
k

) ∣∣∣∣ f(G) = 1 and G /∈ J
}∣∣∣∣.

We shall prove that, with high probability, the values of pJ are well approximated by the
quantities αJ that our tester computes. Let E denote the event that for every intersecting
j-junta J over [n], it holds that
1. if pJ ≤ ε2

4 , then αJ < ε2
2 , and

2. if pJ ≥ ε2, then αJ > ε2
2 .

For a fixed intersecting j-junta J over [n], apply Item 1 of Theorem 5 with µ = ε2
4 to obtain

that if pJ ≤ ε2
4 , then αJ ≥ ε2

2 with probability at most e−m·ε2/12. Further, apply Item 2 of
Theorem 5 with µ = ε2 to obtain that if pJ ≥ ε2, then αJ ≤ ε2

2 with probability at most
e−m·ε2/8 ≤ e−m·ε2/12. The number of intersecting j-juntas over [n] is clearly bounded by(

n
j

)
· 22j . Therefore, by the union bound, the probability that there exists an intersecting

j-junta J over [n] for which either pJ ≤ ε2
4 and αJ ≥ ε2

2 , or pJ ≥ ε2 and αJ ≤ ε2
2 does not

exceed(
n

j

)
· 22j

· e−m·ε2/12 ≤ nj · 22j

· e−m·ε2/12 ≤ e−2 < 1
3 ,

where the second inequality holds by our assumption on m given in (1). Therefore, the event
E occurs with probability at least 2/3.

It suffices to show now that if the event E occurs, then the answer of our tester is correct.
Suppose first that F is ε1-close to intersecting. By definition, there exists an intersecting
family F ′ ⊆

([n]
k

)
such that |F \ F ′| ≤ ε1 ·

(
n
k

)
. By Theorem 7, using n > 2k and k > j, there

exists an intersecting j-junta J over [n] such that |F ′ \ J | ≤ a ·
(

n−r
k−r

)
≤ a · ( k

n )r ·
(

n
k

)
. It

thus follows that this J satisfies

|F \ J | ≤ ε1 ·
(

n

k

)
+ |F ′ \ J | ≤ ε1 ·

(
n

k

)
+ a ·

( k

n

)r

·
(

n

k

)
≤ ε2

4 ·
(

n

k

)
,

where the last inequality relies on our assumption on ε1 and ε2 in (1). This implies that
pJ ≤ ε2

4 , and since the event E occurs, it follows that αJ < ε2
2 , hence our tester accepts f .

Next, suppose that F is ε2-far from intersecting. This implies, for each intersecting j-junta
J over [n], that pJ > ε2, as otherwise, one could remove at most ε2 ·

(
n
k

)
of the sets of F

to obtain a sub-family of the intersecting family J . Since the event E occurs, each such J
satisfies αJ > ε2

2 , hence our tester rejects f .
Finally, let m be the smallest integer satisfying the condition in (1). Observe that the

running time of our tester is polynomial in m and in the number of intersecting j-juntas over
[n], where j depends only on r. It follows that the running time is polynomial in n and 1/ε2,
so by our assumption on ε2 in (1), it is polynomial in n. This completes the proof. ◀
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▶ Remark 8. The assumption on ε1 and ε2 in Theorem 6 can be weakened, by an almost
identical proof, to ε2 ≥ (1 + δ) · ε1 + c1 · ( k

n )r with an arbitrary δ > 0. For simplicity of
presentation, we omit the details.

We conclude this section with the observation that for all integers n and k with n ≥ 2k

and for all reals ε1, ε2 ∈ [0, 1) with ε2 ≥ 4 · (ε1 + k
n ), there exists an efficient tolerant non-

adaptive two-sided error tester for Intersectingn,k,ε1,ε2 with O( 1
ε2

) queries and high success
probability. To see this, consider the tester that given access to a function f :

([n]
k

)
→ {0, 1}

picks O( 1
ε2

) sets uniformly and independently at random from
([n]

k

)
, queries f on them, and

computes the fraction α of the chosen sets that are mapped by f to 1. If α ≤ ε2
2 , then the

tester accepts, and otherwise it rejects.
For correctness, let p denote the fraction of the sets of

([n]
k

)
that are mapped by f to 1. If

f is ε1-close to intersecting, then f can be made intersecting by flipping at most ε1 ·
(

n
k

)
of its

values. By the Erdős–Ko–Rado theorem [4], the fraction of the sets of
([n]

k

)
in an intersecting

family does not exceed k
n , hence p ≤ ε1 + k

n ≤ ε2
4 . In this case, Theorem 5 yields that with

high probability, it holds that α ≤ ε2
2 and the tester accepts. On the other hand, if f is

ε2-far from intersecting, then it holds that p > ε2, so using again Theorem 5, it follows that
with high probability, we have α > ε2

2 and the tester rejects.

4 One-Sided Error Tester

In this section, we present non-adaptive one-sided error testers for the Intersectingn,k,ε

problem. We start with the canonical tester, which is used to prove Theorems 2 and 3. We
then offer another non-adaptive one-sided error tester, appropriate for integers n and k with
n = Θ(k).

4.1 Canonical Tester
Consider the following tester for the Intersectingn,k,ε problem.

Canonical Tester (n, k, m)
Input: Query access to a function f :

([n]
k

)
→ {0, 1}.

1. Pick m sets G1, . . . , Gm uniformly and independently at random from
([n]

k

)
.

2. Query f for the value of f(Gi) for each i ∈ [m].
3. If for every two indices i1, i2 ∈ [m] with Gi1 ∩ Gi2 = ∅, it holds that either

f(Gi1) = 0 or f(Gi2) = 0, then accept, and otherwise reject.

The description of Canonical Tester immediately implies that it is non-adaptive and
that it accepts every intersecting function with probability 1 and is thus one-sided error. In
what follows, we analyze the number of queries m needed to reject with high probability any
function ε-far from intersecting for ε ≥ Ω(( k2

n )r), where r is a fixed integer. We start with
the case of r = 2, for which we offer a simple analysis that yields a bound of O( 1

ε ) on the
query complexity. We then consider the case of a general r, for which we obtain a bound of
O( ln k

ε ) on the query complexity.

4.1.1 The case r = 2

We prove the following result, which confirms Theorem 3.
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▶ Theorem 9. For all integers n and k with n ≥ 2k and for any real ε ∈ [0, 1) with
ε ≥ 2 · ( k2

n )2, there exists a non-adaptive one-sided error tester for Intersectingn,k,ε with
O( 1

ε ) queries, running time polynomial in n, and success probability at least 2/3.

The proof of Theorem 9 requires two simple lemmas. The first one, given below, may be
viewed as an analogue of a lemma of [2] for uniform families. Here, for a collection M of
pairs of sets, we say that the pairs of M are pairwise disjoint if no set lies in more than one
pair of M.

▶ Lemma 10. For integers n and k with n ≥ 2k and for a real ε ∈ [0, 1), if a family F ⊆
([n]

k

)
is ε-far from intersecting, then there exists a collection of more than ε

2 ·
(

n
k

)
pairwise disjoint

pairs (C, D) of sets of F satisfying C ∩ D = ∅.

Proof. Let F ⊆
([n]

k

)
be a family ε-far from intersecting, and consider a maximal collection M

(with respect to inclusion) of pairwise disjoint pairs (C, D) of sets of F satisfying C ∩ D = ∅.
The maximality of M implies that F can be made intersecting by removing all the 2 · |M| sets
that lie in the pairs of M. Since F is ε-far from intersecting, it follows that 2 · |M| > ε ·

(
n
k

)
.

This completes the proof. ◀

Using Lemma 10, we obtain the following.

▶ Lemma 11. For integers n and k with n ≥ 2k and for a real ε ∈ [0, 1), let F ⊆
([n]

k

)
be a

family ε-far from intersecting with |F| > k2 ·
(

n−2
k−2

)
. Then, more than ε

2 ·
(

n
k

)
of the sets of F

are disjoint from at least 1
2 · (|F| − k2 ·

(
n−2
k−2

)
) of the sets of F .

Proof. Let F ⊆
([n]

k

)
be a family ε-far from intersecting. By Lemma 10, there exists a

collection M of more than ε
2 ·

(
n
k

)
pairwise disjoint pairs (C, D) of sets of F satisfying

C ∩ D = ∅. Fix a pair (C, D) ∈ M. The disjointness of C and D implies that every set in([n]
k

)
that intersects both C and D includes some element of C and a different element of

D. It follows that the number of sets in
([n]

k

)
that intersect both C and D does not exceed

k2 ·
(

n−2
k−2

)
. Therefore, either C or D is disjoint from at least 1

2 · (|F| − k2 ·
(

n−2
k−2

)
) of the sets

of F . Since the pairs of M are pairwise disjoint, it follows that more than ε
2 ·

(
n
k

)
sets of F

are disjoint from at least 1
2 · (|F| − k2 ·

(
n−2
k−2

)
) of the sets of F , as required. ◀

We are ready to prove Theorem 9.

Proof of Theorem 9. For integers n, k, m and for a real ε ∈ [0, 1), consider the Canonical
Tester (n, k, m) for the Intersectingn,k,ε problem. As previously mentioned, this tester
is non-adaptive and one-sided error. To establish its correctness, it suffices to prove that if
a function f :

([n]
k

)
→ {0, 1} is ε-far from intersecting, then the m sets picked by the tester

include with probability at least 2/3 two disjoint sets that lie in f−1(1). Indeed, this implies
that the tester rejects such an f with the desired probability.

For a real ε ≥ 2 · ( k2

n )2, let f :
([n]

k

)
→ {0, 1} be a function ε-far from intersecting.

Consider the family F = f−1(1), and note that F is ε-far from intersecting. In particular, it
holds that |F| > ε ·

(
n
k

)
, because F can be made intersecting by removing all of its sets. This

implies that

|F| − k2 ·
(

n − 2
k − 2

)
> ε ·

(
n

k

)
− k2 ·

(
k

n

)2
·
(

n

k

)
≥ ε

2 ·
(

n

k

)
, (2)

where the second inequality relies on our assumption on ε. We say that a set of
([n]

k

)
is

useful if it lies in F and is disjoint from at least ε
4 ·

(
n
k

)
of the sets of F . By Lemma 11,

combined with (2), the number of useful sets is greater than ε
2 ·

(
n
k

)
. Hence, a random set

picked uniformly from
([n]

k

)
is useful with probability at least ε/2.
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Now, consider the m sets chosen by Canonical Tester. The probability that no useful
set is picked throughout the first 4/ε choices does not exceed (1 − ε/2)4/ε ≤ e−2 < 1/6.
Therefore, with probability at least 5/6, these choices include a useful set A. Since A is useful,
it is disjoint from at least ε

4 ·
(

n
k

)
of the sets of F . Therefore, once such a set A is chosen, the

probability that a random set picked uniformly from
([n]

k

)
lies in F and is disjoint from A is

at least ε/4. It follows that the probability that no such set is picked throughout the next
8/ε choices does not exceed (1 − ε/4)8/ε ≤ e−2 < 1/6. By the union bound, for m = 12/ε,
the m sets picked by our tester include with probability at least 2/3 two disjoint sets that lie
in F . Observe that for this choice of m, the running time of our tester is polynomial in n

and 1/ε. By our assumption on ε, the running time is polynomial in n, as desired. ◀

4.1.2 General r

We proceed by analyzing the more nuanced case in which ε ≥ Ω((k2/n)r) for a general
integer r. We prove the following result, which confirms Theorem 2.

▶ Theorem 12. For every integer r ≥ 1, there exist constants c1 = c1(r) and c2 = c2(r) for
which the following holds. For all integers n and k with n ≥ 2k and for any real ε ∈ [0, 1)
with ε ≥ c1 · ( k2

n )r, there exists a non-adaptive one-sided error tester for Intersectingn,k,ε

with at most c2 · ln k
ε queries, running time polynomial in n, and success probability at least

2/3.

The proof of Theorem 12 requires a few lemmas, which involve the following definition.

▶ Definition 13. For integers n and k with n ≥ 2k, a family F ⊆
([n]

k

)
, a set A ⊆ [n], and a

set B ⊆ A, we let F(A↓B) denote the family of sets of F whose intersection with A is B,
that is,

F(A↓B) = {F ∈ F | F ∩ A = B}.

We say that the set A ε-captures F if the number of sets of F that are disjoint from A is
smaller than ε ·

(
n
k

)
, equivalently, |F(A↓∅)| < ε ·

(
n
k

)
.

The following lemma shows that if two families are far from cross-intersecting, then for
every small set A, it is possible to restrict the families to disjoint intersections with A, so
that the obtained restrictions are still far from cross-intersecting. The proof can be found in
the full version of the paper.

▶ Lemma 14. For an integer r ≥ 0, integers n and k with n ≥ 2k, and a real ε ∈ [0, 1),
let F1, F2 ⊆

([n]
k

)
be two families such that the pair (F1, F2) is ε-far from cross-intersecting,

and let A ⊆ [n] be a set of size |A| ≤ r. Then, there exist two sets B, C ⊆ A with B ∩ C = ∅
for which the pair (F1(A↓B), F2(A↓C)) is ε

3r -far from cross-intersecting. Moreover, if A
ε

3r -captures F2, then the guaranteed set C is not empty.

As a consequence of Lemma 14, we obtain the following.

▶ Lemma 15. For integers r, t ≥ 0, integers n and k with n ≥ 2k, and a real ε ∈ [0, 1), let
F1, F2 ⊆

([n]
k

)
be families such that the pair (F1, F2) is ε-far from cross-intersecting. Then,

there exist sets A ⊆ [n] and B, C ⊆ A with B ∩ C = ∅, such that
1. the pair (F1(A↓B), F2(A↓C)) is ε

3r·t -far from cross-intersecting, and
2. either there is no subset of [n] \ A of size at most r that ε

3r·t -captures F2(A↓C), or |C| ≥ t.
Moreover, if ε ≥ 3r·t · ( k

n )t, then the guaranteed set C satisfies |C| < t.1

1 Note that by combining the second item of the lemma with the “moreover” part, it follows that if
ε ≥ 3r·t · ( k

n )t, then there is no subset of [n] \ A of size at most r that ε
3r·t -captures F2(A↓C).
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Proof. Fix an integer r ≥ 0. We start by proving the first part of the lemma, i.e., the
existence of sets A ⊆ [n] and B, C ⊆ A with B ∩ C = ∅ satisfying Items 1 and 2. To do
so, we apply induction on t. The result clearly holds for t = 0, as follows from the choice
A = B = C = ∅ (for which we have F1 = F1(A↓B), F2 = F2(A↓C), and |C| ≥ 0).

Now, take t ≥ 1, and assume that the result holds for t − 1. To prove it for t, let
F1, F2 ⊆

([n]
k

)
be families such that the pair (F1, F2) is ε-far from cross-intersecting. By the

induction hypothesis, there exist sets A ⊆ [n] and B, C ⊆ A with B ∩ C = ∅, such that the
families H1 = F1(A↓B) and H2 = F2(A↓C) satisfy that
1. the pair (H1, H2) is ε

3r·(t−1) -far from cross-intersecting, and
2. either there is no subset of [n]\A of size at most r that ε

3r·(t−1) -captures H2, or |C| ≥ t−1.
By ε

3r·t ≤ ε
3r·(t−1) , it follows from Item 1 that the pair (H1, H2) is ε

3r·t -far from cross-
intersecting. Therefore, if there is no subset of [n] \ A of size at most r that ε

3r·t -captures H2,
then the result holds for t with the same sets A, B, C, and we are done. Otherwise, there
exists a set A′ ⊆ [n] \ A of size at most r that ε

3r·t -captures H2. In particular, there exists a
subset of [n] \ A of size at most r that ε

3r·(t−1) -captures H2, hence by Item 2 above, it follows
that |C| ≥ t − 1.

We apply Lemma 14 with the pair (H1, H2), which is ε
3r·(t−1) -far from cross-intersecting,

and with the set A′. Letting B′, C ′ ⊆ A′ be the sets with B′ ∩ C ′ = ∅ guaranteed by the
lemma, it follows that the pair (H1(A′

↓B′), H2(A′
↓C′)) is ε̃-far from cross-intersecting for

ε̃ = 1
3r · 1

3r·(t−1) = 1
3r·t . Moreover, since A′ ε̃-captures H2, it follows from the lemma that C ′

is not empty.
To complete the argument, define A′′ = A∪A′, B′′ = B ∪B′, and C ′′ = C ∪C ′. Recalling

that A ∩ A′ = ∅, B ∩ C = ∅, and B′ ∩ C ′ = ∅, we obtain that B′′ ∩ C ′′ = ∅ and that

|C ′′| = |C| + |C ′| ≥ (t − 1) + 1 = t.

We further have H1(A′
↓B′) = F1(A′′

↓B′′) and H2(A′
↓C′) = F2(A′′

↓C′′). Hence, the sets
A′′, B′′, C ′′ satisfy the required properties with respect to F1, F2 and t. This completes the
proof of the first part of the lemma.

We finally show that if ε ≥ 3r·t · ( k
n )t, then the guaranteed set C satisfies |C| < t. To

establish the contrapositive statement, let A, B, C be the sets guaranteed by the lemma for
two families F1, F2 ⊆

([n]
k

)
, and suppose that |C| ≥ t. Since the pair (F1(A↓B), F2(A↓C)) is

ε
3r·t -far from cross-intersecting, it follows that |F2(A↓C)| > ε

3r·t ·
(

n
k

)
. On the other hand,

each set of F2(A↓C) contains the set C, hence |F2(A↓C)| ≤
(

n−t
k−t

)
≤ ( k

n )t ·
(

n
k

)
. By combining

the two inequalities, we obtain that ε < 3r·t · ( k
n )t. This completes the proof. ◀

The following lemma constitutes a key ingredient in our analysis of the canonical tester.
Its proof can be found in the full version of the paper.

▶ Lemma 16. For every integer r ≥ 1, there exists a constant c = c(r), such that for all
integers n and k with n ≥ 2k and for any real ε ∈ [0, 1) with ε ≥ 2 · ( k2

n )r, the following
holds. Let F ⊆

([n]
k

)
be a family, and suppose that there exist sets A ⊆ [n] and B, C ⊆ A

with B ∩ C = ∅, such that the pair (F(A↓B), F(A↓C)) is ε-far from cross-intersecting, and
there is no subset of [n] \ A of size at most r − 1 that ε-captures F(A↓C). Then, if at least
c · ln k

ε sets are chosen uniformly and independently at random from
([n]

k

)
, then the probability

that they include two disjoint sets that lie in F is at least 2/3.

We are ready to prove Theorem 12.
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Proof of Theorem 12. For integers n, k, m and for a real ε ∈ [0, 1), consider the Canonical
Tester (n, k, m) for the Intersectingn,k,ε problem. As previously mentioned, this tester
is non-adaptive and one-sided error. Fix an integer r ≥ 1, let c = c(r) be the constant given
in Lemma 16, and suppose that

ε ≥ 2 · 3r2
·
(

k2

n

)r

and m ≥ c · 3r2
· ln k

ε
. (3)

It suffices to prove that if a function f :
([n]

k

)
→ {0, 1} is ε-far from intersecting, then the m

sets picked by our tester include with probability at least 2/3 two disjoint sets that lie in
f−1(1). Indeed, this implies that the tester rejects such an f with the desired probability.

Let f :
([n]

k

)
→ {0, 1} be a function ε-far from intersecting. Set F = f−1(1), and note that

the family F is ε-far from intersecting, hence the pair (F , F) is ε-far from cross-intersecting.
Apply Lemma 15 with F1 = F2 = F and with t = r, to obtain that there exist sets A ⊆ [n]
and B, C ⊆ A with B ∩ C = ∅, such that for ε̃ = ε

3r2 , it holds that
1. the pair (F(A↓B), F(A↓C)) is ε̃-far from cross-intersecting, and
2. either there is no subset of [n] \ A of size at most r that ε̃-captures F2(A↓C), or |C| ≥ r.
Moreover, our assumption on ε in (3) clearly implies that ε ≥ 3r2 · ( k

n )r, hence it follows
from the lemma that |C| < r. We thus derive from Item 2 above that there is no subset of
[n] \ A of size at most r that ε̃-captures F(A↓C). This obviously implies that there is no
subset of [n] \ A of size at most r − 1 that ε̃-captures F(A↓C).

Now, by our assumptions in (3), it holds that ε̃ ≥ 2 · ( k2

n )r and m ≥ c · ln k
ε̃ . Therefore,

we can apply Lemma 16 with the family F , the sets A, B, C, the integer r, and the real ε̃, to
obtain that with probability at least 2/3, the m sets picked by our tester include two disjoint
sets that lie in F , as required.

Finally, let m be the smallest integer satisfying the condition in (3). Observe that the
running time of our tester is polynomial in n and m, hence it is polynomial in n and 1/ε.
By our assumption on ε in (3), the running time is polynomial in n, and the proof is
completed. ◀

4.2 The case n = Θ(k)

We turn our attention now to the Intersectingn,k,ε problem, where the integers n and k

satisfy n = α · k for an arbitrary constant α ≥ 2. We first observe that for this range of
parameters, the canonical tester is not effective, even for a constant ε. To see this, observe
that two random sets, chosen uniformly and independently from

([n]
k

)
, are disjoint with

probability
(

n−k
k

)
/
(

n
k

)
. For n = α · k, with α ≥ 2 being a constant, this probability decreases

exponentially in n. Therefore, a collection of random sets from
([n]

k

)
is unlikely to include

even a single pair of disjoint sets, unless their number grows exponentially in n. As a result,
the canonical tester does not provide a useful upper bound on the query complexity of the
Intersectingn,k,ε problem in this setting.

To overcome this difficulty, we consider a slightly different tester for the
Intersectingn,k,ε problem, which picks random pairs of disjoint sets from

([n]
k

)
and checks

if at least one of the pairs demonstrates a violation of intersectingness for the tested function.
This tester allows us to prove the following result.

▶ Theorem 17. For all reals α ≥ 2 and ε ∈ (0, 1), there exists some c = c(α, ε), such that
for all sufficiently large integers n and k with n = α · k, there exists a non-adaptive one-sided
error tester for Intersectingn,k,ε with c queries and success probability at least 2/3.
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Theorem 17 is obtained using the following result, that was proved (in a generalized form)
by Friedgut and Regev [7].

▶ Theorem 18 ([7]). For all reals α > 2 and ε ∈ (0, 1), there exist a real δ = δ(α, ε) > 0 and
an integer j = j(α, ε), such that for all sufficiently large integers n and k with n = α · k, the
following holds. Suppose that F ⊆

([n]
k

)
is a family, such that for every intersecting j-junta

J over [n], it holds that |F \ J | > ε ·
(

n
k

)
. Then, a random unordered pair {A, B} of two

disjoint sets of
([n]

k

)
, chosen uniformly from all such pairs, satisfies A ∈ F and B ∈ F with

probability at least δ.

Proof of Theorem 17. Fix α ≥ 2 and ε ∈ (0, 1), and let n and k be sufficiently large integers
with n = α · k. For an integer m, consider the following tester for the Intersectingn,k,ε

problem.

Input: Query access to a function f :
([n]

k

)
→ {0, 1}.

1. Pick m unordered pairs {A1, B1}, . . . , {Am, Bm} of sets of
([n]

k

)
with Ai ∩Bi = ∅

for all i ∈ [m] uniformly and independently at random.
2. Query f for the values of f(Ai) and f(Bi) for each i ∈ [m].
3. If for each i ∈ [m], it holds that f(Ai) = 0 or f(Bi) = 0, then accept, and

otherwise reject.

The above tester is clearly non-adaptive. Since it accepts every intersecting function with
probability 1, its error is one-sided. It suffices to show that there exists m = m(α, ε), such
that if a function f :

([n]
k

)
→ {0, 1} is ε-far from intersecting, then our tester rejects it with

probability at least 2/3. Let f :
([n]

k

)
→ {0, 1} be a function ε-far from intersecting.

Consider first the simple case of α = 2. Here, the fact that f is ε-far from intersecting
implies that more than ε ·

(
n
k

)
of the 1

2 ·
(

n
k

)
unordered pairs of disjoint sets of

([n]
k

)
violate

the intersectingness. For m = 1/ε, the probability that our tester accepts f is at most
(1 − 2ε)m = (1 − 2ε)1/ε ≤ e−2. Hence, with the complement probability, which exceeds 2/3,
our tester rejects f , as desired.

Next, suppose that α > 2, let δ = δ(α, ε) > 0 and j = j(α, ε) be the constants given in
Theorem 18, and put F = f−1(1). Since F is ε-far from intersecting, it follows that every
intersecting j-junta J over [n] satisfies |F \ J | > ε ·

(
n
k

)
. By Theorem 18, at least δ fraction

of the unordered pairs of disjoint sets of
([n]

k

)
violate the intersectingness. Letting m = 2/δ,

the probability that our tester accepts f is at most (1 − δ)m = (1 − δ)2/δ ≤ e−2. As before,
it follows that with probability at least 2/3, our tester rejects f , and we are done. ◀
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Abstract
Houdré and Tetali defined a class of isoperimetric constants φp of graphs for 0 ≤ p ≤ 1, and
conjectured a Cheeger-type inequality for φ 1

2
of the form

λ2 ≲ φ 1
2
≲
√

λ2,

where λ2 is the second smallest eigenvalue of the normalized Laplacian matrix. If true, the conjecture
would be a strengthening of the hard direction of the classical Cheeger’s inequality. Morris and
Peres proved Houdré and Tetali’s conjecture up to an additional log factor, using techniques from
evolving sets. We present the following related results on this conjecture.
1. We provide a family of counterexamples to the conjecture of Houdré and Tetali, showing that

the logarithmic factor is needed.
2. We match Morris and Peres’s bound using standard spectral arguments.
3. We prove that Houdré and Tetali’s conjecture is true for any constant p strictly bigger than 1

2 ,
which is also a strengthening of the hard direction of Cheeger’s inequality.

Furthermore, our results can be extended to directed graphs using Chung’s definition of eigenvalues
for directed graphs.
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1 Introduction

Motivated by Talagrand’s isoperimetric inequality for the hypercubes [20] (see Subsection 1.2),
Houdré and Tetali [8] extended Talagrand’s isoperimetric constant to general Markov chains
and also to different exponents.

▶ Definition 1 (Isoperimetric Constants for Markov Chains [8]). Let (V, P, π) be an irreducible
Markov chain with vertex set V , transition matrix P ∈ R|V |×|V | and stationary distribution
π : V → R≥0. For any p ∈ (0, 1], define the isoperimetric constant as

φp(P ) := min
S⊂V :π(S)≤ 1

2

φp(S) := min
S⊂V :π(S)≤ 1

2

∑
v∈S π(v) ·

(∑
u∈S P (v, u)

)p

π(S) .
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Let ∂S := {v ∈ S |
∑

u∈S P (v, u) > 0} be the inner vertex boundary of S. Then, for p = 0,

φ0(P ) := min
S⊂V :π(S)≤ 1

2

φ0(S) := min
S⊂V :π(S)≤ 1

2

π(∂S)
π(S) .

Given an undirected graph or a directed graph G = (V, E), let PG be the transition matrix of
the natural random walk, where PG(v, u) = 1/ deg(v) in the undirected case and PG(v, u) =
1/ degout(v) in the directed case. Then the isoperimetric constant φp(G) for the graph G is
defined as φp(PG).

When p = 1, this is known as the Cheeger isoperimetric constant of a Markov chain
(see e.g. [16]) or the edge conductance/expansion of a graph (see Section 2 for definition).
When p = 0, this measures the vertex expansion of an undirected graph or a directed graph.
Talagrand studied the case p = 1

2 and proved a lower bound on φ 1
2

for Boolean hypercubes.
One can view φ 1

2
as a quantity that interpolates between edge conductance and vertex

expansion, since it follows from the Cauchy-Schwarz inequality that φ 1
2
(G)2 ≤ φ1(G) · φ0(G),

and Talagrand used his lower bound to recover Margulis’ theorem about edge conductance
and vertex expansion on hypercubes (see Subsection 1.2).

For an undirected graph G, one can use the second smallest eigenvalue λ2 of the matrix
I − PG to give upper and lower bound on φ1(G). The classical Cheeger’s inequality is

λ2(I − PG) ≲ φ1(G) ≲
√

λ2(I − PG).

Houdré and Tetali conjectured that the same relations hold for φ 1
2
(G) as well when the

Markov chain is reversible.

▶ Conjecture 2 ([8]). Let (V, P, π) be an irreducible and reversible Markov chain. Then

λ2(I − P ) ≲ φ 1
2
(P ) ≲

√
λ2(I − P ).

It is clear from the definition that φp(G) increases as p decreases, and thus λ2 ≲ φ1(G) ≤
φp(G) for all p < 1. Therefore, the Houdré-Tetali conjecture is a strengthening of the hard
direction of Cheeger’s inequality. It predicts that when the hard direction of Cheeger’s
inequality is tight for a graph G such that φ1(G) ≍

√
λ2, then the graph must satisfy

φ1(G) ≍ φ 1
2
(G). Or, in other words, when φ1(G) ≪ φ 1

2
(G) such as on the hypercube (see

Remark 7) or on the dumbbell graphs, then the hard direction of Cheeger’s inequality cannot
be tight. So, the conjecture can be viewed as an improved Cheeger’s inequality in the spirit
of [11, 10] and this is a main motivation of this work.

Morris and Peres came close to proving the conjecture with an extra logarithmic factor.

▶ Theorem 3 ([18]). Let (V, P, π) be an irreducible and reversible Markov chain. Suppose
that P (v, v) ≥ 1

2 for all v ∈ V . Then

λ2(I − P ) ≳
(
φ 1

2
(P )
)2

log
(
1/φ 1

2
(P )
) .

Their proof is based on techniques from evolving sets. They lower bounded the “boundary
gauge” Ψ using φ 1

2
, and also upper bounded the mixing rate using Ψ so that they can relate

λ2 and φ 1
2
.
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1.1 Our Results
We found counterexamples to the Houdré-Tetali conjecture, showing that the extra logarithmic
factor is needed.

▶ Theorem 4. There are irreducible and reversible Markov chains (V, P, π) with

λ2(I − P ) ≲ log |V |
|V |2

and φ 1
2
(P ) ≳ log |V |

|V |
=⇒ λ2(I − P ) ≲

(
φ 1

2
(P )
)2

log
(
1/φ 1

2
(P )
) .

The counterexample is simple to describe, which is a weighted undirected graph with
vertex set [n] and edge weight P (i, j) inversely proportional to min{|i − j|, n − |i − j|}3. See
Section 4 for details.

On the positive side, we match the result of Morris and Peres using standard spectral
arguments. We show that the simple sweep-cut algorithm can be used to output a set S

with φ 1
2
(S) satisfying the guarantee in Theorem 3, without the self-loop assumption. See

Subsection 3.1.
Perhaps more interestingly, the same arguments can be used to prove that the Houdré-

Tetali conjecture is true if we replace 1
2 by any constant p > 1

2 .

▶ Theorem 5. Let (V, P, π) be an irreducible and reversible Markov chain. For any p ∈ ( 1
2 , 1],(

φp(P )
)2 ≤ 4

2p − 1 · λ2(I − P ).

Similar to the discussion after Conjecture 2, this shows that the tight examples of the hard
direction of Cheeger’s inequality must satisfy φ 1

2 +ϵ(G) ≲
√

1
ϵ · φ1(G) for any ϵ ∈ (0, 1

2 ). Also,
this provides an improved analysis of Cheeger’s inequality that if φ1(G) ≪

√
2p − 1 · φp(G)

then φ1(G) ≪
√

λ2. So this result has similar consequences as if Houdré and Tetali’s
conjecture was true.

Finally, we observe that the same statement as in Theorem 5 can also be proved for
non-reversible Markov chains, by replacing λ2(I − P ) with the eigenvalue defined for directed
graphs by Chung [5]. See Theorem 9.
▶ Remark 6 (φp for p < 1

2 ). For p < 1
2 , a simple argument shows that an inequality of the

form in Theorem 5 cannot hold. To see it, consider the transformation P → (1 − δ)I + δP

for some parameter 0 < δ < 1 (equivalent to adding a large self loop when δ is small) will
scale φp by a factor δp, while the second eigenvalue scales by a factor of δ, and so the ratio
φp(G)/

√
λ2(I − PG) scales by δp− 1

2 → ∞ as δ → 0. When p = 1
2 , adding self loops does not

change the ratio. Thus, it is the first exponent where such an inequality makes sense.

1.2 Previous Work on Boolean Hypercubes
The isoperimetric constant φ 1

2
was initially studied by Talagrand in the Boolean hypercubes.

Let {0, 1}n be the n-dimensional hypercube. For a point x ∈ {0, 1}n, let x⊕i be the point
obtained by flipping the i-th bit of x. For a subset S ⊂ {0, 1}n, if x /∈ S define hS(x) = 0
and otherwise if x ∈ S define

hS(x) :=
∣∣{i ∈ [n] | x⊕i /∈ S}

∣∣,
so that

∑
x hS(x) is the size of the edge boundary of S. Let µ be the uniform distribution

on {0, 1}n and µ(S) :=
∑

x∈S µ(x). The classical Poincaré inequality can be stated as, for
any S ⊂ {0, 1}n,

µ(S) · (1 − µ(S)) ≲ Ex∼µ

[
hS(x)

]
. (1)

APPROX/RANDOM 2024
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Talagrand [20] proved a strengthening of the Poincaré inequality: For any S ⊂ {0, 1}n,

µ(S) · (1 − µ(S)) ≲ Ex∼µ

[√
hS(x)

]
. (2)

The quantity E
√

hS is always smaller than EhS and can be seen as a different measure of
the boundary information of S. Let ∂S := {x | hS(x) > 0} be the vertex boundary of S. By
the Cauchy-Schwarz inequality, Talagrand’s theorem implies Margulis’ theorem [17] that

µ(S)2 · (1 − µ(S))2 ≲ Ex∼µ

[
hS(x)

]
· µ(∂S),

which was an original motivation for Talagrand to consider the quantity E
√

hS . More
recently, both Margulis’ and Talagrand’s theorems inspired the analogs for directed graphs
developed in [3, 9], to make major progresses in analyzing sublinear time algorithms for
testing monotone functions. See also [6, 7] for a proof of a Talagrand’s conjecture that further
sharpens these inequalities.

The following remark clarifies the connection between φp and the quantities appearing in
Poincaré’s inequality and Talagrand’s inequality.

▶ Remark 7 (φp for Hypercubes). For the n-dimensional Boolean hypercube Qn, the stationary
distribution π is simply the uniform distribution µ. Note that the numerator in φ1(Qn) is
exactly 1

nEx∈µ[hf (x)], and the Poincaré inequality translates to φ1(Qn) ≳ 1
n . Similarly, the

numerator of φ 1
2
(Qn) is exactly 1√

n
Ex∈µ[

√
hf (x)], and the Talagrand’s inequality translates

to φ 1
2
(Qn) ≳ 1√

n
.

Finally, we note that a parameter similar to φp, called hp
f , was also studied in [6].

2 Preliminaries

Given two functions f, g, we use f ≲ g to denote the existence of a positive constant c > 0,
such that f ≤ c · g always holds. We use f ≍ g to denote f ≲ g and g ≲ f . For positive
integers k, we use [k] to denote the set {1, 2, . . . , k}. For a function f : X → R, supp(f)
denotes the domain subset on which f is nonzero. The function log x refers to the base e

logarithm.

Undirected Graphs. Let G = (V, E) be an undirected graph. Let w : E → R≥0 be a weight
function on the edges. The weighted degree of a vertex v is defined as degw(v) :=

∑
e:e∋v w(e).

Let S ⊂ V be a nonempty subset of vertices. The edge boundary of S is defined as
δ(S) := {e ∈ E | e ∩ S ≠ ∅ and e ∩ S ̸= ∅} and w(δ(S)) be the total edge weight of δ(S).
The volume of S is defined as volw(S) :=

∑
v∈S degw(v). The edge conductance of S and of

G are defined as

ϕ(S) :=
w
(
δ(S)

)
volw(S) and ϕ(G) := min

S:volw(S)≤volw(V )/2
ϕ(S).

In an undirected graph, the ordinary random walk has transition matrix P with P (u, v) =
w(uv)/ degw(u) for every u, v ∈ V . If the graph is connected, then the stationary distribution
π is unique with π(u) = degw(u)/

∑
v∈V degw(v) for every u ∈ V . It is thus straightforward

to check that ϕ(S) = φ1(S) and ϕ(G) = φ1(G), i.e. the two definitions coincide.
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Directed Graphs. Let G = (V, E) be a directed graph. Let w : E → R≥0 be a weight func-
tion on the edges. The weighted indegree of a vertex v is defined as din

w (v) :=
∑

u:−→uv∈E w(−→uv)
and the weighted outdegree of v is defined as dout

w (v) :=
∑

u:−→vu∈E w(−→vu). In a directed graph,
the ordinary random walk has transition matrix P with P (u, v) = w(−→uv)/ degout

w (u). The
stationary distribution π has no easy description but is unique as long as the directed graph
is strongly connected. There are different notions of directed edge conductance for directed
graphs. In analyzing random walks, the standard definition is exactly φ1(G) as described in
Definition 1, and this quantity is closely related to the mixing time of random walks; see
e.g. [16, 5, 18]. In analyzing graph partitioning, there is a definition that extends the edge
conductance above to directed graphs, which will not be used in this paper; see e.g. [21, 13].

Spectral Graph Theory. Given an undirected graph G = (V, E) with a weight function
w : E → R≥0, its adjacency matrix A = A(G) is an |V |×|V | matrix where the (u, v)-th entry is
w(uv). The Laplacian matrix is defined as L := D−A, where D := diag({degw(v)}v∈V ) is the
diagonal degree matrix. The normalized adjacency matrix is defined as A := D−1/2AD−1/2,
and the normalized Laplacian matrix is defined as L := I − A. Let λ1(L) ≤ λ2(L) ≤ · · · ≤
λn(L) be the eigenvalues of L. It is known that λ1(L) = 0 with eigenvector D1/21⃗, and

λ2(L) = min
g⊥D1/21⃗

gT Lg

gT g
= min

f⊥D1⃗

fT Lf

fT Df
= min

f⊥D1⃗

∑
uv∈E w(uv) · (f(u) − f(v))2∑

v degw(v) · f(v)2 .

Cheeger’s inequality [4, 2, 1] is a fundamental result in spectral graph theory that connects
edge conductance of an undirected graph G = (V, E) to the second smallest eigenvalue of its
normalized Laplacian matrix:

λ2

2 ≤ ϕ(G) ≤
√

2λ2.

The random walk transition matrix P is similar to the normalized Laplacian matrix
A, and the matrix I − P is similar to the normalized Laplacian matrix L. In particular,
I − P enjoys the same spectral properties as L with real eigenvalues and a quadratic form
characterization of λ2 as above; see Lemma 8.

Chung [5] defined the Laplacian matrix of a directed graph and used it to prove an analog
of Cheeger’s inequality. These will be stated in Subsection 3.2.

3 Positive Results

To prove Theorem 5, we follow standard spectral arguments used in proving Cheeger-type
inequalities, in Trevisan’s style. First, we start with the second eigenvector f2 : V → R and
truncate it so that the π weight of its support is at most half while preserving its Rayleigh
quotient. The proof of the following lemma is standard and we defer it to the end of this
section.

▶ Lemma 8. Let (V, P, π) be an irreducible and reversible Markov chain. Let f2 be an
eigenvector associated to the second smallest eigenvalue of the matrix I − P , with π({v |
f2(v) > 0}) ≤ 1

2 . Define the truncated vector f such that f(v) := max{f2(v), 0} for all
v ∈ V . Then

λ2(I − P ) ≥
∑

f(i)≥f(j) π(i) · P (i, j) · (f(i) − f(j))2∑
i∈V π(i)f(i)2 .
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Then the plan is to prove that one of the level sets has small isoperimetric constant.
We index the vertices by [n] and order them so that f(i) ≤ f(j) for i ≤ j. For any t ≥ 0,
define the level set St := {i ∈ [n] | f(i)2 > t}. By the construction of f , it holds that
π(St) ≤ 1

2 for any t ≥ 0, and so φp(P ) ≤ mint:t≥0 φp(St). For convenience, we rescale f so
that maxi f(i) = 1.

To prove that one of St has small isoperimetric constant, we choose a uniform random t ∈
[0, 1] and consider φp(St). We will bound the expected value of the numerator of φp(St) and of
the denominator of φp(St) and conclude that there exists a t with φp(St) at most the ratio of
the expected values, i.e. min

t:t≥0
φp(St) ≤ Et[numerator of φp(St)] / Et[denominator of φp(St)].

The expected value of the denominator is easy to analyze. Since we choose t uniformly
randomly, each vertex i is included in St with probability f(i)2, and thus

Et[π(St)] =
∑
i∈V

π(i) · f(i)2.

The rest of the proof is to analyze the expected value of the numerator
∑

i∈V π(i)·P (i, St)p.
For a vertex i, if the random threshold t is between f(j)2 and f(j − 1)2 with f(j) > f(j − 1),
then P (i, St) = P (i, [j − 1]), and so

Et

[
P (i, St)p

]
=

i∑
j=1

(
f(j)2 − f(j − 1)2) · P (i, [j − 1])p

=
i∑

j=1

(
f(j)2 − f(j − 1)2) ·

j−1∑
l=1

(
P (i, [l])p − P (i, [l − 1])p

)
=

i−1∑
l=1

(
f(i)2 − f(l)2) ·

(
P (i, [l])p − P (i, [l − 1])p

)
,

where the second equality is by writing a telescoping sum and the third equality is by a
change of summation. So, the expected numerator Et[

∑n
i=1 π(i) · P (i, St)p] is

n∑
i=1

i−1∑
j=1

π(i) ·
(
f(i)2 − f(j)2) ·

(
P (i, [j])p − P (i, [j − 1])p

)

≤

√√√√ n∑
i=1

i−1∑
j=1

π(i) · (f(i) − f(j))2 · P (i, j)

·

√√√√ n∑
i=1

i−1∑
j=1

π(i) · (f(i) + f(j))2 ·
(
P (i, [j])p − P (i, [j − 1])p

)2

P (i, j)

≤

√√√√λ2 ·
n∑

i=1
π(i) · f(i)2 ·

√√√√ n∑
i=1

4 · π(i) · f(i)2 ·
i−1∑
j=1

(
P (i, [j])p − P (i, [j − 1])p

)2

P (i, [j]) − P (i, [j − 1]) ,

where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 8
and (f(i) + f(j))2 ≤ 4f(i)2 and P (i, j) = P (i, [j]) − P (i, [j − 1]).

To upper bound the inner sum of the second term, we denote aj := P (i, [j]) and it suffices
to upper bound the sum of the form

∑n
j=1(ap

j − ap
j−1)2/(aj − aj−1) with a0 = 0 and an ≤ 1,

with a bound independent of n. Let C(n, a) denote the supremum of the sum when an = a.
Note that C(n, a) = a2p−1 · C(n, 1) by a simple scaling argument. Let (ai)n

i=1 be an optimal
sequence that achieves the supremum of C(n, 1). Then,



L. C. Lau and D. Tjowasi 36:7

C(n, 1) = C(n − 1, an−1) +
(1 − ap

n−1)2

1 − an−1
= a2p−1

n−1 · C(n − 1, 1) +
(1 − ap

n−1)2

1 − an−1

≤ a2p−1
n−1 · C(n, 1) +

(1 − ap
n−1)2

1 − an−1
.

It follows that

C(n, 1) ≤ sup
a∈[0,1]

(1 − ap)2

(1 − a)(1 − a2p−1) ≤ sup
a∈[0,1]

(1 − ap)2

(2p − 1)(1 − a)2 ≤ 1
2p − 1 ,

where the second inequality is by the mean value theorem that 1 − a2p−1 ≥ (2p − 1)(1 − a)
and the last inequality is because a ∈ [0, 1] and p ∈ ( 1

2 , 1]. Clearly, C(n, 1) ≥ C(n, an) for
any an ∈ [0, 1], and so the inner sum of the second term in the expected numerator is at
most 1

2p−1 . Putting together, this completes the proof of Theorem 5 as

φp(P ) ≤ min
t:t>0

φp(St) ≤
Et[
∑n

i=1 π(i) · P (i, St)p]
Et[π(St)]

≤ 2
√

λ2

√
1

2p − 1 ,

which implies that
(
φp(P )

)2 ≤ 4
2p−1 · λ2.

3.1 Recovering Morris and Peres’s Result
To recover Theorem 3, we follow the same arguments but add a truncation step so that the
sequence ai above will start with a0 ≈ φ 1

2
(P ). In this subsection, we plug in p = 1

2 . As
above, the main work is to upper bound the expected value of the numerator. Recall that

Et

[√
P (i, St)

]
=

i−1∑
j=1

(
f(i)2 − f(j)2) ·

(√
P (i, [j]) −

√
P (i, [j − 1])

)
,

Let li be the index such that
√

P (i, [li]) ≤ 1
2 φ 1

2
(P ) but

√
P (i, [li + 1]) > 1

2 φ 1
2
(P ). Then, we

can upper bound the right hand side by

Et

[√
P (i, St)

]
≤ 1

2φ 1
2
(P ) · f(i)2 + (f(i)2 − f(li + 1)2)

(√
P (i, [li + 1]) − 1

2φ 1
2
(P )
)

+
i−1∑

j=li+2
(f(i)2 − f(j)2)

(√
P (i, [j]) −

√
P (i, [j − 1])

)
.

To shorten the expression, let us use the notations

ai,0 = 1
2φ 1

2
(P ) and ai,j =

√
P (i, [li + j]).

Summing over i and using these notations, the expected numerator is

Et

[ n∑
i=1

π(i) ·
√

P (i, St)
]

≤ 1
2φ 1

2
(P ) ·

n∑
i=1

π(i) · f(i)2

+
n∑

i=1
π(i) ·

i−li−1∑
j=1

(f(i)2 − f(li + j)2) · (ai,j − ai,j−1)︸ ︷︷ ︸
(∗)

APPROX/RANDOM 2024
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Applying Cauchy-Schwarz as before gives

(∗) ≤

√√√√ n∑
i=1

i−li−1∑
j=1

π(i) · (f(i) − f(li + j))2 · P (i, li + j)

·

√√√√ n∑
i=1

i−li−1∑
j=1

π(i) · (f(i) + f(li + j))2 ·
(
ai,j − ai,j−1

)2

P (i, li + j)

≤

√√√√λ2 ·
n∑

i=1
π(i) · f(i)2 ·

√√√√√√√
n∑

i=1
4 · π(i) · f(i)2 ·

i−1∑
j=1

ai,j − ai,j−1

ai,j + ai,j−1︸ ︷︷ ︸
(∗∗)

,

where the second inequality uses Lemma 8 and P (i, li + j) = a2
i,j − a2

i,j−1.
To upper bound (∗∗), we let bi := ai,j and use that 1

2 φ 1
2
(P ) = b0 ≤ b1 ≤ . . . ≤ bm ≤ 1 =:

bm+1 to upper bound the function

f : (b0, b1, . . . , bm) → b1 − b0

b1 + b0
+ b2 − b1

b2 + b1
+ · · · + bm − bm−1

bm + bm−1
+ 1 − bm

1 + bm

The partial derivative of f is

∂f

∂bi
= 2bi−1

(bi + bi−1)2 − 2bi+1

(bi+1 + bi)2 = 2(bi+1 − bi−1)(bi−1bi+1 − b2
i )

(bi + bi−1)2(bi+1 + bi)2 .

Since bi+1 − bi−1 > 0 by definition, the function increases up until b2
i = bi−1bi+1 and then

decreases. So, the maximum is attained when bi = (b0)
m+1−i

m+1 with b0 = 1
2 φ 1

2
(P ) and

bm+1 = 1, in which case the sum is
m+1∑
i=1

bi − bi−1

bi + bi−1
=

m+1∑
i=1

1 − bi−1
bi

1 + bi−1
bi

=
m+1∑
i=1

1 − b
1

m+1
0

1 + b
1

m+1
0

= (m + 1) · 1 − b
1

m+1
0

1 + b
1

m+1
0

For b0 ∈ [0, 1], this value is increasing when m increases, and so the sum is upper bounded by

(∗∗) ≤ lim
x→∞

x · 1 − b
1
x
0

1 + b
1
x
0

= lim
x→∞

x · 1 − b
1
x
0

2 = lim
y→0

1 − by
0

2y

= lim
y→0

−by
0 log b0

2 = 1
2 log 1

b0
= 1

2 log 2
φ 1

2
(P ) ,

where the third last equality is by L’Hôpital’s rule. Plugging this back into (∗∗) and (∗), the
expected numerator is

Et

[ n∑
i=1

π(i) ·
√

P (i, St)
]

≤ 1
2φ 1

2
(P ) ·

n∑
i=1

π(i) · f(i)2

+

√√√√λ2 ·
n∑

i=1
π(i) · f(i)2 ·

√√√√ n∑
i=1

2 log 2
φ 1

2
(P ) · π(i) · f(i)2.

As before, the expected denominator is Et[π(St)] =
∑

i∈V π(i) · f(i)2. Putting together,

φ 1
2
(P ) ≤ min

t:t>0
φ 1

2
(St) ≤

Et

[∑n
i=1 π(i) ·

√
P (i, St)

]
Et[π(St)]

≤ 1
2φ 1

2
(P ) +

√
2 log 2

φ 1
2
(P )λ2.

Rearranging recovers Theorem 3.
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3.2 Non-Reversible Markov Chains

Houdré and Tetali only formulated Conjecture 2 for reversible Markov chains of which the
eigevalues of I − P are real. For non-reversible Markov chains, we observe that Chung’s
definition of eigenvalues for directed graphs [5] can be used to obtain the same results in
Theorem 3 and Theorem 5.

Given a directed graph G = (V, E) with a weight function w : E → R≥0, let PG be the
transition matrix of the ordinary random walks on G with PG(u, v) = w(uv)/

∑
v∈V w(uv)

for each edge uv ∈ E. Suppose G is strongly connected, then there is a unique stationary
distribution π : V → R+ such that πT P = πT . Let Π = diag(π). Chung defined the
Laplacian of the directed graph G as

L⃗G := I − 1
2

(
Π 1

2 PΠ− 1
2 + Π− 1

2 P T Π 1
2

)
.

Since L⃗G is a real symmetric matrix, its eigenvalues are real. Let λ2 be the second smallest
eigenvalue of L⃗G. Chung [5] proved an analog of Cheeger’s inequality that

1
2φ1(G)2 ≤ λ2(L⃗G) ≤ 2φ1(G).

We observe that λ2(L⃗G) can be used to extend our results to non-reversible Markov chains.

▶ Theorem 9. Let (V, P, π) be an irreducible Markov chain. For any p ∈ ( 1
2 , 1],

(
φp(P )

)2 ≤ 4
2p − 1 · λ2(L⃗G).

For p = 1/2,

λ2(L⃗G) ≳
(
φ 1

2
(P )
)2

log
(
1/φ 1

2
(P )
) .

Note that the main proofs of Theorem 5 and Theorem 3 (i.e. computing the expected
numerator) did not require the Markov chain to be reversible. The reversible assumption was
only used in characterizing the second eigenvalue in Lemma 8. The following is an analog of
Lemma 8 for non-reversible Markov chains using Chung’s definition of the second eigenvalue
of directed graphs.

▶ Lemma 10. Let (V, P, π) be an irreducible Markov chain. Let v2 be an eigenvector associated
to the second smallest eigenvalue of the matrix L⃗G. Define the reweighted eigenvector
f2 := Π− 1

2 v2, with π({v : f2(v) ≥ 0}) ≤ 1
2 . Define the truncated vector f := max(f2, 0).

Then

λ2(L⃗G) ≥
∑

u,v∈V :f(u)≥f(v) π(u) · P (u, v) · (f(u) − f(v))2∑
v∈V π(v)f(v)2 .

With this lemma, we can follow the proofs of Theorem 5 and Theorem 3 verbatim as in
above, by defining level sets St using the truncated vector f and computing the expected
numerator and denominator and so on.

This concludes the proof of Theorem 9. We will prove Lemma 10 in the next subsection.
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3.3 Proofs of Auxiliary Lemmas
In this subsection, we prove Lemma 8 and Lemma 10. The proofs are standard but we
include them for completeness.

Proof of Lemma 8. For f, g : V → R, we define ⟨f, g⟩π :=
∑

i∈V π(i) · f(i) · g(i). By
definition of the second eigenvector, ⟨(I − P )f2, f2⟩π = λ2⟨f2, f2⟩π.

For f := max(f2, 0), note that Pf ≥ Pf2, as

(Pf)(i) =
∑
j∈V

p(i, j)f(j) ≥
∑
j∈V

p(i, j)f2(j) = (Pf2)(i),

and thus

⟨Pf, f⟩π =
∑

i∈V :f2(i)≥0

π(i) ·(Pf)(i) ·f(i) ≥
∑

i∈V,f2(i)≥0

π(i) ·(Pf2)(i) ·f2(i) = (1−λ2)⟨f, f⟩π,

where the last equality uses that Pf2 = (1 − λ2)f2. It follows that

λ2 ≥ ⟨(I − P )f, f⟩π

⟨f, f⟩π
.

The denominator is the same as the denominator in the statement. It remains to check that
the numerator is also the same as the numerator in the statement. By direct calculation,

⟨(I − P )f, f⟩π =
∑
i∈V

π(i)f(i)2 −
∑
i∈V

π(i)
∑
j∈V

P (i, j)f(j)f(i)

=
∑
i∈V

∑
j∈V

π(i)P (i, j)f(i)2 −
∑
i∈V

∑
j∈V

π(i)P (j, i)f(j)f(i)

=
∑
i∈V

∑
j∈V

π(i)P (i, j)
(1

2(f(i)2 + f(j)2) − f(i)f(j)
)

=
∑
i>j

π(i)P (i, j)(f(i) − f(j))2,

where the second equality uses
∑

j∈V P (i, j) = 1 and the third equality uses reversibil-
ity which gives π(i)P (i, j) = π(j)P (j, i) for all i, j ∈ V , to get

∑
i,j π(i)P (i, j)f(i)2 =∑

i,j π(i)P (i, j)f(j)2. ◀

To prove Lemma 10, we will use the following facts about λ2(L⃗G) in [5].

▶ Lemma 11 ([5]). Let G = (V, E) be a strongly connected directed graph and π be its
stationary distribution. The second smallest eigenvalue λ2 of the directed Laplacian L⃗G

satisfies

λ2 = inf
f⊥π

∑
u,v∈V π(u) · P (u, v) · |f(u) − f(v)|2∑

v∈V π(v) · |f(v)|2

Suppose v2 is an eigenvector of L⃗G associated with eigenvalue λ2. Then, for the reweighted
eigenvector f2 := Π− 1

2 v2, for all u ∈ V ,

λ2 · f2(u) · π(u) = 1
2
∑

v

(
f2(u) − f2(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
.
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Proof of Lemma 10. We claim that the truncated vector f := max{f2, 0} satisfies

λ2 · f(u) · π(u) ≥ 1
2
∑

v

(
f(u) − f(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
.

for all u ∈ V . Indeed, for u such that f(u) > 0,

λ2 · f(u) · π(u) = λ2 · f2(u) · π(u)

= 1
2
∑
v∈V

(
f2(u) − f2(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
≥ 1

2
∑
v∈V

(
f(u) − f(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
,

where the second equality is by the fact above and the last inequality is by f2(u) − f2(v) ≥
f(u) − f(v) for all u, v ∈ V due to truncation. For u such that f(u) = 0, the inequality holds
trivially because

λ2 · f(u) · π(u) = 0 ≥ 1
2
∑

v

(
− f(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
as f(v) ≥ 0 for all v by truncation. Thus the claim follows. Multiplying both sides of the
claim by f(u) and then summing over all u gives

λ2 ·
∑
u∈V

f2(u)π(u) ≥ 1
2
∑
u∈V

f(u)
∑
v∈V

(
f(u) − f(v)

)
·
(
π(u)P (u, v) + π(v)P (v, u)

)
= 1

2
∑
u∈V

∑
v∈V

π(u) · P (u, v) ·
(1

2f(u)2 + 1
2f(v)2 − f(u)f(v)

)
= 1

2
∑
u∈V

∑
v∈V

π(u) · P (u, v) ·
(
f(u) − f(v)

)2
.

This is equivalent to the statement where the sum is over pairs with f(u) ≥ f(v). ◀

4 Counterexamples

In this section, we prove Theorem 4 by constructing a family of counterexamples and bounding
their second eigenvalues and φ 1

2
value. The construction is simple.

▶ Definition 12 (Counterexamples). Let Gn be a graph with vertex set [n]. For each i, j ∈
[n], i ̸= j, the edge weight is

P (i, j) = 1
C
(

min{|i − j|, n − |i − j|}
)3 ,

where C =
∑n

i=1 1/ min{|i − j|, n − |i − j|}3 is the normalizing constant to make the graph
1-regular.

We will prove the two claims in Theorem 4 about the second smallest eigenvalue and the
φ 1

/
2(G) value. First, we analyze the second smallest eigenvalue, based on the construction

that I − P is a circulant matrix.

▶ Lemma 13. For Gn in Definition 12, the second smallest eigenvalue of I − P is

λ2(I − P ) ≲ log n

n2 .
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Proof. By our construction, the graph Gn is cyclic that P (i, j) = P ((i + k) mod n, (j +
k) mod n) for all i, j, k ∈ [n]. So the matrix I − P is a circulant matrix of the form

I − P =



a0 a1 a2 . . . an−1
an−1 a0 · · · · · · an−2

an−2 an−1
. . . . . . an−3

...
. . . . . . . . .

...
a1 a2 . . . . . . a0


where a0 = 1 and aj = −P (1, j + 1) for all j ∈ [n]. It is well-known that an n × n circulant
matrix with first row entries a ∈ Rn has eigenvalues and corresponding eigenvectors{ n−1∑

i=0
aiωk

i
}n−1

k=0
and

{(
1, ωk, . . . , ωn−1

k

)T
}n−1

k=0

where ωk := e
2πkı

n are the n-th roots of unity for k ∈ [n] (where ı denotes the imaginary
number).

So, the second smallest eigenvalue λ2 of I − P corresponds to the first n-th root of unity
ω := ω1 = e

2πı
n , and

λ2 =
n−1∑
i=0

ai · ωi =
n∑

i=2
P (1, i) −

⌊n/2⌋+1∑
i=2

P (1, i) · ωi−1 −
n∑

i=⌊n/2⌋+2

P (1, i) · ωi−1.

We consider two cases, when n is odd and n is even. When n = 2k + 1 is odd, note that by
definition P (1, i) = P (1, 2k + 3 − i) for 2 ≤ i ≤ k + 1 and so we can pair up the terms in the
above equation to get

λ2 =
k+1∑
i=2

P (1, i)
(

2 − ωi−1 − 1
ωi−1

)
= −

k+1∑
i=2

P (1, i)
(

ω
i−1

2 − 1
ω

i−1
2

)2
.

Using the definition of ωk := e
2πkı

n = cos 2kπ
n + ı sin 2kπ

n , it follows that

λ2 = −
k+1∑
i=2

P (1, i)
(

ω
i−1

2 − ω
i−1

2

)2
= −

∑k+1
i=2 P (1, i)

(
2ı sin (i − 1)π

n

)2

= 4
∑k+1

i=2 P (1, i)
(

sin (i − 1)π
n

)2
.

Finally we use the fact that sin x < x and that P (1, i) = 1
C·min{|i−1|,n−|i−1|}3 < 1

(i−1)3 for
2 ≤ i ≤ k + 1 as C ≥ 1 to conclude that

λ2 < 4
k+1∑
i=2

1
(i − 1)3

( (i − 1)π
n

)2
= 4

k∑
i=1

1
i

(π2

n2

)
≲

log n

n2 .

When n = 2k is even, the proof follows along the same lines, but we need to remove the term
k = n

2 + 1 in the sum because ωn/2 = −1. However, it only contributes a term of O
( 1

n3

)
to

the sum, which is negligible. ◀

It remains to prove that φ 1
2
(P ) ≳ log n

n . As this graph is symmetric, our intuition is that
φ 1

2
(P ) attains its minimum at the set S = {1, . . . , n

2 }. In this case, for each vertex i ∈ S,

√
P (i, S) ≥

√√√√i+ n
2∑

j=i

1
j3 ≈ 1

i
− 1

i + n
2

≥ 1
2i

,
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which implies that

φ 1
2
(S) ≳

n
2∑

i=1

1
n

√
P (i, S) ≳ 1

n

n
2∑

i=1

1
i
≳

log n

n
.

Our plan was to prove that S indeed attains the minimum, but we do not have such a proof.
Instead, we will work on a slightly different lower bound, which satisfies a concavity property
that allows us to argue that sets of consecutive vertices attain the minimum, in order to
prove the lower bound. It turns out that the proof is a bit long and we will present it in the
next subsection.

4.1 Proof of φ1
2

Lower Bound
First, we set up some notations for the proof. Let us partition the vertex set of Gn into two
sets A and B := G \ A with |A| ≤ |B|. As the graph Gn is cyclic, we can arrange the vertices
V = [n] in a clockwise manner and without loss of generality we assume 1 ∈ A and n ∈ B.
Let us divide the vertices of A and B into contiguous sets A1, B1, A2, B2, . . . , Ak, Bk in the
cyclic representation, and denote their sizes by ai := |Ai| and bi := |Bi| for 1 ≤ i ≤ k. More
explicitly, for 1 ≤ i ≤ k, the vertices in Ai and Bi are

Ai =
{ i−1∑

j=1
aj +

i−1∑
j=1

bj +1, . . . ,
i∑

j=1
aj +

i−1∑
j=1

bj

}
,Bi =

{ i∑
j=1

aj +
i−1∑
j=1

bj +1, . . . ,
i∑

j=1
ai +

i−1∑
j=1

bi

}
.

For two disjoint subsets S, T ⊂ V , let us define f(S, T ) :=
∑

u∈S

√
P (u, T ). Note that

φ 1
2
(A) = f(A,B)

|A| , so our goal is to lower bound

f(A, B) =
k∑

i=1
f(Ai, B).

For two sets S, T ∈ {Ai}k
i=1 ∪ {Bi}k

i=1, let us define the contiguous block [S, T ] to
be the block of sets from S clockwise up until T , possibly going around. For example,
[Bk, A2] := Bk ∪ A1 ∪ B1 ∪ A2, and note that [S, T ] ̸= [T, S] since the sets are counted
clockwise.

After we set up the notations, we start with a lower bound on f(Ai, B) by a natural
function, the logarithm of the size of contiguous sets, which is the “slightly different lower
bound” that we mentioned before this subsection.

▶ Lemma 14. For 1 ≤ i ≤ k,
√

2C · f(Ai, B) ≥
∑k

j=1

(
log
(
|[Ai, Aj ]| + 1

)
+ log

(
|[Bi, Bj−1]| + 1

)
− log

(
|[Bi, Aj ]| + 1

)
− log

(
|[Ai, Bj−1]| + 1

))
,

where C is the normalizing constant in Definition 12 and |[S, T ]| denotes the number of
vertices in the block [S, T ].

Proof. We prove the statement for f(A1, B). By definition of f, Ai, Bi stated above,

√
2C · f(A1, B) =

√
2C ·

∑
i∈A1

√√√√ k∑
l=1

P (i, Bl)

=
√

2C ·
a1∑

i=1

√√√√ k∑
l=1

bl∑
j=1

P

(
i,

l∑
m=1

am +
l−1∑

m=1
bm + j

)
.
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By the definition of P in Definition 12, P (i, j) ≥ 1
C|i−j|3 and so

√
2C · f(A1, B) ≥

√
2 ·

a1∑
i=1

√√√√ k∑
l=1

bl∑
j=1

( l∑
m=1

am +
l−1∑

m=1
bm + j − i

)−3

=
√

2 ·
a1−1∑
i=0

√√√√ k∑
l=1

bl∑
j=1

( l∑
m=2

am +
l−1∑

m=1
bm + j + i

)−3
.

We lower bound the inner sum by an integral, so that

√
2C · f(A1, B) ≥

√
2 ·

a1−1∑
i=0

√√√√ k∑
l=1

∫ bl+1

1

( l∑
m=2

am +
l−1∑

m=1
bm + x + i

)−3
dx

=
a1−1∑
i=0

( k∑
l=1

( l∑
m=2

am +
l−1∑

m=1
bm + i + 1

)−2

︸ ︷︷ ︸
αl

−
( l∑

m=2
am +

l∑
m=1

bm + i + 1
)−2

︸ ︷︷ ︸
βl

)1/2
.

Now we use the following simple inequality about decreasing numbers.

▷ Claim 15. Let (αi)k
i=1, (βi)k

i=1 be positive real numbers such that α1 ≥ β1 ≥ α2 ≥ β2 ≥
· · · ≥ αk ≥ βk ≥ 0. Then

k∑
i=1

(
α2

i − β2
i

)
≥
( k∑

i=1

(
αi − βi

))2
.

Proof. The proof is by induction. For i = 1, the claim is clear as α2
1 − β2

1 ≥ (α1 − β1)2.
Suppose that the claim is true for i = k. Let A =

∑k+1
i=2 (α2

i − β2
i ) and B =

∑k+1
i=2 (αi − βi).

For the induction step, we need to show that α2
1 − β2

1 + A ≥ (α1 − β1 + B)2. Since A ≥ B2

by induction, it suffices to show that α2
1 − β2

1 ≥ (α1 − β1)(α1 − β1 + 2B), which is equivalent
to β1 ≥ B. It follows from the property of decreasing sequence that B ≤ α2 ≤ β1, verifying
the induction step. ◁

The √
αl and

√
βl in the right hand side above satisfy the assumptions of the claim, and

thus

√
2C ·f(A1, B) ≥

k∑
l=1

a1−1∑
i=0

(( l∑
m=2

am +
l−1∑

m=1
bm +i+1

)−1
−
( l∑

m=2
am +

l∑
m=1

bm +i+1
)−1)

We again lower bound the inner sum by an integral so that
√

2C · f(A1, B) is at least

k∑
l=1

∫ a1

0

(( l∑
m=2

am +
l−1∑

m=1
bm + x + 1

)−1
−
( l∑

m=2
am +

l∑
m=1

bm + x + 1
)−1)

dx

=
k∑

l=1

(
log
( l∑

m=1
am +

l−1∑
m=1

bm + 1
)

− log
( l∑

m=2
am +

l−1∑
m=1

bm + 1
)

− log
( l∑

m=1
am +

l∑
m=1

bm + 1
)

+ log
( l∑

m=2
am +

l∑
m=1

bm + 1
))
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=
k∑

l=1

(
log
(
|[A1, Al]| + 1

)
− log

(
|[B1, Al]| + 1

)
− log

(
|[A1, Bl]| + 1

)
+ log

(
|[B1, Bl]| + 1

))
,

using the definition e.g. |[A1, Bl]| =
∑l

j=1(aj + bj). ◀

Next, we are going to sum up the lower bounds in Lemma 14 to obtain a lower bound on
f(A, B). To write the sum nicely, we use a simple observation on the signs of the logarithm
in our sum. Let us call a contiguous block [S, T ] odd if there are an odd number of sets in
{Ai}k

i=1 ∪ {Bi}k
i=1, and even otherwise. Note that the odd blocks are exactly those with the

first and last sets from the same partition A or B, e.g. [Ai, Aj ], [Bi, Bj ]. With this definition,
the lower bound on f(A, B) can be written as follows.

▶ Lemma 16. Using the definitions and notations in this subsection,
√

2C ·f(A, B) ≥
∑

S ̸=T :[S,T ]odd

log
(
|[S, T ]|+1

)
−

∑
S ̸=T :[S,T ]even

log
(
|[S, T ]|+1

)
−(k−1) log(n+1),

where the sum is over S, T ∈ {Ai}k
i=1 ∪ {Bi}k

i=1.

Proof. We sum the inequalities in Lemma 14 from 1 ≤ i ≤ k. On the right hand side of
the inequality in Lemma 14, we see that all contiguous blocks starting from Ai or Bi are in
the sum, with the odd blocks positive and even blocks negative. Thus, summing over all
Ai, every contiguous block is counted once as it is uniquely determined by the starting and
ending sets, except for the whole cycle which appears once on the right hand side for every i

with a negative sign. ◀

To prove a lower bound on the right hand side of Lemma 16, the idea is to use the
following concavity property.

▶ Lemma 17. For k ≥ 2, consider the function

h : (a1, b1 . . . , ak, bk) →∑
S ̸=T :[S,T ]odd

log
(
|[S, T ]| + 1

)
−

∑
S ̸=T :[S,T ]even

log
(
|[S, T ]| + 1

)
− (k − 1) log(n + 1),

where the sum is over S, T ∈ {Ai}k
i=1 ∪ {Bi}k

i=1 and so |[S, T ]| depends on a1, b1, . . . , ak, bk.
Then, for all positive j, the function

g : x → h(x, b1, s − x, b2, . . . , ak, bk),

obtained by fixing non-negative integers b1, b2, a3, b3, . . . , ak, bk as the size of the other sets
and s as the sum of a1 + a2, is concave on x ∈ [0, s].

Proof. To prove concavity, we use the second derivative test, where g is concave if the second
derivative g′′ is non-positive. We write g as g0 + g1(x) + g2(x), where the g1(x) consists of all
the log terms which contain A1 but not A2, and similarly g2(x) consists of all the log terms
which contain only A2 but not A1. The remaining terms are in g0, which either contain both
A1 and A2 or none of A1 and A2. Note that these terms are independent of x, because if a
block [S, T ] contains both A1 and A2 then its size |[S, T ]| is the same even when we change
x, so these terms can be ignored when we compute derivatives.
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Let us focus on g1(x) first. The blocks that contain A1 but not A2 must be of the form
[S, A1] or [S, B1] for some set S. Let σ([S, T ]) denote the parity of the block [S, T ]. Note
that the parity of [S, A1] and [S, B1] are different, and so

g′′
1 (x) =

∑
S

(−1)σ([S,A1])+1
((

log
(
|[S, A1]| + 1

))′′ −
(

log
(
|[S, B1]| + 1

))′′
)

=
∑

S

(−1)σ([S,A1])+1
(

log(|[S, Bk]| + x + 1)′′ − (log(|[S, Bk]| + x + b1 + 1)
)′′

=
∑

S

(−1)σ([S,A1])
((

|[S, Bk]| + x + 1
)−2 −

(
|[S, Bk]| + x + b1 + 1

)−2
)

=
∑

S

(−1)σ([S,A1])
(

b1 ·
(
|[S, Bk]| + x + 1

)−2 ·
(
|[S, Bk]| + x + b1 + 1

)−1

+ b1 ·
(
|[S, Bk]| + x + 1

)−1 ·
(
|[S, Bk]| + x + b1 + 1

)−2
)

,

where the sum is over S ∈ {Ai}k
i=1 ∪ {Bi}k

i=1. In the special case when S = A1, we violate
our own notation and let |[A1, Bk]| = 0 in this proof; all other cases are still the same.

When b1 = 0, the sum equals zero and we are done, so assume b1 ̸= 0. To see that g′′
1 (x)

is negative, we pair up the terms with S = Bi and S = Ai+1 with indices taken modulo k so
that

1
b1

· g′′
1 (x) =

k∑
i=1

[(
|[Bi, Bk]| + x + 1

)−2 ·
(
|[Bi, Bk]| + x + b1 + 1)−1

+
(
|[Bi, Bk]| + x + 1

)−1 ·
(
|[Bi, Bk]| + x + b1 + 1

)−2

−
(
|[Ai+1, Bk]| + x + 1

)−2 ·
(
|[Ai+1, Bk]| + x + b1 + 1

)−1

−
(
|[Ai+1, Bk]| + x + 1

)−1 ·
(
|[Ai+1, Bk]| + x + b1 + 1

)−2
]

< 0,

where the inequality holds because |[Ai+1, Bk]| < |[Bi, Bk]| and so each summand is negative
(recall the special case that |[A1, Bk]| = 0 in this proof).

The function g2(x) is handled analogously in view of the symmetry of the second derivative
of the logarithm. This proves that g is concave. ◀

With the concavity property, we can apply a simple “swapping/merging” argument to
reduce to the case when there is only one contiguous set, i.e. k = 1, and then finish the proof.

By concavity, the function g(x) attains its minimum at one of the endpoints, and so

h(a1, . . . , bn) ≥ min
{

h(0, b1, a1 + a2, b2, . . . , an, bn), h(a1 + a2, b1, 0, b2, . . . , an, bn)
}

The next observation is that when one set has size zero, we can merge the two adjacent sets
in the same partition into one. More formally, let b1 = 0 without loss of generality, we claim
that

h(a1, 0, a2, b2 . . . , ak, bk) = h(a1 + a2, b2, . . . , ak, bk).

To see this, note that |[S, A1]| and |[S, B1]| have the same values but they have different
signs so the terms involving them cancel out each other, and similarly the terms involving
|[B1, S]| and |[A2, S]| cancel out each other. Therefore, in h(a1, 0, a2, b2, . . . , ak, bk), there are
no terms ending with A1 or B1 and no terms beginning with B1 or A2, and all the remaining
terms have a one-to-one correspondence with the terms in h(a1 + a2, b2, . . . , ak, bk).
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This reduces k by one. Repeating the same argument until k = 1, we see that
√

2C · f(A, B) ≥ h(|A|, n − |A|) = log(|A| + 1) + log(n − |A| + 1) − log(n + 1),

and thus

φ 1
2
(G) = min

A:|A|≤ n
2

f(A, B)
|A|

≳ min
l:l≤ n

2

h(l, n − l)
l

= min
l:l≤ n

2

log(l + 1) + log(n − l + 1) − log(n + 1)
l

,

where we used that C is upper bounded by an absolute constant.
It remains to lower bound the right hand side. Since l ≤ n

2 , it follows that log(n − l −
1) − log(n + 1) ≥ log((n + 1)/2) − log(n + 1) = − log 2, and so

log(k + 1) + log(n − k + 1) − log(n + 1)
k

≥
log k+1

2
k

≳
log k+1

2
k+1

2
≥ log n

n
,

where the last inequality is because log n
n is decreasing for n ≥ 3 and for 1 ≤ k ≤ 4 the last

inequality clearly holds when n is large enough. This concludes the proof of Theorem 4.

Concluding Remarks and Open Questions
We believe that the same analysis of φp(G) can be extended to other generalizations of
Cheeger’s inequality in [15, 11], and also to the directed edge conductance using the recent
notions of reweighted eigenvalues in [19, 12, 13, 14]. We leave it as an open question to find
a counterexample where the transition matrix is the simple random walk matrix of a graph.
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Nearly Optimal Bounds for Sample-Based Testing
and Learning of k-Monotone Functions
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Abstract
We study monotonicity testing of functions f : {0, 1}d → {0, 1} using sample-based algorithms,
which are only allowed to observe the value of f on points drawn independently from the uniform
distribution. A classic result by Bshouty-Tamon (J. ACM 1996) proved that monotone functions can
be learned with exp(Õ(min{ 1

ε

√
d, d})) samples and it is not hard to show that this bound extends

to testing. Prior to our work the only lower bound for this problem was Ω(
√

exp(d)/ε) in the small
ε parameter regime, when ε = O(d−3/2), due to Goldreich-Goldwasser-Lehman-Ron-Samorodnitsky
(Combinatorica 2000). Thus, the sample complexity of monotonicity testing was wide open for
ε ≫ d−3/2. We resolve this question, obtaining a nearly tight lower bound of exp(Ω(min{ 1

ε

√
d, d}))

for all ε at most a sufficiently small constant. In fact, we prove a much more general result, showing
that the sample complexity of k-monotonicity testing and learning for functions f : {0, 1}d → [r]
is exp(Ω(min{ rk

ε

√
d, d})). For testing with one-sided error we show that the sample complexity is

exp(Ω(d)).
Beyond the hypercube, we prove nearly tight bounds (up to polylog factors of d, k, r, 1/ε in the

exponent) of exp(Θ̃(min{ rk
ε

√
d, d})) on the sample complexity of testing and learning measurable

k-monotone functions f : Rd → [r] under product distributions. Our upper bound improves upon the
previous bound of exp(Õ(min{ k

ε2

√
d, d})) by Harms-Yoshida (ICALP 2022) for Boolean functions

(r = 2).
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1 Introduction

A function f : X → R over a partial order P = (X , ⪯) is k-monotone if there does not exist a
chain of k + 1 points x1 ≺ x2 ≺ · · · ≺ xk+1 for which (a) f(xi+1) − f(xi) < 0 when i is odd
and (b) f(xi+1) − f(xi) > 0 when i is even. When k = 1, these are the monotone functions,
which are the non-decreasing functions with respect to ⪯. Monotone and k-monotone Boolean
functions over domains {0, 1}d, [n]d, and Rd have been the focus of a significant amount of
research in property testing and computational learning theory. We give an overview of the
literature in Section 1.4.
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37:2 Sample-Based Testing and Learning of k-Monotone Functions

The field of property testing is concerned with the design and analysis of sub-linear
time randomized algorithms for determining if a function has, or is far from having, some
specific property. A key aspect in the definition of a property testing algorithm is the type
of access it has to the function. Early works on property testing, e.g. [61, 44], focused on the
notion of query-based testers, which are allowed to observe the value of the function on any
point of their choosing, and since then this has become the standard model. The weaker
notion of sample-based testers, which can only view the function on independent uniform
samples, was also considered by [44] and has received some attention over the years, see e.g.
[51, 3, 41, 45, 37, 38]. Sample-based algorithms are considered more natural in many settings,
for example in computational learning theory, where they are the standard model. In fact,
sample-based testing and learning are closely related problems; given a learning algorithm, it
is always possible to design a testing algorithm with the same sample complexity, up to an
additive poly(1/ε) factor1.

For many fundamental properties, there is still a large gap between how much we know
in the query-based vs the sample-based models. Monotonicity (and k-monotonicity) is such
a property; despite a vast body of research on query-based monotonicity testing over the
hypercube {0, 1}d, the only work we know of which considers this problem in the sample-based
model is [43], who gave an upper bound of O(

√
2d/ε) and a matching lower bound for the

case when ε = O(d−3/2) on the number of samples needed to test monotonicity of functions
f : {0, 1}d → {0, 1}. The upper bound for learning monotone Boolean functions due to
[23, 54] also implies a testing upper bound of exp(Õ( 1

ε

√
d)). Thus, this question has been

wide open for ε ≫ d−3/2.
Our work addresses this gap in the monotonicity testing literature, proving a lower bound

which matches the learning upper bound for all ε at most some constant, up to a factor
of log d in the exponent. More generally, we prove tight lower bounds for k-monotonicity
testing of functions, f : {0, 1}d → [r], i.e. functions with image size at most r. To round
out our results, we also give an improved learning algorithm for k-monotone functions over
Rd under product distributions whose sample complexity matches our sample-based testing
lower bound, up to poly-logarithmic factors in the exponent.

1.1 Results
Before explaining our results and the context for them, we first provide some terminology
and basic notation. Given a domain X and a distribution µ over X , we denote the Hamming
distance between two functions f, g : X → R under µ by dµ(f, g) = Px∼µ[f(x) ̸= g(x)]. We
say that f is ε-far from k-monotone if dµ(f, g) ≥ ε for every k-monotone function g. The
results in this paper pertain to sample-based testing and learning of k-monotone functions
with respect to Hamming distance. We use the following terminology:

The example oracle for f under µ, denoted by EX(f, µ), when queried, generates an
example (x, f(x)) where x is sampled according to µ.
A sample-based k-monotonicity tester under µ is a randomized algorithm which is given
access to EX(f, µ) for an arbitrary input function f and satisfies the following: (a) if
f is k-monotone, then the algorithm accepts with probability at least 2/3, and (b) if f

is ε-far from k-monotone, then the algorithm rejects with probability at least 2/3. The
tester has one-sided error if in case (a) it accepts with probability 1.

1 See Lemma C.1 in the full version of the paper for a precise statement. Also, note that if the learning
algorithm is proper, then the time complexity is also preserved. If the learning algorithm is improper,
then there is a time complexity blow-up, but the sample complexity is still preserved.
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A sample-based learning algorithm for k-monotone functions under µ is a randomized
algorithm which is given access to EX(f, µ) for an arbitrary k-monotone input function
f and outputs a hypothesis h such that dµ(f, h) ≤ ε with probability at least 1 − δ. If
left unspecified, δ = 1/3.

In all of the above definitions if µ is unspecified, then it is the uniform distribution.
Testing and learning are closely related problems; any sample-based learning algorithm can
be used to construct a sample-based tester with the same sample complexity. We refer to
this transformation as the testing-by-learning reduction and although this is not a new idea
we provide a proof in Section C in the full version of the paper for completeness.

Finally, we recall some important learning theory terminology. A learning algorithm
for concept class C is called proper if it always outputs a hypothesis h ∈ C, and is called
improper if it is allowed to output arbitrary h. Given a function f , and a concept class
C, let d(f, C) = ming∈C d(f, g). An agnostic proper learner is one which, given any f (not
necessarily in C), outputs a hypothesis h ∈ C for which d(f, h) ≤ d(f, C) + ε with probability
at least 1 − δ.

1.1.1 Sample-Based Testing and Learning on the Hypercube

The problem of learning monotone Boolean functions over the hypercube {0, 1}d was studied
by [23] who proved an upper bound2 of exp(O(min{ 1

ε

√
d log d, d})) for improper learning and

very recently by [54, 55] who obtained the same upper bound for agnostic proper learning.
The improper learning upper bound was extended by [17] who showed an upper bound of
exp(O(min{ k

ε

√
d log d, d})) and a nearly matching lower bound of exp(Ω(min{ k

ε

√
d, d})) for

learning k-monotone Boolean functions for any k ≥ 1. The testing-by-learning reduction
shows that their upper bound also holds for sample-based testing. The only prior lower
bound for sample-based testing that we’re aware of is Ω(

√
2d/ε) when ε = O(d−3/2) and

k = 1 [43, Theorem 5]. Our main result is the following much more general lower bound for
this problem, which we prove in Section 3.

▶ Theorem 1 (Testing Lower Bound). There is an absolute constant c > 0 such that for all
ε ≤ c, every sample-based k-monotonicity tester for functions f : {0, 1}d → [r] under the
uniform distribution has sample complexity

exp
(

Ω
(

min
{

rk

ε

√
d, d

}))
.

Even for the special case of sample-based monotonicity testing of Boolean functions (k = 1
and r = 2), Theorem 1 is already a new result, which matches the upper bound for learning
by [23] and is the first lower bound to hold for ε ≫ d−3/2. Moreover, our lower bound is
much more general, holding for all r, k, and is optimal in all parameters, d, r, k, ε, up to a
log d factor in the exponent. We show a nearly matching upper bound in Theorem 3.

We also note that the testing-by-learning reduction implies that the same lower bound
holds for learning with samples. As we mentioned, this result was already known for Boolean

2 We remark that any function over {0, 1}d can be learned exactly with O(d2d) = exp(O(d)) samples by
a coupon-collector argument. Combining this with the exp(O( 1

ε

√
d log d)) upper bound by [23] yields

exp(O(min{ 1
ε

√
d log d, d})). We use this slightly clunkier notation involving the min to emphasize that

our upper and lower bounds are nearly matching in all parameter regimes.
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functions (the r = 2 case) [17], but the general case of r ≥ 2 was not known prior to our
work3.

▶ Corollary 2 (Learning Lower Bound). There is an absolute constant c > 0 such that for
every ε ≤ c, every sample-based uniform-distribution learning algorithm for k-monotone
functions f : {0, 1}d → [r] has sample complexity

exp
(

Ω
(

min
{

rk

ε

√
d, d

}))
.

On the upper bound side, a relatively straightforward argument extends the learning
algorithm of [17] for Boolean k-monotone functions, to k-monotone functions with image
size at most r. We give a short proof in Section 1.5. This shows that our lower bounds in
Theorem 1 and Corollary 2 are tight up to a factor of log d in the exponent.

▶ Theorem 3 (Learning Upper Bound for Hypercubes). There is a uniform-distribution
learning algorithm for k-monotone functions f : {0, 1}d → [r] which achieves error at most ε

with time and sample complexity

exp
(

O

(
min

{
rk

ε

√
d log d, d

}))
.

The testing-by-learning reduction again gives us the following corollary.

▶ Corollary 4 (Testing Upper Bound for Hypercubes). There is a sample-based k-monotonicity
tester for functions f : {0, 1}d → [r] with sample complexity

exp
(

O

(
min

{
rk

ε

√
d log d, d

}))
.

Lastly, we consider the problem of sample-based testing with one-sided error. For
monotonicity testing of functions f : {0, 1}d → {0, 1} with non-adaptive queries, we know that
one-sided and two-sided error testers achieve the same query-complexity (up to polylog(d, 1/ε)
factors): there is a Õ(

√
d/ε2) one-sided error upper bound due to [53] and a Ω̃(

√
d) two-

sided error lower bound due to [33]. We show that the situation is quite different for
sample-based monotonicity testing; while the sample complexity of two-sided error testers is
exp(Θ̃(min{ 1

ε

√
d, d})), one-sided error testers require exp(Θ(d)) samples for all ε.

▶ Theorem 5 (Testing with One-Sided Error). For every d, r, k, and ε > 0, sample-based
k-monotonicity testing of functions f : {0, 1}d → [r] with one-sided error requires exp(Θ(d))
samples.

1.1.2 Sample-Based Testing and Learning in Continuous Product Spaces
Learning k-monotone Boolean-valued functions has also been studied over Rd with respect
to product measures by [49] who gave an upper bound of exp(Õ(min{ k

ε2

√
d, d})) where Õ(·)

hides polylog factors of d, k, and 1/ε. Our next result gives an upper bound which improves
the dependence on ε from 1/ε2 to 1/ε in the exponent. By the same approach we used to
generalize the upper bound in Theorem 3 to arbitrary r ≥ 2, we get the same generalization
for product spaces. We obtain the following upper bound which matches our lower bound
for {0, 1}d in Theorem 1 up to polylog factors of d, k, r, and 1/ε. We say that a function
f : Rd → [r] is measurable if the set f−1(i) is measurable for every i ∈ [r].

3 It is possible that the techniques from [17] could be extended to provide an alternative proof of
Corollary 2, but we have not checked whether this is the case.
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▶ Theorem 6 (Learning Upper Bound for Product Spaces). Given an arbitrary product measure
µ, there is a learning algorithm under µ for measurable k-monotone functions f : Rd → [r]
with time and sample complexity

exp
(

Õ

(
min

{
rk

ε

√
d, d

}))
.

The Õ(·) hides polylogarithmic dependencies on d, r, k, and 1/ε.

We prove Theorem 6 in Section 4. Once again the testing-by-learning reduction gives us
the following corollary for sample-based testing.

▶ Corollary 7 (Testing Upper Bound for Product Spaces). Given an arbitrary product measure
µ, there is a k-monotonicity tester for measurable functions f : Rd → [r] under µ with sample
complexity

exp
(

Õ

(
min

{
rk

ε

√
d, d

}))
.

The Õ(·) hides polylogarithmic dependencies on d, r, k, and 1/ε.

1.2 Proof Overviews
In this section we give an overview of our proofs for Theorem 1 and Theorem 6.

1.2.1 The Testing Lower Bound for Hypercubes
Our proof of Theorem 1 uses a family functions known as Talagrand’s random DNFs
introduced by [63] which have been used by [4] and [33] to prove lower bounds for monotonicity
testing of Boolean functions f : {0, 1}d → {0, 1} against adaptive and non-adaptive query-
based testers. Very recently, they have also been used to prove lower bounds for tolerant
monotonicity testing [29] and for testing convexity of sets in {−1, 0, 1}d [10].

To understand our construction, let us first consider the special case of monotonicity of
Boolean functions, i.e. k = 1 and r = 2. We think of a DNF term as a point t ∈ {0, 1}d which
is said to be satisfied by x ∈ {0, 1}d if t ⪯ x, where ⪯ denotes the standard bit-wise partial
order over {0, 1}d. The width of a term t is its Hamming weight, |t|, and the width of a DNF
is the max width among its terms. Consider N randomly chosen terms t1, . . . , tN each of
width |tj | = w. We will see later how to choose N and w. Let B := {x : d

2 ≤ |x| ≤ d
2 + ε

√
d}

and for each j ∈ [N ], let

Uj := {x ∈ B : tj ⪯ x and tj′
̸⪯ x for all j′ ̸= j}

be the set of points in B which satisfy tj and no other terms. Let U :=
⋃

j∈[N ] Uj . Now observe
that any two points lying in different Uj ’s are incomparable and therefore independently
embedding an arbitrary monotone function into each Uj will result in a function which
globally is monotone if one defines the function outside of U appropriately. Using this fact
we can define two distributions Dyes and Dno as follows. Let A denote the set of points in
x ∈ {0, 1}d for which either |x| > d

2 + ε
√

d or x ∈ B and tj , tj′ ⪯ x for two different terms
j ̸= j′.

f ∼ Dyes is drawn by setting f(x) = 1 if and only if x ∈ A ∪
(⋃

j∈T Uj

)
where T ⊆ [N ]

contains each j ∈ [N ] with probability 1/2, independently. Such a function is always
monotone.
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f ∼ Dno is drawn by setting f(x) = 1 if and only if x ∈ A ∪ R where R contains each
x ∈ U with probability 1/2, independently. Such a function will be Ω(|U | · 2−d)-far from
monotone with probability Ω(1) since its restriction with U is uniformly random.

Now, each x ∈ U satisfies Pf∼Dyes [f(x) = 1] = Pf∼Dno [f(x) = 1] = 1/2 and for both
distributions the events f(x) = 1 and f(y) = 1 are independent when x, y lie in different Uj ’s.
Therefore, any tester will need to see at least two points from the same Uj to distinguish
Dyes and Dno. Roughly speaking, by birthday paradox this gives a Ω(

√
N) lower bound on

the number of samples. The lower bound is thus determined by the maximum number of
terms N that can be used in the construction for which |U | = Ω(ε2d).

So how are N and w chosen? By standard concentration bounds, we have |B| = Ω(ε2d)
and observe that a point x ∈ B satisfies a random term with probability exactly (|x|/d)w.
We need U to contain a constant fraction of B, i.e. we need x to satisfy exactly 1 term with
constant probability. The expected number of satisfied terms is N · (|x|/d)w and, roughly
speaking, we need this value to be Θ(1) for all x ∈ B. Applying this constraint to the case
when |x| = d/2 forces us to pick N ≈ 2w. Now when |x| = d/2 + ε

√
d, the expected number

of satisfied terms is N · 2−w · (1 + 2ε/
√

d)w ≈ (1 + 2ε/
√

d)w and we are forced to choose
w ≈

√
d/ε. The lower bound for sample-based monotonicity testing of f : {0, 1}d → {0, 1} is

then Ω(
√

N) ≈ exp(Ω(
√

d/ε)).
Let us now think about generalizing this construction to testing k-monotonicity of

functions f : {0, 1}d → [r]. The moral of the above argument is that the permitted number of
terms is controlled by the number of distinct Hamming weights in the set B. We observe that
for larger values of k and r we can partition B into k(r−1) blocks as B := B1∪B2∪· · ·∪Bk(r−1)

each with a window of Hamming weights of size only ε
√

d
k(r−1) . We are able to essentially repeat

the above construction independently within each block wherein we can set w ≈ k(r−1)
√

d
ε

and consequently N ≈ 2
k(r−1)

√
d

ε .
For each block i ∈ [k(r − 1)], the random Talagrand DNF within block Bi is defined

analogously to the above construction, except that it assigns function values from {i mod
(r − 1), i mod (r − 1) + 1}, instead of {0, 1}. See Figure 1 for an illustration. Since there are
k(r−1) blocks in total, the distribution Dyes only produces k-monotone functions. At the same
time, a function f ∼ Dno assigns uniform random {a, a+1} values within each block Bm(r−1)+a.
This results in a large number of long chains through Ba ∪ B(r−1)+a ∪ · · · ∪ B(k−1)(r−1)+a

which alternate between function value a and a + 1. Considering the union of all such chains
for a = 0, 1, . . . , r − 2 shows that f is Ω(ε)-far from k-monotone with probability Ω(1).

1.2.2 The Learning Upper Bound for Product Spaces

As we discussed in Section 1.1, it suffices to prove Theorem 6 for the case of r = 2, i.e.
learning functions f : Rd → {±1} under a product measure µ. We use a downsampling
technique to reduce this problem to learning a discretized proxy of f over a hypergrid [N ]d
where N = Θ(kd/ε) with mild label noise. This technique has been used in previous works
[46, 12, 49] and our proof borrows many technical details from [49].

Next, for N which is a power of 2, we observe that a k-monotone function f : [N ]d → {±1}
can be viewed as a k-monotone function over the hypercube {±1}d log N by mapping each
point x ∈ [N ]d to its bit-representation. We can then leverage a result of [17] which shows
that all but a ε-fraction of the mass of the Fourier coefficients of k-monotone Boolean
functions f : {0, 1}d → {0, 1} is concentrated on the terms with degree at most k

√
d

ε . We
can then use the Low-Degree Algorithm introduced by [57] which was shown to work under
random classification noise by [50].
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⋮
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Figure 1 An illustration of the construction used in our proof of Theorem 1. The image represents
the set of points in the hypercube {0, 1}d with Hamming weight in the interval [ d

2 , d
2 +ε

√
d), increasing

from bottom to top. The numbers on the left denote the Hamming weight of the points lying in
the adjacent horizontal line. The Bi blocks are the sets of points contained between two adjacent
horizontal lines. Each orange shaded region within Bi represents the set of points satisfied by a term
ti,j . The blue numbers represent the value that functions in the support of Dyes and Dno can take.
We have used the notation “r − 1, 2” as shorthand for r − 2, r − 1.

1.3 Discussion and Open Questions

Our results for sample-based testing and learning over the hypercube are tight up to a log d

factor in the exponent. Our upper bound for product spaces matches the lower bound for
hypercubes only up to polylog factors of d, k, r, 1/ε in the exponent. In particular, the upper
bound for product spaces goes to ∞ as any one of the parameters r, k, or 1/ε grow to
∞, whereas the lower bound for the hypercube can be at most exp(Θ(d)) simply because
|{0, 1}d| = 2d and so any function f : {0, 1}d → R can be learned exactly with exp(O(d))
samples. It seems intuitive that sample-based testing and learning of k-monotone functions
over [n]d should require nΩ(d) samples as either of the parameters k or r approaches ∞.
A corollary of such a result would be that the sample-complexity of these problems for
f : Rd → [r] grow to ∞ as k or r approach ∞. Moreover, if this is true, then k-monotonicity
of functions f : Rd → R is not testable with a finite number of samples. Our results do not
address this and it would be interesting to investigate this further.

▶ Question 8. Is there a lower bound for sample-based k-monotonicity testing of functions
f : [n]d → [r] which approaches nΩ(d) as r or k go to ∞?

APPROX/RANDOM 2024



37:8 Sample-Based Testing and Learning of k-Monotone Functions

1.4 Related Work
Monotone functions and their generalization to k-monotone functions have been extensively
studied within property testing and learning theory over the last 25 years. We highlight some
of the results which are most relevant to our work. Afterwards, we discuss some selected
works on sample-based property testing.

1.4.1 Sample-Based Monotonicity Testing
Sample-based monotonicity testing of Boolean functions over the hypercube, {0, 1}d, was
considered by [43] (see [43, Theorems 5 and 6]) who gave an upper bound of O(

√
2d/ε) and a

lower bound of Ω(
√

2d/ε) for ε = O(d−3/2). Sample-based monotonicity testing over general
partial orders was studied by [42] who gave a O(

√
N/ε) one-sided error tester for functions

f : D → R where D is any partial order on N elements. Sample-based monotonicity testing
of functions on the line f : [n] → [r] was studied by [58] who gave a one-sided error upper
bound of O(

√
r/ε) and a matching lower bound of Ω(

√
r) for all sample-based testers.

1.4.2 Query-Based Monotonicity Testing
Monotonicity testing has been extensively studied in the standard query model [59, 35, 43, 34,
56, 42, 47, 1, 48, 2, 39, 62, 8, 22, 36, 16, 60, 9, 26, 27, 32, 7, 19, 30, 25, 52, 4, 33, 11, 58, 12,
49, 15, 21, 14, 13, 29]. When discussing these works we treat ε as a small constant for brevity.
For f : {0, 1}d → {0, 1}, the non-adaptive query complexity has been established at Θ̃(

√
d)

[53, 33] with an adaptive lower bound of Ω̃(d1/3) [33]. This gap for adaptive monotonicity
testing of Boolean functions is still an outstanding open question. For f : [n]d → {0, 1} and
f : Rd → {0, 1} under product measures, a recent result of [13] established a non-adaptive
upper bound of d1/2+o(1). For functions f : {0, 1}d → [r], [15] showed upper and lower bounds
of Θ̃(min(r

√
d, d)) for non-adaptive, one-sided error testers and there is a general (adaptive)

lower bound of Ω(min(d, r2)) due to [16]. For real-valued functions f : [n]d → R, the query
complexity is known to be Θ(d log n). The upper bound is non-adaptive [26] and the lower
bound holds even for adaptive testers [28].

1.4.3 k-Monotonicity Testing
The generalization to k-monotonicity testing has also been studied in the standard query
model by [46, 24]. These works show that the query-complexity of non-adaptive one-sided
error k-monotonicity testing is exp(Θ̃(

√
d)) for all k ≥ 2, demonstrating an interesting

separation between (1-)monotonicity and 2-monotonicity.

1.4.4 Learning Monotone Functions
Monotone Boolean functions f : {0, 1}d → {0, 1} were studied in the context of learning
theory by [23] who showed that they can be (improperly) learned to error ε under the uniform
distribution with exp(Õ( 1

ε

√
d)) time and samples. Very recent works [54, 55] have given

agnostic proper learning algorithms with the same complexity.

1.4.5 Learning k-Monotone Functions
The result of [23] was generalized by [17] who gave upper and lower bounds of exp(Θ̃( k

ε

√
d))

for learning k-monotone Boolean functions f : {0, 1}d → {0, 1}. For Boolean functions over
hypergrids f : [n]d → {0, 1}, [24] gave an upper bound of exp(Õ(min( k

ε2

√
d, d))) where Õ(·)

hides polylog factors of d, k, 1/ε. This result was generalized to functions f : Rd → {0, 1}
under product measures by [49].
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1.4.6 Sample-Based Property Testing
The notion of sample-based property testing was first presented and briefly studied by [44].
Broader studies of sample-based testing and its relationship with query-based testing have
since been given by [40, 41, 45]. A characterization of properties which are testable with a
constant number of samples was given by [20].

As we mentioned, sample-based algorithms are the standard model in learning theory,
and learning requires at least as many samples as testing for every class of functions. Thus,
it is natural to ask, when is testing easier than learning in terms of sample complexity? This
question is referred to as testing vs learning and has been studied by [51] and more recently
by [18, 37, 38].

There has also been work studying models that interpolate between query-based and
sample-based testers. For instance, [3] introduced the notion of active testing, where the
tester may make queries, but only on points from a polynomial-sized batch of unlabeled
samples drawn from the underlying distribution. This was inspired by the notion of active
learning which considers learning problems under this access model.

Sample-based convexity testing of sets over various domains has also seen some recent
attention [31, 5, 6, 10].

1.5 Learning Functions with Bounded Image Size: Proof of Theorem 3
In this section we give a short proof showing that the learning algorithm of [17] can be
extended in a relatively straightforward manner to functions f : {0, 1}d → [r] by increasing
the sample-complexity by a factor of r in the exponent.

Proof of Theorem 3. [17, Theorem 1.4] proved this result for the case of r = 2. In particular,
they show that there is a sample-based learning algorithm which given an arbitrary k-
monotone Boolean function f , outputs h such that Ph[d(f, h) > ε] < δ using ln(1/δ) ·
exp

(
O
(

min
{

rk
ε

√
d log d, d

}))
queries4 to the example oracle, EX(f). We will make use of

this result.
For each t ∈ [r], let ft : {0, 1}d → {0, 1} denote the thresholded Boolean function defined

as ft(x) := 1(f(x) ≥ t). Observe that for all x ∈ {0, 1}d we have f(x) = argmaxt{ft(x) = 1}.
Thus, for each t ∈ [r], run the learning algorithm of [17] with error parameters set to ε′ := ε/r

and δ = 1/3r to obtain a hypothesis ht. We have P[d(ht, ft) > ε/r] < 1/3r. By a union
bound, with probability at least 2/3, every t ∈ [r] satisfies d(ht, ft) ≤ ε/r. Moreover, if
this holds then by another union bound we have Px[∃t ∈ [r] : ht(x) ̸= f(x)] ≤ ε. Thus, the
hypothesis h(x) := argmaxt{ht(x) = 1} satisfies d(h, f) ≤ ε. The number of samples used is
ln(1/δ) · exp(O(min{ k

ε′

√
d log d, d})) = exp(O(min{ rk

ε

√
d log d, d})) and this completes the

proof. ◀

2 Preliminaries on k-Monotonicity

We use the notation [n] := {0, 1, . . . , n − 1}.

▶ Definition 9. Given a poset P = (X , ⪯) and a function f : X → R, an m-alternating
chain is a sequence of points x1 ≺ x2 ≺ · · · ≺ xm such that for all i ∈ {1, . . . , m − 1},
1. f(xi+1) − f(xi) < 0 when i is odd, and
2. f(xi+1) − f(xi) > 0 when i is even.

4 Their result (Thm 1.4 of [17]) is stated for constant δ, but can be easily extended to arbitrary δ with
the stated query complexity by replacing Thm 3.1 in their proof with the Low-Degree Algorithm stated
for general δ.

APPROX/RANDOM 2024
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▶ Definition 10 (k-monotonicity). For a poset P = (X , ⪯), a function f : X → R is called
k-monotone if it does not have any (k + 1)-alternating chains.

Let MP,k denote the set of all k-monotone functions f : X → R over the poset P = (X , ⪯).
The Hamming distance between two functions f, g : X → R is d(f, g) = |X |−1 · |{x ∈
X : f(x) ̸= g(x)}|. The distance to k-monotonicity of f is denoted by ε(f, MP,k) :=
ming∈MP,k

d(f, g). The following claim is our main tool for lower bounding the distance to
k-monotonicity.

▷ Claim 11. Let f : X → R and k′ ≥ 3k be an integer. Let C ⊂ X k′ be a collection of
disjoint k′-alternating chains for f . Then

ε(f, MP,k) ≥ 1
3|X |

·

∣∣∣∣∣ ⋃
C∈C

C

∣∣∣∣∣ .
Proof. Observe that every k-monotone function g ∈ MP,k has the following property: for
every C = (x1, x2, . . . , xk′) ∈ C, the sequence(

1, g(x2) − g(x1), g(x3) − g(x2), . . . , g(xk′) − g(xk′−1)
)

changes sign at most k − 1 times, whereas the sequence(
1, f(x2) − f(x1), f(x3) − f(x2), . . . , f(xk′) − f(xk′−1)

)
changes sign exactly k′ − 1 times. We have prepended a 1 so that the first sign change occurs
as soon as the function value decreases. Now, changing f(xi) can only reduce the number of
times the sequence changes sign by at most 2 and so |{i : f(xi) ̸= g(xi)}| ≥ k′−k

2 . Summing
over all chains in C and normalizing yields

d(f, g) ≥ k′ − k

2 · |C|
|X |

≥ k′

3 · |C|
|X |

≥ 1
3|X |

·

∣∣∣∣∣ ⋃
C∈C

C

∣∣∣∣∣
where the second inequality follows from k ≤ k′/3 and the third inequality is due to the fact
that the chains in C are all disjoint and each of size k′. This completes the proof since this
inequality holds for all g ∈ MP,k. ◁

We use the notation Mr,k to denote the set of all k-monotone functions f : {0, 1}d → [r]
over the hypercube whose image has at most r distinct values.

3 Lower Bound for Sample-Based Testers

In this section we prove Theorem 1, our lower bound on the sample-complexity of testing
k-monotonicity of functions f : {0, 1}d → [r]. We refer the reader to Section 1.2.1 for a
discussion of our main ideas and a proof sketch for the special case of k = 1 and r = 2, i.e.
monotone Boolean functions. Our proof follows the standard approach of defining a pair of
distributions Dyes, Dno over functions f : {0, 1}d → [r] which satisfy the following:

Dyes is supported over k-monotone functions.
Functions drawn from Dno are typically Ω(ε)-far from k-monotone: Pf∼Dno [ε(f, Mr,k) =
Ω(ε)] = Ω(1).
The distributions over labeled examples from Dyes and Dno are close in TV-distance.
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Our construction uses a generalized version of a family functions known as random Talag-
rand DNFs, which were used by [4] and [33] to prove lower bounds for testing monotonicity
of Boolean functions with adaptive and non-adaptive queries.

Let r, k satisfy rk ≤ ε
√

d
24300 . For convenience, we will assume that k(r−1)

ε and
√

d are
integers and that k(r−1)

ε divides
√

d. Let Lℓ :=
{

x ∈ {0, 1}d : |x| = ℓ
}

denote the ℓ’th
Hamming level of the hypercube. We partition

⋃
ℓ∈[0,ε

√
d) Ld/2+ℓ into k(r − 1) blocks as

follows. For each i ∈ [k(r − 1)], define

Bi =
(i+1)· ε

√
d

k(r−1) −1⋃
ℓ=i· ε

√
d

k(r−1)

L d
2 +ℓ.

The idea of our proof is to define a random DNF within each Bi. The width of each DNF will
be set to w := (r−1)k

√
d

2ε and for each i, the number of terms in the DNF within Bi will be set
to Ni := 2w · e−i = 2

(r−1)k
√

d
2ε (1−o(1)). The DNF defined over Bi will assign function values

from {i mod (r − 1), i mod (r − 1) + 1}. The terms in each DNF will be chosen randomly
from the following distribution. We think of terms as points t ∈ {0, 1}d in the hypercube
where another point x satisfies t if t ⪯ x, i.e. ti = 1 implies xi = 1.

▶ Definition 12 (Term distribution). A term t ∈ {0, 1}d is sampled from the distribution
Dterm as follows. Form a (multi)-set S ⊆ [d] by choosing w independent uniform samples
from [d]. For each a ∈ [d], let ta := 1(a ∈ S).

3.1 The Distributions Dyes and Dno

We now define the yes and no distributions over functions f : {0, 1}d → [r]. For each i ∈
[k(r−1)], choose terms ti,1, . . . , ti,Ni i.i.d. from Dterm and let ttt = {ti,j : i ∈ [k(r−1)], j ∈ [Ni]}
denote the random set of all terms. Now, for each i ∈ [k(r − 1)] and j ∈ [Ni], define the set

Ui,j =
{

x ∈ Bi : x ⪰ ti,j and x ̸⪰ ti,j′
for all j′ ̸= j

}
(1)

of all points in the i’th block that satisfy the j’th term uniquely. Let Ui =
⋃

j∈[Ni] Ui,j denote
the set of points in Bi that satisfy a unique term. The following claim is key to our result
and motivates our choice of w and Ni. We defer its proof to Section 3.2.

▷ Claim 13. For any i ∈ [k(r − 1)], j ∈ [Ni], and x ∈ Bi, we have

1
45Ni

≤ Pt[x ∈ Ui,j ] ≤ 3
Ni

.

As a corollary, we have Pt[x ∈ Ui] ≥ 1/45.

Functions drawn from Dyes are generated as follows. For each i ∈ [k(r − 1)] choose a
uniform random assignment

ϕϕϕi : [Ni] → {i mod (r − 1), i mod (r − 1) + 1} and let ϕϕϕ = (ϕϕϕi : i ∈ [k(r − 1)]).

For every x ∈ Bi define

fttt,ϕϕϕ(x) =


i mod (r − 1), if ∀j ∈ [Ni], x ̸⪰ ti,j

i mod (r − 1) + 1, if ∃j ̸= j′ ∈ [Ni], x ⪰ ti,j , ti,j′

ϕϕϕi(j), if x ∈ Ui,j .

APPROX/RANDOM 2024
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Functions drawn Dno are generated as follows. For each i ∈ [k(r − 1)] choose a uniform
random function

rrri : Ui → {i mod (r − 1), i mod (r − 1) + 1} and let rrr = (rrri : i ∈ [k(r − 1)]).

For each x ∈ Bi define

fttt,rrr(x) =


i mod (r − 1), if ∀j ∈ [Ni], x ̸⪰ ti,j

i mod (r − 1) + 1, if ∃j ̸= j′ ∈ [Ni], x ⪰ ti,j , ti,j′

rrri(x), if x ∈ Ui.

For x not belonging to any Bi: if |x| < d
2 , then both the yes and no distributions assign

value 0 and if |x| ≥ d
2 + ε

√
d, then both the yes and no distributions assign value r − 1.

In summary, a function fttt,ϕϕϕ ∼ Dyes assigns the same random value ϕϕϕi(j) ∈ {i mod (r −
1), i mod (r − 1) + 1} to all points in Ui,j , which results in a k-monotone function, whereas a
function fttt,rrr ∼ Dno assigns an i.i.d. uniform random {i mod (r−1), i mod (r−1)+1}-value to
each point in Ui, resulting in a function that is far from being k-monotone. By construction,
to detect any difference between these cases a tester will need to sample at least two points
from the same Ui,j . Theorem 1 follows immediately from the following three lemmas.

▶ Lemma 14. Every function in the support of Dyes is k-monotone.

Proof. Consider any ft,ϕϕϕ(x) ∈ supp(Dyes). For each a ∈ [k], consider the union of r − 1
blocks formed by

Ya := Ba(r−1) ∪ Ba(r−1)+1 ∪ · · · ∪ B(a+1)(r−1)−1.

Recall that if |x| < d/2, then ft,ϕϕϕ(x) = 0 and if |x| ≥ d/2 + ε
√

d, then ft,ϕϕϕ(x) = r − 1.
If d/2 ≤ |x| < d/2 + ε

√
d, then x ∈

⋃
a∈[k] Ya. Therefore, it suffices to show that for any

pair of comparable points x ≺ y ∈ Ya, we have ft,ϕϕϕ(x) ≤ ft,ϕϕϕ(y). Firstly, observe that by
construction all points z ∈ Ba(r−1)+b have function value ft,ϕϕϕ(z) ∈ {b, b + 1}. Since x ≺ y, if
x and y are in different blocks, then x ∈ Ba(r−1)+b and y ∈ Ba(r−1)+b′ where b < b′ and so
the inequality is satisfied. Therefore, we may assume x, y ∈ Ba(r−1)+b are in the same block.
Since x ≺ y, if t ≺ x for some term t ∈ supp(Dterm), then t ≺ y as well. I.e. the set of terms
in Ba(r−1)+b satisfied by y is a superset of the set of terms in Ba(r−1)+b satisfied by x. By
construction, this implies ft,ϕϕϕ(x) ≤ ft,ϕϕϕ(y). ◀

▶ Lemma 15. For fttt,rrr ∼ Dno, we have Pttt,rrr[ε(fttt,rrr, Mr,k) = Ω(ε)] = Ω(1).

We prove Lemma 15 in Section 3.4.

▶ Lemma 16. Given a collection of points xxx = (x1, . . . , xs) ∈ ({0, 1}d)s and a function
f : {0, 1}d → [r], let (xxx, f(xxx)) = ((x1, f(x1)), . . . , (xs, f(xs)))) denote the corresponding
collection of labelled examples. Let Eyes and Eno denote the distributions over (xxx, f(xxx))
when xxx consists of s i.i.d. uniform samples and f ∼ Dyes and f ∼ Dno, respectively. If
s ≤ 2

(r−1)k
√

d
5ε , then the total variation distance between Eyes and Eno is o(1).

We prove Lemma 16 in Section 3.3.
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3.2 Proof of Claim 13
Proof. Recall w = (r−1)k

√
d

2ε , Ni = 2w · e−i, the definition of Dterm from Definition 12,
and the definition of Ui,j from Equation (1). Since x ∈ Bi we have |x| = d

2 + ℓ where
iε

√
d

k(r−1) ≤ ℓ < (i+1)ε
√

d
k(r−1) . Note that Pt∼Dterm [t ⪯ x] = (|x|/d)w since t ⪯ x iff the non-zero

coordinates of t are a subset of the non-zero coordinates of x. Therefore, we have

Pt[x ∈ Ui,j ] = Pti,j [ti,j ⪯ x] ·
∏

j′∈[Ni]\{j}

Pti,j′ [ti,j′
̸⪯ x] = (|x|/d)w (1 − (|x|/d)w)Ni−1 .

Note that the first term is upper bounded as

(|x|/d)w ≤

(
d
2 + (i+1)·ε

√
d

k(r−1)

d

)w

= 1
2w

(
1 + 2ε

k(r − 1)
√

d
· (i + 1)

)w

≤ ei+1+o(1)

2w
≤ e1+o(1)

Ni

and this immediately implies the upper bound on Pt[x ∈ Ui,j ]. We can also lower bound this
quantity by

(|x|/d)w ≥

 d
2 + i·ε

√
d

k(r−1)

d

w

= 1
2w

(
1 + 2ε

k(r − 1)
√

d
· i

)w

≥ ei−o(1)

2w
≥ 1

eo(1)Ni
.

Now, combining our upper and lower bounds on (|x|/d)w yields

Pt[x ∈ Ui,j ] ≥ 1
eo(1)Ni

(
1 − e1+o(1)

Ni

)Ni

≥ 1
eo(1)Ni

e−(1+o(1))·e1+o(1)
≥ 1

ee+1Ni
≥ 1

45Ni
.

◁

3.3 Dyes and Dno are Hard to Distinguish: Proof of Lemma 16
Proof. Recall the definition of the set Ui,j in Equation (1). For a ̸= b ∈ [s], let Eab denote
the event that xa and xb belong to the same Ui,j for some i ∈ [k(r −1)] and j ∈ [Ni]. Observe
that conditioned on ∨a,bEab, the distributions Eyes and Eno are identical. Let x, y ∈ {0, 1}d

denote two i.i.d. uniform samples. We have

P[Eab] = Px,y,t

∨
i,j

(x ∈ Ui,j ∧ y ∈ Ui,j)


=
∑
i,j

Px,y,t [x ∈ Ui,j ∧ y ∈ Ui,j ] =
∑
i,j

Px,t[x ∈ Ui,j ]2 (2)

where the first step holds since the Ui,j ’s are disjoint and the second step holds by independence
of x and y. Now, for a fixed i ∈ [k(r − 1)] and j ∈ [Ni] we have the following: by Claim 13,
for x ∈ Bi we have Pt[x ∈ Ui,j ] ≤ 3

Ni
and for x /∈ Bi we have Pt[x ∈ Ui,j ] = 0. Therefore

Px,t[x ∈ Ui,j ] ≤ 3
Ni

. Therefore, the RHS of Equation (2) is bounded as∑
i,j

Px,t[x ∈ Ui,j ]2 =
∑

i

Ni · Px,t[x ∈ Ui,j ]2 ≤
∑

i

9
Ni

≤ rk · 9
Nk(r−1)−1

since the Ni’s are decreasing with respect to i. Therefore,

dT V (Eyes, Eno) ≤ Pxxx,ttt

 ∨
a,b∈[s]

Eab

 ≤ s2 · rk · 9
Nk(r−1)−1

= o(1)

since Nk(r−1)−1 = 2
(r−1)k

√
d

2ε (1−o(1)) = ω(s2 · rk). ◀
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3.4 Functions Drawn from Dno are Far from k-Monotone: Proof of
Lemma 15

Proof. We will use Claim 11, restated below for the special case of r-valued functions over
the hypercube. Recall that Mr,k is the set of k-monotone functions f : {0, 1}d → [r].

▷ Claim 17. Let f : {0, 1}d → [r] and k′ ≥ 3k be an integer. Let C ⊂ ({0, 1}d)k′ be a
collection of disjoint k′-alternating chains for f . Then

ε(f, Mr,k) ≥ 1
3 · 2d

·

∣∣∣∣∣ ⋃
C∈C

C

∣∣∣∣∣ .
From the above claim, we can lower bound the distance to k-monotonicity of f by showing

that it contains a collection of disjoint k′-alternating chains where k′ ≥ 3k whose union
makes up an Ω(ε)-fraction of the hypercube.

Recall Ui = Ui,1 ∪ · · · ∪ Ui,Ni
⊆ Bi and note that ft,rrr ∼ Dno takes values only from

{i mod (r − 1), i mod (r − 1) + 1} in Bi. In particular, for a ∈ {0, 1, . . . , r − 2}, let

Xa = Ba ∪ B(r−1)+a ∪ B2(r−1)+a ∪ · · · ∪ B(k−1)(r−1)+a =
⋃

i∈[k]

Bi(r−1)+a (3)

and note that all points x ∈ Xa are assigned value ft,rrr(x) ∈ {a, a + 1}. Moreover, this value
is chosen uniformly at random when x ∈

⋃
i∈[k] Ui(r−1)+a, which occurs with probability

≥ 1/45 by Claim 13. Let k′′ := ε
√

d
r−1 and recall that we are assuming rk ≤ ε

√
d

24300 and so
k′′ ≥ 24300k. We first show there exists a large collection Ca of length-k′′ disjoint chains in
Xa for all a ∈ {0, 1, . . . , r − 2}.

▷ Claim 18. For every a ∈ {0, 1, . . . , r − 2}, there exists a collection of vertex disjoint chains
Ca ⊂ (Xa)k′′ in Xa of length k′′ of size |Ca| ≥ Ω( 2d

√
d
).

Proof. We start by showing that there is a large matching in the transitive closure of the
hypercube from L d

2
to L d

2 +ε
√

d−1. Consider the bipartite graph (U, V, E) where U := L d
2
,

V := L d
2 +ε

√
d−1, and E := {(x, y) ∈ U × V : x ≺ y}. Observe that vertices in U have degree

exactly ∆ :=
( d

2
ε
√

d−1

)
while vertices in V have degree exactly

( d
2 +ε

√
d−1

ε
√

d−1

)
≥ ∆. Note also

that |V | =
(

d
d
2 +ε

√
d−1
)

≥ Ω( 2d
√

d
) by Stirling’s approximation. We now use the following claim

from [10].

▷ Claim 19 (Claim 5.10 of [10]). Let (U, V, E) be a bipartite graph and ∆ > 0 be such that
(a) each vertex x ∈ U has degree exactly ∆ and (b) each vertex y ∈ V has degree at least ∆.
Then there exists a matching M ⊆ E in (U, V, E) of size |M | ≥ 1

2 |V |.

By the above claim and the previous observations, there exist subsets S ⊆ L d
2

and
T ⊆ L d

2 +ε
√

d−1 of size |S| = |T | = Ω( 2d
√

d
) and a bijection ϕ : S → T satisfying x ≺ ϕ(x) for

all x ∈ S. We now use the following routing theorem due to Lehman and Ron to obtain a
collection of disjoint chains from S to T .

▶ Theorem 20 (Lehman-Ron, [56]). Let a < b and S ⊆ La, T ⊆ Lb where m := |S| = |T |.
Moreover, suppose there is a bijection ϕ : S → T satisfying x ≺ ϕ(x) for all x ∈ S. Then
there exist m vertex disjoint paths from S to T in the hypercube.
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Now, invoking the above theorem on our bijection ϕ : S → T yields a collection P of
|P | ≥ Ω( 2d

√
d
) vertex disjoint paths from L d

2
to L d

2 +ε
√

d−1. For each a ∈ {0, 1, . . . , r − 2},
let Ca denote the collection of chains formed by taking a path in P and including only the
vertices from Xa (recall Equation (3)). Note that the resulting chains in Ca are of length
k′′ = ε

√
d

r−1 . This completes the proof of Claim 18. ◁

From Claim 18, we have C0, C1, . . . , Cr−2 where each Ca ⊂ (Xa)k′′ is a collection of
vertex disjoint chains of length k′′ ≥ 24300k of size |Ca| ≥ Ω( 2d

√
d
). Fix a chain C =

(x1, x2, . . . , xk′′) ∈ Ca. Let A(C) be the random variable which denotes the max-length
alternating sub-chain (recall Definition 9) of C over a random ft,rrr ∼ Dno. Fix xj in the
chain and suppose xj ∈ Bi ⊆ Xa. By Claim 13, Pt[xj ∈ Ui] ≥ 1/45. Moreover, conditioned
on xj ∈ Ui, ft,rrr(xj) is chosen from {a, a + 1} uniformly at random. Thus, any step of the
sequence

(1, ft,rrr(x2) − ft,rrr(x1), ft,rrr(x3) − ft,rrr(x2), . . . , ft,rrr(xk′′) − ft,rrr(xk′′−1))

is non-zero and differs in sign from the previous non-zero step with probability at least
1/90 and so E[A(C)] ≥ k′′/90. I.e., 0 ≤ E[k′′ − A(C)] < k′′(1 − 1

90 ). Thus, using Markov’s
inequality we have

P
[
A(C) <

k′′

8100

]
= P

[
k′′ − A(C) > k′′

(
1 − 1

90

)(
1 + 1

90

)]
≤ 1

(1 + 1
90 )

= 1 − 1
91 . (4)

Now, let C = C0 ∪ C1 ∪ · · · ∪ Cr−2 and let Z := |{C ∈ C : A(C) ≥ k′′

8100 }|. By Equation (4) we
have E[Z] ≥ |C|/91 and 0 ≤ E[|C| − Z] ≤ |C|(1 − 1

91 ). Again using Markov’s inequality, we
have

P
[
Z <

|C|
8281

]
= P

[
|C| − Z > |C|

(
1 − 1

91

)(
1 + 1

91

)]
≤ 1

(1 + 1
91 )

= 1 − 1
92 . (5)

Now, for C ∈ C such that A(C) ≥ k′′/8100, let C ′ be any (k′′/8100)-alternating sub-chain
of C. Let C′ = {C ′ : C ∈ C such that A(C) ≥ k′′/8100} which is a collection of disjoint
(k′′/8100)-alternating chains for ft,rrr. Now, recall that k′′ ≥ 24300k and so k′′/8100 ≥ 3k.
Thus, if Z ≥ |C|/8281, then |C′| ≥ |C|/8281 and so by Claim 17 we have

ε(ft,rrr, Mr,k) ≥ 1
3 · 2d

∣∣∣∣∣ ⋃
C′∈C′

C ′

∣∣∣∣∣ ≥ 1
3 · 2d

· |C′| · k′′

8100 ≥ k′′ · |C|
201, 228, 300 · 2d

(6)

By Claim 18 we have |C| ≥ (r − 1) · Ω( 2d
√

d
) and recall that k′′ = ε

√
d

r−1 . Thus, the RHS of
Equation (6) is Ω(ε). In conclusion,

Pt,rrr [ε(ft,rrr, Mr,k) ≥ Ω(ε)] ≥ P
[
Z ≥ |C|

8281

]
≥ 1

92

by Equation (5) and this completes the proof of Lemma 15. ◀

4 Learning Upper Bound over Product Spaces

In this section we prove Theorem 6, our upper bound for learning measurable k-monotone
functions in Rd. We restate the theorem below without any hidden logarithmic factors and
for the case of r = 2. The theorem for general r ≥ 2 can then be obtained by replacing ε with
ε/r and δ by 1/3r following the same approach we used to prove Theorem 3 in Section 1.5.
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37:16 Sample-Based Testing and Learning of k-Monotone Functions

▶ Theorem 21. Given an arbitrary product measure µ, there is a learning algorithm under µ

which learns any measurable k-monotone function f : Rd → {±1} to error ε with probability
1 − δ with time and sample complexity

ln
(

1
δ

)
· min

{
(d log(dk/ε))O

(
k
ε

√
d log(dk/ε)

)
,

(
dk

ε

)O(d)
}

(7)

Our proof uses downsampling to reduce our learning problem over Rd to learning over
a hypergrid, [N ]d, under the uniform distribution with mild label noise. In Section 4.1 we
synthesize the results from [49] which we borrow for our proof. In Section 4.2 we give two
learning results for hypergrids whose time complexities correspond to the two arguments
inside the min expression in Equation (7). In Section 4.3 we describe the learning algorithm
and prove its correctness.

Throughout this section, let µ =
∏d

i=1 µi be any product measure over Rd and let N be
a power of two satisfying 8kd/ε ≤ N ≤ 16kd/ε.

4.1 Reduction to Hypergrids via Downsampling
The idea of downsampling is to construct a grid-partition of Rd into Nd blocks such that
(a) the measure of each block under µ is roughly N−d, and (b) the function f we’re trying
to learn is constant on most of the blocks. Roughly speaking, this allows us to learn f

under µ by learning a proxy for f over [N ]d under the uniform distribution. The value of N

needed to achieve this depends on what [49] call the “block boundary size” of the function.
Formally, the downsampling procedure constructs query access to maps block : Rd → [N ]d
and blockpoint : [N ]d → Rd which have various good properties which we will spell out
in the rest of this section. One should think of block as mapping each point x ∈ Rd to
the block of the grid-partition that x belongs to and blockpoint as mapping each block to
some specific point contained in the block. See [49, Def 2.1] for a formal definition. Given
these maps and a function f : Rd → {±1} we define the function fblock : [N ]d → {±1} as
fblock(z) = f(blockpoint(z)). We let block(µ) denote the distribution over [N ]d induced by
sampling x ∼ µ and then taking block(x).

▶ Proposition 22 (Downsampling, [49]). Let f : Rd → {0, 1} be a k-monotone function and
N, Q ∈ Z+. Using

m := O

(
NQ2d2

min(δ, ε)2 ln
(

Nd

δ

))
samples from µ = µ1 × · · · × µd, there is a downsampling procedure that constructs query
access to maps block : Rd → [N ]d and blockpoint : [N ]d → Rd such that with probability at
least 1 − δ over the random samples, the following two conditions are satisfied:
1.
∥∥block(µ) − unif([N ]d)

∥∥
TV ≤ δ

Q .
2. Px∼µ

[
f(x) ̸= fblock(block(x))

]
≤ ε.

The total running time and number of samples is O(m).

Proof. [49, Prop. 2.5] shows that there is a randomized procedure using m samples from µ

and O(m) time which constructs the maps block and blockpoint such that with probability
1, we get

Px∼µ

[
f(x) ̸= fblock(block(x))

]
≤ N−d · bbs(f, N) +

∥∥block(µ) − unif([N ]d)
∥∥

TV (8)
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where bbs(f, N) is the N -block boundary size of f [49, Def. 2.4], which is at most kdNd−1

when f is k-monotone [49, Lemma 7.1]. Thus, the first of the two quantities in the RHS is
at most kd/N which is at most ε/8 using our definition of N . Then, [49, Lemma 2.7] states
that

P
[∥∥block(µ) − unif([N ]d)

∥∥
TV > β

]
≤ 4Nd · exp

(
− β2m

18Nd2

)
(9)

and so invoking this lemma with β := min(δ/4Q, ε/8) and m := 18Nd2

β2 ln
( 16Nd

δ

)
completes

the proof. ◀

4.2 Learning over Hypergrids
For a function f : X → {±1} and a measure µ over X , recall that the example oracle for
f under µ, denoted by EX(f, µ), when queried, generates an example, (x, f(x)), where x

is sampled from µ. Given a noise parameter η, the noisy example oracle EXη(f, µ), when
queried, samples x from µ, returns the true example (x, f(x)) with probability 1 − η, and
returns the corrupted example (x, −f(x)) with probability η. This is referred to as random
classification noise (RCN).

We prove the following two upper bounds for learning over hypergrids under RCN. The
bound in Lemma 23 is relatively straightforward to prove using coupon collector arguments
plus some additional work to handle the label noise. We give a proof in the appendix (see
Section B in the full version of the paper).

▶ Lemma 23 (Coupon Collecting Learner). Let ε, δ ∈ (0, 1), η ∈ (0, 1/2), and N ∈ Z+. There
is an algorithm which, given any k-monotone function f : [N ]d → {±1}, uses at most

Õ

(
1

(1 − 2η)2

(
log 1

ε
+ log 1

δ

))
· NO(d)

examples from EXη(f, unif([N ]d)) and returns h : [N ]d → {±1}, satisfying Ph[d(f, h) ≤ ε] ≥
1 − δ.

▶ Lemma 24 (Hypercube Mapping Learner). Let ε, δ ∈ (0, 1), η ∈ (0, 1/2), and N ∈ Z+ be a
power of two. There is an algorithm which, given any k-monotone function f : [N ]d → {±1},
uses at most

O

(
1

ε2(1 − 2η)2 + log 1
δ

)
(d log N)O

(
k
ε

√
d log N

)
examples from EXη(f, unif([N ]d)) and returns h : [N ]d → {±1}, satisfying Ph[d(f, h) ≤ ε] ≥
1 − δ.

Proof. Let b : [N ] → {±1}log N denote the bijection which maps each element of [N ] to its
bit representation. Let bbb : [N ]d → {±1}d log N be defined as bbb(x) = (b(x1), . . . , b(xd)). Given
f : [N ]d → {±1} define the function f cube : {±1}d log N → {±1} as f cube(z) = f(bbb−1(z)).

▶ Observation 25. If f is k-monotone over [N ]d, then f cube is k-monotone over {±1}d log N .

Proof. Observe that if bbb(x) ≺ bbb(y) in {±1}d log N , then x ≺ y in [N ]d. Thus, if bbb(x1) ≺ · · · ≺
bbb(xm) is an m-alternating chain for f cube, then x1 ≺ · · · ≺ xm is an m-alternating chain for
f . Therefore, if f cube is not k-monotone, then neither is f . ◀

APPROX/RANDOM 2024



37:18 Sample-Based Testing and Learning of k-Monotone Functions

Now, given Observation 25 and the bijection bbb : [N ]d → {±1}d log N , it suffices to provide
a learning algorithm for f cube. This is achieved using the Low-Degree Algorithm introduced
by [57] which was shown by [50] to be robust to classification noise. Formally, we use the
following theorem, which we prove in the appendix for the sake of completeness (see Section
A in the full version of the paper).

▶ Theorem 26 (Low-Degree Algorithm with Classification Noise). Let ε, δ ∈ (0, 1) and η ∈
(0, 1/2). Suppose C is a concept class of Boolean functions over {±1}d such that for some fixed
positive integer τ , all f ∈ C satisfy

∑
S⊆[d] : |S|>τ f̂(S)2 ≤ ε/2. Then there is an algorithm A

which, on any input f ∈ C, uses at most

O

((
1

ε2(1 − 2η)2 + log 1
δ

)
· dτ

)
examples from EXη(f, unif({±1}d)) and returns a hypothesis h : {±1}d → {±1} where
Ph[d(f, h) ≤ ε] ≥ 1 − δ.

We use the following Fourier concentration lemma due to [17] for k-monotone Boolean
functions.

▶ Lemma 27 ([17]). If f : {±1}d → {±1} is k-monotone, then
∑

S : |S|> k
√

d
ε

f̂(S)2 ≤ ε.

By Lemma 27, we can invoke Theorem 26 with τ = k
√

d log N

ε , concluding the proof of
Lemma 24. ◀

4.3 Putting it Together: Proof of Theorem 21
Proof. We now have all the tools to define the algorithm and prove its correctness.

Algorithm 1 Learning algorithm for k-monotone functions under product measure µ.

Input: ε, δ ∈ (0, 1) and access to examples from EX(f, µ) where f : Rd → {±1} is
k-monotone;

1. Let N be a power of 2 such that 8kd
ε ≤ N ≤ 16kd

ε . Let A denote the learning
algorithm for k-monotone functions g : [N ]d → {±1} which has the smaller
sample-complexity among the algorithms guaranteed by Lemma 23 and Lemma 24.
Let Q be the sample-complexity of A;

2. Run the downsampling procedure of Proposition 22 to obtain the maps block,
blockpoint, and access to the corresponding function fblock : [N ]d → {±1} ;

3. Obtain a set of Q examples S ∈ (Rd × {±1})Q from (EX(f, µ))Q;
4. Let Sblock = {(block(x), f(x)) : (x, f(x)) ∈ S} ∈ ([N ]d × {±1})Q;
5. Run A using the sample Sblock, which returns a hypothesis hblock : [N ]d → {±1}
for fblock;

Return the hypothesis h : Rd → {±1} for f : Rd → {±1} defined as
h(x) = hblock(block(x))

Recall that given maps block : Rd → [N ]d, blockpoint : [N ]d → Rd, and a function
f : Rd → {±1} we define the function fblock : [N ]d → {±1} as fblock(z) = f(blockpoint(z)).
Recall that block(µ) is the distribution over block(x) ∈ [N ]d when x ∼ µ. By Proposition 22,
step (2) of Alg. 1 results in the following items being satisfied with probability at least 1 − δ.
1.
∥∥block(µ) − unif([N ]d)

∥∥
TV ≤ δ

Q .
2. Px∼µ

[
f(x) ̸= fblock(block(x))

]
≤ ε.
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Firstly, by item (2), an example (block(x), f(x)) where x ∼ µ, is equivalent to an example
(z, b) ∼ EXη(fblock, block(µ)) for some η ≤ ε. I.e. the set Sblock ∈ ([N ]d × {±1})Q from step
(4) of Alg. 1 is distributed according to (EXη(fblock, block(µ)))Q. Now, as stated, Lemma 23
and Lemma 24 only hold when A is given a sample from (EXη(fblock, unif([N ]d)))Q. However,
the following claim shows that since block(µ) and unif([N ]d)) are sufficiently close (item (1)
above), the guarantees on A from Lemma 23 and Lemma 24 also hold when A is given a
sample from (EXη(fblock, block(µ)))Q.

▷ Claim 28. Let C : X → {±1} be a concept class and let A be an algorithm which
given any f ∈ C, ε, δ ∈ (0, 1), and η ∈ [0, 1/2) uses a sample from (EXη(f, unif([N ]d)))Q

and produces h satisfying Px∼unif([N ]d)[h(x) ̸= f(x)] ≤ ε with probability at least 1 − δ.
If D is a distribution over [N ]d with

∥∥D − unif([N ]d)
∥∥

T V
≤ γ, then given a sample from

(EXη(f, D))Q, A produces h satisfying Px∼D[h(x) ̸= f(x)] ≤ ε + γ with probability at least
1 − (δ + γQ) .

Using Claim 28 and item (1) above, if step (2) of Alg. 1 succeeds, then with probability at
least 1 − 2δ, step (5) produces hblock such that Pz∼block(µ)[hblock(z) ̸= fblock(z)] ≤ 2ε. By the
triangle inequality and using our definition of h in the return statement of Alg. 1, we have

Px∼µ[h(x) ̸= f(x)]
≤ Px∼µ[f(x) ̸= fblock(block(x))] + Px∼µ[fblock(block(x)) ̸= hblock(block(x))]
= Px∼µ[f(x) ̸= fblock(block(x))] + Pz∼block(µ)[fblock(z) ̸= hblock(z)]. (10)

The first term in the RHS is at most ε by item (2) above and the second term is at most
2ε as we argued in the previous paragraph. Finally, adding up the failure probabilities of
steps (2) and (5), we conclude that Alg. 1 produces h satisfying Px∼µ[h(x) ̸= f(x)] ≤ 3ε

with probability at least 1 − 3δ. ◀

4.3.1 Proof of Claim 28
Proof. It is a well-known fact that for two distributions D1 and D2, the TV-distance between
the corresponding product distributions satisfies

∥∥∥DQ
1 − DQ

2

∥∥∥
T V

≤ Q ∥D1 − D2∥T V and thus
we have∥∥DQ − unif([N ]d)Q

∥∥
T V

≤ γQ

Given a set of Q examples S ∈ ([N ]d × {±1})Q, let E(S) denote the event that the algorithm
A fails to produce a hypothesis with error at most ε, after sampling S. First, note the
distribution over labels for the distributions are the same, and therefore

PS∼(EXη(f,D))Q [E(S)] − PS∼(EXη(f,unif([N ]d)))Q [E(S)]
= PS∼DQ [E(S)] − PS∼unif([N ]d)Q [E(S)]. (11)

Using the definition of TV-distance we have

PS∼DQ [E(S)] − PS∼unif([N ]d)Q [E(S)] ≤
∥∥DQ − unif([N ]d)Q

∥∥
T V

≤ γQ (12)

and therefore

PS∼(EXη(f,D))Q [E(S)] ≤ PS∼(EXη(f,unif([N ]d)))Q [E(S)] + γQ ≤ δ + γQ (13)
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where we used PS∼(EXη(f,unif([N ]d)))Q [E(S)] ≤ δ by the assumption in the statement of the
claim. Now, conditioned on ¬E(S), we have that A produces h satisfying Px∼unif([N ]d)[h(x) ̸=
f(x)] ≤ ε. Again using our bound on the TV-distance, we have

Px∼D[h(x) ̸= f(x)] − Px∼unif([N ]d)[h(x) ̸= f(x)] ≤
∥∥D − unif([N ]d)

∥∥
T V

≤ γ

and so Px∼D[h(x) ̸= f(x)] ≤ ε + γ. ◁

5 Sample-Based Testing with One-Sided Error

In this section we prove Theorem 5, our upper and lower bound on sample-based testing
with one-sided error over the hypercube.

Proof of Theorem 5. By a coupon-collecting argument, there is an O(d · 2d) sample upper
bound for exactly learning any function over {0, 1}d under the uniform distribution and
therefore the upper bound is trivial.

It suffices to prove the lower bound for the case of r = 2 and k = 1, i.e. for testing
monotonicity of Boolean functions. We will need the following fact.

▶ Fact 29. Let A ⊂ {0, 1}d be any anti-chain and let ℓ : A → {0, 1} be any labelling of A.
Then there exists a monotone function f : {0, 1}d → {0, 1} such that f(x) = ℓ(x) for all
x ∈ A. I.e. A shatters the class of monotone functions.

Now, let T be any monotonicity tester with one-sided error and let S ⊆ {0, 1}d denote a
set of s i.i.d. uniform samples. Since T has one-sided error, if the input function is monotone,
then T must accept. In other words, for T to reject it must be sure without a doubt that
the input function is not monotone. By Fact 29 for T to be sure the input function is not
monotone, it must be that S is not an anti-chain. Let f : {0, 1}d → {0, 1} be any function
which is ε-far from monotone. Since T is a valid tester, it rejects f with probability at least
2/3. By the above argument we have

2/3 ≤ PS [T rejects f ] ≤ PS [S is not an anti-chain] ≤ s2 · Px,y∼{0,1}d [x ⪯ y] (14)

where the last inequality is by a union bound over all pairs of samples. We then have

Px,y∼{0,1}d [x ⪯ y] = Px,y∼{0,1}d [xi ≤ yi, ∀i ∈ [d]] =
d∏

i=1
Pxi,yi∼{0,1}[xi ≤ yi] = (3/4)d.

(15)

Thus, combining Equation (14) and Equation (15) yields s ≥
√

2
3 ( 4

3 )d = exp(Ω(d)). ◀
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Abstract
Consider the model where we can access a parity function through random uniform labeled examples
in the presence of random classification noise. In this paper, we show that approximating the number
of relevant variables in the parity function is as hard as properly learning parities.

More specifically, let γ : R+ → R+, where γ(x) ≥ x, be any strictly increasing function. In our
first result, we show that from any polynomial-time algorithm that returns a γ-approximation, D

(i.e., γ−1(d(f)) ≤ D ≤ γ(d(f))), of the number of relevant variables d(f) for any parity f , we can,
in polynomial time, construct a solution to the long-standing open problem of polynomial-time
learning k(n)-sparse parities (parities with k(n) ≤ n relevant variables), where k(n) = ωn(1).

In our second result, we show that from any T (n)-time algorithm that, for any parity f , returns a
γ-approximation of the number of relevant variables d(f) of f , we can, in polynomial time, construct
a poly(Γ(n))T (Γ(n)2)-time algorithm that properly learns parities, where Γ(x) = γ(γ(x)).

If T (Γ(n)2) = exp(o(n/ log n)), this would resolve another long-standing open problem of properly
learning parities in the presence of random classification noise in time exp(o(n/ log n)).
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1 Introduction

The problem of PAC learning parity, with and without noise, and approximating its sparsity
has been extensively studied in the literature. See [2, 4, 5, 6, 7, 8, 10, 12, 13, 14, 15, 16, 17,
18, 19, 20, 21, 22, 23, 24, 25, 26, 28, 29, 30, 32, 33, 35] and references therein.

In properly learning parities under the uniform distribution, the learner can observe
labeled examples {(ai, bi)}i, where bi = f(ai), ai are drawn independently from the uniform
distribution, and f is the target parity. The goal is to return the target parity function f

exactly.
In the random classification noise model with noise rate η, [1], each label bi is independently

flipped (misclassified) with probability η. The problem of learning parities with noise (LPN) is
known to be computationally challenging. Some evidence of its hardness comes from the fact
that it cannot be learned efficiently in the so-called statistical query (SQ) model [27] under
the uniform distribution [9, 12]. LPN serves as the foundation for several cryptographic
constructions, largely because its hardness in the presence of noise is assumed. See for
example [10, 31].
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While PAC learning of parities (and thus determining its sparsity) under the uniform
distribution can be accomplished in polynomial time using Gaussian elimination, addressing
this problem in the presence of random classification noise remains one of the most long-
standing challenges in learning theory. The only known algorithm is that of Blum et al.[11],
which runs in time 2O(n/ log n), requires 2O(n/ log n) labeled examples, and handles only a
constant noise rate. This algorithm holds the record as the best-known solution for this
problem. Finding a 2o(n/ log n)-time learning algorithm for parities or proving the impossibility
of such an algorithm remains a significant and unresolved challenge.

When the number of relevant variables1 k of the parity function f is known (f is called
k-sparse parity), all the algorithms proposed in the literature run in time nck for some
constant c < 1, [5, 7, 22, 33, 36]. Finding a polynomial-time algorithm for k-sparse parities
for some k = ω(1), or proving the impossibility of such an algorithm, is another significant
and unresolved challenge.

In a related vein, another challenging problem is determining or approximating the
sparsity of the parity function, i.e., the number of relevant variables in the target function.
This problem was studied in the PAC-learning model [34] under specific2 distributions [2, 3,
4, 7, 16, 17, 18, 19, 20, 30, 35].

For the problem of determining the sparsity under any distribution and without noise,
Downey et al. [18] and Bhattacharyya et al. [4] show that determining the sparsity k of parities
is W [1]-hard. Bhattacharyya et al. [7] show that the time complexity is min(2Θ(n), nΘ(k)),
assuming 3-SAT has no 2o(n)-time algorithm. For the problem of approximating the sparsity,
Dumer et al. [19] showed that if RP ̸=NP, then it is hard to approximate the sparsity within
some constant factor γ > 1. See also [2, 16, 17, 30]. When the distribution is uniform, there
is a polynomial-time algorithm that uses O(n) labeled examples and learns parities using
Gaussian elimination, thereby determining their sparsity.

In this paper, we pose the question: Can we approximate the sparsity of the parity
function in polynomial time using random uniform labeled examples in the presence of
random classification noise? We show that approximating the number of relevant variables
in the parity function is as hard as properly learning parities.

We first show the following.

▶ Theorem 1. Let γ : R+ → R+ be any strictly increasing function, where γ(x) ≥ x.
Consider a polynomial-time algorithm that, for any parity f , uses random uniform labeled
examples of f in the presence of random classification noise and returns an integer D such
that3 γ−1(d(f)) ≤ D ≤ γ(d(f)), where d(f) is the number of relevant variables in f . One can,
in polynomial time, construct an algorithm that runs in polynomial time, uses random uniform
labeled examples in the presence of random classification noise, and learns k(n)-sparse parities
for some4 k(n) = ωn(1).

This would solve the long-standing open problem of polynomial-time learning k-sparse
parities for some k = ωn(1).

We then show that

1 A variable is relevant in f if f depends on that variable.
2 Some of the problems are introduced as follows: Given a matrix M ∈ F m×n

2 , a vector b ∈ {0, 1}m, and
an integer k. Deciding if there exists a weight k vector x ∈ {0, 1}n such that Mx = b. This is equivalent
to the decision problem when the distribution is uniform over the rows of M .

3 See Section 1.4 for the justification of why we use this definition and not the standard definition
d(f) ≤ D ≤ γ(d(f)).

4 Throughout this paper, we also have k = n − ω(1). For k = O(1) and k = n − O(1), there are
polynomial-time learning algorithms.
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▶ Theorem 2. From any T (n)-time algorithm that, for any parity f : {0, 1}n → {0, 1}, uses
Q(n) random uniform labeled examples of f in the presence of random classification noise and
returns a γ-approximation of the number of relevant variables d(f) of f , one can, in polynomial
time, construct a poly(Γ(n))T (Γ(n)2)-time algorithm that uses poly(Γ(n))Q(Γ(n)2) random
uniform labeled examples in the presence of random classification noise and properly learns
parities, where Γ(x) = γ(γ(x)).

If T (Γ(n)2) = exp(o(n/ log n)), this would resolve another long-standing open problem of
proper learning parities in the presence of random classification noise in time exp(o(n/ log n)).
This is applicable, for example, for any poly(·)-approximation and exp(n1/c)-time algorithm
for some sufficiently large constant c. As well as to quasi-poly(·)-approximation and exp(exp(
(log n)1/c))-time algorithm for some sufficiently large constant c.

In this paper, while the above discussions and the technique section have been primarily
focused on parities, that is, linear functions over the binary field F2, the results we present
in this paper are not limited to this specific case. We generalize our result to encompass any
linear function over any finite field. This extension allows our results to be applicable to
a broader range of linear systems beyond the binary paradigm, effectively widening their
relevance in coding theory and cryptography.

1.1 Our Technique
In this section, we present the technique used in the paper to prove the results in Theorem 1
and 2.

For learning in the presence of random classification noise, when the noise rate η = 1/2,
the labels will be randomly uniform, and learning is impossible. Therefore, we must assume
that the learner knows some upper bound ηb < 1/2 for η [1].

1.2 Approximation Implies Learning k-Sparse Parities
In this section, we present two approaches that prove Theorem 1. The first is our method,
and the second was suggested by an anonymous reviewer of RANDOM.

While the approach suggested by the anonymous reviewer is truly inspiring, we believe
that our method offers significant value, is worth presenting in this paper, and may be useful
for solving other problems.

1.2.1 First Approach
In this section, we will outline the technique for the binary field, though some essential details
are omitted to provide a broader overview of the main concepts and approach. Additionally,
proving the result for any field requires more careful treatment.

Let γ : R+ → R+ be any strictly increasing function such that for every5 x > 1, γ(x) > x.
Let A be a polynomial-time randomized algorithm that γ-approximates the number of

relevant variables d(f) in a parity f , using random uniform labeled examples of f in the
presence of random classification noise with any noise rate6 η ≤ ηb. Thus, for every parity f
with d(f) relevant variables, with probability at least 1 − δ we have γ−1(d(f)) ≤ A(f) ≤
γ(d(f)). We will demonstrate how to construct a polynomial-time learning algorithm for
k(n)-sparse parities, for some k(n) = ωn(1). First, we will show how to find k(n).

5 We need this constraint to ensure that γ−1(x) < γ(x) for every x > 1.
6 Here, η is not known to the algorithm, but ηb is known.
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Let Lin(d) be the class of d-sparse parities. Assume for now that the noise rate is ηb.
Later, we will show how to modify the algorithm to work for any unknown noise rate η ≤ ηb.

We first use the algorithm A to construct a table that provides values which approximate

ΨA(d) = E
(f,s)∼uLin(d)×S(f)

[A(f)]

with additive error of 1/poly(n), for every d ∈ [n] and noise rate ηb. Here f is a d-sparse
parity chosen uniformly at random from Lin(d), and s is a uniformly random string in S(f)
- the set of random bits used by the algorithm (for the randomness of the algorithm and
the noise) for which the algorithm returns a correct answer, namely, returns D such that
γ−1(d) ≤ D ≤ γ(d).

To approximate ΨA(d) for some d ∈ [n], we iterate a polynomial number of times. At
each iteration, we draw a random uniform f ∈ Lin(d) and run A. For each labeled example
requested by A, we draw a random uniform u ∈ {0, 1}n and compute v = f(u). We then,
with probability ηb, return7 (u, v + 1) to A, and, with probability 1 − ηb, return (u, v). If the
algorithm outputs an integer D such that γ−1(d) ≤ D ≤ γ(d), we retain that D. Otherwise,
we repeat the process. Obviously, E[D] = ΨA(d), and therefore, using Hoeffding’s bound,
such a table can be constructed in polynomial time.

Now, using the fact that γ is strictly increasing and γ−1(d) ≤ ΨA(d) ≤ γ(d), and
applying a basic averaging argument, we show that there exists a k := k(n) = ωn(1) for
which ΨA(k + 1) − ΨA(k − 1) ≥ 1/poly(n). We now show how to learn k-sparse parities
with noise rate ηb in polynomial time and afterward for any η ≤ ηb.

Suppose that the target function f ∈ Lin(k) can be accessed through random uniform
labeled examples in the presence of random classification noise with noise rate ηb. We first
show how to approximate ΨA(d(f(x) + xi)) for any i ∈ [n] without knowing f . Recall
that d(f(x) + xi) is the number of relevant variables in f(x) + xi. The key idea here
is that if (a, b) is a labeled example of f , then for a random uniform permutation ϕ,
((aϕ−1(1), . . . , aϕ−1(n)), b+ ai) is a labeled example of the function f(xϕ(1), . . . , xϕ(n)) + xϕ(i)
which is a random and uniform drawn function in Lin(d(f(x) + xi)). Therefore, using
Hoeffding’s Bound, we can approximate ΨA(d(f(x) + xi)) for every i ∈ [n].

Now, xi is relevant in f(x) if and only if f(x)+xi ∈ Lin(k−1) and then ΨA(d(f(x)+xi)) =
ΨA(k− 1). On the other hand, xi is not relevant in f(x) if and only if f(x) +xi ∈ Lin(k+ 1),
and then ΨA(d(f(x) + xi)) = ΨA(k + 1). Since ΨA(k + 1) − ΨA(k − 1) ≥ 1/poly(n), these
two cases are distinguishable in polynomial time. Consequently, we can differentiate between
variables in f that are relevant and those that are not. This gives the learning algorithm
to Lin(k) when the noise rate is ηb.

This algorithm runs in time T = poly(n, 1/(1 − 2ηb)). When η is not known, we can
run the above procedure for all possible values η(j) = 1/2 − j/T c, where c is a sufficiently
large constant, and j ∈ [T c/2] ∪ {1}. For each j, when the algorithm receives a labeled
example (u, v), we magnify the error rate to ηb by drawing ξ ∈ {0, 1}, which is equal to 1
with probability (ηb − η(j))/(1 − 2η(j)), and returning (u, v + ξ) to the algorithm. This new
labeled example has noise rate ηb. We collect all the T c/2 + 1 hypotheses generated from
the outputs and then employ a standard algorithm to select the one closest to the target [1].
The result follows because there exists a j such that8 |η(j) − η| ≤ 1/T c. Consequently, using
the total variation distance, one of the hypotheses is the target.

7 Here, + is exclusive or.
8 If ηj = η + ϵ then the magnified noise is ηb + λϵ where λ = (η + ηb − 1 + ϵ)/(1 − 2(η + ϵ)).
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In this paper, we extend our result to any linear function over any finite field F. The
approach used is similar to the case of parities (the binary field F = {0, 1}) with some
technical but nontrivial modifications.

1.2.2 The Second Approach
This second approach was suggested by an anonymous reviewer of RANDOM, whose insightful
comments and suggestions significantly improved this manuscript for the case of the binary
field. For non-binary fields, this approach can identify the relevant variables of the function.
We then use the approach developed in Lemma 9 and Lemma 10 to find the coefficients of
the relevant variables.

Suppose there exists a randomized algorithm A(n) that runs in time T (n) and γ-
approximates the number of relevant variables in a parity function f : {0, 1}n → {0, 1}, using
random uniform labeled examples of f in the presence of random classification noise with a
noise rate η ≤ ηb. Here, too, the algorithm needs to know an upper bound on η. We will
explain the reasons for this below.

Let k1 = ωn(1) be an integer such that k2 = γ(γ(k1) + 1) = n− ωn(1). For any k1-sparse
parity f , the algorithm outputs A(f) ∈ [γ−1(k1), γ(k1)], and for any k2-sparse parity function
g, it outputs A(g) ∈ [γ(k1) + 1, γ(γ(γ(k1) + 1))]. Since the two intervals are disjoint, the
algorithm can distinguish between k1-sparse parities and k2-sparse parities in polynomial
time. Let B be the polynomial-time algorithm that distinguishes between them.

Consider the algorithm B when it runs on random uniform examples with random uniform
labels. Suppose that with probability p, the algorithm answers that the function is a k1-sparse
parity, and with probability 1 − p, it answers that it is a k2-sparse parity. If p > 1/2, then
with probability at least 1/2, B can distinguish between k2-sparse parities and random
uniform examples with random uniform labels. Otherwise, with probability at least 1/2,
B can distinguish between k1-sparse parities and random uniform examples with random
uniform labels.

Suppose, without loss of generality, the latter holds. We now give an algorithm that finds
the relevant variables when the target function is a k1-parity function and, consequently,
learns k1-sparse parities. This algorithm is from [10].

For every i ∈ [n], we run the algorithm B and change the i-th coordinate of each example
to a random uniform element in {0, 1}. If xi is not a relevant variable of f , then the labeled
examples are labeled examples of f , and the algorithm answers that it is a k1-parity function.
If xi is a relevant variable of f , then it is easy to see that the new labeled examples are
random uniform with random uniform labels, and the algorithm answers accordingly. This
distinguishes between variables in f from those that are not in f .

In this method, too, we must know some upper bound on η. Otherwise, algorithms A
and B would need to be Las Vegas algorithms, and we would not know when to stop the
algorithm when dealing with random uniform examples with random uniform labels.

For the problem of finding the relevant variables of the target in other fields, the
generalization of this to any field is straightforward.

1.3 Approximation Implies Learning Parities
In this section, we show how γ-approximation implies proper learning parities.

Let γ(x) be any strictly increasing function. Suppose there exists a randomized algorithm
A(n) that runs in time T (n) and γ-approximates the number of relevant variables in a parity
f : {0, 1}n → {0, 1}, using random uniform labeled examples of f in the presence of random
classification noise.
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Let Γ(x) = γ(γ(x)). As in Section 1.2.1, using a basic averaging argument, we show
that there exists a sequence of integers k1 < k2 < · · · < kt < Γ−1(n), where for each i,
ki+1 < Γ(ki) and ΨA(ki + 1) − ΨA(ki − 1) > 1/poly(n). As before, we obtain algorithms
that learn Lin(ki) for each i.

Now, we show how to obtain a learning algorithm for d-sparse parities for every d <

Γ−1(
√
n). Given any d < Γ−1(

√
n)), there exists a j such that kj−1 < d ≤ kj where k0 = 0.

To learn d-sparse parities, we uniformly at random choose distinct i1, . . . , ikj−d ∈ [n], run
the algorithm for learning kj-sparse parities and modify each labeled example (a, b) to
(a, b+ ai1 + · · · + aikj −d

). If g(x) = f(x) + xi1 + · · · + xikj −d
is in Lin(kj), then the algorithm

w.h.p learns g(x). We then show that because d < Γ−1(
√
n)), with high probability,

the variables xi1 , . . . , xikj −d
are not relevant variables in f . We can then conclude that,

w.h.p, g ∈ Lin(kj). Therefore, w.h.p., we can learn g(x), and consequently, we can learn
f(x) = g(x) + xi1 + · · · + xikj −d

.
This provides a learning algorithm for d-sparse parities for any d ≤ Γ−1(

√
n). Recognizing

that this applies to every n, we can regard f as a function over N := Γ(n)2 variables by
adding Γ(n)2 − n dummy variables and appending Γ(n)2 − n random uniform elements from
{0, 1} to each a in the labeled example (a, b). By applying this construction to the algorithm
A(N), we obtain a learning algorithm for d-sparse parity for any d ≤ Γ−1(

√
N) = n.

Now, the algorithm for learning parities can run all the learning algorithms for d-sparse
parities for all d ≤ n. It takes all the outputs and then employs a standard algorithm to
select the one closest to the target [1]. See also Lemma 3.

1.4 Justification for the Use of the γ-Approximation Definition
In our approach, we define a γ-approximation of the number of relevant variables d(f) in a
parity function f such that γ−1(d(f)) ≤ D ≤ γ(d(f)), instead of using the standard definition
d(f) ≤ D ≤ γ(d(f)).

The key reason for this choice is that the latter definition loses its effectiveness when
d(f) approaches n, the number of variables. Specifically, if d(f) is close to n, say O(n), the
condition d(f) ≤ D ≤ γ(d(f)), for γ(n) = ω(n), effectively reduces to d(f) ≤ D ≤ n. In
this scenario, the value of γ becomes less significant because the approximation D would
naturally fall within the trivial range of d(f) = O(n) to n.

On the other hand, our chosen definition γ−1(d(f)) ≤ D ≤ γ(d(f)) ensures that the
approximation D always depends on the function γ. This definition retains its utility even
when d(f) is large, as γ−1(d(f)) provides a lower bound that is influenced by γ, thereby
maintaining the approximation’s relevance and precision.

Thus, by using the γ-approximation definition γ−1(d(f)) ≤ D ≤ γ(d(f)), we ensure a
meaningful and consistent approximation of the number of relevant variables d(f) across the
entire range of possible values, preserving the value and impact of the function γ.

2 Definitions and Preliminaries

Let F be any finite field and Fq be the field with q elements. We define Lin(F) as the class of
all linear functions over the field F, i.e., functions a · x where a ∈ Fn and x = (x1, . . . , xn).
A d-sparse linear function over F is a function in Lin(F) with d relevant variables. The
class Lin(F, d) is the class of all d-sparse linear functions over F. When F is the binary
field F2 = {0, 1}, the functions in Lin(F2) are called parity functions, and the functions
in Lin(F2, d) are called d-sparse parities. We use the notation Linn(F) and Linn(F, d) to
emphasize the number of variables.
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For f ∈ Lin(F), we denote by d(f) the number of variables on which f depends. For a
strictly increasing function γ : R+ → R+ such that γ(x) > x for every x, we say that an
algorithm A γ-approximates d(f) in time T = T (n) and Q = Q(n) labeled examples if the
algorithm runs in time T , uses Q labeled examples to f , and with probability at least 2/3,
returns an integer D such that γ−1(d(f)) ≤ D ≤ γ(d(f)).

In proper learning Lin(F) under the uniform distribution, the learner can observe labeled
examples (a, b) where b = f(a) and a ∈ Fn are drawn independently and uniformly distributed
over Fn, with f ∈ Lin(F) being the target linear function. The goal is to (properly) exactly
return the linear function f . In the random classification noise model with noise rate η, each
label b is equal to f(a) with probability 1 − η and is a random uniform element in F\{f(a)}
with probability η.

When η = 1 − 1/|F|, the label is a random uniform element of F; hence, learning
is impossible. Therefore, we must assume that the learner knows some upper bound
ηb < 1 − 1/|F| for η [1]. When η = ηb, to distinguish between labeled examples with random
uniform labels and the function f(x) = 0, we need at least 1/(1−ηb −1/|F|) labeled examples.
Therefore, a polynomial-time algorithm in this model is an algorithm that runs in time
poly(1/(1 − ηb − 1/|F|)), n, 1/δ) [1].

The following Lemma shows how to learn when the algorithm has unlimited computational
power.

▶ Lemma 3. Let C ⊆ Lin(F). Then C is learnable under the uniform distribution in the
random classification noise model in time Õ(|C| log(1/δ)/(1 − ηb − 1/|F|)2) from

Q =
log |C|

δ

(1 − ηb − 1/|F|)2

labeled examples.

Proof. Let (a, b) be a labeled example and f be the target function. Then

Pr[f(a) = b] = ηPr[f(a) = b|b ̸= f(a)] + (1 − η) Pr[f(a) = b|b = f(a)] = 1 − η ≥ 1 − ηb.

If g ̸= f and g ∈ Lin(F) then

Pr[g(a) = b] = ηPr[g(a) = b|b ̸= f(a)] + (1 − η) Pr[g(a) = b|b = f(a)] = 1
|F|
.

The result now follows by applying Chernoff’s bound to estimate Pr[g(a) = b] for all g ∈ C

with confidence of 1 − δ/|C| and an additive error of (1 − ηb − 1/|F|)/4. ◀

The following lemma shows that, in approximation algorithms, the dependency on δ is
logarithmic. This is a well-known result. For completeness, a sketch of the proof is provided.

▶ Lemma 4. If there exists an algorithm A that runs in time T (n), uses Q(n) labeled
examples to f ∈ Lin(F, d) according to the uniform distribution in the presence of random
classification noise and, with probability at least 2/3, returns a γ-approximation of d(f),
then there is an algorithm that runs in time O(T (n) log(1/δ)), uses O(Q(n) log(1/δ)) labeled
examples to f ∈ Lin(F, d) according to the uniform distribution in the presence of random
classification noise, and with probability at least 1 − δ, returns a γ-approximation of d(f).

Proof. We run A, O(log(1/δ)) times and take the median of the outputs. The correctness of
this algorithm follows from an application of Chernoff’s bound. ◀
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The same is true for learning.

▶ Lemma 5. If there exists an algorithm A that runs in time T (n), uses Q(n) labeled
examples to f ∈ Lin(F, d) according to the uniform distribution in the presence of random
classification noise and, with probability at least 2/3, properly learns the target f , then there
is an algorithm that runs in time O(T (n) log(1/δ)), uses O(Q(n) log(1/δ)) labeled examples
to f ∈ Lin(F, d) according to the uniform distribution in the presence of random classification
noise, and with probability at least 1 − δ, learns the target f .

Proof. Since A properly learns f , we run the algorithm O(log(1/δ)) times and output the
hypothesis that occurs most frequently in the output. ◀

3 Approximation vs. Learning

In this section, we prove the two results.

3.1 Approximation Implies Learning Some Lin(F, k)
In this section, we prove that approximating the number of relevant variables in the parity
function implies polynomial-time properly learning Lin(F, k(n)) for some k(n) = ωn(1).

We prove.

▶ Theorem 6. Let γ : R+ → R+ be any strictly increasing function where γ(x) > x for
every x. Let π(n) be any function such that π(n) = ωn(1). Consider any polynomial-time
algorithm A′(n) that, for any linear function f ∈ Lin(F), uses random uniform labeled
examples of f in the presence of random classification noise and, with probability at least 2/3,
returns a γ-approximation of the number of relevant variables d(f) of f . From A′(n), one
can, in polynomial time, construct a poly(n, 1/(1 − ηb − 1/|F|),min(|F|, 1/(1 − ηb)π(n)))-time
algorithm that properly learns Lin(F, k(n)) from a polynomial number of random uniform
labeled examples in the presence of random classification noise for some k(n) = ωn(1).

We will assume for now that the noise rate η = ηb is known. In Section 1.2.1, we showed
how to handle unknown noise rates η ≤ ηb. Recall that a polynomial-time algorithm in this
model is an algorithm that runs in time poly(1/(1 − ηb − 1/|F|)), n, 1/δ), [1]. In particular,
the algorithm constructed in Theorem 6 runs in polynomial time for either

Any ηb and fields of size9 |F| = poly(n), or
Any field F when ηb ≤ 1 − 1/|F| − 1/ψ(n), where ψ(n) = 2o(log(n)).

Let A′(n, s, f) be any algorithm that uses random uniform labeled examples of f ∈ Linn(F)
in the presence of random classification noise and, with probability at least 2/3, returns a
γ-approximation of the number of relevant variables, d(f), of f . The new parameter s is
added for the random bits used in the algorithm for its coin flips and the noise. First, we will
use Lemma 4 to make the algorithm’s success probability 1 − δ′ for a fixed, sufficient small
δ′ that depends on n and |F|. For the proof of the Theorem in this section, δ′ = 1/(|F|n7)
suffices. By Lemma 4, this adds a factor of O(log n+ log |F|) to the time and the number of
labeled examples which will be swallowed by the Õ(·) in the final time and sample complexity.
Second, we will modify the output of the algorithm to min(γ(Df ), n), where Df is the
output of the latter algorithm. Let the resulting algorithm be denoted as A. We will denote
the algorithm’s output by A(n, s, f). Consequently, we will have that, with probability at
least 1 − δ′,

d(f) ≤ A(n, s, f) ≤ ∆(d(f)) ≤ n (1)

9 This makes sense when we have a sequence of fields Fi such that Fi ⊆ Fi+1 and |Fn| = poly(n).
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where

∆(x) = min(γ(γ(x)), n).

Let Sf be the set of all random strings s′ for which d(f) ≤ A(n, s′, f) ≤ ∆(d(f)); that is,
it includes all the random strings that yield correct answers. Throughout this section and
the next, we say that A ∆-approximates d(f). See (1). This should not be confused with
the previous definition of γ-approximates d(f). Here, we use the capital letter ∆ to prevent
any ambiguity.

Let

ΨA(d) = E
(f,s)∼uLin(F,d)×S(f)

[A(n, s, f)]

where ∼u indicates that f is chosen uniformly at random from Lin(F, d) and s uniformly at
random from S(f). Since d ≤ A(n, s, f) ≤ ∆(d) ≤ n for s ∈ S(f) where f ∈ Lin(F, d), we
have

d ≤ ΨA(d) ≤ ∆(d) ≤ n. (2)

We note here that ΨA(d) is independent of δ, as in A, we set δ = δ′ for a fixed δ′. This is
crucial for ensuring the correctness of the proof. Also, ΨA(d) depends on n. This will be
essential only for the next result in the next section.

We first prove that the values of ΨA(d) for d ∈ [n] can be approximated with high
probability.

▶ Lemma 7. Let 0 < h < 1. Let A be an algorithm that runs in time T (n), uses Q(n)
labeled examples of f ∈ Lin(F) according to the uniform distribution in the presence of
random classification noise, and, with probability at least 1 − δ′, ∆-approximates d(f). A
table of real values Ψ′

A(d) for 1 ≤ d ≤ n can be constructed in time Õ(n3/h2)T (n) log(1/δ),
and without using any labeled examples. This table, with probability at least 1 − δ, satisfies
|Ψ′

A(d) − ΨA(d)| ≤ h for all d ∈ [n].

Proof. Define a random variable as the output D of the algorithm A, obtained from running
it on a uniformly random f from Lin(F, d), provided that the output lies within the interval
[d,∆(d)]. The labeled examples of f can be generated by choosing a random uniform
u ∈ {0, 1}n and returning (u, f(u) + e) to A where, with probability 1 − ηb, e = 0 and, with
probability ηb, e is random uniform in F\{0}. Obviously, E[D] = ΨA(d).

By Hoeffding’s bound, to compute E[D] with an additive error h and a confidence
probability of at least 1 − δ/(2n), we need to obtain t = O((n2/h2) log(n/δ)) values of D.
Since the success probability of obtaining a value of D in the interval [d,∆(d)] is 1 − δ′ > 2/3,
we need to run the algorithm O(t + log(2n/δ)) times to acquire t values with a success
probability at least 1 − δ/(2n). Therefore, the time complexity is O((t+ log(2n/δ))nT (n)) =
O(tnT (n)) = Õ(n3/h2)T (n) log(1/δ). ◀

Our next result shows how to estimate ΨA(d(f)) of the target f without knowing d(f).

▶ Lemma 8. Let 0 < h < 1 and τ = O((n2/h2) log(1/δ)). Let A be an algorithm that
runs in time T (n), uses Q(n) labeled examples of f ∈ Lin(F) according to the uniform
distribution, in the presence of random classification noise, and, with probability at least
1 − δ′, ∆-approximates d(f). There is an algorithm B(n, h) that runs in time T ′ = τT (n),
uses Q′ = τQ(n) labeled examples of f ∈ Lin(F) according to the uniform distribution in the
presence of random classification noise and, with probability at least 1 − δ/2 − τδ′, returns ψ
that satisfies |ψ − ΨA(d(f))| ≤ h.
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Proof. Suppose v ∈ (F\{0})n is chosen uniformly at random and ϕ : [n] → [n] is a uniformly
random permutation. If we run A with the target f = λ1xi1 + · · · + λdxid

, and for every
labeled example (a, b) ∈ Fn × F, we modify the labeled example to ((v−1

1 aϕ−1(1), . . . , v
−1
n

aϕ−1(n)), b), then the new labeled examples remain uniform and consistent with the function
g(x) = λ1vϕ(i1)xϕ(i1) + · · · + λdvϕ(id)xϕ(id). This function g is a uniformly random element
of Lin(F, d). Using this fact, we show how to approximate ΨA(d).

To this end, let τ = O((n2/h2) log(1/δ)). We iterate τ times, and at each iteration, we
choose a random uniform v ∈ (F\{0})n and random uniform permutation ϕ : [n] → [n].
We request for Q(n) labeled examples and modify each labeled example (a, b) ∈ Fn × F to
((v−1

1 aϕ−1(1), . . . , v
−1
n aϕ−1(n)), b). We then run A on these labeled examples. Let Di be the

output of the i-th iteration. We then output ψ′ = (
∑τ

i=1 Di) /τ.
We now prove that, with probability at least 1 − δ/2 − τδ′, we have |ψ′ − ΨA(d(f))| ≤ h.

Since A(n) runs τ times, with probability at least 1 − τδ′, all the seeds used by A are in S(f)
and d(f) ≤ Di ≤ ∆(d(f)). Also, since A(n) runs on a uniformly random function in Lin(F, d),
we have E[Di] = ΨA(d). By Hoeffding’s bound, along with the fact that Di ≤ ∆(d(f)) ≤ n,
we can conclude that, with probability at least 1 − δ/2, we have |ψ′ − ΨA(d(f))| ≤ h. ◀

Notice that in Lemma 8, τ also depends on h. As h eventually will be O(1/n) and δ′ =
1/(|F|n7), the success probability 1 − δ/2 − τδ′ will be 1 − on(1) for δ = 1/n.

We now show that in any large enough sub-interval of [0, n], there is k for which A can
be used to learn Lin(F, k).

▶ Lemma 9. Let A(n) be an algorithm that runs in time T (n), uses Q(n) labeled examples
of f ∈ Lin(F) according to the uniform distribution in the presence of random classification
noise, and, with probability at least 1 − δ′, ∆-approximates d(f). For every 1 ≤ m ≤
min{j|∆(j) = n} = γ−1(γ−1(n)) there exists m ≤ k ≤ ∆(m) + 1 and
1. An algorithm that, for every f ∈ Lin(F, k), with probability at least 1 − δ/8 − 2τnδ′, where

τ = O(n4 log(1/δ)), identifies the relevant variables of f from random uniform labeled
examples in the presence of random classification noise. This algorithm runs in time
Õ(n5)T (n) log(1/δ) and uses Õ(n4)Q(n) log(1/δ) labeled examples.

2. An algorithm that, with probability at least 1 − δ/2 − |F|knδ′, properly learns Lin(F, k),
from random uniform labeled examples in the presence of random classification noise.
This algorithm runs in time Õ(|F|kn5)T (n) log(1/δ) and uses Õ(n4)Q(n) log(|F|/δ) labeled
examples.

Such k can be found in time Õ(n5)T (n) log(1/δ).

Proof. We first prove the result when the field is not the binary field. Let m be any integer
such that 1 ≤ m ≤ min{j|∆(j) = n}. Since by (2),

∆(m)∑
i=m

ΨA(i+ 1) − ΨA(i) = ΨA (∆(m) + 1) − ΨA (m)

≥ ∆(m) + 1 − ∆(m) = 1,

there is k such that m ≤ k ≤ ∆(m) and

ΨA(k + 1) − ΨA(k) ≥ 1
∆(m) −m+ 1 ≥ 1

n
.

First, we find such k. By Lemma 7, taking h = 1/(16n), with probability at least 1 − δ/4,
we can find k such that ΨA(k + 1) − ΨA(k) ≥ 7/(8n) in time Õ(n5)T (n) log(1/δ).
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We now present an algorithm that learns Lin(F, k). The algorithm uses the algorithm
in Lemma 8 to approximate ΨA(d(f + xi)) and ΨA(d(f + αxi)) for some α ∈ F\{0, 1} and
all i ∈ [n] with an additive error of 1/(8n). If xi is not a relevant variable of the target
function f , then both f + xi and f + αxi are in Lin(F, k + 1). Consequently, we obtain
two values in the inteval [ΨA(k + 1) − 1/(8n),ΨA(k + 1) + 1/(8n)]. If xi is a relevant
variable in the function, then one of the functions, either f + xi or f + αxi is in Lin(F, k),
and therefore, one of the values is in the inteval [ΨA(k) − 1/(8n),ΨA(k) + 1/(8n)]. Since
ΨA(k) + 1/(8n) < ΨA(k+ 1) − 1/(8n), the intervals are disjoint, and thus we can distinguish
between the two cases.

By Lemma 8, with probability 1 − δ/2 − τδ′, we can approximate each ΨA(d(f + xi))
(or ΨA(d(f + αxi))) with an additive error h = 1/(8n) in time τT (n) and τQ(n) labeled
examples, where τ = O(n4 log(1/δ)). Taking δ/(8n) for δ, with probability 1 − δ/8 − 2τnδ′,
we can approximate all ΨA(d(f + xi)) and ΨA(d(f + αxi)), i ∈ [n] with an additive error
h = 1/(8n) in time τ ′nT (n) and τ ′Q(n) labeled examples where τ ′ = O(n4 log(n/δ)). This
completes the proof of item 1 for the case where the field is not the binary field.

To prove item 2, suppose, without loss of generality, that x1, . . . , xk are the relevant
variables in f . We approximate ψα,i := ΨA(d(f − αxi + xk+1)) for all α ∈ F and for
every i ∈ [n]. The result follows from the fact that ψα,i = ΨA(k) if and only if the
coefficient of xi is α. Otherwise, ψα,i = ΨA(k + 1). By Lemma 8, to approximate all ψα,i,
with success probability of 1 − δ/4 − |F|knδ′, we need time O(|F|kn5T (n) log(|F|n/δ)) and
O(n4T (n) log(|F|n/δ)) labeled examples. This completes the proof of item 2 for the case
where the field is not the binary field.

Similar to the approach described above, for the binary field, we can show that there
exists a k such that ΨA(k + 1) − ΨA(k − 1) ≥ 1/n. Then, use the algorithm described in
Lemma 8 to approximate ΨA(d(f + xi)) for all i ∈ [n]. If xi is not a relevant variable of the
target function f , then ΨA(d(f + xi)) ∈ [ΨA(k + 1) − 1/(8n),ΨA(k + 1) + 1/(8n)]. If xi is a
relevant variable in f , then ΨA(d(f + xi)) ∈ [ΨA(k− 1) − 1/(8n),ΨA(k− 1) + 1/(8n)]. Since
both intervals are disjoint, we obtain the desired result.10 ◀

Notice that in item 2, the success probability 1 − δ/2 − |F|knδ′, and the time complexity
depends on |F|. We now present an alternative algorithm for finding the coefficients of the
linear function, given that the algorithm knows the relevant variables.

▶ Lemma 10. Let A be an algorithm that, for every f ∈ Lin(F, k), runs in time T , uses Q
random uniform labeled examples in the presence of random classification noise, and identifies
the relevant variables of f . Then there is an algorithm that properly learns Lin(F, k) in time
T +Õ((n3/(1−ηb)k +n/(1−ηb −1/|F|)2) log(1/δ)) and uses Q+O(((1/(1−ηb)k +n/(1−ηb −
1/|F|)2) log(1/δ)) random uniform labeled examples in the presence of random classification
noise.

Proof. We run A to find the relevant variables. The algorithm that finds the coefficients
iterates O((1/(1 − ηb)k) log(1/δ)) times. At each iteration, it requests k labeled examples
and uses Gaussian elimination to find the coefficients. Then, it tests whether the output
function matches the target. If not, it proceeds to the next iteration.

10 Another approach is to utilize the fact that ΨA(k) − ΨA(k − 1) ≥ 1/n, and for every i, approximate
ΨA(gi), where gi = f(x1, . . . , xi−1, 0, xi+1, . . . , xn), using all labeled examples (a, b) that satisfy ai = 0.
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Since η = ηb, the probability that all the labeled examples are correct is (1 − ηb)k. If
|F| = q, the probability that k random entries in the examples form a non-singular matrix is(

1 − 1
qk

) (
1 − 1

qk−1

)
· · ·

(
1 − 1

q

)
≥ 1

4 .

Therefore, after t = O((1/(1 − ηb)k) log(1/δ)) iterations, with probability at least 1 − δ/3, at
least one of the outputs is the target. By Lemma 3, learning the target from a set of t linear
functions with a success probability of 1 − δ/3 requires Õ((1/(1 − ηb − 1/q)2)(k + log(1/δ))
labeled examples. ◀

We are now ready to prove Theorem 6.

Proof. Let A′ be an algorithm that runs in polynomial time, uses labeled examples according
to the uniform distribution in the presence of random classification noise, and outputs
γ−1(d(f)) ≤ D ≤ γ(d(f)). Modify the algorithm to output min(γ(D), n). The algorithm now
is a ∆-approximation algorithm, where ∆(x) = min(γ(γ(x)), n). Let m(n) = γ−1(γ−1(π(n))).
Since γ : R+ → R+ is strictly increasing and is defined for all R+, we have γ−1 : R+ → R+,
is also strictly increasing, and m(n) = ωn(1). Let δ′ = 1/(|F|n7) and δ = 1/n. By Lemma 9,
item 1, there exists m(n) ≤ k(n) ≤ ∆(m(n)) = π(n), and an algorithm that, for every
f ∈ Lin(F, k(n)), with probability at least 1 − on(1) > 2/3, identifies the relevant variables
of f from random uniform labeled examples in the presence of random classification noise.
Also, this algorithm runs in polynomial time. Since k(n) ≤ π(n), by Lemma 10 and item 2
in Lemma 9, there is a poly(n, 1/(1 − ηb − 1/|F|),min(|F|, 1/(1 − ηb)π(n))) time learning
algorithm for Lin(F, k). Since k(n) ≥ m(n) = ωn(1), the result follows. ◀

3.2 Approximation Implies Learning Lin(F)

In this section, we prove.

▶ Theorem 11. Let γ : R+ → R+ be any strictly increasing function, where γ(x) > x for
every x. Let Γ(x) := γ(γ(x)). Consider any T (n)-time algorithm A′(n) that, for any linear
function f ∈ Lin(F), uses Q(n) random uniform labeled examples of f in the presence of
random classification noise and, with probability at least 2/3, returns a γ-approximation
of the number of relevant variables d(f) of f . From A′(n), one can, in polynomial time,
construct a Õ(|F|Γ(n)12)T (O(Γ(n)2)) log(1/δ)-time algorithm that properly learns Lin(F)
from Õ(Γ(n)8)Q(O(Γ(n)2)) log(|F|/δ) random uniform labeled examples in the presence of
random classification noise.

We first show that for every d satisfying 12Γ(d)2 ≤ n, there exists a learning algorithm
for Lin(F, d).

▶ Lemma 12. Suppose that for every 1 ≤ m ≤ m′ := Γ−1(n), there exists a k such that
m ≤ k ≤ Γ(m), and an algorithm that runs in time T (n) and, with probability at least
2/3, properly learns f ∈ Lin(F, k) under the uniform distribution in the presence of random
classification noise, and uses Q(n) labeled examples. Then, for every d such that 12Γ(d)2 ≤ n,
there is an algorithm that runs in time O(T (n) log(1/δ)) and properly learns Lin(F, d) under
the uniform distribution in the presence of random classification noise, using O(Q(n) log(1/δ))
labeled examples.
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Proof. Let d be an integer such that 12Γ(d)2 < n. Since Γ(d) < n, we have d ≤ m′.
Consequently, there exists k such that d ≤ k ≤ Γ(d) ≤ Γ(m′) = n, along with a proper
learning algorithm B(n, k) for Lin(F, k), that runs in time T (n) and uses Q(n) labeled
examples.

We now present an algorithm for learning Lin(F, d). We uniformly at random draw k − d

variables xi1 , . . . , xik−d
and run the algorithm B(n, k). For each labeled example (a, b) of f ,

we feed B with the labeled example (a, b+ ai1 + · · · + aik−d
). This modified labeled example

serves as a labeled example for the function g = f + xi1 + · · · + xik−d
. The probability that

g ∈ Lin(F, k) is the probability that none of the variables xi1 , . . . , xik−d
are relevant in f .

This probability is given by

k∏
i=d

(
1 − i

n

)
≥ 1 − k2

n
≥ 1 − Γ(d)2

n
≥ 11

12 .

Therefore, with probability at least 1 − (1/3 + 1/12) > 1/2, algorithm B(n, k) learns g
and thus learns f . By Lemma 5, the result follows. ◀

We now show how to construct a learning algorithm for Lin(F, d) for every d ≤ n.

▶ Lemma 13. Suppose that for every n and every d that satisfies 12Γ(d)2 ≤ n, there is an
algorithm A(n) that runs in time T (n) and, with probability at least 2/3, properly learns
f ∈ Lin(F, d) under the uniform distribution in the presence of random classification noise,
using Q(n) labeled examples. Let N(n) = 12Γ(n)2. Then, for every n and every d ≤ n, there
is an algorithm that runs in time T (N(n)) and, with probability at least 2/3, properly learns
f ∈ Lin(F, d) under the uniform distribution in the presence of random classification noise,
using Q(N(n)) labeled examples.

Proof. Let N = N(n). Then for every d ≤ n, we have 12Γ(d)2 ≤ 12Γ(n)2 = N(n). We
run A(N). Whenever the algorithm requests a labeled example, we draw a labeled example
(a, b) ∈ Fn × F, append N − n random uniform entries to a, creating a′. We then provide
(a′, b) to A(N). The algorithm is effective for any d that satisfies 12Γ(d)2 ≤ N = 12Γ(n)2

and, thereby, covers all d ≤ n. ◀

Theorem 11 now follows from Lemma 9, 12 and 13.
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Abstract

We prove that throughout the satisfiable phase, the logarithm of the number of satisfying assignments
of a random 2-SAT formula satisfies a central limit theorem. This implies that the log of the number
of satisfying assignments exhibits fluctuations of order

√
n, with n the number of variables. The

formula for the variance can be evaluated effectively. By contrast, for numerous other random
constraint satisfaction problems the typical fluctuations of the logarithm of the number of solutions
are bounded throughout all or most of the satisfiable regime.
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1 Introduction

1.1 Background and motivation

The quest for satisfiability thresholds has been a guiding theme of research into random
constraint satisfaction problems [7, 17, 24]. But once the satisfiability threshold has been
pinpointed a question of no less consequence is to determine the distribution of the number
of satisfying assignments within the satisfiable phase [33]. Indeed, the number of solutions is
intimately tied to phase transitions that affect the geometry of the solution space, which in
turn impacts the computational nature of finding or sampling solutions [4, 15, 28]. However,
few tools are currently available to count solutions of random problems. Where precise
rigorous results exist (such as in random NAESAT or XORSAT), the proofs typically rely on
the method of moments (e.g., [6, 26, 40, 41]). Yet a necessary condition for the success of
this approach is that the problem in question exhibits certain symmetries, which are absent
in many interesting cases [7, 20].

The aim of the present paper is to shed a closer light on the number of satisfying
assignments in random 2-SAT, the simplest random CSP that lacks said symmetry properties.
While the random 2-SAT satisfiability threshold has been known since the 1990s [19, 31], a
first-order approximation to the number of satisfying assignments has been obtained only
recently [5]. This timeline reflects the computational complexity of the respective questions.
As is well known, deciding the satisfiability of a 2-CNF reduces to directed reachability,
solvable in polynomial time [10].

By contrast, calculating the number of satisfying assignmets Z(Φ) of a 2-CNF Φ is a
#P-hard task [45]. Nonetheless, Monasson and Zecchina [36] put forward a delicate physics-
inspired conjecture as to the exponential order of the number of satisfying assignments of
random 2-CNFs. Achlioptas et al. [5] recently proved this conjecture. Their theorem provides
a first-order, law-of-large-numbers approximation of the logarithm of the number of satisfying
assignments. The present paper contributes a much more precise result, namely a central
limit theorem. We show that throughout the satisfiable phase the logarithm of the number
of satisfying assignments, suitably shifted and scaled, converges to a Gaussian. This is the
first central limit theorem of this type for any random CSP.

Let Φ = Φn,m be a random 2-CNF on n Boolean variables x1, . . . , xn with m clauses,
drawn independently and uniformly from all 4

(
n
2
)

possible 2-clauses. Suppose that m ∼ dn/2
for a fixed real d > 0. Thus, d gauges the average number of clauses in which a variable xi

appears. The value d = 2 marks the satisfiability threshold; hence, Φ is satisfiable with high
probability (“w.h.p.”) if d < 2, and unsatisfiable w.h.p. if d > 2 [19, 31]. Achlioptas et al. [5]
determined a function ϕ(d) > 0 such that for all d < 2, i.e., throughout the entire satisfiable
phase we have

Z(Φ) = exp(nϕ(d) + o(n)) w.h.p. , (1)

thereby determining the leading exponential order of Z(Φ).
However, (1) fails to identify the limiting distribution of Z(Φ). To be precise, since (1)

shows that Z(Φ) scales exponentially, we expect this random variable to exhibit multiplicative
fluctuations. Therefore, the appropriate goal is to find the limiting distribution of the
logarithm of this random variable, i.e., of log Z(Φ). Indeed, physics intuition suggests that
log Z(Φ) should be asymptotically Gaussian [34]. The main result of the present paper
confirms this hunch. Specifically, letting Γη(d) be a Gaussian with mean 0 and standard
deviation η(d) > 0, we prove that for all 0 < d < 2, log Z(Φ) satisfies



A. Chatterjee et al. 39:3

P
[
log Z(Φ) − E[log Z(Φ) | Z(Φ) > 0] < z

√
m
]

∼ P
[
Γη(d) < z

]
(z ∈ R). (2)

The order Θ(
√

n) of fluctuations confirmed by (2) sets random 2-SAT apart from a large
family of other random constraint satisfaction problems. For example, for random graph
q-colouring with q ≥ 3 colours the log of the number of q-colourings superconcentrates, i.e.,
merely has bounded fluctuations throughout most of the regime where the random graph
is q-colourable [12].1 The same is true of random NAESAT, XORSAT and the symmetric
perceptron [1, 11, 20, 40]. In each of these cases, certain fundamental symmetry properties
(e.g., that the set of q-colourings remains invariant under permutations of the colours) enable
the computation of the number of solutions via the method of moments. Random 2-SAT
lacks the respective symmetry (as the set of satisfying assignments is not generally invariant
under swapping “true” and “false”), and accordingly (2) establishes that the number of
solutions fails to superconcentrate (for more details see [20]).

1.2 The main result
The formula for the standard deviation η(d) from (2) comes in terms of a fixed point equation
on a space of probability measures. Thus, let P(R2) be the set of all (Borel) probability
measures on R2. For 0 < d < 2 and 0 ≤ t ≤ 1 we define an operator

logBP⊗
d,t :P

(
R2) → P

(
R2) , ρ 7→ ρ̂ = logBP⊗

d,t(ρ), (3)

as follows. Let

(ξρ,i)i≥1, (ξ′
ρ,i)i≥1, (ξ′′

ρ,i)i≥1, ξρ,i =
(

ξρ,i,1
ξρ,i,2

)
, ξ′

ρ,i =
(

ξ′
ρ,i,1

ξ′
ρ,i,2

)
, ξ′′

ρ,i =
(

ξ′′
ρ,i,1

ξ′′
ρ,i,2

)

be random vectors with distribution ρ, let d
dist= Po(td), d′, d′′ dist= Po((1 − t)d) and let

si, s′
i, s′′

i , ri, r′
i, r′′

i for i ≥ 1 be uniformly random on {±1}, all mutually independent. Then
ρ̂ is the distribution of the vector(∑d

i=1 si log
( 1

2
(
1 + ri tanh(ξρ,i,1/2)

))
+
∑d′

i=1 s′
i log

( 1
2
(
1 + r′

i tanh(ξ′
ρ,i,1/2)

))∑d
i=1 si log

( 1
2
(
1 + ri tanh(ξρ,i,2/2)

))
+
∑d′′

i=1 s′′
i log

( 1
2
(
1 + r′′

i tanh(ξ′′
ρ,i,2/2)

))) .

In addition, define a function B⊗
d,t : P(R2) → (0, ∞] by letting

B⊗
d,t(ρ) = E

[ 2∏
h=1

log
(

1 − 1
4(1 + r1 tanh(ξρ,1,h/2))(1 + r2 tanh(ξρ,2,h/2))

)]
. (4)

▶ Theorem 1. For any 0 < d < 2, t ∈ [0, 1], there exists a unique probability measure
ρd,t ∈ P(R2) such that

ρd,t = logBP⊗
d,t(ρd,t) and

∫
R2

∥ξ∥2
2dρd,t(ξ) < ∞. (5)

1 Formally, up to the so-called condensation threshold, which precedes the q-colourabiliy threshold by a
small additive constant, the logarithm of the number of q-colurings minus its expectation converges in
distribution to a random variable with bounded moments [12, 13, 20].
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Figure 1 Left: Numerical approximations to the function ϕ(d) from (1) (red) and the variance
η(d)2 from (7) (green). The black dashed line is the first moment bound d 7→ log(2) + d

2 log(3/4).
Right: An illustration of the tree T ⊗ from Section 2.6.

Furthermore,

lim
n→∞

log Z(Φ) − E[log Z(Φ) | Z(Φ) > 0]√
m

= Γη(d) in distribution, where (6)

η(d)2 =
∫ 1

0
B⊗

d,t(ρd,t)dt − B⊗
d,0(ρd,0) ∈ (0, ∞). (7)

The conditioning on log Z(Φ) > 0 is necessary in (6), because even for d < 2 the formula
Φ is unsatisfiable with probability Ω(n−1), in which case log Z(Φ) = −∞. Moreover, the
L2-bound from (5) ensures that the integral (7) is well-defined. Finally, (6) implies (2).

How can the formula (7) be evaluated? Because the proof of the uniqueness of the
stochastic fixed point ρd,t from (5) is based on the contraction method, a fixed point iteration
will converge rapidly. In effect, for any d, t a discrete distribution that approximates ρd,t

arbitrarily well (in Wasserstein distance) can be computed via a randomised algorithm called
population dynamics [34, Chapter 14]. Since B⊗

d,t(ρd,t) varies continously in d and t, η(d)2

can thus be approximated within any desired accuracy, see Figure 1.

2 Proof strategy

The main challenge towards the proof of Theorem 1 is to get a handle on the variance of
log Z(Φ) given satisfiability. The key idea, inspired by spin glass theory [18] but novel to
random constraint satisfaction, is to count the joint number of satisfying assignments of
two correlated random formulas. Once this is accomplished Theorem 1 will follow from the
careful application of a general martingale central limit theorem. To get acclimatised we first
revisit the method of moments, the reasons it fails on random 2-SAT and the combinatorial
interpretation of the law of large numbers (1).

2.1 The method of moments fails
The default approach to estimating the number of solutions to a random CSP is the venerable
second moment method [7]. Its thrust is to show that the second moment of the number
of solutions is of the same order as the square of the expected number of solutions. If so
then the moment computation together with small subgraph conditioning yields the precise
limiting distribution of the number of solutions [23, 42]. However, this approach works only if
the log of the number of solutions superconcentrates around the log of the expected number
of solutions.
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This necessary condition is not satisfied in random 2-SAT. In fact, a straightforward
calculation yields

1
n

logE[Z(Φ)] ∼ log 2 + d

2 log(3/4). (8)

The formula on the r.h.s. is displayed as the black dashed line in Figure 1. As can be
verified analytically, this line strictly exceeds the function ϕ(d) from (1) for any 0 < d < 2.
Consequently, (1) implies that log Z(Φ) ≤ logE[Z(Φ)] − Ω(n) w.h.p. In other words, the
expected number of solutions E[Z(Φ)] overshoots the typical number of solutions by an
exponential factor w.h.p. ; cf. the discussion in [6, 8].

2.2 Belief Propagation
Instead of the method of moments, the prescription of the physics-based work of Monasson
and Zecchina [36] is to estimate log Z(Φ) by way of the Belief Propagation (BP) message
passing algorithm. This approach was vindicated rigorously by Achlioptas et al. [5].

As we will reuse certain elements of that analysis we dwell on BP briefly. For a clause a

of a 2-CNF Φ let ∂a = ∂Φa be the set of variables that a contains. Moreover, for x ∈ ∂a

let signΦ(x, a) = sign(x, a) ∈ {±1} be the sign with which x appears in a. Analogously,
let ∂x = ∂Φx be the set of clauses in which variable x appears. BP introduces “messages”
between clauses a and the variables x ∈ ∂a. More precisely, each such clause-variable
pair a, x comes with two messages µx→a, µa→x. The messages are probability distributions
on “true” and “false”, which we represent by ±1. Thus, µx→a(±1), µa→x(±1) ≥ 0 and
µx→a(1) + µx→a(−1) = µa→x(1) + µa→x(−1) = 1.

The messages get updated iteratively by an operator

BP : (µx→a, µa→x)a,x∈∂a 7→ (µ̂x→a, µ̂a→x)a,x∈∂a = BP((µx→a, µa→x)a,x∈∂a). (9)

For a clause a with adjacent variables ∂a = {x, y} the updated messages µ̂a→x(±1) are
defined by

µ̂a→x(sign(x, a)) = 1
1 + µy→a(sign(y, a)) , µ̂a→x(−sign(x, a)) = µy→a(sign(y, a))

1 + µy→a(sign(y, a)) .

(10)

Moreover, for a variable x and a clause a ∈ ∂x we define2

µ̂x→a(s) =
∏

b∈∂x\{a} µb→x(s)∏
b∈∂x\{a} µb→x(1) +

∏
b∈∂x\{a} µb→x(−1) (s ∈ {±1}) ; (11)

The purpose of BP is to heuristically “approximate” the marginal probabilities that a random
satisfying assignment σ = σΦ of Φ will set a certain variable to a specific truth value. The
“approximation” given by the set (µx→a, µa→x)a,x∈∂a of messages reads

µx(s) =
∏

b∈∂x µb→x(s)∏
b∈∂x µb→x(1) +

∏
b∈∂x µb→x(−1) (s ∈ {±1}). (12)

The BP “ansatz” now asks that we iterate the BP operator until an (approximate) fixed
point is reached, i.e., ideally until µ̂a→x = µa→x and µ̂x→a = µx→a for all a, x. Then we
evaluate the BP marginals (12) and plug them into a generic formula called the Bethe free

2 For the sake of tidyness, if the above denominator vanishes we simply let µ̂x→a(±1) = 1
2 .
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entropy, which yields the BP “approximation” of log Z(Φ); an excellent exposition can be
found in [34]. The BP recipe provably yields the correct result if the bipartite graph induced
by the clause-variable incidences of the 2-CNF Φ is acyclic, but may be totally off otherwise.

Of course, for 1 < d < 2 the bipartite graph associated with the random formula Φ
contains cycles in abundance. Nonetheless, (1) confirms that the BP formula provides a
valid approximation to within o(n). The proof is based on two observations. First, that the
local structure of the clause-variable incidence graph can be described by a Galton-Watson
tree. Second, that the Galton-Watson tree enjoys a spatial mixing property called Gibbs
uniqueness.

Since the proof of Theorem 1 also harnesses Gibbs uniqueness, let us elaborate. To mimic
the local structure of Φ consider a multitype Galton-Watson tree T whose types are variable
nodes and clause nodes of four sub-types (s, s′) with s, s′ ∈ {±1}. The root o is a variable
node. The offspring of any variable node is a Po(d/4) number of clause nodes of each of the
four sub-types. Finally, the offspring of a clause node is a single variable node. The clause
type (s, s′) indicates that s is the sign with which the parent variable appears in the clause,
while s′ determines the sign of the child variable. Thus, the Galton-Watson tree T can be
viewed as a (possibly infinite) 2-CNF. For an integer ℓ ≥ 0 let T (2ℓ) be the finite tree/2-CNF
obtained by deleting all variables and clauses at a distance larger than 2ℓ from the root.

The tree T approximates Φ locally in the sense that for any fixed ℓ and any given variable
xi the distribution of the depth-2ℓ neighbourhood of xi in Φ converges to T (2ℓ) as n → ∞ (in
the sense of local weak convergence). Moreover, Gibbs uniqueness posits that under random
satisfying assignments of the tree-CNF T (2ℓ) the truth value σo of the root under a random
satisfying assignment σ decouples from the values σT ,y of variables y ∈ ∂2ℓo at distance
precisely 2ℓ from o for large ℓ. Formally, with S(T (2ℓ)) the set of satisfying assignments of
the 2-CNF T (2ℓ), the following is true.

▶ Proposition 2 ([5, Proposition 2.2]). We have

lim
ℓ→∞

E
[

max
τ∈S(T (2ℓ))

∣∣∣P [σo = 1 | T (2ℓ), σ∂2ℓo = τ∂2ℓo

]
− P

[
σo = 1 | T (2ℓ)

]∣∣∣] = 0. (13)

2.3 Approaching the variance
The proof of the formula (1) combines the Gibbs uniqueness property and the local convergence
to the Galton-Watson tree with a coupling argument called the “Aizenman-Sims-Starr
scheme” [5]. Unfortunately, this combination does not seem precise enough to get a handle
on the limiting distribution of log Z(Φ) by a long shot. Actually, it is anything but clear
how even the order of the standard deviation of log Z(Φ) could be derived along these lines.
One specific problem is that the rate of convergence of (13) diminishes as d approaches the
satisfiability threshold.

To tackle this challenge we devise a combinatorial interpretation of log2 Z(Φ). A key
idea, which we borrow from spin glass theory [18], is to set up a family of correlated
random formulas. Specifically, given integers M, M ′ ≥ 0 we construct a correlated pair
(Φ1(M, M ′), Φ2(M, M ′)) of formulas on the variable set Vn = {x1, . . . , xn} as follows. Let
(ai)i≥1, (a′

i)i≥1, (a′′
i )i≥1 be sequences of mutually independent uniformly random clauses on

Vn. Then

Φ1(M, M ′) = a1 ∧ · · · ∧ aM ∧ a′
1 ∧ · · · ∧ a′

M ′ , (14)
Φ2(M, M ′) = a1 ∧ · · · ∧ aM ∧ a′′

1 ∧ · · · ∧ a′′
M ′ .
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Thus, the two formulas share clauses a1, . . . , aM . Additionally, each contains another M ′

independent clauses. In particular, Φ1(m, 0), Φ2(m, 0) are identical, while Φ1(0, m), Φ2(0, m)
are independent.

Interpolating between these extreme cases offers a promising avenue for computing the
variance: given that Φ1(M, m − M) and Φ2(M, m − M) are satisfiable for all M , we can
write a telescoping sum

log Z(Φ1(m, 0)) · log Z(Φ2(m, 0)) − log Z(Φ1(0, m)) · log Z(Φ2(0, m)) (15)

=
m∑

M=1
log Z(Φ1(M, m − M)) · log Z(Φ2(M, m − M))

− log Z(Φ1(M − 1, m − M + 1)) · log Z(Φ2(M − 1, m − M + 1)).

If we could take the expectation on the l.h.s. of (15), we would precisely obtain the variance
of log Z(Φ). Moreover, each summand on the r.h.s. amounts to a “local” change of swapping
a shared clause for a pair of independent clauses. Yet we cannot just take the expectation of
(15), because some Φh(M, m − M) may be unsatisfiable. To remedy this, we will replace
log Z(Φ) by a tamer random variable with the same limiting distribution. Its construction is
based on the Unit Clause Propagation algorithm.

2.4 Unit Clause Propagation
Employed by all modern SAT solvers as a sub-routine, Unit Clause Propagation is a linear
time algorithm that tracks the implications of partial assignments. The algorithm receives as
input a 2-CNF Φ along with a set L of literals. These literals are deemed to be “true”. The
algorithm then pursues direct logical implications, thereby identifying additional “implied”
literals that need to be true so that no clause gets violated. This procedure is outlined in
Steps 1–2 of Algorithm 1; the outcome of Steps 1–2 is independent of the order in which
literals/clauses are processed.

Algorithm 1 Pessimistic Unit Clause Propagation (“PUC”).

Data: A 2-CNF Φ along with a set L of literals deemed true.
1 while there exists a clause a ≡ l ∨ ¬l′ with l′ ∈ L and l ̸∈ L do
2 add literal l to L;
3 For variables x ∈ V (Φ) such that x ∈ L or ¬x ∈ L let

σx =


1 if x ∈ L and ¬x ̸∈ L,

−1 if ¬x ∈ L and x ̸∈ L,

0 otherwise.

Let C be the set of all clauses a such that σx = 0 for all x ∈ ∂a and return L, C, σ;

Clearly, trouble brews if PUC ends up placing both a literal l and its negation ¬l into
the set L. Our “pessimistic” Unit Clause variant makes no attempt at mitigating such
contradictions. Instead, Step 3 just constructs a partial assignment where all conflicting
literals are set to a dummy value zero. Additionally, PUC identifies the set C of conflict clauses
that contain conflicted variables only.
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Now consider a 2-CNF Φ on a set of variables V (Φ). For each possible literal l ∈ {x, ¬x :
x ∈ V (Φ)} we run PUC(Φ, L = {l}). Let C(Φ, {l}) be the set of conflict clauses returned by
PUC. Obtain the pruned formula Φ̂ from Φ by removing all clauses in C(Φ) =

⋃
l C(Φ, {l}).

Then it is easy to verify the following.

▶ Fact 3. For any 2-CNF Φ the pruned 2-CNF Φ̂ is satisfiable.

Generally, the pruned formula Φ̂ could have far fewer clauses than the original formula
Φ. Accordingly, even if Φ is satisfiable the number Z(Φ̂) of satisfying assignments of Φ̂
could dramatically exceed Z(Φ). However, the following proposition shows that on a random
formula, the impact of pruning is modest.

▶ Proposition 4. With probability 1 − o(n−1/2) we have | log Z(Φ̂) − log Z(Φ)| ≤ n1/3.

2.5 Variance redux

The error bound from Proposition 4 is tight enough so that towards the proof of Theorem 1
it suffices to establish a central limit theorem for log Z(Φ̂), i.e., the log of the number of
satisfying assignments of the pruned formula. Once again the pivotal task to this end is
to compute the variance of log Z(Φ̂). Revisiting the telescoping sum (15), we obtain the
following expression. Recalling (14), we write Φ̂h(M, M ′) = ̂Φh(M, M ′) for the formula
obtained by pruning Φh(M, M ′).

▶ Lemma 5. Let

∆(M) = E

[
log
(

Z(Φ̂1(M, m − M))
Z(Φ̂1(M − 1, m − M))

)
· log

(
Z(Φ̂2(M, m − M))

Z(Φ̂2(M − 1, m − M))

)]
, (16)

∆′(M) = E

[
log
(

Z(Φ̂1(M − 1, m − M + 1))
Z(Φ̂1(M − 1, m − M))

)
· log

(
Z(Φ̂2(M − 1, m − M + 1))

Z(Φ̂2(M − 1, m − M))

)]
.

(17)

Then Var
[
log Z(Φ̂)

]
=

m∑
M=1

(∆(M) − ∆′(M)) .

Lemma 5 expresses the variance as a sum of local changes. For example, Φ1(M, m − M)
is obtained from Φ1(M − 1, m − M) by adding a single random clause, namely aM . Thus,
∆(M) equals the expected change upon addition of a single shared clause – modulo the effect
of pruning, that is.

But fortunately, on random formulas only a few clauses get pruned w.h.p. In effect,
we can express the impact of these random changes neatly in terms of random satisfying
assignments of the “small” formulas Φ̂h(M −1, m−M) that appear in (16)–(17). Specifically,
the quotients in (16)–(17) boil down to the probabilities that random satisfying assignments
of the “small” formulas survive the extra clause that gets added to obtain the 2-CNFs in the
respective numerators. Thus, with σ = (σy)y∈Vn denoting a random satisfying assignment
of Φ̂h(M − 1, m − M), we obtain the following.
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▶ Proposition 6. Let 1 ≤ M ≤ m. W.h.p. we have

Z(Φ̂h(M, m − M))
Z(Φ̂h(M − 1, m − M))

=

1 −
∏

y∈∂aM

P
[
σy ̸= sign(y, aM ) | Φ̂h(M − 1, m − M), aM

]
+ o(1) (h = 1, 2),

Z(Φ̂1(M − 1, m − M + 1))
Z(Φ̂1(M − 1, m − M))

=

1 −
∏

y∈∂a′
m−M+1

P
[
σy ̸= sign(y, a′

m−M+1) | Φ̂1(M − 1, m − M), a′
m−M+1

]
+ o(1),

Z(Φ̂2(M − 1, m − M + 1))
Z(Φ̂2(M − 1, m − M))

=

1 −
∏

y∈∂a′′
m−M+1

P
[
σy ̸= sign(y, a′′

m−M+1) | Φ̂2(M − 1, m − M), a′
m−M+1

]
+ o(1).

2.6 Local convergence in probability

To evaluate the expressions from Proposition 6 we need to get a grip on the joint distribution
of the truth values of y under random satisfying assignments of the two correlated formulas
Φ̂h(M − 1, m − M). To this end we will devise a Galton-Watson tree T ⊗ that mimics
the joint distribution of the local structure of (Φ̂1(M − 1, m − M), Φ̂2(M − 1, m − M)).
Subsequently, we will establish Gibbs uniqueness for this Galton-Watson tree to compute
the expressions from Proposition 6.

The Galton-Watson tree T from Section 2.2 that describes the local topology of the
“plain” random formula Φ had one type of variable nodes and four types (±1, ±1) of clause
nodes. To approach the correlated pair (Φ̂1(M, m − M − 1), Φ̂2(M, m − M − 1)) we need a
Galton-Watson process with three types of variable nodes and a full dozen types of clause
nodes. Specifically, there are shared, 1-distinct and 2-distinct variable nodes. The root o of
T ⊗ is a shared variable node. The clause node types are (s, s′)-shared, (s, s′) 1-distinct and
(s, s′) 2-distinct for s, s′ ∈ {±1}.

In addition to d ∈ (0, 2) the offspring distributions of T ⊗ = T ⊗
d,t involve a second

parameter t ∈ [0, 1]:
A shared variable spawns Po(dt/4) shared clauses of type (s, s′) as well as Po(d(1 − t)/4)
1-distinct clauses of type (s, s′) and Po(d(1 − t)/4) 2-distinct clauses of type (s, s′) for
any s, s′ ∈ {±1}.
An h-distinct variable begets Po(d/4) h-distinct clauses of type (s, s′) for any s, s′ ∈ {±1}
(h = 1, 2).
A shared clause has precisely one shared variable as its offspring.
An h-distinct clause spawns a single h-distinct variable (h = 1, 2).

Figure 1 provides an illustration of the tree T ⊗. Shared variables/clauses are indicated in
red, 1-distinct variables/clauses in green and 2-distinct ones in blue.

From T ⊗ we extract a pair (T 1, T 2) of correlated random trees. Specifically, T h is
obtained from T ⊗ by deleting all (3 − h)-distinct variables and clauses. Hence, the parameter
t determines how “similar” T 1, T 2 are. Specifically, if t = 1 then no {1, 2}-distinct clauses
exist and thus T 1, T 2 are identical. By contrast, if t = 0 then T 1, T 2 are independent copies
of the tree T from Section 2.2.
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For an integer ℓ ≥ 0 obtain T ⊗, (2ℓ), T
(2ℓ)
1 , T

(2ℓ)
2 from T ⊗, T 1, T 2 by omitting all nodes

at a distance greater than 2ℓ from the root o. As in Section 2.2, we can interpret these
trees as 2-CNFs, with the type (s, s′) of a clause indicating the signs of its parent and child
variables. We say that two possible outcomes T, T ′ of T ⊗,(2ℓ) are isomorphic if there is a
tree isomorphism that preserves the root o as well as all types.

Further, a variable x ∈ Vn is called a 2ℓ-instance of T in (Φ̂1(M, M ′), Φ̂2(M, M ′)) if
there exist isomorphisms ιh of the 2-CNFs Th obtained from T by deleting all (3 − h)-distinct
variables/clauses to the depth-2ℓ neighbourhoods ∂≤2ℓ

Φ̂h(M,M ′)x of x in Φ̂h(M, M ′) such that
the root gets mapped to x, i.e., ι1(o) = ι2(o) = x,
for any shared variable y of T1, T2 the image variables coincide, i.e., ι1(y) = ι2(y),
for any shared clauses a of T1, T2 the image ι1(a) = ι2(a) ∈ {a1, . . . , aM } is a shared
clause,
for any 1-distinct clause a whose parent in T1 is a shared variable, ι1(a) ∈ {a′

1, . . . , a′
M ′},

and
for any 2-distinct clause a whose parent in T2 is a shared variable, ι1(a) ∈ {a′′

1 , . . . , a′′
M ′}.

Let N (2ℓ)(T, (Φ1(M, M ′), Φ2(M, M ′))) be the number of 2ℓ-instances of T in (Φ1(M, M ′),
Φ2(M, M ′)). The following proposition confirms that T ⊗ models the local structure of
(Φ̂1(M, M ′), Φ̂2(M, M ′)) faithfully.

▶ Proposition 7. Let ℓ > 0 be a fixed integer, let t ∈ [0, 1] and suppose that M ∼ tdn/2
and M ′ ∼ (1 − t)dn/2. Then w.h.p. for all possible outcomes T of T ⊗,(2ℓ) we have
N (2ℓ)(T, (Φ̂1(M, M ′), Φ̂2(M, M ′))) ∼ nP

[
T ⊗, (2ℓ) ∼= T

]
.

2.7 Correlated Belief Propagation
Now that we have a branching process description of our pair of correlated formulas the next
step is to run BP on the random trees (T 1, T 2) to find the joint distribution of the truth
values σ

T
(2ℓ)
1 ,o

, σ
T

(2ℓ)
2 ,o

assigned to the root. Hence, let

µ(2ℓ) =
(
P
[
σ

T
(2ℓ)
1 ,o

= 1 | T ⊗
]

,P
[
σ

T
(2ℓ)
2 ,o

= 1 | T ⊗
])

∈ (0, 1)2. (18)

Since BP is exact on trees, we could calculate these marginals by iterating (9)–(11) for
2ℓ steps, starting from all-uniform messages. But our objective is not merely to calculate the
marginals of a specific pair of trees, but the distribution of the vector (18) for a random T ⊗.
Fortunately, due to the Markovian nature of the Galton-Watson tree T ⊗, the bottom-up BP
computation on a random tree can be expressed by a fixed point iteration on the space of
probability distributions on R2. The appropriate operator is the logBP⊗

d,t-operator from (3).
To be precise, that operator expresses the updates of the log-likelihood ratios of the BP
messages from (10)–(11). Thus, let

t : (z1, z2) ∈ R2 7→ ((1 + tanh(z1/2))/2, (1 + tanh(z2/2))/2) ∈ (0, 1)2

be the function that maps log-likelihood ratios back to probabilities. Furthermore, for a
probability measure ρ ∈ P(R2) let t(ρ) be the pushforward probability measure on (0, 1)2.3

▶ Proposition 8. Let ρ
(0)
d,t ∈ P(R2) be the atom at the origin and let ρ

(ℓ)
d,t = logBP⊗

d,t(ρ
(ℓ−1)
d,t ).

Then µ(2ℓ) has distribution t(ρ(ℓ)
d,t).

3 That is, for a measurable A ⊆ (0, 1)2 we have t(ρ)(A) = ρ(t−1(A)).
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Figure 2 The distributions t(ρd,t) for d = 1.9 and t = 0.1, 0.5, 0.9.

We employ the contraction method to show that the sequence (ρ(ℓ)
d,t)ℓ≥1 of measures converges.

▶ Proposition 9. There exists a unique ρd,t ∈ P(R2) that satisfies (5) and limℓ→∞ ρ
(ℓ)
d,t = ρd,t

weakly.

Furthermore, the Gibbs uniqueness property (13) extends to T 1 and T 2.

▶ Corollary 10. For all t ∈ [0, 1] and h = 1, 2 we have

E

[
max

τ∈S(T
(2ℓ)
h

)

∣∣∣P [σT
(2ℓ)
h

,o
= 1 | T ⊗, σ

T
(2ℓ)
h

,∂2ℓo
= τ∂2ℓo

]
− P

[
σ

T
(2ℓ)
h

,o
= 1 | T ⊗

]∣∣∣] → 0,

(19)

as ℓ → +∞.

Combining Propositions 8 and 9 and Corollary 10, we are now in a position to pinpoint
the joint marginals of Φ̂1(M, M ′), Φ̂2(M, M ′). Formally, let

πΦ̂1(M,M ′),Φ̂2(M,M ′) =

1
n

n∑
i=1

δ(P[σΦ̂1(M,M′),xi
=1|Φ̂1(M,M ′)],P[σΦ̂2(M,M′),xi

=1|Φ̂2(M,M ′)]) ∈ P([0, 1]2)

be the empiricial distribution of the joint marginals of Φ̂1(M, M ′) and Φ̂2(M, M ′), which
we need to know to evaluate the expressions from Proposition 6. Furthermore, denote by
W1( · , · ) the Wasserstein L1-distance of two probability measures on [0, 1]2.

▶ Corollary 11. For any t ∈ [0, 1] and any M ∼ tnd/2, M ′ ∼ (1 − t)dn/2 we have

E
[
W1

(
πΦ̂1(M,M ′),Φ̂2(M,M ′), t(ρd,t)

)]
= o(1).

Finally, combining Proposition 6 with Corollary 11, we obtain the variance of log Z(Φ̂).

▶ Corollary 12. With η(d)2 from (7) we have η(d) > 0 and Var log Z(Φ̂) ∼ mη2
d.

Because the proof of Proposition 9 is based on a contraction argument, for any d, t the
distribution ρd,t can be approximated effectively within any given accuracy via a fixed point
iteration. Figure 2 displays approximations to t(ρd,t) for different values of t and shows
how correlations between the two coordinates of the random vector increase with t (brighter
diagonal).
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39:12 The Number of Random 2-SAT Solutions Is Asymptotically Log-Normal

2.8 The central limit theorem
With the variance computation done, we have now overcome the greatest hurdle en route to
Theorem 1. Indeed, to obtain the desired asymptotic normality we just need to combine the
techniques from the variance computation with a generic martingale central limit theorem.

To this end we set up a filtration (Fn,M )0≤M≤mn
by letting Fn,M be the σ-algebra gener-

ated by a1, . . . , aM . Hence, conditioning on Fn,M amounts to conditioning on a1, . . . , aM ,
while averaging on the remaining clauses aM+1, . . . , am. The conditional expectations

Zn,M = m−1/2E
[
log Z(Φ̂) | Fn,M

]
(20)

then form a Doob martingale. Let Xn,M = Zn,M − Zn,M−1 be the martingale differences.

▶ Proposition 13. For all 0 < d < 2 the martingale (20) satisfies

lim
n→∞

E
[

max
1≤M≤m

|Xn,M |
]

= 0 and lim
n→∞

E

∣∣∣∣∣η(d)2 −
m∑

M=1
X2

n,M

∣∣∣∣∣ = 0. (21)

Thanks to pruning, the first condition from (21) is easily checked. Furthermore, the
steps that we pursued towards the proof of Corollary 12, i.e., the variance calculation, also
imply the second condition without further ado. Finally, as (21) demonstrates that the
marginal differences are small and that the variance process converges to a deterministic
limit, Theorem 1 follows the general martingale central limit theorem from [27].

3 Discussion

The hunt for satisfiability thresholds of random constraint satisfaction problems was launched
by the experimental work of Cheeseman, Kanefsky and Taylor [17]. The 2-SAT threshold was
the first one to be caught [19, 31]. Subsequent successes include the 1-in-k-SAT threshold [3]
and the k-XORSAT threshold [26, 40]. Furthermore, Friedgut [29] proved the existence
of non-uniform (i.e., n-dependent) satisfiability thresholds in considerable generality. The
plot thickened when physicists employed a compelling but non-rigorous technique called
the cavity method to “predict” the exact satisfiability thresholds of many further problems,
including the k-SAT problem for k ≥ 3 [35]. A line of rigorous work [6, 8, 22] culminated in
the verification of this physics prediction for large k [24].

Even though the satisfiability threshold of random 2-SAT was determined already in
the 1990s, the problem continued to receive considerable attention. For example, Bollobás,
Borgs, Chayes, Kim and Wilson [14] investigated the scaling window around the satisfiability
threshold, a point on which a recent contribution by Dovgal, de Panafieu and Ravelomanana
elaborates [25]. Abbe and Montanari [2] made the first substantial step towards the study
of the number of satisfying assignments that 1

n log Z(Φ) converges in probability to a
deterministic limit φ(d) for Lebesgue-almost all d ∈ (0, 2). However, their techniques do not
reveal the value φ(d). Moreover, Montanari and Shah [37] obtain a “law-of-large-numbers”
estimate of the number of assignments that violate all but o(n) clauses for d < 1.16. Finally,
the aforementioned article of Achlioptas et al. [5] verifies the prediction from [36] as to the
number of satisfying assignments for all d < 2. The main result of the present paper refines
these results considerably by establishing a central limit theorem.

For random k-CNFs with k ≥ 3 an upper bound on the number of satisfying assignments
can be obtained via the interpolation method from mathematical physics [39]. This bound
matches the predictions of the cavity method [34]. However, no matching lower bound is
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currently known. The precise physics prediction called the “replica symmetric solution” has
only been verified for “soft” versions of random k-SAT where unsatisfied clauses are penalised
but not strictly forbidden, and for clause-to-variable ratios well below the satisfiability
threshold [37, 38, 44].

Random CSPs such as random k-XORSAT or random k-NAESAT that exhibit stronger
symmetry properties than random k-SAT tend to be amenable to the method of moments
[6].4 Therefore, more is known about their number of solutions. For example, due to
the inherent connection to linear algebra, the number of satisfying assignments of random
k-XORSAT formulas is known to concentrate on a single value right up to the satisfiability
threshold [11, 26, 40]. Furthermore, in random k-NAESAT, random graph colouring and
several related problems, the logarithm of the number of solutions superconcentrates, i.e.,
has only bounded fluctuations for constraint densities up to the so-called condensation
threshold, a phase transition that shortly precedes the satisfiability threshold [12, 20, 41].
The same is true of random k-SAT instances with regular literal degrees [23]. A further
example is the symmetric perceptron [1], where the number of solutions superconcentrates
but the limiting distribution is a log-normal with bounded variance. Going beyond the
condensation transition, Sly, Sun and Zhang [43] proved that the number of satisfying
assignments of random regular k-NAESAT formulas matches the “1-step replica symmetry
breaking” prediction from physics.

Apart from the superconcentration results for symmetric problems from [12, 23, 20, 41],
the limiting distribution of the logarithm of the number of solutions has not been known in
any random constraint satisfaction problem. In particular, Theorem 1 is the first central
limit theorem for this quantity in any random CSP. We expect that the technique developed
in the present work, particularly the use of two correlated random instances in combination
with spatial mixing, can be extended to other problems. The present use of correlated
instances is inspired by the work of Chen, Dey and Panchenko [18] on the p-spin model from
mathematical physics, a generalisation of the famous Sherrington-Kirkpatrick model. That
said, on a technical level the present use of correlated instances is quite different from the
approach from [18]. Specifically, while here we construct correlated 2-CNFs that share a
specific fraction of their clauses and employ a martingale central limit theorem, Chen, Dey
and Panchenko combine a continuous interpolation of two mixed p-spin Hamiltonians with
Stein’s method.

A further line of work deals with central limit theorems for random optimisation problems.
Cao [16] provided a general framework based on the “objective method” [9]. Unfortunately,
the conditions of Cao’s theorem tend to be unwieldy for Max Csp problems with hard
constraints. Recent work of Kreačič [32] and Glasgow, Kwan, Sah, Sawhney [30] on the
matching number therefore instead resorts to the use of stochastic differential equations. A
promising question for future work might be whether the present method of considering
correlated instances might extend to random optimisation problems.
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Abstract
Privately counting distinct elements in a stream is a fundamental data analysis problem with many
applications in machine learning. In the turnstile model, Jain et al. [NeurIPS2023] initiated the study
of this problem parameterized by the maximum flippancy of any element, i.e., the number of times
that the count of an element changes from 0 to above 0 or vice versa. They give an item-level (ϵ, δ)-
differentially private algorithm whose additive error is tight with respect to that parameterization.
In this work, we show that a very simple algorithm based on the sparse vector technique achieves
a tight additive error for item-level (ϵ, δ)-differential privacy and item-level ϵ-differential privacy
with regards to a different parameterization, namely the sum of all flippancies. Our second result
is a bound which shows that for a large class of algorithms, including all existing differentially
private algorithms for this problem, the lower bound from item-level differential privacy extends to
event-level differential privacy. This partially answers an open question by Jain et al. [NeurIPS2023].
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1 Introduction

Counting distinct elements in a stream is a fundamental data analysis problem that is
widely studied [12, 13, 17, 18, 20] and has many applications [1, 10, 19, 2, 21, 5], including
network analysis [21] and detection of denial of service attacks [1, 5]. If the data includes
sensitive information, the essential challenge is to give accurate answers while providing
privacy guarantees to the data owners. Differential privacy is the de-facto standard in private
data analysis and is widely employed both in research and in industry. In the insertions-only
model, the problem of counting distinct elements while preserving differential privacy is
well-studied [3, 9, 14].

Recent work by Jain, Kalemaj, Raskhodnikova, Sivakumar, and Smith [16] (which was
concurrent with an earlier version of the results presented in this paper, see [15, Section
5]) initiated the study of this problem in the more general turnstile model. They give
an algorithm which is item-level, (ϵ, δ)-differentially private and analyze the additive error
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parameterized in the maximum flippancy of any element, i.e., the number of times that the
count of an element changes from 0 to above 0 or vice versa. They also give lower bounds
which show that the additive error of the algorithm is tight for item-level differential privacy
(up to log factors) with respect to their parameterization. There is still a gap for event-level
differential privacy, which is posed as an open question. The algorithm is based on several
instantiations of the binary tree mechanism.

In this paper we show that a simple algorithm based on the sparse vector technique
achieves a tight additive error (up to log factors) for item-level (ϵ, δ)-differential privacy
and item-level ϵ-differential privacy, with regards to a different parameterization, namely
the total flippancy, i.e., the sum of the flippancies of all elements. The additive error
depends polynomially on the total flippancy with a smaller exponent than the exponent
of the maximum flippancy in the additive error in [16]. Thus, if there are few elements in
total, or few elements which change their count from 0 to above 0 or vice versa, then our
algorithm achieves a better additive error. Additionally, we give is a reduction which shows
that for a large class of algorithms, including all existing differentially private algorithms
for this problem, the lower bound from item-level differential privacy extends to event-level
differential privacy. This is a step towards answering the open question posed in [16].

1.1 Problem Definition
More formally, we assume there are d different items, and our goal is to maintain a multiset
of them and to determine at each time step how many of them are currently at least once in
the multiset, i.e., the number of distinct elements in the multiset. The update operations are
modeled as follows: The input at every time step is a d-dimensional vector xt ∈ {−1, 0, 1}d,
such that xt

i = 1 if element i gets inserted at time t, xt
i = −1 if element i gets deleted at

time t, and xt
i = 0 otherwise. Note that this means that we allow multiple non-zero entries

in xt, corresponding to multiple updates at every time step. However, the lower bound also
extends to the case where we assume that at most one element may be inserted or deleted at
any time step, i.e., ||xt||1 ≤ 1, which we call singleton update streams. At every time step t,
we want to output the number of distinct elements in the multiset. By our definition of the
input stream, an element i is present at time t if and only if

∑
t′≤t xt′

i > 0.

▶ Definition 1 (CountDistinct). Let x1, x2, . . . , xT be an input stream with xt ∈ {−1, 0, 1}d

for all t ∈ [1, T ]. We define CountDistinct(x)t =
∑d

i=1 1(
∑

t′≤t xt′

i > 0), where 1(E) is
the indicator function that is 1 if E is true and 0 otherwise. Then, the CountDistinct
problem is to output CountDistinct(x)t at all time steps t. The error of CountDistinct
is defined to be the maximum additive error over all time steps.

In this paper, we consider two privacy notions: event-level differential privacy, and item-level
differential privacy. They differ in their definition of neighboring input streams. Two input
streams x and y are event-level neighboring, if there exists a time step t∗ and an item i∗ ∈ [1, d]
such that we have xt

i = yt
i for all (i, t) ̸= (i∗, t∗). That is, two event-level neighboring streams

may differ in at most one item in at most one update operation. Two input streams x and y

are item-level neighboring, if there exists an item i∗ ∈ [1, d] such that xt
i = yt

i for all t and
for all i ∈ [1, d] \ {i∗}. That is, two item-level neighboring streams may differ in all update
operations related to one item.

Finally, we consider two models regarding the input stream. In the general model the
counts for any item at any time step t is given by

∑
t′≤t xt′

i , which can be any integer in [−t, t]
and we only care about whether

∑
t′≤t xt′

i is larger than zero or not. In the “likes”-model1

1 The name was chosen as it models the count of “likes” on a social media website, as motivated by [16].
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for every item i at any time step t, it must hold that
∑

t′≤t xt′

i ∈ {0, 1}, i.e., the multiset is a
set. Said differently, an item can only be inserted if it is absent in the set and it can only be
deleted when it is present.

1.2 Summary of Results
In this paper, we give new upper and lower bounds for item-level differential privacy,
parameterized in the total flippancy K, which is defined as the total number of times any
item switches from a non-zero count to a zero count, or vice versa. In detail, let f t(xi) =
1(
∑

t′≤t xt′

i > 0). The total flippancy is formally defined as K =
∑d

i=1
∑T

t=2 1(f t(xi) ̸=
f t−1(xi)). Note that in the “likes”-model, the total flippancy is equal to the total number of
updates. As CountDistinct(x)t =

∑d
i=1 f t(xi), it follows that K is an upper bound on

the number of changes in CountDistinct(x) over time.

Upper Bounds

As our first main result, we give algorithms solving CountDistinct while providing item-
level differential privacy, which work in the general model (thus also in the “likes”-model).
In the following, we state the exact bounds for given K. If K is not given to the algorithm,
the error bounds worsen by at most a ln2 K factor.

▶ Theorem 2. Let d be a non-zero integer, β > 0, K be a known upper bound on the total
flippancy, and let T be a known upper bound on the number of time steps. Then there exists
1. an item-level ϵ-differentially private algorithm for CountDistinct in the general model

with additive error O(min(d, K,
√

ϵ−1K ln(T/β), ϵ−1T log(T/β)) with probability at least
1 − β at all time steps simultaneously, for any ϵ > 0 and β ∈ (0, 1);

2. an item-level (ϵ, δ)-differentially private algorithm for CountDistinct in the general
model with additive error O(min(d, K,

(
ϵ−2K ln(1/δ) ln2(T/β)

)1/3
, ϵ−1

√
T ln(1/δ) log(T/β))

with probability at least 1−β at all time steps simultaneously, for any δ ∈ (0, 1), ϵ ∈ (0, 1),
and β ∈ (0, 1).

As our lower bounds (discussed below) show, our bounds for ϵ-differential privacy are tight,
if K is known and K ≤ T . If K > T , we incur at most an extra ln T factor, and if K is not
known, we incur extra ln K factors (see Section 6). For (ϵ, δ)-differential privacy, the upper
bounds are tight up to ln T , ln K and ln(1/δ) factors.

Lower bounds

We complement our upper bounds by almost tight lower bounds on the additive error which
hold for any item-level differentially private algorithm in the “likes”-model. As this is the
“more restricted” of the two models, the lower bounds also carry over to the general model.
For ϵ-differential privacy, our lower bound follows from a packing argument.

▶ Theorem 3 (Simplified version of Theorem 16). For any L ≤ T , there exists an in-
put stream x of d-dimensional vectors from {−1, 0, 1}d, which is valid in the “likes”-
model, with length T and flippancy K = Θ(L), such that any item-level, ϵ-differentially
private algorithm for CountDistinct must with constant probability have an error at least
Ω(min(d, K,

√
ϵ−1K max(ln(T/K), 1))).

The lower bound above also holds for singleton updates. When multiple updates are
allowed, then K could potentially be larger than T . In that case, Theorem 16 in Sec-
tion 5 shows that for any T ≤ L ≤ dT , there exists a stream with flippancy K = Ω(T ),
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Table 1 Comparison of our results (in blue) and the results in [16] for the different models.
K denotes the total flippancy and w denotes the maximum flippancy of an input stream x. For
simplicity of exposition, we consider singleton insertions and omit factors polynomial in ln T , ln(1/δ),
and ϵ−1. The bounds marked with ∗ hold for output dependent algorithms (see the discussion before
Theorem 5 for details). The bounds in the last line follow from a simple application of a continual
counting algorithm on the difference sequence.

Item-level ϵ-dp Item-level (ϵ, δ)-dp Event-level ϵ-dp Event-level (ϵ, δ)-dp

general model O(min(
√

w, T 1/3)) O(min(
√

w, T 1/3))
[16] Ω(min(w,

√
T )) Ω(min(

√
w, T 1/3) Ω(min(

√
w, T 1/4))

“likes”-model O(min(
√

w, T 1/3)) O(min(
√

w, T 1/3))
[16] Ω(min(w,

√
T )) Ω(min(

√
w, T 1/3))

general model O(
√

K) O(K1/3) O(
√

K) O(K1/3)
this work Ω(

√
K) Ω(K1/3) Ω(min(w,

√
K))∗ Ω(min(

√
w, K1/3))∗

“likes”-model O(
√

K) O(K1/3) O(
√

K) O(K1/3)
this work Ω(

√
K) Ω(K1/3)

“likes”-model O(1) O(1)

K = O(L), such that any item-level, ϵ-differentially private algorithm to the Count-
Distinct problem must have error at least Ω(min(d, ϵ−1T,

√
ϵ−1L max(ln(T/L), 1))) =

Ω(min(d, ϵ−1T,
√

ϵ−1K max(ln(T/K), 1))) with constant probability. For (ϵ, δ)-differential
privacy, we can use a similar strategy as in [16] to get the following bounds:

▶ Theorem 4 (Simplified version of Theorem 19). Let ϵ, δ ∈ (0, 1]. Let K, T be sufficiently large
parameters. There exists a dimension d ∈ N and an input stream x of d-dimensional vectors
from {−1, 0, 1}d of length T with flippancy at most K which is valid in the “likes”-model,
such that any item-level, (ϵ, δ)-differentially private algorithm for CountDistinct must
have error at least Ω

(
ϵ−1 · min

( √
T

log T , (Kϵ)1/3

log(Kϵ)

))
with constant probability.

Note that this lower bound holds for the case where multiple insertions are allowed in every
time step. In Theorem 19 we also give a lower bound of Ω

(
K1/3

ϵ log K

)
for singleton-updates.

Time and Space Complexity

Our main algorithm (achieving the O(
√

ϵ−1K ln T ) error bound for ϵ-differential privacy and
O
(
(K ln(1/δ) ln2 T )1/3/ϵ2/3) error bound for (ϵ, δ)-differential privacy) can be implemented

using constant time per update, assuming that drawing from a Laplace distribution takes
constant time. Specifically, the total running time is O(#updates + SKtLap), where tLap
is the time to draw one Laplace random variable, SK = O(

√
Kϵ/ ln T + 1) for ϵ-dp, and

SK = O

((
Kϵ√

ln(1/δ) ln(T/β)

)2/3
)

for (ϵ, δ)-dp. The algorithm uses O(d) words of space. The

only information our algorithm needs to store are the true counts for each item, plus a
constant number of words of extra information. This holds even for the case where K is
unknown, since we sequentially run our known K algorithm with increasing guesses for K.

Comparison to the recent work by Jain, Kalemaj, Raskhodnikova, Sivakumar, and
Smith [16]

In recent work, [16] considered the CountDistinct problem with a similar, but different
parameterization. In [16], they parameterize the additive error in the maximum flippancy, i.e.,
they parameterize on wx = maxi∈[d](

∑T
t=2 1(f t(xi) ̸= f t−1(xi)). Recall that K denotes the
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total flippancy of a stream x and note that wx ≤ K ≤ d · wx. [16] consider only streams with
singleton updates and give algorithms for item-level, (ϵ, δ)-differential privacy in the general

model, with an error bound of Õ

(
min

(
(√wx log T + log3 T ) ·

√
log(1/δ)

ϵ , (T log(1/δ))1/3

ϵ2/3 , T

))
2.

In comparison, our bounds in this setting are Õ
(

min
(

(K ln(1/δ) ln2 T )1/3

ϵ2/3

)
, K
)

. Note that
K ≤ T for singleton updates, and thus, our upper bounds recover their second and third
bound up to a ln2/3 T factor. Furthermore, ignoring polynomial factors in log T , log(1/δ)
and ϵ−1, their bound is O(√wx) while ours is O(K1/3). Thus, if (roughly) K < w

3/2
x ,

our algorithm outperforms theirs. Specifically, if d ≤ √
wx or if there are only few items

with high flippancy, we expect our algorithm to do better. In cases where the flippancy
is well-distributed, i.e., many items have a similar flippancy, and d ≥ √

wx, we expect the
algorithm in [16] to perform better.

In terms of space and time complexity, their algorithm, like ours, needs to maintain a
count for each element. Thus, the space in terms of words is Ω(d). On top of that, they run a
variant of the binary tree mechanism, which depending on the implementation, uses Ω(log T )
space. In their final solution, they actually run log T copies of the binary tree mechanism in
parallel, bringing their space consumption to O(d + log2 T ) words. Thus, the space of our
algorithm is an additive log2 T term better, which can be crucial for large streams. In terms
of time complexity, each of the binary tree mechanism needs to draw Ω(T log T ) independent
Laplace noises, thus their time complexity is at least Ω(T log2 TtLap), where tLap is the time
it takes to draw a Laplace noise. Also here, our algorithm is more efficient.

In terms of lower bounds, for item-level, ϵ-differential privacy in the “likes”-model, [16]
give a lower bound of Ω(min(ϵ−1w,

√
ϵ−1T , T )) for streams of maximum flippancy at most

w. For (ϵ, δ)-differential privacy, they give a lower bound of Ω̃(min(ϵ−1√
w, ϵ−2/3T 1/3, T ))

for item-level privacy in the “likes”-model, and Ω̃(min(ϵ−1√
w, ϵ−3/4T 1/4, T )) for event-level

privacy in the general model, for streams of maximum flippancy at most w. Their upper
bounds in the item-level setting match their lower bounds up to factors polynomial in log T

and log(1/δ). For event-level in the general model, there is a gap for
√

T ≤ w ≤ T 2/3, and
closing this gap was posed as an explicit open question in [16]. As our second main result,
we make a step towards closing this gap, which we explain below.

Reduction from item-level, “likes”-model to output-dependent event-level, general
model

All upper bounds mentioned so far hold for item-level differential privacy. As our upper
bounds hold in the general model and our lower bounds hold in the “likes”-model, we can
conclude that for item-level privacy, the “likes”-model and the general model are roughly
equally hard. [16] arrived at this conclusion as well, albeit with a different parameterization.

However, for event-level differential privacy, the picture is different: for the “likes”-model,
a very simple algorithm gives an error of O(ϵ−1polylog(T )) with constant probability. To
see this, define the difference sequence for the CountDistinct problem as difft(x) =
CountDistinct(x)t −CountDistinct(x)t−1 for t > 1. As can be easily seen, (difft(x))t>1
and (difft(y))t>1 differ by at most 1 in at most one time step t for any event-level neighboring
streams x and y in the “likes”-model. Thus, applying a standard continual counting algorithm
gives the claimed error, as shown for “well-behaved” difference sequences in general in [11].

2 For simplicity of exposition, we use Õ(X) to denote O(X · polylog(X))
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For event-level differential privacy and the general model however, the best known
algorithms are the algorithms for item-level differential privacy in this paper and [16]. [16]
also present lower bounds for event-level differential privacy in the general model which,
however, leave a gap for certain parameter settings. Closing that gap was explicitly posed
as an open question in [16]. We make a step towards closing that gap, by noting that all
existing differentially private algorithms for the CountDistinct problem in any model share
the following property: If CountDistinct(x) = CountDistinct(y) for any two input
streams x and y, then the output distributions of the algorithms are equal. That is, any two
streams which produce the same true output, will have the same output distributions. We
call such algorithms output-determined. We show that if we only consider output-determined
algorithms for CountDistinct, then achieving event-level differential privacy in the general
model is just as hard as item-level differential privacy for the “likes”-model. Thus our above
lower bounds also apply to such algorithms. In particular, this shows that if one were trying
to close the gap for event-level differential privacy in the general model, one needs to find an
algorithm which does not only depend on the true answers to CountDistinct.

▶ Theorem 5 (Simplified version of Theorem 15). Let ϵ > 0 and δ ≥ 0. Let A1 be an
event-level, (ϵ, δ)-differentially private, output-determined algorithm for CountDistinct
that works in the general model and has error at most α for streams of length T + 1 with
probability 1−β. Then there exists an item-level, (2ϵ, (1+eϵ)δ)-differentially private algorithm
A2 for CountDistinct that works in the “likes”-model, and has error at most α for streams
of length T with probability 1 − β.

Generalizations & Applications

While our algorithms are (nearly) tight for the CountDistinct problem, they are not
tailored specifically to the problem and work in a more general setting as well. In particular,
recall that CountDistinct(x)t =

∑d
i=1 f t(xi), where f t(xi) = 1(

∑
t′≤t xt′

i > 0). Now
consider any real-valued function Q on input streams x1, x2, . . . , with xi ∈ {−1, 0, 1}. We
use Qt(x) to denote Q(x1, . . . , xt). Our algorithm works for any such function Q such that
the following two conditions are fulfilled: (1) for any x and y which are neighboring, we
have |Qt(x) − Qt(y)| ≤ 1 for all time steps t, and (2)

∑T
t=1 |Qt(x) − Qt−1(x)| ≤ K.

▶ Theorem 6. Let Q be a function satisfying properties (1) and (2). Then there exists
1. an item-level ϵ-differentially private algorithm for computing Q with additive error

O(min(K,
√

ϵ−1K ln(T/β))), ϵ−1T log(T/β))

at all time steps with probability at least 1 − β, for any ϵ > 0;
2. an item-level (ϵ, δ)-differentially private algorithm for computing Q with additive error

O(min(K, (ϵ−2K ln(1/δ) ln2(T/β))1/3, ϵ−1
√

T ln(1/δ) log(T/β)))

at all time steps with probability at least 1 − β, for any ϵ > 0, δ ∈ (0, 1);
The extension to unknown K also holds, with extra ln K factors as earlier. Thus, for
a continuous function Q which has maximum sensitivity 1 over all time steps, we get
a bound parameterized in the sum of all differences, i.e., the L1-norm of the difference
sequence. While our results hold in the turnstile model and the additive error is parameterized
by the total flippancy, [11] gave an ϵ-differentially private mechanism with additive error
O(Γ log3/2 log(T/β)) in the insertions-only or deletions-only setting, where Γ is the continuous
global sensitivity which is the L1-norm of the difference sequence of two neighboring inputs.
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We can apply our algorithm to the problem considered in Fichtenberger et al. [11] of
continuously counting high degree nodes under differential privacy, which counts the number
of nodes with degree at least τ , where τ is given and public. For user-level, edge-differential
privacy (i.e., neighboring streams may differ in all updates of the same edge), they give a
lower bound of Ω(n). Our algorithm gives new parameterized bounds for this problem: In
particular, choosing Qt(x) = # of high degree nodes

2 , Theorem 6 gives an error bound of roughly
O(

√
K), under ϵ-differential privacy, and roughly O(K1/3) under (ϵ, δ)-differential privacy,

where we ignore an O(ϵ−1 ln T ln(1/δ) ln K) factor. Note that K can be as large as T , but
for many applications, it could be much smaller: for example, in social networks, it has been
shown that the degree distribution follows a power-law distribution, which implies that the
set of high-degree nodes only changes infrequently. K does not to be given to the algorithm.

1.3 Algorithm Overview
The main idea of our algorithm is to use the sparse vector technique first introduced by
Dwork, Naor, Reingold, Rothblum, and Vadhan [7] (the form we use it in can be found in
Dwork and Roth [8]) on carefully chosen queries and with carefully chosen thresholds. The
sparse vector technique can be described as follows: It is given a data set x, a sequence of
q queries, a threshold Thresh, and a stopping parameter S. It will process these queries
sequentially, and for each of them answer “yes” or “no” depending on whether or not q(x) is
approximately (up to an additive error α) above the threshold. It stops after it has answered
“yes” S times. Dwork and Roth [8] show that it is possible to design an ϵ-differentially private
algorithm achieving the above with α = O(ϵ−1S log(q/β)) with probability 1 − β, and an
(ϵ, δ)-differentially private algorithm with α = O(ϵ−1

√
S log(1/δ) log(q/β)) with probability

1 − β. In the following discussion, we ignore ϵ−1, log(1/δ), log q and log(1/β) factors.
Our main idea is to note that the total flippancy K can be seen as an upper bound on the

total change in the output, i.e., the sum of the absolute differences in the output in every time
step. Our strategy is as follows: We start by estimating the number of distinct elements at
the beginning of the stream. Then, we keep reporting this estimate until a significant change
occurs in the true number of distinct elements. We track whether such a change has occurred
using the sparse vector technique. Once there has been a significant change, i.e., once the
sparse vector technique answers “yes”, we update the output. The goal now is to balance the
additive error of the sparse vector technique with the error accumulated between updates.
The error between updates is roughly Thresh; the error of the sparse vector technique is α;
and the total change of the output is bounded by K. To balance the two we set Thresh
= Θ(α). Furthermore we have to choose S in a way that makes sure that the sparse vector
technique does not abort before we have seen the entire stream. We can show that every
time our sparse vector technique answers “yes”, the change in output has been roughly
Thresh. Thus it is enough to set S > K/Thresh. As mentioned above, for ϵ-differential
privacy α (and, thus, Thresh) must depend linearly on S, which implies that S must be
chosen to be Θ(

√
K), giving an additive error of O(

√
K). For (ϵ, δ)-differential privacy, we

have Thresh= Θ(α) = O(
√

S). This implies that S3/2 must be Θ(K), i.e., S = Θ(K2/3).
Thus the additive error is O(K1/3).

Note that this requires that K is known at the beginning of the algorithm. If K is
unknown, we run the above algorithm for exponentially increasing guesses of K (K = 2, 4, 8,

etc.). In particular, we run the algorithm for a guess of K, and if it terminates preemptively,
we double our guess and repeat. Since we do not know beforehand how many instances are
needed, in order to make sure the resulting algorithm is still ϵ-differentially private, we run
the jth instance with privacy parameter ϵj = O(ϵ/j2), such that

∑∞
j=1 ϵj ≤ ϵ. At the end of

the algorithm, j = Θ(ln K), therefore we incur an extra ln2 K factor in the additive error.
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2 Preliminaries

We denote {1, . . . , n} by [n] and the input stream length by T , the number of time steps.

Continual observation algorithm

An algorithm A in the continual observation model gets an update at every time step
t ≤ T , and produces an output at = A(x1, . . . , xt) which is a function of x1 to xt; AT (x) =
(a1, a2, . . . , aT ) denotes the sequence of outputs at all time steps.

▶ Definition 7 (Differential privacy [6]). A randomized algorithm A is (ϵ, δ)-differentially
private ((ϵ, δ)-dp) if for all S ∈ range(AT ) and all x, y neighboring

Pr[AT (x) ∈ S] ≤ eϵ Pr[AT (y) ∈ S] + δ.

If δ = 0 then A is ϵ-differentially private (ϵ-dp).

▶ Definition 8 (Laplace Distribution). The Laplace distribution centered at 0 with scale b is
the distribution with probability density function fLap(b)(x) = (2b)−1 · exp (−|x|/b) . We use
X ∼ Lap(b) or just Lap(b) to denote a random variable X distributed according to fLap(b)(x).

In our definitions below, we use χ to represent a generic universe of elements.

▶ Definition 9 (Sensitivity). Let f : χ → Rk. The Lp-sensitivity ∆p is defined as

max
x∈χ,y∈χ,x∼y

||f(x) − f(y)||p,

where x ∼ y denotes that x and y are neighbouring.

▶ Fact 1 (Theorem 3.6 in [8]: Laplace Mechanism). Let f be any function f : χ → Rk

with L1-sensitivity ∆1. Let Yi ∼ Lap(∆1/ϵ) for i ∈ [k]. The mechanism defined as A(x) =
f(x) + (Y1, . . . , Yk) satisfies ϵ-differential privacy.

▶ Fact 2 (Laplace Tailbound). If X ∼ Lap(b), then Pr[|X| ≥ t · b] ≤ e−t.

The following fact follows from Theorem A.1 in [8]:

▶ Fact 3 (Gaussian Mechanism). Let f be any function f : χ → Rk with L2-sensitivity
∆2. Let Yi ∼ N (0, σ2) for i ∈ [k], where σ ≥

√
2 ln(2/δ)∆2/ϵ. The mechanism defines as

A(x) = f(x) + (Y1, . . . , Yk) satisfies (ϵ, δ)-differentially privacy.

▶ Fact 4 (Gaussian tailbound). If X ∼ N (0, σ2), then Pr[|X| ≥ σ
√

ln(2/β)] ≤ β

The following facts are respectively given by Theorem 3.16, 3.20 and Corollary 3.21 in [8].

▶ Fact 5 (Composition Theorem). Let A1 be an (ϵ1, δ1)-differentially private algorithm
A1 : χ → range(A1) and A2 an (ϵ2, δ2)-differentially private algorithm A2 : χ × range(A1) →
range(A2). Then B : χ → range(A1) × range(A2) defined as B(x) = (A1(x), A2(x, A1(x)) is
(ϵ1 + ϵ2, δ1 + δ2)-differentially private.

▶ Fact 6 (Advanced Composition). Let ϵ, δ, δ′ ≥ 0. Let A1 be an (ϵ, δ)-differentially private
algorithm A1 : χ → range(A1) and Ai be (ϵ, δ)-differentially private algorithms Ai : χ ×
range(Ai−1) → range(Ai), for 2 ≤ i ≤ k. Then the composition B : χ → range(A1) ×
· · · × range(Ak) defined as B(x) = (A1(x), A2(x, A1(x)), . . . , Ak(x, Ak−1(x))) is (ϵ′, kδ + δ′)-
differentially private, where ϵ′ =

√
2k ln(1/δ′)ϵ + kϵ(eϵ − 1).

▶ Corollary 10. Let ϵ∗, δ, δ′ ≥ 0 and δ′, ϵ∗ < 1. Let A1, . . . , Ak be as in Fact 6 with

ϵ = ϵ∗/(2
√

2k ln(1/δ′)).

Then the composition B (defined as in Fact 6) is (ϵ∗, kδ + δ′)-differentially private.
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3 Item-Level Algorithms in General Model

In this section, we give algorithms which work for any input sequence in the general model,
and thus also for input sequences that fulfill the conditions of the “likes”-model. The upper
bounds on the additive error for ϵ-differential privacy match the lower bounds in Section 5,
except for the log(T/β) factor in the case where K > T .

3.1 Known Total Flippancy
We prove Theorem 11 in this section. We give some intuition first on Algorithm 1. The
algorithm works by iteratively checking if the true number of distinct elements currently
present (called Q) is “far” from the current output of our algorithm (called out) using a
sparse vector technique (SVT) instantiation. We start the algorithm by estimating out at the
beginning of the stream (line 8). Then, we keep outputting out, while we track the difference
between out and the true number of distinct elements Q (line 14). Once there has been a
significant change, we update the output (line 18).

There are two parameters of interest here. One is the number of times we update the
output: we abort after SK updates happen (line 21). The other is the parameter Thresh,
which determines how large the current error needs to be such that we satisfy the condition
in line 14. The parameter SK goes into the error from composition, while the parameter
Thresh directly goes into the additive error bound.

The goal is to balance the error accumulated between updates (which is roughly Thresh),
and the error from updating out privately (which is roughly SK for ϵ-differential privacy, and
roughly

√
SK for (ϵ, δ)-differential privacy due to composition). Additionally, we want to

make sure our algorithm does not abort before having processed the entire stream. We show
that every time SVT returns “yes”, the total flippancy in the stream has increased by at
least Ω(Thresh). Since we know the total flippancy is bounded by K, in order to make sure
that we do not abort preemptively, we choose SK such that SK · Thresh ≈ K. Balancing the
two error terms yields an additive error of approximately

√
K for ϵ-differential privacy, and

K1/3 for (ϵ, δ)-differential privacy.

▶ Theorem 11. Let d and T be non-zero integers, let β > 0, and let K be an upper bound
on the total flippancy which is given. Let T be a known upper bound on the number of time
steps. Then there exists
1. an item-level ϵ-differentially private algorithm for CountDistinct in the general model

with error at most O(min(d, K,
√

ϵ−1K ln(T/β), ϵ−1T log(T/β)) at all time steps with
probability at least 1 − β for ϵ > 0;

2. an item-level (ϵ, δ)-differentially private algorithm for CountDistinct in the general
model with error O

(
min(d, K,

(
ϵ−2K ln(1/δ) ln2(T/β)

)1/3
, ϵ−1

√
T ln(1/δ) log(T/β)

)
at

all time steps with probability at least 1 − β, for any 0 < δ < 1 and 0 < ϵ < 1.

Proof. The O(min(d, K)) bound follows from the fact that the algorithm that outputs 0 at
every time step is ϵ-differentially private and has error at most min(d, K) for any ϵ. The
third error bounds in the minimum for Theorem 11 are achieved by Algorithm 1, as shown
below. Since we assume here all parameters are known, one can compute the minimum of
the three bounds and choose the algorithm accordingly. The fourth bound in Theorem 11
follow by a direct application of the Laplace mechanism Fact 1 with ∆1 = T resp. Gaussian
mechanism Fact 3 with ∆2 =

√
T .
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Algorithm 1 CountDistinct, known K.

1: Input: Data Stream x = x1, x2, . . . , initial counts c1, . . . , cd (default 0), parameters ϵ, δ

and β, stream length bound T , stopping parameter SK ≥ 1
2: if δ = 0 then ϵ1 = ϵ/(2SK)
3: if δ > 0 then ϵ1 = ϵ/(4

√
2SK ln(1/δ))

4: count = 1
5: τ1 = Lap(2/ϵ1)
6: ν1 = Lap(1/ϵ1)
7: Q = 0
8: out = Q + ν1
9: Thresh = 16ϵ−1

1 (ln(2T/β))
10: for t = 1, . . . , do
11: ci = ci + xt

i for all i ∈ [d]
12: Q = |{i ∈ [d] | ci > 0}|
13: µt = Lap(4/ϵ1)
14: if |out − Q| + µt > Thresh + τcount then
15: count = count + 1
16: τcount = Lap(2/ϵ1)
17: νcount = Lap(1/ϵ1)
18: out = Q + νcount
19: end if
20: output out
21: if count ≥ SK then Abort
22: end for

The algorithm for our third bound, given in Algorithm 1, is based on the sparse vector
technique, where SK is a parameter dependent on K that we choose suitably below. We omit
the proof of the following lemma, since it follows from well-known techniques (Sparse Vector
Technique [7, 8], Laplace mechanism (Fact 1) and composition theorems (Facts 5 and 6)).

▶ Lemma 12. For δ = 0 and any ϵ > 0, Algorithm 1 is ϵ-differentially private. For 0 < ϵ < 1
and 0 < δ < 1, Algorithm 1 is (ϵ, δ)-differentially private.

We show the claimed accuracy bound using the following lemma.

▶ Lemma 13. For δ = 0, for any time step t before the algorithm aborts, we have that the
maximum error up to time t is at most O(ϵ−1SK ln(T/β)). Setting SK =

√
Kϵ/(18 ln(T/β))+

1, with probability at least 1 − β, Algorithm 1 does not abort before having seen the entire
stream, and has error at most O(

√
ϵ−1K ln(T/β) + ϵ−1 ln(T/β)). For δ > 0, for any

time step t before the algorithm aborts, we have that the maximum error up to time t is

O(ϵ−1
√

SK ln(1/δ) ln(T/β)). Setting SK =
(

Kϵ

36
√

ln(1/δ) ln(T/β)

)2/3
+ 1, with probability at

least 1 − β, Algorithm 1 does not abort before having seen the entire stream, and has error at
most O

((
ϵ−2K ln(1/δ) ln2(T/β)

)1/3 +ϵ−1
√

ln(1/δ) ln(T/β)
)

.

Proof. Note that at every time step t in Algorithm 1, we set Q =
∑d

i=1 f t(xi). Let
α = (8/ϵ1) ln(2T/β) = (1/2) · Thresh. By Laplace tailbounds (Fact 2), at every time step t:
(a) |τℓ| ≤ (2/ϵ1) ln(2T/β) = α/4 with probability at least 1 − β/(2T ), where ℓ is the value

of variable count at time step t, and
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(b) |µt| ≤ (4/ϵ1) ln(2T/β) = α/2 with probability at least 1 − β/(2T ).
Thus, with probability ≥ 1 − β, we have at all time steps t simultaneously:

(i) Whenever the condition in line 14 is true at time t, then |out −
∑

i∈[d] f t(xi)| >

Thresh − 3α/4 = 5α/4, and
(ii) Whenever the condition in line 14 is false at time t, then |out −

∑
i∈[d] f t(xi)| ≤

Thresh + 3α/4 < 3α.

Further, the random variable νℓ for ℓ ∈ [SK ] is distributed as Lap(1/ϵ1) and is added to∑
i∈[d] f t(xi) at every time step t where out is updated. By the Laplace tail bound (Fact

2), νℓ is bounded for all ℓ ∈ [SK ] by ϵ−1
1 ln(SK/β) ≤ α/8 with probability at least 1 − β.

Altogether, all of these bounds hold simultaneously with probability at least 1 − 2β. We
condition on all these bounds being true.

Assume the algorithm has not terminated yet at time t and let out be the value of variable
out at the beginning of time t. Let pℓ be the last time step at which the value of out was
updated. It holds that |out −

∑
i∈[d] fpℓ

i (x)| = |νℓ| ≤ α/8. If the condition in line 14 is true
at time t, then∣∣∣∣∣∣
∑
i∈[d]

fpℓ

i (x) −
∑
i∈[d]

f t(xi)

∣∣∣∣∣∣ ≥

∣∣∣∣∣∣
∑
i∈[d]

f t(xi) − out

∣∣∣∣∣∣−
∣∣∣∣∣∣out −

∑
i∈[d]

fpℓ

i (x)

∣∣∣∣∣∣ ≥ 5α/4−α/8 = 9α/8.

Thus, between two time steps where the value of out is updated, there is a change of at
least 9α/8 in the sum value, i.e., the value of f t(xi) has changed at least once for ≥ 9α/8
different items i. Since K =

∑d
i=1
∑T

t=2 1(f t(xi) ̸= f t−1(xi)), to guarantee (under the noise
conditions), that the algorithm does not terminate before we have seen the entire stream, it
suffices to choose SK where SK > K/(9α/8).

For δ = 0, we have α = (8/ϵ1) ln(2T/β) = (16SK/ϵ) ln(2T/β), thus we have to choose
SK > Kϵ/(18SK ln(2T/β)). Choosing SK = ⌊

√
Kϵ/(18 ln(2T/β))⌋ + 1 fulfills this condition.

Similarly, for δ > 0, choosing SK =
(

Kϵ

36
√

ln(1/δ) ln(T/β)

)2/3
+ 1 fulfills this condition.

Now consider any time step t and let out be the output at time t, i.e., the value
after processing time step t. If the condition in line 14 is false, we showed above that
|out−

∑
i∈[d] f t(xi)| < 3α. If the condition is true at time t, we have out =

∑
i∈[d] f t(xi) + νℓ

for some ℓ ∈ [SK ], and, thus, |out −
∑

i∈[d] f t(xi)| ≤ α/8 < α.
For δ = 0, we have α = (8/ϵ1) ln(2T/β) = O(

√
ϵ−1K ln(T/β) ln(T/β) + ϵ−1 ln(T/β)).

Plugging in SK =
(

Kϵ

36
√

ln(1/δ) ln(T/β)

)2/3
+ 1 yields the final bound for δ > 0. ◀

To finish the proof of Theorem 11, note that if ϵ−1 ln(T/β) >
√

ϵ−1K ln(T/β), then√
ϵ−1K ln(T/β) > K, which can be seen by multiplying both sides of the inequality with√
K/
√

ϵ−1 ln(T/β). Thus the upper bound min(d, K,
√

ϵ−1K ln(T/β)) holds for δ = 0.
Also, if ϵ−1

√
ln(1/δ) ln(T/β) >

(
ϵ−2K ln(1/δ) ln2(T/β)

)1/3, then
ϵ−1
√

ln(1/δ) ln(T/β) > K, which can be seen by first cubing the inequality and
then dividing by ϵ−2 ln(1/δ) ln2(T/β). Thus, for δ > 0, the upper bound of
min(d, K,

(
ϵ−2K ln(1/δ) ln2(T/β)

)1/3) holds. ◀

3.2 Generalizations
We now argue about Theorem 6. Let Q be a real-valued function on input streams from
{−1, 0, 1} and let Qt = Q(x1, . . . , xt). Further, let Q be such that 1.) for any x and y which are
neighboring, we have |Qt(x)−Qt(y)| ≤ 1 for all time steps t, and 2.)

∑T
t=1 |Qt(x)−Qt−1(x)| ≤
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K. The first bound from Theorem 6 is achieved by an algorithm that never updates the
output, and the third bounds for ϵ and (ϵ, δ)-differential privacy are obtained by the Laplace
and Gaussian mechanisms, respectively. The second bound for both ϵ and (ϵ, δ)-differential
privacy is obtained by Algorithm 1 by setting Q = Qt(x) at every time step t. The proofs
follow by exchanging

∑
i∈[d] f t(xi) by Qt(x) in the proofs of Lemma 12 and 13.

4 A Connection between the General Model under Event-Level
Privacy and the “Likes”-Model under Item-Level Privacy

Our bounds from Theorems 2, 3, and 4 as well as the bounds from [16] imply that under
item-level privacy, the “likes”-model and the general model are roughly equally hard: all
upper bounds hold for the general model and all lower bounds hold for the “likes”-model,
and the bounds are tight up to a log T factor. However, under event-level privacy, the
“likes”-model is significantly easier than the general model: It can be solved via continual
counting on the difference sequence of the true output, which gives error polylogarithmic in
log T . This is possible because for event-level privacy in the “likes”-model, the difference
sequence of the output (i.e., the difference between the true output value of the current
and the preceding time step) has ℓ∞-sensitivity 1 for event-level privacy, but for item-level
privacy, the sensitivity can be as large as T .

In the general model, there are no better upper bounds known for event-level differential
privacy than for item-level differential privacy, and the upper and lower bounds from [16] for
(ϵ, δ)-differential privacy for the event-level setting in the general model leave a polynomial (in
T ) gap, in the case where the maximum flippancy wx ∈ (T 1/2, T 2/3): In that case, ignoring
polynomial factors in ϵ−1, log(1/δ), and log T , the lower bound of [16] is Ω(T 1/4), while their
algorithm gives an additive error of O(T 1/3). Specifically, finding the best achievable error
for event-level privacy in the general model is explicitly posed as an open question in [16].

We resolve this question for a large class of algorithms, called γ-output-determined
algorithms. All known algorithms for this problem in any model are 0-output-determined.
Specifically, we show that for γ-output-determined algorithms our lower bounds and the lower
bounds from [16] for item-level privacy in the “likes”-model basically carry over to event-level
privacy in the general model. It follows that our algorithm and the algorithm from [16]
for event-level privacy in the general model are tight up to a factor that is linear in log T

within the class of output-determined algorithms. Note that our reduction works both for the
ϵ-differential privacy as well as for (ϵ, δ)-differential privacy and we give the corresponding
lower bounds in Theorems 16 and 19. In the following, we denote by CountDistinct(x)
the stream of true answers to the CountDistinct problem on stream x.

▶ Definition 14. Let γ ≥ 0. An algorithm A for the CountDistinct problem is said
to be γ-output-determined, if for all inputs x and y such that CountDistinct(x) =
CountDistinct(y) and any S ∈ range(A) we have:

Pr(A(x) ∈ S) ≤ Pr(A(y) ∈ S) + γ

▶ Theorem 15. Let ϵ > 0, δ ≥ 0 and γ ≥ 0. Let A1 be an event-level, (ϵ, δ)-differentially
private, γ-output-determined algorithm for CountDistinct that works in the general model
and has error at most α for streams of length T +1 with probability 1−β. Then there exists an
item-level, (2ϵ, (1 + eϵ)δ + eϵγ)-differentially private algorithm A2 for CountDistinct that
works in the “likes”-model, and has error at most α for streams of length T with probability
1 − β.
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Proof. We describe algorithm A2, that is item-level (2ϵ, (1 + eϵ)δ + eϵγ)-dp in the “likes”-
model, derived from a γ-output-determined algorithm A1 which is event-level, (ϵ, δ)-dp in the
general model: Let x be an input for CountDistinct in the “likes”-model of length T , i.e., x

is such that
∑

t′≤t xt′

i can only take the values 0 or 1, for any i ∈ [d] and t ∈ [T ]. Let x0 = 0dx,
i.e., we attach a d-dimensional all-zero vector before x, and define (A2(x))t = (A1(x0))t+1

for all t ∈ [T ] (note that A1 can take inputs from the “likes”-model). We now show that
A2 is item-level (2ϵ, (1 + eϵ)δ + eϵγ)-differentially private. Let x and y be two item-level
neighbouring inputs in the “likes”-model. That is, there exists an item i such that the
streams xi and yi may be completely different, while xj = yj for all j ̸= i. Additionally, since
we are in the “likes”-model, for any time step t,

∑
t′≤t xt′

i ∈ {0, 1} and
∑

t′≤t yt′

i ∈ {0, 1}.
Next, we define input streams z and w in the general model where CountDistinct(z) =

CountDistinct(w), z is event-level neighbouring to x0, and w is event-level neighbouring
to y0. Since A1 is event-level (ϵ, δ)-dp and works for the general model, we then have for any
S ∈ range(A2)

Pr[A2(x) ∈ S] = Pr[(A1(x0))T +1
t=2 ∈ S] ≤ eϵ Pr[(A1(z))T +1

t=2 ∈ S] + δ

≤ eϵ Pr[(A1(w))T +1
t=2 ∈ S] + δ + γ

≤ e2ϵ Pr[(A1(y0))T +1
t=2 ∈ S] + (1 + eϵ)δ + eϵγ

= e2ϵ Pr[A2(y) ∈ S] + (1 + eϵ)δ + eϵγ,

where the second inequality holds as A1 is γ-output-determined.
To define such z and w, let −ei be the vector such that −ei(j) = 0 for all j ̸= i

and −ei(i) = −1. Then z = −eix and w = −eiy. Note that z and w are valid input
streams for the general model, while they are not valid for the “likes”-model. Clearly,
z is event-level neighbouring to x0, and w is event level neighbouring to y. Recall that
CountDistinct(z)t =

∑d
j=1 1(

∑
t′≤t zt

j > 0). Since
∑

t′≤t xt
i ∈ {0, 1} for all t ∈ [T ] we

have
∑

t′≤t zt
i ≤ 0 for all t ∈ [T + 1]. By the same argument, we have

∑
t′≤t wt

i ≤ 0 for all
t ∈ [T + 1]. Since z and w only differ in the ith coordinate, which never contributes to the
CountDistinct value as it is never 1, we have CountDistinct(z) = CountDistinct(w).

We are left with analyzing the error of the two algorithms. For this, note that by definition
of x0, we have CountDistinct(x0)t+1 = CountDistinct(x)t. Thus, running A2 on x

gives the same error as running A1 on x0. ◀

In particular, for any output-determined algorithm, Theorem 15 implies that all lower bounds
on the error for the CountDistinct problem under item-level differential privacy which
hold for the“likes”-model (and thus, all lower bounds for CountDistinct under item-level
differential privacy shown in this paper in Theorem 19 and in [16]), carry over to event-level
differential privacy in the general model. This means that if there is an algorithm achieving
a better error than the bounds stated in Theorem 19 and in [16] for event-level differential
privacy in the general model, it cannot be γ-output-determined for γ = O(δ), i.e., it must be
such that it does not only depend on the number of distinct elements at any given time step.

5 Item-Level Lower Bounds in the “Likes”-Model

In the following we show lower bounds for solving CountDistinct under item-level differ-
ential privacy, and in the “likes”-model. The lower bounds also apply to the general model.
In Section 3, we showed a complementing upper bound which holds in the general model,
even if K is unknown to the algorithm.
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▶ Theorem 16. Let d and T > 4 be non-negative integers and let ϵ > 0.
1. Let L ≥ 8 be a non-negative integer such that L ≤ dT . There exists an input stream x of

d-dimensional vectors from {−1, 0, 1}d, which is valid in the “likes”-model with multiple
updates per time step, with length T and flippancy K with min(3L/8, T/4 − 1) ≤ K ≤
min(L, dT/4) such that any ϵ-differentially private algorithm to the CountDistinct
problem with item-level privacy with error at most α at all time steps with probability at
least 2/3 must satisfy

α = Ω(min(d, L, ϵ−1T,
√

ϵ−1L max(ln(T/L), 1)))

= Ω(min(d, K, ϵ−1T,
√

ϵ−1K max(ln(T/K), 1))).

2. Let L ≥ 8 be a non-negative integer such that L ≤ T . There exists an input stream x of
d-dimensional vectors from {−1, 0, 1}d, which is valid in the “likes”-model with multiple
updates per time step, with length T , flippancy K with L/16 ≤ K ≤ min(L, T/4), and
with ||xt||1 = 1 for all t (i.e., each update modifies at most one item) such that any
ϵ-differentially private algorithm to the CountDistinct problem with item-level privacy
with error at most α at all time steps with probability at least 2/3 must satisfy

α = Ω(min(d, K,
√

ϵ−1K ln(T/K)).

Proof. Let d, T , and L be as given in the theorem statement. Assume there is an ϵ-
differentially private algorithm A for the CountDistinct problem with error at most α

at all time steps with probability at least 2/3. If α > d/2, then the error is Ω(d). Also, if
α > L/8, then α = Ω(L). Thus, in the following, we consider the case α ≤ d/2 and α ≤ L/8.
Defining m = ⌊2α⌋, it follows that m ≤ min(d, L/8).

Singleton updates. We first find T ′ ≤ T and L′ ≤ L such that 4m divides T ′ and m divides
L′. If this is not the case for T and L, then pick parameters T ′ and L′ such that (i) 4m

divides T ′ and m divides L′, (ii) ∆ = T − T ′ ≤ 4m < L/2 ≤ T/2 (i.e. T ′ = Θ(T )) and (iii)
0 ≤ L − ∆ − L′ ≤ m. This implies that L′ ≥ 7L/8 − ∆ ≥ 3L/8. Thus, as L ≤ T , then
0 ≤ L − ∆ − L′ = L − (T − T ′) − L′ = T ′ − L′ − (T − L) ≤ T ′ − L′, i.e., L′ ≤ T ′.

We use T ′ and L′ in the proof below to construct a sequence of length T ′ fulfilling the
statements of the theorem. To complete the proof of the theorem, we append to the sequence
T −T ′ many all-zero vectors to guarantee that the stream has length T . Note that appending
to the sequence “blank” operation will not invalidate the statements of the theorem.

We now construct a set of input sequences of length T ′ with flippancy K := min(L′, T ′/4)
and use them to prove a lower bound for α of Ω(min(K ln(T ′/K),

√
ϵ−1K ln(T ′/K))).

Combined with the above case distinctions giving lower bounds on α of Ω(d), and
Ω(L), the fact that K = Θ(L) and that T ′ = Θ(T ), this implies that α =
Ω(min(d, K,

√
ϵ−1K(ln(T/K) + 1)).

Let k := min(L′, T ′/4)/m be a positive integer. Partition the timeline into T ′/m blocks
of length m, namely B1 = [1, m], B2 = [m + 1, 2m], . . . . Now, for any subset of blocks
J = (j1, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ T ′/m, define an input sequence x(J) such
that for any item i ∈ [m] we insert element i in the ith time step of every odd block of J

(i.e. the first, third, ... block in J), and delete it again at the ith position of every even
block of J (i.e. the second, fourth, ... block in J). More formally, for any item i ∈ [m],
set x(J)t

i = 1 for all t = Bj2p−1 [i] = (j2p−1 − 1)m + i, p = 1 . . . , ⌈k/2⌉, and set x(J)t
i = −1

for all t = Bj2p = (j2p − 1)m + i, p = 1 . . . , ⌈k/2⌉. In all other time steps t, no updates
are performed, i.e., x(J)t is an all-zero vector. Thus, for every i ∈ [m], we have f t(xi) = 1
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for all time steps t ∈ [j2p−1m, (j2p − 1)m], for all p ≤ ⌈k/2⌉, and f t(xi) = 0 for all time
steps t ∈ [j2pm, (j2p+1 − 1)m]. For any item m < i ≤ d, we have f t(xi) = 0 for all t ∈ [T ′].
Furthermore, items i with i > m (if they exist) are never inserted or deleted. In total,
there are k = min(L′, T ′/4)/m updates per item i ∈ [m], thus exactly K updates in total,
and, hence, the total flippancy is K = min(L′, T ′/4). If K = L′, then L ≥ K ≥ 3L/8. If
K = T ′/4, then L′ ≤ T ′ implies that L ≥ L′ ≥ K = T ′/4 ≥ L′/4 ≥ 3L/32 ≥ L/16. Thus in
either case K = Θ(L′). Furthermore K ≤ T ′/4 ≤ T/4.

Now let EJ , for J = (j1, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ T ′/m, be the set
of output sequences where A outputs (i) a value of m/2 or larger for all time steps t ∈
[j2p−1m, (j2p − 1)m] with 1 ≤ p ≤ ⌈k/2⌉, and (ii) smaller than m/2 for all time steps t such
that (a) t < j1m or (b) t ∈ [j2pm, (j2p+1 − 1)m] for some 0 ≤ p < ⌈k/2⌉ or (c) t ≥ jkm. Note
that for an input sequence x(J) every output sequence where A has additive error smaller
than α = m/2 must belong to EJ . As the algorithm is correct with probability at least 2/3,
Pr[A(x(J)) ∈ EJ ] ≥ 2/3.

Two input sequences are neighboring if they differ in the data of at most one item for
item-level differential privacy. As two input sequences x(I) and x(J) with I ̸= J differ in
the data of at most m items, it follows by group privacy that Pr[A(x(J)) ∈ EI ] ≥ e−mϵ2/3
for any J = (j1, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ T ′/m and I = (i1, . . . , ik) with
1 ≤ i1 < i2 < · · · < ik ≤ T ′/m. Also note that the set of output sequences EJ for distinct
J = (j1, . . . , jk) are disjoint, since for each multiple of m (i.e., the end of a block), it is clearly
defined whether the output is at least m/2 or smaller than m/2, and as such the values
j1, . . . , jk can be uniquely recovered. Thus, there are

(
T ′/m

k

)
disjoint events EJ and the sum

over all J of the probabilities that the algorithm with input x(I) outputs an event EJ is at
most 1. More formally, we have:

1 ≥
(

T ′/m

k

)
e−mϵ2/3 ≥ (T ′/m)k

(k)k
e−mϵ2/3. = T ′(K/m)

KK/m
e−mϵ2/3

where the last equality is since k = K/m. This gives

m2 + ϵ−1m ln(3/2) ≥ ϵ−1K ln(T ′/K)

which implies

m = Ω(min(K ln(T ′/K),
√

ϵ−1K ln(T ′/K)).

Note that since T ′ ≥ 4K, ln(T ′/K) ≥ ln(4) > 1. This completes the proof.

Multiple updates. We first find T ′ ≤ T and L′ ≤ L such that 4 divides T ′ and m divides L′.
If this is not the case for T and L, then pick parameters T ′ and L′ such that (i) 4 divides T ′

and m divides L′, (ii) ∆ = T − T ′ ≤ 4 (i.e. T ′ = Θ(T )) and (iii) ∆m ≤ L − L′ ≤ (∆ + 1)m.
This implies that L′ ≥ L − (∆ + 1)m ≥ L − 5m ≥ 3L/8.

We use T ′ and L′ in the proof below to construct a sequence of length T ′ fulfilling the
statements of the theorem. To complete the proof of the theorem, we append to the sequence
T −T ′ many all-zero vectors to guarantee that the stream has length T . Note that appending
to the sequence “blank” operation will not invalidate the statements of the theorem.

The idea is similar to above, only we do not define blocks, but directly choose k :=
min(L′/m, T ′/4) time steps in which all items in [m] are updated. Thus the flippancy K

will equal mk. More precisely, we construct the following set of input sequences. For any
I = (t1, . . . , tk) with 1 ≤ t1 < t2 < · · · < tk ≤ T ′, we define an input sequence x(I) as
follows: For any item i ∈ [m], set x(I)tj

i = 1 for all odd j, and x(I)tj

i = −1 for all even j.
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All other coordinates are set to 0. In total, there are k updates per item in [m], thus, exactly
K updates in total, i.e., the total flippancy equals K = min(L′, mT ′/4). This implies that
min(3L/8, T/4 − 1) ≤ K ≤ min(L, dT/4).

Now, let EI , for I = (t1, . . . , tk) with 1 ≤ t1 < t2 < · · · < tk ≤ T ′, be the set of
output sequences with a value of m/2 or larger at all time steps t ∈ [t2p−1, t2p) for some
1 ≤ p ≤ ⌈k/2⌉, and a value smaller than m/2 at all time steps t where (a) t ≤ t1 or (b)
t ∈ [t2p, t2p+1) for some 0 ≤ p < ⌈k/2⌉. Note that for input sequence x(I) every output
sequence where A has an additive error smaller than m/2 must be in EI . As the algorithm is
correct with probability at least 2/3, Pr[A(x(I)) ∈ EI ] ≥ 2/3. As two input sequences x(I)
and x(J) with I ̸= J = (j1, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ T ′ differ in the data of at
most m items, it follows by group privacy that Pr[A(x(I)) ∈ EJ ] ≥ e−mϵ2/3 for any such J .

Let J = (j1, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ T ′. Note that the events EI and EJ

for any I ̸= J are disjoint, since in the event EI it is clearly defined for every time step
whether the output is at least m/2 or smaller than m/2, and from that the set I can be
uniquely recovered. Thus, there are

(
T ′

k

)
disjoint events EJ and the probability that with

input x(I) the algorithm outputs any one of them is at most 1. Thus we have

1 ≥
(

T ′

k

)
e−mϵ2/3 ≥ T ′k

kk
e−mϵ2/3 = T ′K/m

(K/m)K/m
e−mϵ2/3 (1)

where the last equality is since k = K/m.
Next we consider two cases, the first one resulting in two different lower bounds on m

and the second one giving a third lower bound on m. The combination of these three lower
bounds then gives the claimed bound above of

α = m/2 = Ω(min(ϵ−1T ′,
√

ϵ−1K max(ln(T ′/K), 1), K max(ln(T ′/K), 1))))

Case 1. L′ < mT ′/4. In this case K = L′ and we have

m2ϵ + m ln(3/2) ≥ K ln(T ′m/K) ≥ K max(ln(T ′/K), 1)

where the last inequality holds since K ≤ mT ′/4, i.e., ln(T ′m/K) ≥ ln(4) > 1. Hence

m = Ω(min(
√

ϵ−1K max(ln(T ′/K), 1), K max(ln(T ′/K), 1))).

As K = L′ = Θ(L) it follows that

m = Ω(min(
√

ϵ−1L max(ln(T ′/L), 1), L max(ln(T ′/L), 1))).

Case 2. L′ ≥ mT ′/4. This implies that K = mT ′/4 and, thus, that there are updates in at
least T ′/4 many time steps. In this case Inequality 1 can be reformulated as follows:

1 ≥ T ′K/m

K/m
K/m

e−mϵ2/3 = 4T ′/4e−mϵ2/3 = eln(4)T ′/4−mϵ2/3,

which implies that Inequality 1 is satisfied for m = Ω(ϵ−1T ′).
These two cases show α = Ω(min(ϵ−1T ′,

√
ϵ−1L max(ln(T ′/L), 1), L max(ln(T ′/L), 1)))

for the above input sequence. Combined with the above lower bounds on α of Ω(min(d, L)) and
the fact that T ′ = Θ(T ), it follows that α = Ω(min(d, L, ϵ−1T,

√
ϵ−1L max(ln(T/L), 1))). ◀
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Algorithm 2 CountDistinct, unknown K.

1: Input: Data Set D = x1, x2, . . . , initial counts c1, . . . , cd (default 0), parameters ϵ, δ

and β, T

2: t = 1
3: K1 = 2
4: for j = 1, . . . , do
5: ϵj = 6ϵ/(π2j2)
6: δj = 6δ/(π2j2)
7: βj = 6β/(π2j2)
8: if δ = 0 then
9: SKj

=
√

Kjϵj/(18 ln(T/βj)) + 1
10: end if
11: if δ > 0 then

12: SKj
=
(

Kjϵj

36
√

ln(1/δj) ln(T/βj)

)2/3
+ 1

13: end if
14: Run Algorithm 1 on xt, xt+1, . . . , c1, . . . , cd, ϵj , δj , βj , T , SKj until it aborts
15: Let t′ be the last time step processed by Algorithm 1
16: t = t′ + 1
17: j = j + 1
18: Kj = 2j

19: end for

6 Unknown Total Flippancy

The algorithms from Section 3 can be easily extended to the case where the total flippancy
K is not known beforehand, at the cost of polylog(K) factors in the error bound, as shown
by Algorithm 2 and the lemmata below. The fact that K is not known causes no serious
problem, as the algorithm repeatedly “guesses” K and then runs the algorithm from earlier
with the current guess.

▶ Lemma 17. For any 0 < ϵ < 1 and 0 ≤ δ < 1, Algorithm 2 is (ϵ, δ)-differentially private.

Proof. By Lemma 12, the jth instance of Algorithm 1 is (ϵj , δj)-differentially private. Since∑∞
j=1 ϵj = ϵ and

∑∞
j=1 δj = δ, by Fact 5, Algorithm 2 is (ϵ, δ)-differentially private. ◀

▶ Lemma 18. For δ = 0, the error of Algorithm 2 is at most

O(ln K
√

ϵ−1K ln(T ln K/β) + ϵ−1 ln2 K ln(T ln K/β)).

For δ > 0, the error of Algorithm 2 is at most

O((ϵ−1K ln2 K ln(ln K/δ) ln2(T ln K/β))1/3 + ϵ−1 ln2 K
√

ln(ln K/δ) ln(T ln K/β)).

Proof. Let jl be the value of variable j after the last element in the stream is processed. For
any j < jl, note that by Lemma 13, with probability at least 1 − βj , by the choice of SKj

,
the algorithm does not abort before having seen the entire stream if the total flippancy is at
most Kj . Thus, when the algorithm aborts for some j < jl, we know that the flippancy is at
least Kj , and the bound from Lemma 13 holds for the jth instance of Algorithm 1 with SKj

.
Since the algorithm aborts for all j < jl, we can conclude that the total flippancy of

the stream processed by the jth run of Algorithm 1 is at least Kj . Since
∑

j βj = β, with
probability at least 1 − β, (1) the total flippancy K is at least

∑
j<jl

Kj = 2jl − 1, and
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(2) the bound from Lemma 13 holds for all instances of Algorithm 1 (with their respective
parameters). It follows (a) that K ≥ Kjl

− 1 ≥ Kj for all j < jl and (b) jl = O(ln K). The
maximum error over the stream is the maximum error of any instance of Algorithm 1. Since
Kj = O(K), ϵjl

≤ ϵj and δjl
≤ δj for all j ≤ jl, the final bound is now obtained by plugging

K, ϵjl
= Θ(ϵ/j2) for ϵ, δjl

= Θ(δ/j2) for δ, and βjl
= Θ(β/j2) for β into the bound from

Lemma 13, and upper bounding j2 by log2 K. ◀

One can also obtain the minimum of the bound from Lemma 18 and min(K, T, d) at the
cost of an additive ϵ ln2 K ln(ln K/β) factor with a slightly more involved algorithm, which
involves choosing to either not update the output or abort if there is a trivial algorithm
which performs better for the current estimate of K. If we knew the value of K beforehand,
we could choose the best algorithm upfront. Not knowing the value of K makes it slightly
more complicated. However, the algorithm and analysis are fairly straightforward, and we
defer it to the full version.

7 Lower Bounds for Approximate Differential Privacy

In this section, we adapt the lower bounds from [16] for item-level differential privacy to our
parameter scheme.

▶ Theorem 19. Let ϵ, δ ∈ (0, 1].
1. Let K, T be sufficiently large parameters. There exists a dimension d and an input stream

x of d-dimensional vectors from {−1, 0, 1}d of length T and with flippancy at most K

which is valid in the “likes”-model, such that any item-level, (ϵ, δ)-differentially private
algorithm to the CountDistinct problem with error at most α at all time steps with
probability at least 0.99 must satisfy α = Ω

(
min

( √
T

ϵ log T , (Kϵ)1/3

ϵ log(Kϵ)

))
.

2. Let K and T be sufficiently large parameters satisfying K ≤ T . There exists a dimension
d and an input stream x of d-dimensional vectors from {−1, 0, 1}d of length T and with
flippancy at most K which is valid in the “likes”-model and satisfies ||xt||1 = 1 for all t,
such that any item-level, (ϵ, δ)-differentially private algorithm to the CountDistinct
problem with error at most α at all time steps with probability at least 0.99 must satisfy
α = Ω

(
K1/3

ϵ log K

)
.

The reduction in [16] is based on a lower bound for the 1-way marginals problem. In that
problem, the data set y is an table consisting of n rows and m columns, where every entry is
in {0, 1}. Two data sets y and y′ are neighbouring if they differ in at most one row. The goal
is to estimate the average column sums, i.e., the vector (

∑n
i=1 y[i, j])j∈[m]. The following

lower bound holds for estimating 1-way marginals under (ϵ, δ)-differential privacy:

▶ Lemma 20 (Bun, Ullman, and Vadhan [4]). Let ϵ ∈ (0, 1], γ ∈ (0, 1), and m, n ∈ N, and
δ = o(1/n). Any algorithm which is (ϵ, δ)-differential private and has error at most γ with
probability at least 0.99 satisfies n = Ω

( √
m

γϵ log m

)
.

Proof Sketch of Theorem 19. We start by arguing about Item 2. For this case, our example
stream is exactly the same as in [16], given in Algorithm 5 in [16] (for a formulation using
our slightly different notation see Algorithm 3). They give a reduction from the 1-way
marginals problem: For any instance I of the 1-way marginals problem with n rows and
m columns, there is an instance C(I) of CountDistinct with T = 2mn, such that if I
and I ′ are neighbouring, then C(I) and C(I ′) are item-neighbouring. Further, if we can
solve C(I) within error α, we can solve I within error α/n. It follows by Lemma 20 that
α = Ω

(
min

( √
m

ϵ log m , n
))

. In the instance they constructed, d = n, i.e. each row in the 1-way
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marginals problem gives an item in the CountDistinct problem. Further, the total flippancy
K can be as large as 2mn for worst case inputs. Thus, in order to apply the reduction, we
need 2mn ≤ K ≤ T . Given parameters K ≤ T , we choose m = K/(2n). The lower bound

Ω
(

min
( √

m
ϵ log m , n

))
translates to Ω

(
min

( √
K/(2n)

ϵ log(K/(2n)) , n

))
. For n = K1/3

2(ϵ log K)2/3 , we have

√
K/(2n)

ϵ log(K/(2n)) ≥ K1/3ϵ1/3 log1/3 K

ϵ log(K1/2)
= Ω

(
K1/3 log1/3 K

ϵ2/3 log K

)
= Ω(n).

Thus, we get α = Ω
(

K1/3 log1/3 K
ϵ2/3 log K

)
.

For Item 1., where we allow general updates, we have to slightly modify the example
in [16]: namely, in their Algorithm 5, we collapse every one of their vectors z(j), j = 1, . . . , m,
into vectors of length 2, one time step for all insertions corresponding to column j, and one
time step for all deletions corresponding to column j. See Algorithm 4. We then again get a
reduction with the same properties as before, except that T = 2n and K can be as large as
2mn. Now, the analysis from [16] can be repeated with our T taking the role of wx in [16],
and our K taking the role of T in [16]. ◀

Algorithm 3 Algorithm 5 from [16]: Reduction from 1-way marginals to CountDistinct.

1: Input: Data Set y[1], . . . , y[n] ∈ {0, 1}n×m and blackbox access to a mechanism M for
CountDistinct

2: Output: Estimates of marginals b = (b[1], . . . , b[m])
3: for j = 1, . . . , m do
4: for i = 1, . . . , n do
5: Set z(j)[i] = ei

6: Set z(j)[i + n] = −ei

7: end for
8: end for
9: Run M on x → z(1) ◦ z(2) ◦ · · · ◦ z(m) and record answer vector r

10: for j ∈ [m] do do
11: b[j] = r[(2j − 1)n]/n

12: end for
13: output b

Algorithm 4 Reduction from 1-way marginals to CountDistinct for arbitrarily many updates
per round.

1: Input: Data Set y[1], . . . , y[n] ∈ {0, 1}n×m and blackbox access to a mechanism M for
CountDistinct

2: Output: Estimates of marginals b = (b[1], . . . , b[m])
3: for j = 1, . . . , m do
4: Set z(j)[1] = yT [j]
5: Set z(j)[2] = −yT [j]
6: end for
7: Run M on x → z(1) ◦ z(2) ◦ · · · ◦ z(m) and record answer vector r

8: for j ∈ [m] do do
9: b[j] = r[(2j − 1)]/n

10: end for
11: output b
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1 Introduction

1.1 Hilbert Functions
Low-degree polynomials are fundamental objects in theoretical computer science, and their
properties are extensively studied due to their important role in areas such as error correcting
codes and circuit lower bounds. Let d ≥ 0 be an integer, F be a field, and S ⊆ Fn be a set.
Each degree-d n-variate polynomial p over F can be naturally viewed as a map p : Fn → F,
and hence also defines a map p|S : S → F. Considering the linear space of all such maps in FS ,
which is a subspace of the space of all maps from S to F, allows one to tap into a wide array
of algebraic techniques in order to prove useful facts about the set S. This approach was for
example utilized in complexity theory famously in the work of Smolensky [39], where proving
bounds on the dimension of the aforementioned subspace was used to obtain lower-bounds for
AC0[⊕] circuits computing the indicator function of the set S, for various S ⊆ {0, 1}n. The
dimension of the space consisting of p|S for all degree-d polynomials p is indeed a well-studied
and classical concept in algebraic geometry known as the (affine) Hilbert function of S,
denoted by hS(d,F). Hilbert functions encode important geometric and algebraic information,
such as the dimension, degree, and regularity of varieties, in a more general context.

Hilbert functions have previously been studied in complexity theory due to their ap-
plications in circuit lower bounds, in particular for AC0[⊕] circuits, that were established
by Smolensky [39] and Razborov [36]. Such applications require finding sets S ⊆ {0, 1}n

where the Hilbert function takes a very large value. However, it is also interesting to prove
general lower bounds or find lower-bounding methods for arbitrary sets S. An example
of such a result is the work of Moran and Rashtchian [32], who showed upper and lower
bounds on hS(d,F) for S ⊆ {0, 1}n ⊆ Fn via various concepts in VC theory. [32] treated the
Hilbert function as a complexity measure of the set S and compared it to measures that
arise naturally in learning theory, including “shattering” and “strong shattering” values.

Suppose r > 0 is an integer. It is natural to wonder, what the extreme values of hS(d,F)
are, among all sets S of size |S| = r. It is not hard to show that the maximum value is equal
to min (r, hFn(d,F)) when S ⊆ Fn. For example, the maximum value of the Hilbert function
of a set S ⊆ Fn

2 of size r is min(r,
(

n
≤d

)
).

On the other hand, finding the true smallest value of hS(d,F) is a natural and intriguing
question even when S is restricted to subsets of some finite and structured set in Fn.

▶ Question 1. Let 0 ≤ d ≤ n be integers, F be a field, and A = A1 × · · · × An ⊆ Fn where
Ai ⊆ F are finite sets. For any r ≤ |A|, what is the smallest value of hS(d,F) among all
subsets S ⊆ A of cardinality |S| = r?

This question has been answered in the case of F = F2 and A = Fn
2 by Keevash and

Sudakov [27] and Ben-Eliezer, Hod, and Lovett [6], and later generalized to F = Fp and
A = Fn

p by Beame, Oveis Gharan, and Yan [4]. For simplicity, let r = pk for some k ≥ 0. [4]
proved that the smallest value of hS(d,Fp) with |S| = r is equal to the number of degree-≤ d

monomials on k variables, for example when p = 2, this is equal to simply
(

k
≤d

)
=
(log2 r

≤d

)
.

We prove a more general result that answers Question 1 for arbitrary finite grids A ⊆ Fn

in arbitrary fields F. We show that the smallest values of Hilbert functions are exactly
determined by an extremal combinatorial question about the number of low-Hamming-weight
elements in down-closed sets, which we solve by building on the work of Beelen and Datta [5].

The prior works discussed above were motivated by applications in bounding the list-size
of the Reed-Muller codes and obtaining certain extensions of Frankl–Ray-Chaudhuri–Wilson
theorems on cross-intersecting sets. In contrast, in this paper, we are interested in Question 1
due to its applications in pseudorandomness, particularly in randomness extraction.
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Understanding the smallest values of Hilbert functions is closely related to the study of
degree-d closure of sets, a notion introduced by Nie and Wang [33].

▶ Definition 1. The degree-d closure of a set T ⊆ Fn is defined as

cld(T ) := {a ∈ Fn | for every degree-d polynomial f , f |T ≡ 0 ⇒ f(a) = 0} .

Equivalently, cld(T ) is the set of all points a ∈ Fn such that the values f(a) of a degree-d
polynomial f are determined by f |T .

The existence of a small set with a large degree-d closure has application to hitting-set
generators for polynomials [17]. As an application of our answer to Question 1, we obtain an
upper bound on the size of cld(T ) in terms of |T |. Our bound in fact yields an optimal way
of creating a small set with a large degree-d closure.

Futhermore, Question 1 has direct implications to the theory of randomness extractors,
which we discuss next.

1.2 Randomness Extractors
The theory of randomness extractors is an active research area that was initiated in [38, 7]
with the motivation of simulating randomized algorithms with access to “weak” randomness
sources. The main objective of this theory is to design extractors that are capable of
purifying imperfect randomness sources into high-quality random bits or bit sequences.
Extractors and related objects such as dispersers, samplers, and condensers have since found
numerous applications in constructing other pseudorandom objects such as pseudorandom
generators [34] and expander graphs [50], as well as applications in other areas of theoretical
computer science and mathematics including cryptography [15], combinatorics [30], hardness
of approximation [51], error correcting codes [42], and metric embeddings [25].

A deterministic extractor for a family X of distributions over {0, 1}n is a map f : {0, 1}n →
{0, 1}m such that for any X ∈ X , f(X) is close to the uniform distribution in statistical
distance. It is common to measure the amount of randomness in a random variable X by
its min-entropy, defined H∞(X) := − log2 maxx∈{0,1}n Pr[X = x]. It is easy to show that no
deterministic extractor can extract from general n-bit randomness sources of min-entropy as
high as n − 1 [11]. As a result, researchers in the area have explored two directions. Much
of the focus in the area has been given to the more powerful seeded extractors that have
access to an additional short purely random seed. This article contributes to another line
of work that has extensively investigated the extra assumptions on the randomness sources
that allow for explicit deterministic extractors and dispersers to exist. A widely studied
class of sources in this latter direction, introduced in [43] is “samplable sources”, where the
sources of randomness are distributions sampled by applying a low-complexity map (e.g.,
a decision forest, local map, NC0 circuit, AC0 circuit, an affine or a low-degree map) to
the uniform distribution. Unfortunately, constructing explicit extractors even for sources
samplable by really low-complexity maps has been quite challenging, and for example all
the known constructions of extractors for local sources require quite high min-entropy of
Ω(

√
n) [47, 14]. Due to the difficulty of constructing good explicit extractors and motivated

by applications in complexity theory such as circuit lower bounds [29] and lower bounds for
distribution-sampling [46], researchers have considered the seemingly easier task of proving
the existence of low-complexity extractors [45, 19, 10, 44, 8, 16, 24, 12, 1].

The state of affairs is much worse when it comes to randomness extraction from sources
sampled by more powerful maps such as AC0[⊕] or low-degree F2-polynomial maps. In
this case obtaining nontrivial explicit constructions and even non-explicit low-complexity
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extractors remains open. In fact, the same problems are open even in the case of dispersers.
Here a map f : {0, 1}n → {0, 1} is a disperser for X if for every source X ∈ X , the support
of f(X) is {0, 1}. On the positive side, Chattopadhyay, Goodman, and Gurumukhani [9],
recently proved the existence of deterministic (not necessarily low-complexity) extractors for
low-degree F2-polynomial sources with logarithmic min-entropy.

1.3 Our Results on Hilbert Functions
We obtain our answer to Question 1 by first reducing it to a purely combinatorial problem. In
particular, via an algebraic geometric argument, we prove the following theorem which states
that the minimum value of Hilbert functions over subsets of a grid is exactly captured by a
combinatorial quantity related to down-closed sets. (A set T ⊆ Nn is said to be down-closed
if T is closed under decreasing any coordinates of its elements.)

▶ Theorem 2 (See Corollary 35). Let F be a field, and A1, . . . , An ⊆ F be finite sets of size
|Ai| = ri. Define A = A1 × · · · × An. For every k ≤ |A|,

min
S⊆A:|S|=k

hS(d,F) = min
down-closed T ⊆F :|T |=k

|T≤d| ,

where F =
∏

i{0, . . . , ri − 1} and T≤d = {x ∈ T :
∑

i xi ≤ d}.

For space reasons, we defer the proofs of Theorem 2 and the consequent results to the
full version [20].

Let I be the ideal of F[X1, . . . , Xn] associated with a set S ⊆ A, that is, the set of all
polynomials vanishing on S.

Classical results in algebraic geometry (such as Hilbert’s Nullstellensatz) establish close
connections between the structure of S and the structure of I, which allows us to focus on
studying I.

The proof of Theorem 2 is based on the idea that the ideal I can be reasonably ap-
proximated by another ideal, the ideal of leading terms of I. This approximation preserves
important information about I, and consequently, about S as well. In particular, when the
ideal of leading terms of I is defined with respect to a specific total order of monomials
compatible with the total degree, it can be shown that such an approximation preserves the
value of the Hilbert function. One advantage of working with the ideal of leading terms is
that it is a monomial ideal, that is, an ideal generated by monomials, whose relatively simple
structure can be analyzed using combinatorial tools.

We remark that the concept of transforming a general ideal into a monomial ideal is
closely related to the theory of Gröbner bases, which serves as a basis of computational
algebraic geometry. For a detailed discussion, see, e.g., [3]. This concept is also used in
Smolensky’s algebraic method for proving circuit lower bounds [40].

Theorem 2 allows us to reduce the problem of determining the smallest value of Hilbert
function of a set of size k to understanding the smallest number of low-Hamming-weight
points in down-closed sets of the same size. We then solve this combinatorial problem by
proving that the minimum is obtained by the down-closed set MF (k) which is defined as the
set of k lexicographically first elements of F .

▶ Theorem 3 (See Theorem 38). Let 1 ≤ r1 ≤ · · · ≤ rn be integers and let F =∏n
i=1{0, . . . , ri − 1}. Then

min
down-closed T ⊆F

|T≤d| = |MF (k)≤d| .
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In the case of r1 = · · · = rn = 2, we prove the above theorem via an elementary
combinatorial argument, that via a series of operations turns any set of k elements into
MF (k) without increasing the number of elements of Hamming weight ≤ d. We prove the
general case by building on a recent result of Beelen and Datta [5]. This result generalizes
the work of Wei [49] and Heijnen–Pellikaan [22, 21] in studying the generalized Hamming
weights of certain linear codes.

We record the following corollary of our results specialized to finite fields which generalizes
the bounds due to [27, 6, 4], where Mn

q (k) is the set of k lexicographically first strings in the
set
∏n

i=1{0, 1 . . . , q − 1}.

▶ Corollary 4 (See Corollary 39). For every prime power q, and n, k, d ∈ N where k ≤ qn, we
have

min
S⊆Fn

q :|S|=k
hS(d,Fq) = |Mn

q (k)≤d| .

In particular, setting q = 2, for every n, k, d ∈ N where k ≤ 2n, and every S ⊆ Fn
2 of size

|S| = k,

hS(d,F2) ≥
(

⌊log(k)⌋
≤ d

)
.

1.3.1 Degree-d Closure of Sets
Motivated by its applications to combinatorial geometry, the notion of degree-d closures of
subsets of Fn

q was introduced in [33]. This concept has since found further applications and
connections to complexity theory [28, 35, 41] and pseudorandomness [17].

Recall that the degree-d closure cld(T ) of a set T ⊆ Fn over a finite field F is the set of
all points a ∈ Fn such that any degree-d polynomial vanishing on T also vanishes at a. Nie
and Wang [33] proved the following result.

▶ Theorem 5 ([33, Theorem 5.6]). Let n, d ∈ N and T ⊆ Fn
q . Then

|cld(T )| ≤ qn

hFn
q
(d,Fq) · |T |. .

Building on our results on Hilbert functions, we obtain an improvement of Theorem 5 by
obtaining a tight upper bound on the size of degree-d closures of sets.

▶ Theorem 6 (See Theorem 47 and Theorem 48). Let n, d, m ∈ N. Let T ⊆ Fn
q be a set of

size m. Then

|cld(T )| ≤ max
0≤k≤qn:|Mn

q (k)≤d|≤m
k =

{
max0≤k≤qn:|Mn

q (k)≤d|=m k if m ≤ hFn
q
(d,Fq),

qn otherwise.
(1)

Moreover, this bound is tight in the sense that for any 0 ≤ m ≤ qn, there exists T ⊆ Fn
q of

size m for which (1) holds with equality.

In fact, the set T of size m that attains the bound in the above theorem can be constructed
explicitly; see Theorem 48 for details.

For convenience, we state the following corollary which is used later in the paper. For
n, d, δ ∈ N, denote by N(n, d, δ) the number of monomials Xe1

1 · · · Xen
n with e1, . . . , en ≤ δ

and e1 + · · · + en ≤ d.
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▶ Corollary 7. Let n, d, ℓ ∈ N. If T ⊆ Fn
q is a set of size less than N(ℓ, d, q − 1), then

|cld(T )| < qℓ. In particular, if q = 2 and T ⊆ Fn
2 is a set of size less than

(
ℓ

≤d

)
, then

|cld(T )| < 2ℓ.

Proof. Observe that |Mn
q (qℓ)≤d| = N(ℓ, d, q − 1). Then apply Theorem 6. ◀

Let us compare our bound with the bound of Nie and Wang in some specific settings.

▶ Example 8. Suppose ℓ ≤ n. Let T ⊆ Fn
2 be a set of size

(
ℓ

≤d

)
− 1. Then by Corollary 7,

we have the bound |cld(T )| ≤ 2ℓ − 1. On the other hand, the bound of Nie and Wang
(Theorem 5) gives

|cld(T )| ≤ 2n(
n

≤d

) · |T | ,

which is exponential in n, rather than in ℓ, at least when d ≤
( 1

2 − c
)

n for some constant
c > 0.

▶ Example 9. Suppose ℓ ≤ n and d < q. Let T ⊆ Fn
q be a set of size N(ℓ, d, q − 1) − 1 =(

ℓ+d
d

)
− 1. Then by Corollary 7, we have the bound |cld(T )| ≤ qℓ − 1, which is exponential in

ℓ log q. On the other hand, the bound of Nie and Wang (Theorem 5) gives

|cld(T )| ≤ qn(
n+d

d

) · |T | ,

which is exponential in n log q, rather than in ℓ log q, at least when n + d ≤ q1−c for some
constant c > 0.

In [17], Doron, Ta-Shma, and Tell explicitly asked if there exists a small set T ⊆ Fn
q

whose degree-d closure is very large. Our Theorem 6 gives an upper bound on the size of the
degree-d closure of T in terms of the size of T , which is tight in the sense that there exist
sets T that exactly meet this bound for every cardinality of T . Moreover, such sets T can be
constructed explicitly (see Theorem 48). Thus, we completely resolve the question posed by
Doron, Ta-Shma, and Tell.

1.4 Our Results on Randomness Extractors
Continuing the line of work on low-complexity extractors, in this paper we investigate the
power of low-degree polynomials in randomness extraction.

▶ Question 2. For which families X of sources does there exist a low-degree disperser?
Similarly, for which families X of sources does there exist a low-degree extractor?

Let us first discuss the easier task of obtaining low-degree dispersers before moving on to our
main application of low-degree extractors. For simplicity, we will focus on the most important
case of extracting randomness over F2, but all our results easily generalize to Fq. Non-explicit
constructions of low-degree dispersers can be obtained via understanding the probability that
a random low-degree polynomial is a disperser for a family X of distributions over {0, 1}n

which we identify with Fn
2 in the natural way. Our starting point is the observation that the

notion of Hilbert functions can be used to exactly describe the probability that a random
degree-d polynomial f : {0, 1}n → {0, 1} is a disperser for a fixed source X ∈ X . Indeed, this
probability is exactly equal to 1 − 21−hS(d,F2), where S = support(X). Thus, in particular,
Corollary 4 can be used to bound the probability that a random degree-d polynomial is not
a disperser for a fixed source.
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1.4.1 Low-Degree Dispersers
Let X be a family of sources of min-entropy ≥ k. Observing that the support of any
distribution X ∈ X is of size ≥ 2k, one gets as an immediate corollary of Corollary 4, the
existence of low-degree dispersers X as long as |X | is small.

▶ Theorem 10 (Informal, see Corollary 50). Let n, d, k ≥ 1. Let X be a family of distributions
of min-entropy ≥ k. Then a random degree-d polynomial over F2 is a disperser for X with
probability at least

1 − |X | · 21−( k
≤d) .

This theorem itself implies the existence of low-degree dispersers for several interesting
families of samplable sources such as sources sampled by local maps, bounded-depth decision
forests, and polynomial-sized bounded-fan-in circuits, to name a few.

A map f : {0, 1}m → {0, 1}n is called ℓ-local if each of its output bits depends on at
most ℓ input bits. A depth-ℓ decision forest is a map f where each output bit can be
computed as a depth-ℓ decision tree. It is easy to obtain an upper bound exponential in
poly(n) on the number of local or decision forest sources. Hence we get the following as a
corollary of Theorem 10.

▶ Corollary 11 (Informal, see Corollary 51). Let 1 ≤ ℓ ≤ d ≤ n be integers. There exists a
degree-d disperser

for the family of ℓ-local sources on {0, 1}n with min-entropy k > d(2ℓn + 2ℓn log n)1/d.
for the family of depth-ℓ decision forest sources on {0, 1}n with min-entropy k > d((ℓ +
log n)2ℓ+1n)1/d.

As mentioned above, since in addition to the min-entropy requirement, the only require-
ment in Theorem 10 about the family X is a bound on |X |, it can be used to immediately
obtain low-degree dispersers for various other families of sources as well. For example, since
for any c, the number of Boolean circuits with ≤ nc bounded fan-in gates is at most 2O(nc+1),
one can also use Theorem 10 to obtain a degree-O(c) disperser for such families of circuits.
However, we will not do an exhaustive search for all such applications, and instead our
main disperser applications will focus on two powerful families of sources, namely sources
sampled by low-degree polynomials over F2 and AC[⊕] circuits which we define as the family
of unbounded-depth polynomial-size Boolean circuits with AND, OR, XOR, NOT gates of
unbounded fan-in, where the input gates are not counted towards the size.

Note that low-degree polynomial maps f : {0, 1}m → {0, 1}n, even affine ones, can depend
on the entire input for any m ≫ n and thus one cannot simply bound |X | when X is the
family of sources sampled by low-degree polynomials. This property holds for AC[⊕] circuits,
as we allow them to non-trivially depend on an arbitrary number of input gates (since the
circuit gates have unbounded fan-in). Nevertheless, utilizing an “input-reduction” trick of [9]
which applies to both the foregoing families of sources, it can be shown that for our disperser
purposes we may assume the input of both families of sources to be of length O(n). This
allows us to apply Theorem 10 to obtain low-degree dispersers for both of these families.

▶ Theorem 12 (Informal, see Theorems 53 and 54). For every 1 ≤ ℓ < d ≤ n, there exists a
degree-d disperser

for the family of degree-ℓ sources on {0, 1}n with min-entropy k ≥ (12ℓ · dd · n)
1

d−ℓ + 1.
for the family of nℓ-size AC[⊕] circuit sources on {0, 1}n with min-entropy k ≥ (302 · dd ·
n2ℓ)

1
d−2 + 1.

In particular, for every ℓ ∈ N, there is a degree-(ℓ + 2) disperser for degree-ℓ sources on
{0, 1}n with min-entropy Ω (

√
n).
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We note that both of these source families are very powerful, and to the best of our
knowledge, no nontrivial low-complexity dispersers for either of these families of sources was
known prior to this work (except in the easier case of degree-1 sources which corresponds to
affine sources for which explicit extractors for logarithmic entropy was recently proved [30]).
Let us also point out that the two foregoing classes have incomparable power, and that it is
straightforward to use our proof technique to conclude the same result for a class of sources
that generalizes both AC[⊕] and constant-degree polynomials. Indeed, the input-reduction
and counting idea works for the “hybrid” class of polynomial-size circuits which extends
AC[⊕] by allowing additional unbounded fan-in gates computing arbitrary polynomials of
fixed constant degree. However, for ease of exposition, we have chosen to present only the
results for AC[⊕] and low-degree sources separately.

1.4.2 Low-Degree Extractors
Next, we move on to another application concerning the existence of low-degree extractors
for samplable sources. Can we prove the existence of low-degree extractors for all the families
for which we proved the existence of low-degree dispersers? We prove this by showing an
analogue of Theorem 10 for extractors.

▶ Theorem 13 (Informal, see Theorem 58 for the more general statement). Let X be a family
of distributions of min-entropy k ≥ 5 log n over {0, 1}n for large enough n. Then for every
d ≥ 6, a uniformly random degree-d polynomial is an ε-extractor for X with probability at
least

1 − |X | · e3n−O(kd/2)/n2

for ε = (2d)d · k−d/4.

A similar statement (see Theorem 58) holds for families of sources that are close to convex
combinations of another small family of sources. Combined with the input-reduction trick,
we obtain as a corollary, the existence of low-degree extractors for various families of sources,
notably, lower-degree sources and AC[⊕] circuits.

▶ Theorem 14 (Informal, see Theorem 60). For all ℓ, d ≥ 1, and all large enough n, and
k ≥ 5 log n. There exists a degree-d F2-polynomial that is an ε-extractor for the following
families of sources over {0, 1}n for ε = (2d)d · k−d/4:

ℓ-local sources for k ≥ (2ℓn3 log n)2/d.
depth-ℓ decision forest sources for k ≥ (2ℓn3(log n + ℓ))2/d.
degree-ℓ sources for k ≥ (3ℓn)

6
d−2ℓ .

nℓ-size AC[⊕] circuit sources (with unbounded number of input gates) for k ≥ 3n
4(ℓ+1)

d−4 .

In Theorem 61, we further extend our low-degree extractors to multi-output extractors
that output Θ(k) bits. This is done by independently picking random degree-d polynomials
p1, . . . , pt for some t = Θ(k), and analyzing the probability that each pi is an extractor for
the family of sources obtained by X conditioned on the values of p1, . . . , pi−1.

Let us now discuss our proof technique for Theorem 13. Recall that Theorem 10 was a
corollary to Corollary 4 which showed that a random polynomial is with high probability
non-constant on the support of any fixed high min-entropy distribution. A priori it is not
clear how to use this bound on the Hilbert function to prove Theorem 13.

Indeed, let us consider the simpler case of a fixed k-flat source X over {0, 1}n, which is
uniformly distributed over a set S ⊆ {0, 1}n with |S| = 2k. Note that a map p : {0, 1}n →
{0, 1} is an extractor for X if it has small bias on S. Thus, for example, to prove the special
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case of Theorem 13 for small families of k-flat sources, we would need to prove that a random
degree-d polynomial is small-biased on S with high probability. However, Corollary 4 only
tells us that hS(d,F2) ≥

(
k

≤d

)
, which is not enough to prove concentration bounds for the

bias of a random degree-d polynomial on an arbitrary set S. We note that when S is highly
structured, that is when it is an affine subspace, this problem is equivalent to questions about
list-decoding size of Reed-Muller codes, and known results such as one by Kaufman, Lovett,
and Porat [26] that show that the number of distinct ε-biased degree-d polynomials on a
k-dimensional subspace S is at most (1/ε)kd−1 could be utilized. However, for our application
we have to deal with arbitrary sets S.

Uniform covering by sets of full Hilbert dimension. We say that a set T ⊆ {0, 1}n has
“full Hilbert dimension” if hT (d,F2) = |T |. Note that when T has full Hilbert dimension, then
the restriction of a random degree-d polynomial to T is uniformly distributed over {0, 1}T .
In particular, if T is a sufficiently large set of full Hilbert dimension, then a random degree-d
polynomial is small-biased on T with high probability. We use this observation to design our
technique for bounding the probability that a random degree-d polynomial is small-biased on
any fixed source X of large min-entropy. For simplicity we describe the idea for flat sources.
In this case, X is uniformly distributed over a set S with |S| ≥ 2k. It is sufficient to prove
the existence of an almost-uniform covering of S by large sets T1, . . . , Tt of the same size
with full Hilbert dimensions, where we call a covering almost-uniform if each element x ∈ S

belongs to roughly tm/|S| many sets, where we assume |Ti| = m.
We obtain such a covering by analyzing the probability that a uniformly picked subset

Ti ⊆ S has full Hilbert dimension. Using our bound on the Hilbert function, Corollary 4,
which allows us to bound the size of the “degree-d closure” of small sets, we prove that a
random set Ti of size m, for some m =

(Θ(k)
≤d

)
, has full Hilbert dimension with high probability.

Similarly, we prove using the Bayes rule, that we may pick these good sets Ti’s of full Hilbert
dimension in a way that leads to an almost uniform covering. Since Ti’s are of sufficiently
large size

(Θ(k)
≤d

)
and of full Hilbert dimension, we can use the Hoeffding inequality to bound

the probability that a random degree-d polynomial is biased on a Ti to be exponentially small
in Θ(k)d, which is good enough for our applications to existence of low-degree extractors.
We obtain the following result which can be used to prove Theorem 13.

▶ Theorem 15 (Informal, see Theorem 57). Let n, d, k ≥ 1, and ε > 0 be a real. Then for every
distribution X over {0, 1}n with H∞(X) ≥ k, a uniformly random degree-d polynomial f is
an ε-extractor for X, with probability at least 1 − e3n−ε2( ℓ

≤d)/(Cn2) where ℓ = k/2 − log(32n/ε)
and C = 7 · (32)2.

We find our technique of obtaining almost uniform coverings with sets of full Hilbert
dimension to be powerful, and hope that it will find other applications beyond the ones
explored here.

1.5 Remarks
Correlation bounds over arbitrary subsets. We note that our proof of Theorem 15 (The-
orem 58) can be modified to the following correlation bounds with any fixed function.

▶ Theorem 16. Let n, d, k ≥ 1, ε > 0 be a real, and g : Fn
2 → F2 be a fixed function. Then

for every distribution X over {0, 1}n with H∞(X) ≥ k, for a uniformly random degree-d
polynomial f we have

Pr[f(X) = g(X)] = 1
2 ± ε,

with probability at least 1 − e3n−ε2( ℓ
≤d)/(Cn2) where ℓ = k/2 − log(32n/ε) and C = 7 · (32)2.
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This generalization is quite straightforward, as once we obtain a uniform covering by sets
of maximum Hilbert dimension, then Hoeffding bounds can be used to bound the correlation
of a random polynomial with the fixed function restricted to the sets belonging to the cover.
This can then be used to bound the over-all correlation with the fixed function in a similar
way to the proof of Theorem 58.

Punctured Reed-Muller codes. The special case of Theorem 16 when X is a flat source can
be interpreted as a bound on the list-decoding size of Reed-Muller codes when “punctured” on
a large set S ⊆ Fn

2 . Recall that the binary Reed-Muller code RM[d, n] consists of codewords
in Fn

2 that correspond to the evaluation vectors of degree ≤ d polynomials over F2. Given a
set S ⊆ Fn

2 , the resulting punctured code consists of the evaluation of degree ≤ d polynomials
on S. In this context, Theorem 16 can be used to bound the list-size of any puncturing of the
Reed-Muller code, showing that for any word w from FS

2 , only a small fraction of codewords
are within radius 1

2 − ε of w. Another interpretation of Theorem 16 is that any puncturing of
the Reed-Muller codes over a set S can be turned into a “small-biased” code without much
loss in the rate of the code.

Sampling lower bound for polynomial sources. Our low-degree extractor for lower-degree
sources (Theorem 14) has a direct application in distributions that are hard to sample
by low-degree polynomials. Indeed, an argument similar to the proof of [48, Lemma 3],
Theorem 14 implies the existence of a degree-O(d) polynomial p for which the distribution
(U, p(U)) cannot be sampled by any degree-d source, where U ∼ Un.

Suppose that p is a degree-O(d) polynomial that is an ε-extractor for the family of
degree ≤ 2d sources over {0, 1}n of min-entropy ≥ n

2 , where ε = o(1). The existence of
such a polynomial p is guaranteed by Theorem 14. Now suppose that (G(U′), g(U′)), where
U′ ∼ Um for some m ≥ 1, is a degree ≤ d source sampling (U, p(U)). In particular, G is
an n-bit degree ≤ d source and g is a degree ≤ d polynomial. Consider the n-bit random
variable R = G(U′) · g(U′) + Un · (1 − g(U′)). Since R is sampled by a degree ≤ 2d source
of min-entropy n − O(1), Pr[p(R) = 1] = 1

2 + o(1). On the other hand, by the definition R,
we have Pr[p(R) = 1] ≥ 1

2 + Ω(1), which is a contradiction.

Related Work. An independent and concurrent paper by Alrabiah, Goodman, Mosheiff, and
Ribeiro [2] proves the existence of low-degree extractors for similar families of sources that
are considered in our work, as well as sumset sources. While the proofs are quite different,
they both rely on bounds on the dimension of punctured Reed-Muller codes (equivalently
the Hilbert function).

2 Preliminaries

All logarithms in this paper are base 2. By N we denote the set of non-negative integers. For
a positive integer n, by [n] we denote the set {1, . . . , n}. For a prime power q, denote by Fq

the finite field q elements.
For simplicity, throughout this paper, we refer to a polynomial as a degree-d polynomial

if its total degree is at most d. When q is a prime power, by Pq(n, d) we denote the set of all
degree-d polynomials from F[X1, . . . , Xn] with individual degrees at most q − 1. Note that
each element of Pq(n, d) corresponds to a unique map Fn

q → Fq.
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Let r1, . . . , rn ≥ 1 be integers and F =
∏n

i=1{0, . . . , ri − 1}. For x ∈ F and i ∈ [n], xi

denotes the ith coordinate of x. For x ∈ F , we define its generalized Hamming weight as
|x| :=

∑
i xi, where the summation is over the integers. For an integer d ≥ 0, and a set

T ⊆ F , we denote the set of its elements of generalized Hamming weight ≤ d by

T≤d := {x ∈ T : |x| ≤ d} .

For a, b ∈ F , we write a ≤P b if ai ≤ bi for all i ∈ [n]. We say a subset T ⊆ F is
down-closed if for all a, b ∈ F such that a ≤P b, if b is in T , then so is a. Similarly, we say a
subset T ⊆ F is up-closed if for all a, b ∈ F such that a ≤P b, if a is in T , then so is b.

The lexicographic order ≺ on F is defined as follows. For distinct x, y ∈ F , x precedes
y, denoted x ≺ y, in lexicographic order if xi < yi, where i is the smallest index such that
xi ̸= yi.

We will be studying the following quantity.

▶ Definition 17. For F =
∏n

i=1{0, . . . , ri − 1} and k ≤ |F |, let

HF (d, k) := min
T

|T≤d| ,

where the minimum is taken over all down-closed sets T ⊆ F with |T | = k. Moreover, denote
HF (d, k) by Hn

q (d, k) in the special case where r1 = · · · = rn = q for some q ≥ 1.

2.1 Probability Distributions
We use lowercase letters such as x, y to denote vectors, uppercase bold letters such as X, Y
to denote random variables, and X , Y to denote families of distributions. By Un we denote
the uniform distribution over {0, 1}n.

The statistical distance between two distributions A and B over a finite domain X is

∆(A, B) = 1
2

(∑
x∈X

|Pr[x ∈ A] − Pr[x ∈ B]|
)

.

We say two distributions A and B are ε-close if ∆(A, B) ≤ ε. For a distribution X ∼ {0, 1}n,
the min-entropy of X is

H∞(X) = min
x∈support(X)

− log(Pr[X = x]) .

We will use following forms of Chernoff’s and Hoeffding’s bounds (see, e.g., [31, 23]).

▶ Theorem 18 (Chernoff bound). Let X1, . . . , Xn ∈ {0, 1} be independent random variables.
Let X =

∑n
i=1 Xi and µ = E(X). Then we have

Pr[|X − µ| ≥ δµ] ≤ 2e−µδ2/3

for all 0 < δ < 1.

▶ Theorem 19 (Hoeffding’s inequality). Let X1, . . . , Xn ∈ [0, 1] be independent random
variables, X =

∑n
i=1 Xi and µ = E[X]. Then,

Pr[|X − µ| ≥ R] ≤ 2e− 2R2
n .
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2.2 Randomness Sources, Dispersers, and Extractors
▶ Definition 20 (Sources and Their Convex Combinations). A distribution X ∼ {0, 1}n is a
source from a class C of functions, if X = f(Um) for some f : {0, 1}m → {0, 1}n ∈ C. A
distribution Y is a convex combination of sources Xi if Y =

∑
i piXi for some non-negative

pi satisfying
∑

i pi = 1, i.e., Y samples from each Xi with probability pi.

One of the most powerful classes of sources that we consider in this work is the class of
circuits of polynomial size.

▶ Definition 21 (AC[⊕] circuits). An AC[⊕] circuit is an unbounded-depth Boolean circuit
consisting of AND, OR, XOR, NOT gates of unbounded fan-in. The size of such a circuit is
the number of non-input gates in it.

We focus on the class of AC[⊕] circuit as it generalizes circuit classes previously studied in
this context: unbounded-depth circuits of bounded fan-in from P/poly, and bounded-depth
circuits of unbounded fan-in from, say, AC0. We remark that we define AC[⊕] sources (see
Definition 22) as sources where each output is computed by an AC[⊕] circuit of polynomial
size but with an arbitrary (possibly super-polynomial) number of inputs. This explains why
in this context P/poly and AC0 circuits are incomparable, and why we work with AC[⊕]
circuits generalizing both of the aforementioned classes. In fact, our results hold even for a
larger class of circuits where not only XOR but arbitrary constant-degree polynomials over
F2 can be computed at gates (see the discussion at the end of Section 6).

▶ Definition 22 (Structured Sources). Let n, d, m ∈ N, f : {0, 1}m → {0, 1}n, and X be a
distribution over {0, 1}n that is generated as f(Um).

X is called a d-local source if every output bit of f depends only on at most d of its
input bits.
X is called a depth-d decision forest source if every output bit of f is determined by a
depth-d decision tree of its input variables.
X is called a degree-d source if every output bit of f is a degree-d polynomial over F2.
X is called a size-nd circuit source if there is an AC[⊕] circuit of size nd that computes
all output bits of f .

Note that every d-local source is a depth-d decision forest source, and a degree-d source.
Also, every depth-d decision forest source is a degree-d source and a 2d-local source.

We will use the following bounds on the numbers of d-local sources and depth-d decision
forest sources.

▶ Proposition 23. Let n, d ≥ 1.
The number of d-local sources over {0, 1}n is bounded from above by 22dn+2dn log n.
The number of depth-d decision forest sources is bounded from above by 2(d+log n)2d+1n.

For polynomial and circuit sources where the number of input bits cannot be bounded
by a small function of n (unlike the sources considered in Proposition 23), we will need the
following bounds on the number of such sources for a fixed number of input bits m.

▶ Proposition 24. Let n, d, m ≥ 1.
The number of degree-d polynomials f : Fm

2 → Fn
2 is bounded from above by 2n·( m

≤d).
The number of AC[⊕] circuits C : {0, 1}m → {0, 1}n of size nd is bounded from above by
24nd(nd+m).
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▶ Definition 25 (Disperser). A function Disp : {0, 1}n → {0, 1} is a disperser for a family X
of sources over {0, 1}n with min-entropy k, if for every source X ∈ X with H∞(X) ≥ k, the
support of Disp(X) is {0, 1}.

▶ Definition 26 (Extractor). A function Ext : {0, 1}n → {0, 1}m is an ε-extractor for a family
X of sources over {0, 1}n with min-entropy k, if for every source X ∈ X with H∞(X) ≥ k,
∆ (Ext(X(Ut)), Um) ≤ ε.

For clarity of presentation, in this paper when working with sources that are guaranteed
to have entropy H∞(X) ≥ k, we will always assume that k is an integer.

2.3 Hilbert Functions and Standard Monomials
In this section, we recall some necessary definitions (see, e.g., [13]). Let F be a field,
X1, . . . , Xn be indeterminates, and F[X1, . . . , Xn] be the polynomial ring in n indeterminates
over F. For a polynomial f ∈ F[X1, . . . , Xn] and S ⊆ Fn, let f |S ∈ FS be the restriction of f

to S. For d ∈ N, by ΓS(d) ⊆ FS we denote the vector space spanned by f |S for all degree-d
polynomials f :

ΓS(d) := {f |S : f ∈ F[X1, . . . , Xn], deg(f) ≤ d} .

▶ Definition 27 (Hilbert function). For a set S ⊆ Fn, the (affine) Hilbert function of S over
F, hS( · ,F) : N → N, is defined as the dimension of ΓS(d) over F, i.e.,

hS(d,F) := dimF (ΓS(d)) .

▶ Definition 28 (Monomial order). Let ⪯ be a total order on the monomials in a polynomial
ring F[X1, . . . , Xn]. The order ⪯ is called a monomial order if 1 is the minimal element
of ⪯, and for all monomials m1, m2, m satisfying m1 ⪯ m2, we have that m1m ⪯ m2m. The
order ⪯ is degree-compatible if for all monomials m1, m2 such that deg(m1) < deg(m2), we
have that m1 ⪯ m2.

Examples of degree-compatible monomial orders include the graded lexicographic and graded
reverse lexicographic orders.

▶ Definition 29 (Graded orders). The graded lexicographic order ≤grlex and the graded reverse
lexicographic order ≤grevlex are defined as follows. For a pair of monomials m1 = Xα1

1 · · · Xαn
n

and m2 = Xβ1
1 · · · Xβn

n , let α =
∑n

i=1 αi, β =
∑n

i=1 βi, and γ = (β1 − α1, . . . , βn − αn). We
have that m1 ≤grlex m2 if and only if either α < β, or α = β and the leftmost non-zero entry
of γ is positive. Similarly, m1 ≤grevlex m2 if and only if either α < β, or α = β and the
rightmost non-zero entry of γ is negative.

▶ Definition 30 (Leading monomial). For a nonzero polynomial f ∈ F[X1, . . . , Xn], the
leading monomial of f under a monomial order ⪯ is the largest monomial of f under ⪯.

Let R be a commutative ring (such as the polynomial ring F[X1, . . . , Xn]). An ideal of R

is a subset I of R such that for all a, b ∈ I and r ∈ R, we have that a + b ∈ I and ra ∈ I.

▶ Definition 31 (Standard monomial). Let I be an ideal of F[X1, . . . , Xn], and ⪯ be a
monomial order. A standard monomial m of I is a monomial in X1, . . . , Xn that is not the
leading monomial of any nonzero polynomial in I.
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For an ideal I and d ∈ N, SM(I) denotes the set of all standard monomials of I, and
SM≤d(I) denotes the set of all standard monomials of I of degree at most d:

SM≤d(I) = {m ∈ SM(I) : deg(m) ≤ d} .

For a set S ⊆ Fn, by I(S) we denote the ideal of polynomials in F[X1, . . . , Xn] vanishing
on S,

I(S) = {f ∈ F[X1, . . . , Xn] : f |S = 0S} .

For an ideal I of F[X1, . . . , Xn], define the set V (I) ⊆ Fn by

V (I) = {a ∈ Fn : f(a) = 0 for all f ∈ I} .

By definition, for all f ∈ I and a ∈ V (I), we have f(a) = 0. So I ⊆ I(V (I)).
Finally, for a set S ⊆ Fn, define

SM(S) = SM(I(S)) and SM≤d(S) = SM≤d(I(S)) .

We say that a set T of monomials is down-closed if for all monomials m and m′ such that
m ∈ T and m′ divides m, it holds that m′ ∈ T . It is easy to see that SM(S) is down-closed.
Indeed, if m′ was the leading monomial of a polynomial p ∈ I(S), then m would be the
leading monomial of the polynomial p · (m/m′) ∈ I(S).

We will use the following facts about SM(S) and SM≤d(S), which are proven, for example,
in [37, Lemma 1] and [18, Corollary 2.1.21].

▶ Lemma 32. Let S ⊆ Fn be a finite set. Then
(a) for every monomial order ⪯,

|S| = |SM(S)| ;

(b) for every degree-compatible monomial order ⪯ and every d ∈ N,

hS(d,F) = |SM≤d(S)| .

3 Hilbert Functions of Sets in Finite Grids

Let F be a field. We consider Hilbert functions of subsets of a finite grid A =
∏n

i=1 Ai,
where each Ai is a finite subset of the field F. The main result of this section is that the
minimum value hS(d,F) of a set S ⊆ A of size k equals the quantity HF (d, k) introduced in
Definition 17, where F =

∏n
i=1{0, 1, . . . , |Ai| − 1}.

Consider the following setting: Let r1, . . . , rn be integers such that 1 ≤ ri ≤ |F| for i ∈ [n].
For each i ∈ [n], let Ai be a subset of F consisting of ri distinct elements ai,1, . . . , ai,ri

∈ F. Let
A be the Cartesian product

∏n
i=1 Ai. Let M be the set of monomials dividing

∏n
i=1 Xri−1

i .
Let σA be the bijection from M to A defined by

σA :
n∏

i=1
Xei

i 7→ (a1,e1+1, . . . , an,en+1). (2)

Finally, fix a degree-compatible monomial order ⪯.
The next lemma states that every down-closed subset T ⊆ M can be realized as the set

of standard monomials of the set σA(T ) ⊆ A.
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▶ Lemma 33. Let T be a down-closed subset of M.
Then SM(σA(T )) = T .

For space reasons, we defer the proofs of Lemma 33 and the consequent results to the full
version [20].

▶ Lemma 34. Let k, d ∈ N such that k ≤ |A|. Then

min
S⊆A:|S|=k

hS(d,F) = min
down-closed T ⊆M:|T |=k

|{m ∈ T : deg(m) ≤ d}| .

Let F =
∏n

i=1{0, 1, . . . , ri − 1}. Let ϕ : M → F be the bijection

ϕ :
n∏

i=1
Xei

i 7→ (e1, . . . , en). (3)

Lemma 34 can now be reformulated as follows.

▶ Corollary 35. Let k, d ∈ N such that k ≤ |A|. Then

min
S⊆A:|S|=k

hS(d,F) = HF (d, k) . (4)

For the special case of a finite field F = Fq, r1 = · · · = rn = q, and A1 = · · · = An = Fq,
we have A = Fn

q , and the right-hand side of Equation (4) becomes Hn
q (d, k) from Definition 17.

This leads us to the following corollary.

▶ Corollary 36. For every n, k, d ∈ N where k ≤ qn, a prime power q, and every set S ⊆ Fn
q

of size |S| = k, we have that

hS(d,Fq) ≥ Hn
q (d, k) .

Finally, we state the following lemma, which will be used in Section 5. Its proof reuses
ideas from the previous proofs in this section.

▶ Lemma 37. Let n, d ∈ N. Let σA : M → A and ϕ : M → F be the bijections (2) and (3)
respectively. Let S ⊆ A such that T := σ−1

A (S) ⊆ M is down-closed. Let T ′ = ϕ(T ) ⊆ F .
Then hS(d,F) = T ′

≤d.

4 Number of Points with Low Hamming Weight in Down-Closed Sets

In this section, we will find the exact values of all Hn
q (d, k) which, by Corollary 36, will give

us tight lower bounds on the Hilbert function of sets of size k.
For every n, k, q where k ≤ qn, we define Mn

q (k) as the set of the first k elements of
{0, . . . , q − 1}n in lexicographic order.

The main result of this section is the following theorem.

▶ Theorem 38. For every n, k, d, q ∈ N where k ≤ qn,

Hn
q (d, k) = |Mn

q (k)≤d| .

Combining Corollary 36 and Theorem 38, we obtain the following bounds on the Hilbert
function.

APPROX/RANDOM 2024



41:16 Hilbert Functions and Low-Degree Randomness Extractors

▶ Corollary 39. For every prime power q, and n, k, d ∈ N where k ≤ qn, we have

min
S⊆Fn

q :|S|=k
hS(d,Fq) = |Mn

q (k)≤d| .

In particular, setting q = 2, for every n, k, d ∈ N where k ≤ 2n, and every S ⊆ Fn
2 of size

|S| = k,

hS(d,F2) ≥
(

⌊log(k)⌋
≤ d

)
.

We will use the following notation: For t ∈ {0, 1, . . . , n}, define Dn
q (t) to be the set of

x ∈ {0, . . . , q − 1}n whose first n − t coordinates are zero.
Note that for every q, k, and n,

Dn
q

(
⌊logq k⌋

)
⊆ Mn

q (k) ⊆ Dn
q

(
⌈logq k⌉

)
.

When n and q are clear from the context, we omit the superscript n and the subscript q from
Mn

q (k), Dn
q (t), and Hn

q (d, k).

4.1 The Boolean Case, q = 2
For a set S ⊆ {0, 1}n, let min(S) and max(S) be respectively the smallest and the largest
strings in S in lexicographic order. We say a set S ⊆ {0, 1}n is a contiguous k-set if |S| = k

and S consists of all x such that min(S) ⪯ x ⪯ max(S).
We first show that M(k) has the largest number of low Hamming weight strings among

all contiguous k-sets.

▶ Lemma 40. Let n, k, d ∈ N be integers such that k ≤ 2n. Let Sk ⊆ {0, 1}n be a contiguous
k-set. Then |M(k)≤d| ≥ |Sk

≤d|.

We now use Lemma 40 to prove that if a contiguous k-set Sk that does not contain any
of the first k strings in lexicographic order, then the result of Lemma 40 |Sk

≤d| ≤ |M(k)≤d|
can be strengthened to |Sk

≤d| ≤ |M(k)≤d−1|.

▶ Lemma 41. Let n, k, d ∈ N be integers such that k ≤ 2n. Let Sk ⊆ {0, 1}n be a contiguous
k-set. If Sk ∩ M(k) = ∅, then |M(k)≤d−1| ≥ |Sk

≤d|.

We are finally ready to prove the Boolean case of Theorem 38.

Proof of Theorem 38, the q = 2 case. Let S ⊆ {0, 1}n be a down-closed set of size k. We
prove this theorem by a simultaneous induction on k, d ≥ 0.

For the base cases, we consider pairs (k, d) such that d = 0 or k ≤ 2d. The case of
d = 0 is trivial. For the case where k ≤ 2d, a down-closed set S of size k cannot have
strings of Hamming weight > d, thereby showing |S≤d| = k. Also, by construction, M(k) is a
down-closed set of size k, implying H(d, k) = |M(k)≤d| = k in this case.

Given d ≥ 1 and k > 2d, assume that the theorem is true for all (k′, d′) such that either
k′ < k, or k′ = k and d′ < d. Suppose S is a down-closed set of size k and let m be the
smallest integer such that S ⊆ D(m). Define

S0 := {x ∈ S : xn−m+1 = 0} ,

S1 := {x − en−m+1 : x ∈ S and xn−m+1 = 1} .
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Since S is down-closed, we have S1 ⊆ S0. Moreover,

|S≤d| = |S0
≤d| + |S1

≤d−1| .

Applying the induction hypothesis for k′ = |S0| < k and d, we get |M(|S0|)≤d| ≤ |S0
≤d|. Let

T = M(k)\M(|S0|). Since |S1| ≤ |S0|, we have M(|S1|)∩T = ∅, and we may apply Lemma 41
to get |T≤d| ≤ |M(|S1|)≤d−1|. Now applying the induction hypothesis for k′ = |S1| and
d′ = d − 1, we get |M(|S1|)≤d−1| ≤ |S1

≤d−1|. Combining these observations, we get

|M(k)≤d| = |M(|S0|)≤d| + |T≤d|
≤ |S0

≤d| + |M(|S1|)≤d−1|
≤ |S0

≤d| + |S1
≤d−1|

= |S≤d|.

This concludes the induction, and shows that for every k, d ≥ 0, and down-closed set S of
size k, |M(k)≤d| ≤ |S≤d|. ◀

4.2 The General Case of Finite Grids

We prove Theorem 38 in this subsection. In fact, we prove the theorem in a more general
setting, described as follows.

Let F =
∏n

i=1{0, 1, . . . , ri − 1} where r1 ≤ r2 ≤ · · · ≤ rn. Let d ∈ N. We introduce the
following notations:

For S ⊆ F , define ∇(S) := {a ∈ F : b ≤P a for some b ∈ S}, i.e., ∇(S) is the up-closure
of S. For k ∈ {0, . . . , |F |}, denote by M(k) the set of the smallest k elements of F in
lexicographic order. And for r ∈ {0, . . . , |F≤d|}, denote by L≤d(r) the set of the largest r

elements of F≤d in lexicographic order.
The main result of this subsection is the following generalization of Theorem 38.

▶ Theorem 42. For every k ∈ N such that k ≤ |F |,

HF (d, k) = |M(k)≤d| .

We derive Theorem 42 from a combinatorial result of Beelen and Datta [5], which
generalizes the earlier work of Wei [49] and Heijnen–Pellikaan [22, 21].

▶ Theorem 43 ([5, Theorem 3.8]). Let S ⊆ F≤d and r = |S|. Then |∇(L≤d(r))| ≤ |∇(S)|.1

Define ∆(S) := F \ ∇(S) for S ⊆ F . The next lemma gives a characterization of ∆(S).

▶ Lemma 44. Let T ⊆ F≤d be down-closed and S = F≤d \ T . Then ∆(S) is the unique
maximal set with respect to inclusion among all down-closed subsets U of F satisfying
U≤d = T .

▶ Lemma 45. Let r ∈ {0, . . . , |F≤d|} and k = |∆(L≤d(r))|. Then ∆(L≤d(r)) = M(k).

1 In [5], L≤d(r) is denoted by M(r), while we use M(r) to denote the set of the smallest r elements of F
in lexicographic order.
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5 A Tight Bound on the Size of Degree-d Closures of Sets

For n, d, δ ∈ N, denote by N(n, d, δ) the number of monomials Xe1
1 · · · Xen

n with e1, . . . , en ≤ δ

and e1 + · · · + en ≤ d. For example, N(n, d, 1) =
(

n
≤d

)
and N(n, d, δ) =

(
n+d

d

)
for d ≤ δ.

▶ Lemma 46. hFn
q
(d,Fq) = N(n, d, q − 1).

In particular, Theorem 5, which was proved by Nie and Wang [33], can be restated as

|cld(T )| ≤ qn

hFn
q
(d,Fq) · |T | = qn

N(n, d, q − 1) · |T | . (5)

We now give the following tight bound on the size of the degree-d closure of a set T ⊆ Fn
q ,

improving (5).

▶ Theorem 47. Let n, d, m ∈ N. Let T ⊆ Fn
q be a set of size m. Then

|cld(T )| ≤ max
0≤k≤qn:|Mn

q (k)≤d|≤m
k =

{
max0≤k≤qn:|Mn

q (k)≤d|=m k if m ≤ N(n, d, q − 1),
qn otherwise.

(6)

The next theorem states that the bound in Theorem 47 is tight and explicitly constructs
sets that meet this bound.

▶ Theorem 48. Let σA : M → A and ϕ : M → F be the bijections (2) and (3) respectively,
where A = Fn

q , F = {0, 1, . . . , q − 1}n, and M = {
∏n

i=1 Xei
i : 0 ≤ e1, . . . , en ≤ q − 1}. Let m

be any integer such that 0 ≤ m ≤ qn. Choose the maximum k ≤ qn such that |Mn
q (k)≤d| ≤ m.

Let T0 = (σA ◦ ϕ−1)(Mn
q (k)≤d) ⊆ A = Fn

q . If |T0| ≥ m, let T = T0. Otherwise, let T be an
arbitrary set obtained by adding m − |T0| elements from Fn

q \ T0 to T0. Then T is a set of
size m that attains the equality in (6).

6 Low-Degree Dispersers

In this section, we will show how to use Theorem 38 to conclude the existence of low-degree
dispersers for various families of sources. In Section 6.1, we will use Corollary 39 to show that
for every family of at most 2O(kd) sources of min-entropy k, there exists a degree-d disperser.
In particular, this will imply dispersers for local sources and bounded-depth decision forest
sources. In Section 6.2, we will extend this result to large families of sources, including
polynomial and circuit sources.

6.1 Dispersers for Small Families of Sources
In Theorem 49, we use the bound of Corollary 39 on the values of Hilbert functions to bound
the probability that a random polynomial takes a fixed value on an arbitrary subset of Fn

2 .

▶ Theorem 49. Let n, d ≥ 1, S ⊆ Fn
2 be an arbitrary nonempty set, and f : S → F2 be a

function. Then,

Pr
p∈uP2(n,d)

[p|S ≡ f ] ≤ 2−hS(d,F2) ≤ 2−(⌊log2 |S|⌋
≤d ) . (7)

We will now use Theorem 49 to prove the existence of low-degree dispersers for every
small family of sources.
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▶ Corollary 50. Let n, d, k ≥ 1, and X be a family of distributions of min-entropy ≥ k over
{0, 1}n.

Then a uniformly random polynomial p ∈ P2(n, d) is a disperser for X with probability at
least

1 − |X | · 21−( k
≤d) .

Proof. Let X be a distribution from X . Since H∞(X) ≥ k, we have that |support(X)| ≥ 2k.
By Theorem 49,

Pr
p∈uP2(n,d)

[p|support(X) is constant] ≤ 21−( k
≤d) .

The corollary follows by applying the union bound over all |X | sources in X . ◀

We will demonstrate two immediate applications of Corollary 50 for the families of local
and decision forests sources.

▶ Corollary 51 (Low-degree dispersers for local sources). Let 1 ≤ ℓ ≤ d ≤ n be integers. There
exists p ∈ P2(n, d) that is a disperser

for the family of ℓ-local sources on {0, 1}n with min-entropy k > d(2ℓn + 2ℓn log n)1/d.
for the family of depth-ℓ decision forest sources on {0, 1}n with min-entropy k > d((ℓ +
log n)2ℓ+1n)1/d.

The recent result of [1] uses further properties of local sources to prove the existence of
low-degree dispersers for local sources with min-entropy k ≥ cℓ3d · (n log n)1/d for a constant
c > 0. Noting that every depth-ℓ decision forest source is also a (2ℓ − 1)-local source, the
disperser of [1] for local sources implies a result similar to the above.

6.2 Dispersers for Polynomial and Circuit Sources
In this section, we will extend the results of the previous section to prove the existence
of low-degree dispersers for powerful families of sources including polynomial-size circuits
and low-degree polynomial sources. Unlike the previous examples such as local sources, the
sources considered here may non-trivially depend on an arbitrary number of inputs. For
example, even a degree-1 (i.e. affine) source defined by an affine map f : Fm

2 → Fn
2 can

depend on an arbitrary number m ≫ n of input bits. We get around this by restricting
the map f : {0, 1}m → {0, 1}n defining the source to a low-dimensional affine subspace.
Specifically, we will use the input-reduction procedure from [9], where it was used to prove
that random (not necessarily bounded degree) maps extract from low-degree sources.

▶ Lemma 52 ([9, Lemma 4.5]). Let m, n, k ∈ N, k > 1, and f : Fm
2 → Fn

2 be a function. If
H∞(f(Um)) ≥ k, then there exists an affine map L : F11k

2 → Fm
2 such that

H∞ (f (L(U11k))) ≥ k − 1 .

Equipped with Lemma 52, we are ready to construct dispersers for low-degree sources.

▶ Theorem 53 (Low-degree disperser for lower-degree polynomial sources). Let 1 ≤ ℓ < d ≤ n

be integers. There exists p ∈ P2(n, d) that is a disperser for the family of degree-ℓ sources on
{0, 1}n with min-entropy k ≥ (12ℓ · dd · n)

1
d−ℓ + 1.

In particular, for every ℓ ∈ N, there is a degree-(ℓ + 2) disperser for degree-ℓ sources on
{0, 1}n with min-entropy Ω (

√
n).
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▶ Theorem 54 (Low-degree disperser for circuit sources). Let ℓ ≥ 1 and n ≥ d ≥ 2ℓ + 2 be
integers. There exists p ∈ P2(n, d) that is a disperser for the family of nℓ-size circuit sources
on {0, 1}n with min-entropy k ≥ (302 · dd · n2ℓ)

1
d−2 + 1.

Theorems 53 and 54 construct low-degree dispersers for sources generated by constant-
degree polynomials and polynomial-size AC[⊕] circuits. These two classes of sources are
incomparable. Indeed, AC[⊕] computes AND(x1, . . . , xm) which is not a constant-degree
polynomial, while constant-degree polynomials compute polynomials in m inputs which do
not admit circuits of size polynomial in n. We remark that the techniques of Theorems 53
and 54 can be used to conclude the same result for a class of sources that generalizes both
AC[⊕] and constant-degree polynomials. This is the class of polynomial-size circuits which
extends AC[⊕] with gates computing arbitrary polynomials in m inputs of a fixed constant
degree. For ease of exposition, we present only the results for more natural sources in
Theorems 53 and 54.

7 Random Low-Degree Polynomials Extract from Fixed Sources

In this section, we use our bounds on the values of Hilbert functions to prove the existence
of a low-degree extractor for a fixed high min-entropy source. Specifically, in Theorem 57
we show that for every source X of high min-entropy, a random low-degree polynomial p

has bias ≤ ε, i.e., Prx∈uX [f(x) = 1] ∈ 1/2 ± ε with high probability. One special case of
interest is the case of k-flat sources X which are uniform distributions over sets of size 2k. In
Section 8, we will use Theorem 57 to prove the existence of low-degree extractors for various
expressive families of sources.

We start this section by using our bounds on the degree-d closure of sets in order to
lower-bound the probability that a random somewhat large subset T of a set S has “full
Hilbert dimension”, i.e., hT (d,F2) = |T |. We then use this to prove Lemma 56 which states
that for a large enough set S ⊆ {0, 1}n, a random subset T ⊆ S of full Hilbert dimension will
contain each element x ∈ S with almost the same probability. Finally, we present a proof of
Theorem 57 which crucially relies on Lemma 56.

▷ Claim 55. Let 1 ≤ d ≤ n, d ≤ ℓ, and S ⊆ {0, 1}n. Let T be a uniformly random subset of
S of size

(
ℓ

≤d

)
. Then

Pr
T

[
hT (d,F2) = |T | =

(
ℓ

≤ d

)]
≥ 1 −

(
ℓ

≤ d

)
· 2ℓ/|S| .

▶ Lemma 56. Let 1 ≤ d ≤ n, d ≤ ℓ, and S ⊆ {0, 1}n. Let T be a uniformly random subset
of S of size

(
ℓ

≤d

)
. Then for every x ∈ S,

(1 − δ) ·
(

ℓ
≤d

)
|S|

≤ Pr
T

[x ∈ T | hT (d,F2) = |T |] ≤ 1
(1 − δ) ·

(
ℓ

≤d

)
|S|

,

where δ =
(

ℓ
≤d

)
· 2ℓ/|S|.

Equipped with Lemma 56, we are ready to present the proof of Theorem 57.

▶ Theorem 57. Let n, d, k ≥ 1, and ε > 0 be a real. Then for every distribution X over
{0, 1}n with H∞(X) ≥ k, a uniformly random degree-d polynomial f is an ε-extractor for X,

Pr
x∼X

[f(x) = 1] = 1
2 ± ε

with probability at least 1 − e3n−ε2( ℓ
≤d)/(Cn2) where ℓ = k/2 − log(32n/ε) and C = 7 · (32)2.
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8 Low-Degree Extractors

In this section, we extend the results of Section 6 to the setting of extractors. We start
with the extractors version of Corollary 50 in Theorem 58, where we show that low-degree
polynomials extract from small families of sources. Then, in Theorem 60, we use Theorem 58
to prove the existence of low-degree extractors for a number of families of sources. Finally,
in Section 8.1, we prove the existence of low-degree extractors with multi-bit outputs.

▶ Theorem 58. Let X be a family of distributions of min-entropy k ≥ 5 log n over {0, 1}n

for large enough n. Let Y be a family of distributions each of which is ε′-close to a convex
combination of distributions from X . Then for every d ≥ 6, a uniformly random polynomial
p ∈ P2(n, d) is an ε-extractor for Y with probability at least

1 − |X | · e3n−30kd/2/n2

for ε =
(
2d/k1/4)d + ε′.

We will use the following input-reduction result from [9].

▶ Theorem 59 ([9, Theorem 4.1]). Let m, n, k ∈ N, k > 1, and f : Fm
2 → Fn

2 be a function.
If H∞(f(Um)) ≥ k, then there exist affine maps L1, . . . , Lt : F11k

2 → Fm
2 such that the distri-

bution f(Um) is 2−k-close to a convex combination of distributions f (Li(U11k)). Moreover,
for each i ∈ [t],

H∞ (f (Li(U11k))) ≥ k − 1 .

We are now ready to prove that low-degree polynomials extract from many sources of
interest.

▶ Theorem 60. For all ℓ, d ≥ 1, and all large enough n, there exists p ∈ P2(n, d) that is an
ε-extractor for the following families of sources over {0, 1}n of min-entropy k ≥ 5 log n for
ε = 2

(
2d/k1/4)d.

ℓ-local sources for k ≥ (2ℓn3 log n)2/d.
depth-ℓ decision forest sources for k ≥ (2ℓn3(log n + ℓ))2/d.
degree-ℓ sources for k ≥ (3ℓn)

6
d−2ℓ .

nℓ-size circuit sources for k ≥ 3n
4(ℓ+1)

d−4 .

8.1 Extractors Outputting Multiple Bits
In Theorem 61, we show how to extend our single-bit extractors for small families of sources
to the multi-bit setting, which combined with input-reduction lemma, will extend all our
single-bit extractors from Theorem 60 to O(k)-bit extractors.

▶ Theorem 61. Let X be a family of distributions of min-entropy k ≥ 5 log n over {0, 1}n

for large enough n. Let Y be a family of distributions each of which is ε′-close to a convex
combination of distributions from X . Then for every d ≥ 6 and t < k, let p1, . . . , pt ∈ P2(n, d)
be independent and uniformly random polynomials. Then p = (p1, . . . , pt) is a tε-extractor
for Y with probability at least

1 − |X | · e3n+t+1−30(k−2t)d/2/n2

for ε =
(
2d/k1/4)d + ε′, assuming ε ≤ 1/4.
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We study the Matrix Multiplication Verification Problem (MMV) where the goal is, given three
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of a (possibly different) MDS code in systematic form. Our deterministic algorithm uses fast
rectangular matrix multiplication to check whether HAB = HC and H(AB)T = H(CT ), and our
randomized algorithm samples a uniformly random row g′ from G′ and checks whether g′AB = g′C

and g′(AB)T = g′CT .
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1 Introduction

The goal of the Matrix Multiplication Problem (MM) is to compute the product AB of
two n × n matrices A and B given as input. Matrix multiplication has many practical and
theoretical applications, and because of this has been studied by an extensive line of work.
The primary goal of this work has been to determine the running time O(nω) of the fastest
algorithms for MM, which is captured by the matrix multiplication exponent ω.1 The best
upper bounds on ω and related quantities continue to improve [23, 3, 11, 22, 25], and [25]
recently showed the current best known bound of ω ≤ 2.371552. The dream of this line of
work is to show that ω = 2, and this in fact holds under certain plausible combinatorial
and group-theoretic conjectures (see [10, Conjecture 4.7 and Conjecture 3.4]). Nevertheless,
showing that ω = 2 seems very challenging for the time being.

In this work, we consider a variant of matrix multiplication where the goal is to verify
that the product of two matrices is equal to a third matrix. Specifically, we study the
Matrix Multiplication Verification Problem (MMV) where, given three n × n matrices A, B,
and C as input, the goal is to decide whether AB = C. MMV is clearly no harder than
matrix multiplication – it can be solved in O(nω) time by computing the product AB and
then comparing the product entry-wise against C – but it is natural to ask whether it is
possible to do better. In what became classic work, Freivalds [12] answered this question
in the affirmative and gave a simple, randomized algorithm that solves MMV in Õ(n2)
time. This Õ(n2) running time bound is essentially the best possible, and so, unlike matrix
multiplication, the complexity of MMV is relatively well understood.

However, it is in turn natural to ask whether it is possible to derandomize Freivalds’s
algorithm partially or completely. More specifically, it is natural to ask whether it is possible
to give a deterministic algorithm for MMV running in Õ(n2) time or at least O(nω−ε) time
for constant ε > 0.2 Or, if it is not possible to give a deterministic algorithm for MMV with
these running times, it is natural to ask whether it is possible to use fewer random bits than
Freivalds’s algorithm, which uses n random bits. Trying to answer these questions has become
a key goal for derandomization efforts, and has received substantial study [4, 19, 20, 21].

1 Formally, ω is defined as the infimum over ω′ such that the product of two n × n matrices can be
computed in O(nω′

) time. So, MM algorithms are actually only guaranteed to run in O(nω+ε) time for
any constant ε > 0.

2 We use the notation Õ(f(n)) to mean f(n) · poly(log f(n)). Freivalds’s algorithm uses O(n2) arithmetic
operations, each of which takes poly(log n) time when working over integer matrices with entries bounded
in magnitude by poly(n); we assume this setting in the introduction.
Of course, it is only possible for such a O(nω−ε)-time algorithm to exist if ω > 2. We assume that this
is the case throughout the introduction.
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Table 1 Algorithms for MMV on matrices A, B, C ∈ Zn×n with entries of magnitude at most
poly(n) and such that AB −C has at most nδ non-zero entries for 0 ≤ δ ≤ 2. Our new algorithms are
shown in bold. We list asymptotic running times, with poly(log n) factors suppressed for readability,
and the number of random bits used to achieve success probability 1/2. (Each of the three listed
randomized algorithms has one-sided error, so this probability is meaningful.) Here ω(·, ·, ·) is the
rectangular matrix multiplication exponent, ω = ω(1, 1, 1) is the (square) matrix multiplication
exponent, and ε > 0 is an arbitrarily small positive constant.

Algorithm Asymptotic Runtime Bits of Randomness

Matrix Multiplication nω+ε 0

Random Entry Sampling (folklore) n3−δ 2n2−δ · log2(n) + O(1)

Freivalds’s Algorithm [12] n2 n

Vandermonde Mat. Sampling [19] n2 log2(n) + O(1)

Multipoint Poly. Evaluation [21] n2 + n1+δ 0

Cauchy Bound [20] n3 (n2 in Integer RAM) 0

Parity Check/Fast RMM (Thm. 1) nω(1,1,δ/2)+ε 0

Cauchy Mat. Sampling (Thm. 2) n2 δ
2 · log2(n) + O(1)

1.1 Our Results
Our main results are two new algorithms for the Matrix Multiplication Verification Problem
in the sparse regime, i.e., in the case where AB − C is promised to have few non-zero entries
(if any). See Table 1 for a summary of our algorithms and how they compare to other known
algorithms for MMV. Additionally, we give a barrier for giving a fast algorithm for MMV
using a broad class of linear algebraic techniques, a barrier to showing hardness of MMV,
and reductions between variants of MMV.

1.1.1 Algorithms
Besides being inherently interesting, MMV in the sparse regime is the natural decision
version of the well-studied Output-Sensitive Matrix Multiplication Problem (OSMM). It is
also motivated by the following scenario. Suppose that Alice wants to compute the product
AB of two large matrices A and B, but has restricted computational resources. So, she
sends A and B to Bob, who has more extensive computational resources. Bob computes the
product AB, and sends the result back to Alice over a noisy channel (without error-correction,
which increases the size of the message), from which Alice receives a matrix C. Alice knows
that either C = AB as desired, or that C is corrupted but (with high probability) only differs
from AB in a few entries. She wants to check which is the case efficiently.

We define ∥v∥0 (respectively, ∥M∥0) to be the number of non-zero entries in (i.e., Hamming
weight of) a vector v (respectively, matrix M). We call a vector v (respectively, matrix M)
t-sparse if ∥v∥0 ≤ t (respectively, if ∥M∥0 ≤ t).

Our first algorithm (given in Figure 2) is deterministic, and uses fast rectangular matrix
multiplication. For α, β, γ ∈ [0, 1], let the rectangular matrix multiplication exponent
ω(α, β, γ) be the infimum over values ω′ > 0 such that the product of a nα × nβ matrix and a
nβ ×nγ matrix can be computed using O(nω′) arithmetic operations. Note that ω = ω(1, 1, 1)
is the standard (square) matrix multiplication exponent.

APPROX/RANDOM 2024



42:4 Matrix Multiplication Verification Using Coding Theory

1 1.25 1.5 1.75 22

2.1

2.2

2.3

2.4

2.5

δ

R
un

ni
ng

T
im

e
Ex

po
ne

nt

MM [25]
[21]
Theorem 1

Figure 1 Running times of deterministic algorithms for MMV when AB − C is O(nδ)-sparse
for 1 ≤ δ ≤ 2. Our algorithm from Theorem 1 is faster than the best known algorithms for matrix
multiplication [25] and faster than Künnemann’s algorithm [21] for all 1.056 ≤ δ < 2. The plotted
blue points corresponding to the running time of the algorithm in Theorem 1 are derived from the
bounds on ω(1, 1, δ/2) in [25, Table 1]. The line segments connecting them are justified by the fact
that ω(1, 1, ·) is a convex function.

(1) Let k := ⌈
√

t⌉.
(2) Compute an arbitrary prime p that satisfies n ≤ p ≤ 2n.
(3) Compute a (parity check) matrix H ∈ Fk×n

p of a code with distance at least k + 1.
(4) Output YES if H(AB − C) = 0 and H(AB − C)T = 0 (where arithmetic is

performed over Z), and output NO otherwise.

Figure 2 Deterministic Algorithm for MMV corresponding to Theorem 1.

▶ Theorem 1 (Fast deterministic MMV for sparse matrices, informal). Let A, B, C ∈ Zn×n be
matrices satisfying maxi,j{|Ai,j | , |Bi,j | , |Ci,j |} ≤ nc for some constant c > 0 and satisfying
∥AB − C∥0 ≤ nδ for 0 ≤ δ ≤ 2. Then for any constant ε > 0, there is a deterministic
algorithm for MMV on input A, B, C that runs in O(nω(1,1,δ/2)+ε) time.

We note that ω(1, 1, β) < ω for all β < 1 (assuming ω > 2);3 and so our algorithm is faster
than matrix multiplication when AB − C is promised to be O(nδ)-sparse for constant δ < 2.
Furthermore, it is faster than Künnemann’s algorithm [21], which is also for MMV in the
regime where AB − C is sparse, when ω(1, 1, δ/2) < 1 + δ. The equation ω(1, 1, δ/2) = 1 + δ

whose unique solution corresponds to the crossover point at which our algorithm becomes
faster than Künnemann’s turns out to be relevant in other contexts too [27], and [23, 25] both
provide bounds on its solution. Specifically, [25] shows that the solution δ to this equation
satisfies δ ≤ 1.056, and so our algorithm in Theorem 1 is (strictly) faster than any previously
known deterministic algorithm for MMV when 1.056 ≤ δ < 2.

3 See [7, Theorem 2.3]
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(1) Let k := ⌈
√

t/ε⌉.
(2) Compute an arbitrary prime p satisfying k + n ≤ p < 2(k + n).
(3) Compute a ⌈

√
t⌉-regular matrix S = (s1, . . . , sk) ∈ Fn×k

p .
(4) Sample a uniformly random column index i ∼ {1, . . . , k}.
(5) Output YES if ABsi = Csi and (AB)T si = CT si (where arithmetic is performed

over Z), and output NO otherwise.

Figure 3 Randomized Algorithm for MMV corresponding to Theorem 2.

Additional bounds on ω(1, δ/2, 1) = ω(1, 1, δ/2) – and hence the running time of the
algorithm in Theorem 1 – appear in [25, Table 1]. For example, that table shows that
ω(1, 1, 0.55) < 2.067 and ω(1, 1, 0.95) < 2.333 (which correspond to δ = 1.1 and δ = 1.9,
respectively). We also note that our algorithm runs in essentially optimal Õ(n2) time when
δ ≤ 0.642 ≤ 2ω⊥, where ω⊥ := sup{ω′ > 0 : ω(1, 1, ω′) = 2} ≥ 0.321 is the dual matrix
multiplication exponent [25], but that Künnemann’s algorithm [21] runs in Õ(n2) time for
any δ ≤ 1.

Our second algorithm runs in Õ(n2) time, but is randomized (see Figure 3). It uses few
bits of randomness when AB − C is sparse.

▶ Theorem 2 (Fast randomized MMV for sparse matrices, informal). Let c > 0 be a constant,
let A, B, C ∈ Zn×n be matrices satisfying maxi,j{|Ai,j | , |Bi,j | , |Ci,j |} ≤ nc and satisfying
∥AB − C∥0 ≤ nδ for 0 ≤ δ ≤ 2, and let ε = ε(n) ≥ 1/n. Then there is a randomized
algorithm for MMV on input A, B, C that runs in Õ(n2) time, succeeds with probability 1 − ε,
and uses at most ⌈δ/2 · log2(n) + log2(1/ε)⌉ bits of randomness.

Theorem 2 improves on the number of random bits used by the algorithm of Kimbrel
and Sinha [19] when δ < 2 (which uses log2(n) + log2(1/ε) + O(1) random bits regardless of
the sparsity of AB − C), and matches the number of random bits used by their algorithm
when δ = 2. The algorithms both run in Õ(n2) time. In fact, one may think of the algorithm
summarized in Theorem 2 as a natural extension of the algorithm in [19] to handle the
sparse case more efficiently, although it requires additional techniques to implement. (Our
algorithm requires matrices with a stronger pseudorandomness property than theirs; see the
“algorithmic techniques” section below.)

We note that Theorem 2 only improves on known algorithms when 1 < δ < 2, and only
by a factor of δ/2. Indeed, as mentioned above, when δ ≤ 1 Künnemann’s algorithm [21]
solves MMV deterministically in Õ(n2) time, and when δ = 2 our algorithm matches the
number of random bits used by Kimbrel and Sinha’s algorithm. Although seemingly modest,
this constant-factor improvement is not surprising: any super-constant improvement on
the number of bits used by [19] (i.e., an MMV algorithm using o(log n) random bits) could
be turned into a deterministic algorithm for MMV with only a sub-polynomial (i.e., no(1))
multiplicative increase in running time.

1.1.1.1 Algorithmic techniques

Here we briefly summarize the techniques that we use for the MMV algorithms corresponding
to Theorems 1 and 2. We start by remarking that Theorems 1 and 2 hold not just for
matrices over Z with entries of polynomial magnitude, but also for matrices over all finite
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fields Fq with q ≤ poly(n).4 In fact, our algorithms work “natively” in the finite field setting
– i.e., on n × n matrices A, B, C over finite fields Fq – which is directly amenable to using
techniques from coding theory. We assume this setting in the description below. Furthermore,
there is a linear-time, sparsity-preserving reduction from MMV to the special case of MMV
where C is fixed as C = 0 and the goal is to decide whether AB = 0 for input matrices A, B

(see [21, Proposition 3.1]). We will also generally assume this setting in the introduction.
For both algorithms, we will use the observation that if AB − C is non-zero and t-sparse

then at least one row or column of AB − C must be non-zero and k-sparse for k := ⌊
√

t⌋. A
similar observation appears in [26].

Our first, deterministic algorithm (Theorem 1) uses a matrix H over Fq such that any k

columns of H are linearly independent. Equivalently, we require a matrix H ∈ Fm×n
q such

that for all non-zero vectors x ∈ Fn
q with ∥x∥0 ≤ k (corresponding to a sparse, non-zero

column or row of AB), Hx ≠ 0. This is exactly the property guaranteed by the parity-check
matrix H of an error correcting code C ⊆ Fn

q with minimum distance d > k. Moreover, if a
code C with minimum distance d = k + 1 is a so-called Maximum Distance Separable (MDS)
code, then it has a k ×n parity-check matrix H. MDS codes with useful parameters exist and
have efficiently constructible parity-check matrices. In particular, (generalized) Reed-Solomon
codes are MDS codes, and exist when k ≤ n ≤ q (see, e.g., [14]). Their parity-check matrices
H are Vandermonde matrices, which are constructible in kn · poly(log q) ≤ n2 · poly(log q)
time.

Our algorithm then uses fast rectangular matrix multiplication to compute HAB =
(HA)B and H(AB)T = (HBT )AT using roughly nω(1,1,δ/2) arithmetic operations, where
0 ≤ δ ≤ 2 is such that t ≤ nδ. If AB = 0, then HAB = H(AB)T = 0. On the other hand, if
AB ̸= 0 then AB is t-sparse and therefore has a k-sparse row or column. So, at least one of
the expressions HAB and H(AB)T is non-zero.

Our second, randomized algorithm (Theorem 2) uses a matrix S ∈ Fm×n
q with the property

that all of its k × k submatrices are non-singular. Matrices S with this property are called
k-regular, and matrices S all of whose square submatrices (of any size) are non-singular are
called super regular.5 We note that k-regularity is stronger than the property we require for
H in the first algorithm. In particular, if a matrix S ∈ Fm×n

q is k-regular and 0 < ∥x∥0 ≤ k,
then ∥Sx∥0 ≥ m − k + 1. I.e., S being k-regular implies not only that Sx is non-zero, but
that Sx has relatively high Hamming weight for such x. This property is useful because it
implies that Pr[⟨s, x⟩ ̸= 0] ≥ (m − k + 1)/m, where s is a random row of S. Indeed, this
observation leads to our second algorithm: we sample a random row s from a k-regular
matrix S ∈ Fm×n

q and check whether sAB = 0 and s(AB)T = 0. Setting, e.g., m = 2k, we
get that this algorithm succeeds with probability at least (2k − k + 1)/(2k) > 1/2.

It remains to construct (rows of) k-regular matrices S efficiently. Although a priori it is
not even obvious that k-regular matrices exist for arbitrary k, in fact super regular matrices
exist and are efficiently constructible. Specifically, we use a family of super regular (and hence
k-regular) matrices called Cauchy matrices; the entries of such a matrix S are defined as
Si,j = 1/(xi − yj), where x1, . . . , xm, y1, . . . , yn are distinct elements of Fq. In fact, as follows
from their definition, given a (random) index 1 ≤ i ≤ m, it is even possible to construct the
ith row of a Cauchy matrix S efficiently without computing the rest of the matrix, as needed.

4 The algorithms also work over larger finite fields, but with slower running times due to the increased bit
complexity of performing arithmetic operations over those fields.

5 For formal definitions see [7, Section 2.4]
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Finally, we remark that there is a deep connection between MDS codes and super regular
matrices (and between generalized Reed-Solomon codes, Vandermonde matrices, and Cauchy
matrices). Specifically, if G = (I | S) is the generator matrix of an MDS code in systematic
form, then S is a super regular matrix [24]. Moreover, if such a matrix G is the generator
matrix of a generalized Reed-Solomon code, then S is a Cauchy matrix [24].

1.1.2 Barriers
The dream for the line of work described in this paper is to give a deterministic, Õ(n2)-time
algorithm for MMV on arbitrary matrices. However, achieving this goal has proven to be
very difficult despite a substantial amount of work towards it. So, it is natural to ask whether
perhaps no such algorithm exists, i.e., whether MMV is in some sense hard. We first show a
result in this direction, and then show a barrier result to showing SETH hardness of MMV
(and even MM).6

1.1.2.1 Linear algebraic algorithms barrier

We first prove that a natural class of deterministic linear algebraic algorithms for MMV
based on multiplying smaller matrices – including the algorithm in Theorem 1 – cannot run
in less than nω time when using a matrix multiplication subroutine running in worst-case
rectangular matrix multiplication time and when performing all multiplications independ-
ently. Specifically, the Ω(nω) lower bound holds if for all α, β ≥ 0, the subroutine requires
Ω(nω(1,1,α)) to compute the product of an n × nα matrix and an n × n, and Ω(nω(1,1,β)) time
to compute the product of an n × n matrix and an n × nβ matrix.

The idea is that natural algorithms for verifying that AB = C for n × n matrices A, B, C

including ours amount to performing k “zero tests.” More specifically, the ith such test checks
that Li(AB − C)Ri = 0 for some fixed nαi × n matrix Li and n × nβi matrix Ri, where
αi, βi ∈ [0, 1]. We observe that the conditions Li(AB − C)Ri = 0 for i = 1, . . . , k together
correspond to a homogeneous system of

∑k
i=1 nαi+βi linear equations in the n2 variables

corresponding to the entries of X = AB − C for 1 ≤ i, j ≤ n. So, for this system to have
Xi,j = 0 for 1 ≤ i, j ≤ n as its unique solution, it must be the case that

∑k
i=1 nαi+βi ≥ n2,

which we show implies that
∑k

i=1 nω(1,1,min(αi,βi)) ≥
∑k

i=1 nω(αi,1,βi) ≥ nω. Therefore, an
algorithm that independently computes each product LiABRi in time Ω(nω(1,1,min(αi,βi)))
uses Ω(nω).7

1.1.2.2 A barrier to SETH-hardness of MM

While under certain reasonable conjectures, the matrix multiplication exponent ω = 2 (see [10,
Conjecture 4.7 and Conjecture 3.4]), the best provable upper bound we have is ω < 2.371552
by [25]. Nevertheless, given the apparent difficulty of showing ω ≈ 2, it is natural to ask
whether MM is in fact hard. To that end, we study showing its hardness under the Strong
Exponential Time Hypothesis (SETH). However, rather than showing SETH-hardness of MM,
we show a barrier to proving nγ-hardness of MM for constant γ > 2 under SETH. (Because
MMV is trivially reducible to MM, our hardness barrier result also applies to MMV.)

6 More properly, our first result is a barrier to giving a fast algorithm for MMV, and our second result
is a barrier to showing hardness of MMV (i.e., it “gives a barrier to giving a barrier” for a fast MMV
algorithm).

7 For a more detailed exposition of this barrier see [7, Section 3.3]
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42:8 Matrix Multiplication Verification Using Coding Theory

We informally define several concepts used in the statement of our result. SETH says
that for large constant k, k-SAT instances on n variables take nearly 2n time to solve, and
the Nondeterministic Strong Exponential Time Hypothesis (NSETH) says that certifying
that such k-SAT formulas are not satisfiable takes nearly 2n time even for nondeterministic
algorithms. We call a matrix rigid if the Hamming distance between it and all low-rank
matrices is high (the Hamming distance and rank are quantified by two parameters). Rigid
matrices have many connections to complexity theory and other areas, and a key goal is to
find explicit, deterministic constructions of such matrices.

Intuitively, NSETH rules out showing hardness of problems with non-trivial co-nondetermi-
nistic algorithms under SETH. Somewhat more precisely, assuming NSETH, problems
contained in coTIME[f(n)] (but perhaps only known to be in TIME[g(n)] for g(n) = ω(f(n))),
cannot be shown to be Ω(f(n)1+ε)-hard under SETH.8 Künnemann [21] noted that, because
Freivald’s algorithm shows that MMV is in coTIME[n2 ·poly(log n)], NSETH rules out showing
Ω(nγ) hardness of MMV under SETH for constant γ > 2.

In this work, we extend this observation and give a barrier not only to showing SETH-
hardness of MMV but to showing hardness of MM. We demonstrate that, if there exists a
constant γ > 2 and a reduction from k-SAT to MM such that a O(nγ−ε)-time algorithm
for MM for any constant ε > 0 breaks SETH, then either (1) the Nondeterministic Strong
Exponential Time Hypothesis (NSETH) is false, or (2) a new non-randomized algorithm for
computing (arbitrarily large) rigid matrices exists. We also note that, by known results,
falsifying NSETH implies a new circuit lower bound as a consequence. In short, our barrier
result says that showing nγ-hardness of MM under SETH for γ > 2 would lead to major
progress on important questions in complexity theory.9

A key idea that we use for proving our result is that it is possible to compute the product
of two non-rigid matrices efficiently using a nondeterministic algorithm. This follows from
two facts. First, by definition, a non-rigid matrix is the sum of a low-rank matrix L and a
sparse matrix S, and using nondeterminism it is possible to guess L and S efficiently. Second,
it is possible to compute the product of two sparse matrices or a low-rank matrix and another
matrix efficiently. (In fact, we also use nondeterminism to guess a rank factorization of L,
and this factorization is what allows for fast multiplication by L.)

Very roughly, we prove the barrier result as follows. We first suppose that there is
a reduction from k-SAT to (potentially multiple instances of) matrix multiplication. In
particular, such a reduction outputs several pairs of matrices to be multiplied. We then
analyze three cases:
1. If the matrices output by this reduction always have small dimension (as a function

of n), then we can compute the product of each pair quickly using standard matrix
multiplication algorithms (even using naïve, cubic-time matrix multiplication). This leads
to a fast, deterministic algorithm for k-SAT, which refutes SETH (and hence NSETH).

2. If the matrices output by this reduction are always not rigid, then we can compute the
product of each pair quickly using the nondeterministic algorithm sketched above. This
leads to a fast, nondeterministic algorithm for showing that k-SAT formulas are not
satisfiable, which refutes NSETH.

3. Finally, if neither of the above cases holds, then the reduction must sometimes output
rigid matrices with large dimension as a function of n. So, we obtain an algorithm for
generating arbitrarily large rigid matrices using an NP oracle: iterate through all k-SAT

8 We refer the reader to see [7, Definition 2.22] for a formal definition of SETH-hardness.
9 See see [7, Section 4] for a more detailed exposition.
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formulas φ with at most a given number of variables, apply the reduction from k-SAT
to MM to each formula, and then use the NP oracle to check whether each large matrix
output by the reduction is rigid.

We remark that although NSETH is a strong and not necessarily widely believed con-
jecture, [18, 9] showed that refuting it (as in Item 2 above) would nevertheless imply an
interesting new circuit lower bound. Specifically, they showed that if NSETH is false, then
the complexity class ENP requires series-parallel circuits of size ω(n).

Additionally, we remark that despite how slow the “iterate through all sufficiently large
k-SAT formulas and apply the k-SAT-to-MM reduction to each one” algorithm described
in Item 3 seems, it would still substantially improve on state-of-the-art non-randomized
algorithms for generating rigid matrices. This is also true despite the fact that the algorithm
uses an NP oracle.10

1.1.3 Reductions
Again, motivated by the apparent challenge of fully derandomizing Freivalds’s algorithm, we
study relationships between variants of MMV with the goal of understanding what makes the
problem hard to solve deterministically in Õ(n2) time but easy to solve in Õ(n2) time using
randomness (in contrast to MM). More specifically, we study which variants are potentially
easier than MMV (i.e., reducible to MMV, but not obviously solvable deterministically in
Õ(n2) time using known techniques), equivalent to MMV, and potentially harder than MMV
(i.e., variants to which MMV is reducible, but which are not obviously as hard as MM). We
study these questions by looking at deterministic Õ(n2)-time reductions between variants.
See Figure 4 for a summary of our results.

First, we show that two apparently special cases of MMV are in fact equivalent to MMV.
These special cases are: (1) the Inverse Verification Problem, where the goal is to verify
that B = A−1 for input matrices A and B (equivalently, the special case of MMV where
C = In), and (2) the Symmetric MMV Problem, where the input matrices A and B (but
not necessarily C) are symmetric.11 These reductions are relatively simple, and complement
the (also simple) reduction of [21], who showed that the All Zeroes Problem (i.e., the special
case of MMV where C = 0) is MMV-complete.

Second, we identify two problems that are Õ(n2)-time reducible to MMV, but are not
clearly solvable in Õ(n2) time or equivalent to MMV. These problems are: (1) the Strong
Symmetric MMV Problem, where all three of the input matrices A, B, and C are symmetric,
and (2) the Monochromatic All Pairs Orthogonal Vectors Problem, where the goal is, given
vectors a1, . . . , an to decide whether ⟨ai, aj⟩ = 0 for all i ̸= j.

Third, we identify two problems for which there are Õ(n2)-time reductions from MMV
and that are Õ(n2)-time reducible to MM. These “MMV/MM-intermediate problems” are:
(1) the Matrix Product Sparsity Problem (MPS), in which the goal is, given matrices A

and B and r ≥ 0 as input, to decide whether ∥AB∥0 ≤ r, and (2) the k-MMV problem, in
which given matrices A1, . . . , Ak, C as input, the goal is to decide whether

∏k
i=1 Ai = C. We

note that MPS is equivalent to the counting version of the Orthogonal Vectors Problem
(#OV).12 We additionally show that k-MMV is equivalent to the k-All Zeroes problem,

10 See [7, Section 4] for a more thorough discussion.
11 See [7, Section 5] for the complete reductions
12 Indeed, Monochromatic All Pairs Orthogonal Vectors is no harder than MMV (and not obviously

equivalent), Bichromatic All Pairs Orthogonal Vectors is equivalent to the All Zeroes Problem and is
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MMV

AllZeroes

Inverse-Verification

Symmetric-MMVStrong-Symmetric-MMV

k-AllZeroes

Mono-All-Pairs-OV k-MMV

MPS MM

Figure 4 A diagram of reductions among MMV and related problems on n × n matrices. Arrows
represent deterministic O(n2)-time reductions (and double-headed arrows denote equivalences under
such reductions). Red arrows indicate new (non-trivial) reductions.

i.e., k-MMV where C is fixed to be 0. See Figure 4 for a summary of these variants and
reductions between them. For a full presentation of definitions and reductions we refer the
reader to [7, Section 5].

1.2 Related Work
We next discuss other algorithms for MMV and related problems on n × n integer matrices
A, B, and C. We summarize these algorithms, as well as ours, in Table 1. We start by
noting that it suffices to consider the special case of MMV where C = 0 (i.e., where the
goal is to decide whether AB = 0), which is called the All Zeroes Problem. Indeed, a
result from [21] shows that there is a simple O(n2)-time reduction from MMV on n × n

matrices A, B, C to the All Zeroes problem on 2n × 2n matrices A′, B′ with the property
that ∥AB − C∥0 = ∥A′B′∥0. So, for this section we consider the All Zeroes Problem without
loss of generality.

Perhaps the most closely related works to ours are [17, 1], which use fast rectangular
matrix multiplication for the Output-Sensitive Matrix Multiplication Problem (OSMM). In
t-OSMM, the goal is, given matrices A, B as input, to compute the product AB when it is
promised to be t-sparse. There is a trivial reduction from MMV when the output is promised
to be t-sparse to t-OSMM – compute AB and check whether it is equal to 0. Indeed, OSMM
is essentially the search version of sparse MMV. In particular, [17] use techniques from
compressive sensing to solve OSMM. However, it is not clear that the measurement matrix
M in [17] can be constructed deterministically in Õ(n2) time, and so the algorithm in [17]
is a non-uniform algorithm as described. There are other candidate measurement matrices
with deterministic constructions that may work for a similar purpose [16], but the exact
tradeoffs do not seem to have been analyzed and it is not clear that it is possible to get a
(uniform) algorithm with the same parameters. Additionally, [17] only handles the case when
all columns or rows of AB are promised to have a given sparsity, rather than the case where
there is a “global bound” of t on the sparsity of the matrix product itself.

therefore equivalent to MMV, and MPS/#OV is at least as hard as MMV. In the fine-grained complexity
setting OV variants are usually considered with n vectors in dimension d = poly(log n); here we are
considering the regime where d = n.
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The main algorithm in [1] for OSMM (summarized in [1, Theorem 1.4]) runs in randomized
time O(n1.3459δ) when both the input matrices A, B and their product AB are nδ-sparse.13

For the special case when all entries in A, B are non-negative [1] give a deterministic
algorithm with the same running time as their randomized algorithm. We note that [1] was
written independently and concurrently with this work.

Besides simply using matrix multiplication, perhaps the most natural idea for an algorithm
for the All Zeroes problem is to compute a random entry (AB)i,j of AB and check whether it
is non-zero. If ∥AB∥0 ≥ nδ, then sampling, say, 10n2−δ random entries of AB independently
will find a non-zero entry with good constant probability. Because computing each such
entry amounts to computing an inner product, and sampling indices i, j ∼ {1, . . . , n} takes
roughly 2 log2 n random bits, this algorithm overall takes Õ(n3−δ) time and O(n2−δ log n)
random bits. So, this algorithm is relatively efficient and succeeds with good probability in
the case when AB is dense, but even then requires a relatively large number of random bits.
We also note the somewhat odd fact that this algorithm is most efficient when AB is dense,
whereas our algorithms are most efficient when AB is sparse.

Freivalds’s algorithm [12] works by sampling a uniformly random vector x ∼ {0, 1}n, and
outputting “YES” if ABx = 0 and “NO” otherwise. If AB = 0, then this algorithm is always
correct, and if AB ̸= 0 then it fails with probability at most 1/2.14 In particular, Freivalds’s
algorithm has one-sided error with no false negatives (i.e., it is a coRP algorithm).

A key idea for subsequent algorithms was to reduce MMV to a question about polynomials.
The main idea is the following. Define x := (1, x, x2, . . . , xn−1)T , where x is an indeterminate,
and define pi(x) := (ABx)i =

∑n
j=1(AB)i,j · xj−1. Note that AB = 0 if and only if

the polynomials pi(x) are identically zero (as formal polynomials) for all i ∈ {1, . . . , n}.
Furthermore, if the ith row of AB is non-zero then pi(x) is a non-zero polynomial of degree
at most n − 1, and therefore has at most n − 1 distinct complex (and hence integral) roots.
So, for such pi(x) and a non-empty set S ⊂ Z, Prα∼S [p(α) = 0] ≤ (n − 1)/ |S|, which is
less than 1/2 when |S| ≥ 2n. This observation leads to the following algorithm for MMV,
which forms the basis for Kimbrel and Sinha’s algorithm [19]. Sample α ∼ {1, . . . , 2n}, and
output “YES” if and only if ABα = 0 for α := (1, α, α2, . . . , αn−1)T . Using associativity, it
is possible to compute this product as A(Bα) using O(n2) arithmetic operations.

However, there is an issue with this algorithm: it requires computing powers of α up to
αn−1. These powers require Ω(n) bits to represent for any integer α ≥ 2, and so performing
arithmetic operations with them takes Ω(n) time. To solve this, Kimbrel and Sinha instead
consider the “test vector” α modulo an (arbitrary) prime 2n ≤ q ≤ 4n, which they can find
deterministically in O(n2) time. They show that their algorithm is still correct with good
probability (over the choice of α) with this modification.

Korec and Wiedermann [20] showed how to deterministically find a good α for the above
test – that is, a value α such that pi(α) ̸= 0 if pi is not identically zero – using Cauchy’s bound,
which gives an upper bound on the magnitude of the largest root of a polynomial as a function
of the polynomial’s coefficients. Namely, they just choose α larger than Cauchy’s bound.
(They note that the maximum magnitude of an entry in AB – and hence of a coefficient in

13 A more general version of this theorem, which gives an algorithm whose running time depends both on
the sparsity of the input matrices A, B and of their product AB, appears as [1, Theorem 1.7].

14 To see this, note that in the latter case some row sT of AB must be non-zero, and let j∗ be the index
of the last non-zero entry in s. Then for uniformly random x ∼ {0, 1}n, Pr[ABx = 0] ≤ Pr[⟨s, x⟩ =
0] = Pr[sj∗ xj∗ = −

∑j∗−1
k=1 skxk] ≤ 1/2. Moreover, this holds for matrices A, B over any ring R, and so

Freivalds’s algorithm works for MMV over any ring R.
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any of the polynomials pi(x) – is at most nµ2, where µ is the maximum magnitude of an
entry in A or B.) Their algorithm uses only O(n2) arithmetic operations, but again requires
computing powers of α up to αn−1, and therefore the algorithm has bit complexity Ω(n3).

Additionally, we mention the work of Künnemann [21], which works for MMV over finite
fields Fq with q > n2 (he reduces MMV over the integers to MMV over such fields). His
algorithm works by considering the bivariate polynomial f(x, y) = fA,B(x, y) := xT ABy

for x = (1, x, x2, . . . , xn−1), y = (1, y, y2, . . . , yn−1), where x and y are indeterminates, and
the corresponding univariate polynomial g(x) = gA,B(x) := f(x, xn). The coefficient of
x(i−1)+(j−1)n in g(x) (and of xi−1yj−1 in f(x, y)) is equal to (AB)i,j , and so to decide
whether AB = 0 it suffices to decide whether g(x) (or f(x, y)) is identically zero as a formal
polynomial.15 He shows that to do this it in turn suffices to decide whether g(αi) = 0
for all i ∈ {0, . . . , t − 1}, where α ∈ Fq is an element of order at least n2 and t = nδ is
an upper bound on the sparsity of AB. Indeed, he notes that the system of equations
g(1) = · · · = g(αt−1) = 0 is a Vandermonde system of homogeneous linear equations in the
at most t non-zero entries (AB)i,j in AB, and so its only solution is the solution (AB)i,j = 0
for all 1 ≤ i, j ≤ n (i.e., it must be the case that AB = 0). To evaluate g on the t values
1, α, . . . , αt−1 quickly, he uses a known result about fast multipoint polynomial evaluation.

We also note that MMV and its variants have also been studied from angles other
than derandomization of Freivalds’s algorithm. Notably, [8] gave a O(n5/3)-time quantum
algorithm for MMV, [15] studied the Boolean Matrix Multiplication Verification problem,
and [13, 26] study the problem of correcting matrix products. I.e., they study the problem
of computing AB given matrices A, B, and C where ∥AB − C∥0 is guaranteed to be small,
which Künnemann showed is equivalent to OSMM.

Finally, we remark that other recent works including [9, 5, 2, 6] have also studied “barriers
to SETH hardness”.

1.3 Open Questions
Of course, the main question that we leave open is whether Freivalds’s algorithm can be
fully derandomized, i.e., whether there is a deterministic Õ(n2)-time algorithm for MMV
on n × n matrices over finite fields Fq with q ≤ poly(n) and integer matrices with entries
[−nc, nc] for constant c > 0. Additionally, it would be interesting to extend our results for
MMV in the sparse regime to Output Sensitive Matrix Multiplication. The coding-theoretic
techniques that we use seem amenable to this.
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Abstract
Interactive coding allows two parties to conduct a distributed computation despite noise corrupting
a certain fraction of their communication. Dani et al. (Inf. and Comp., 2018) suggested a novel
setting in which the amount of noise is unbounded and can significantly exceed the length of the
(noise-free) computation. While no solution is possible in the worst case, under the restriction of
oblivious noise, Dani et al. designed a coding scheme that succeeds with a polynomially small failure
probability.

We revisit the question of conducting computations under this harsh type of noise and devise a
computationally-efficient coding scheme that guarantees the success of the computation, except with
an exponentially small probability. This higher degree of correctness matches the case of coding
schemes with a bounded fraction of noise.

Our simulation of an N -bit noise-free computation in the presence of T corruptions, communicates
an optimal number of O(N + T ) bits and succeeds with probability 1 − 2−Ω(N). We design this
coding scheme by introducing an intermediary noise model, where an oblivious adversary can choose
the locations of corruptions in a worst-case manner, but the effect of each corruption is random: the
noise either flips the transmission with some probability or otherwise erases it. This randomized
abstraction turns out to be instrumental in achieving an optimal coding scheme.
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1 Introduction

In many distributed systems nowadays, communication channels suffer various types of noise
and interference that may corrupt information exchanged between devices. Interactive coding,
initiated by the seminal work of Schulman [25, 26] (see also [12]), allows two or more devices
to correctly complete their computation despite channel noise, by adding only a moderate
amount of redundancy to the computation. The capability of an interactive coding scheme
usually depends on the specific type of noise it is designed to withstand. For instance, when
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43:2 Interactive Coding with Unbounded Noise

the noise can flip bits, interactive coding schemes withstand up to a fraction of 1/6 of flipped
bits [8, 20] (a fraction of 1/4 can be withstood over channels with larger alphabets [5]); when
the noise erases bits (i.e., replaces a bit with a special erasure mark ⊥), then a fraction of 1/2
of bit erasures can be withstood [11, 20], which also applies for larger alphabets [8]. When
messages can be inserted and deleted, the maximal corruption rate is again 1/4, see [4, 27].

In a recent work, Dani, Hayes, Movahedi, Saia, and Young [7] suggested a different and
interesting model for interactive coding in which the amount of noise is unbounded. That
is, the number T of corruptions that affects a given execution, can be arbitrary. Note that
this number T is unknown to the coding scheme; this is in contrast to the standard model
of interactive coding, where a limit on the fraction of corrupted transmissions is known by
all devices. The scheme in [7] correctly computes any two-party computation that takes
N rounds without noise, by communicating N + O(T +

√
N(T + 1) log T ) bits and succeeds

with probability 1 − O(1/N log N).
In a nutshell, the idea of the scheme in [7] is as follows. Every message sent between

the parties contains the round number it corresponds to and a signature. A device checks
that the signature is valid before processing a received message. If the signature does not
check out, the device ignores that communication. The coding scheme tracks the progress of
both parties via the added information of the round number, so that corrupted messages are
re-transmitted until they arrive correctly at the other side.

One significant drawback of the above approach, is that the noise might corrupt a message
along with its signature so that the receiver believes that the signature is correct. This
occurs with exponentially small probability in the length of the signature, which leads to
the polynomially-small failure probability of the scheme. In other words, the scheme in [7]
assumes that the noise never creates a valid signature and settles with a failure probability
of magnitude 1/N log N .

In this work we aim to achieve an interactive coding scheme that can withstand an
unbounded amount of noise, yet, with failure probability exponentially small in N , similar to
most previous work on interactive coding (e.g., [26, 18, 2, 19]). This effectively means that
the coding scheme must cope with corrupted messages being processed by some device. That
is, the coding scheme must be resilient to the event, that occurs with polynomially small
probability in N , where both the message and the signature are corrupted in a matching way.

Our main result is a coding scheme that is resilient to an arbitrary and a priori unknown
number T of bit flips, with exponentially small failure probability.

▶ Theorem 1.1 (Main). Given any two-party binary interactive protocol π of length N ,
there exists an efficient randomized protocol Π of length O(N + T ) that simulates π with
probability 1 − 2−Ω(N) over a binary channel in the presence of an arbitrary and a priori
unknown number T of corruptions. The noise is assumed to be independent of the parties’
randomness.

We note that the scheme assumes oblivious noise in the sense that the T corrupted transmis-
sions are selected at the beginning of the computation (as a function of the coding scheme
and the parties’ inputs) and is independent of the parties’ (private) randomness. This
assumption is crucial, as no coding scheme withstands an unbounded amount of noise that is
non-oblivious [7, Theorem 6.1].

1.1 Techniques
Towards an optimal scheme: the code concatenation approach. The immediate approach
towards an improved coding scheme for an unbounded amount of corruptions is of code
concatenation, namely composing two layers of interactive code. The inner layer would be
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responsible for transmitting bits over the channel despite the unbounded amount of noise
(e.g., [7, 15]). The outer layer would then “see” only a limited amount of noise (which passes
the inner layer with polynomially-small probability) and perform a standard interactive
coding (e.g., [25, 26, 5, 21, 19, 14, 20]) using these bits.

Unfortunately, such an approach faces severe difficulties. For the inner layer, the scheme
of Dani et al. [7] assumes that no corrupted message is accepted by a party. That is, a
message can either be correct or marked as invalid. Requiring the parties to process incorrect
messages might cause their inner state to differ in a way that could not be recovered by the
scheme. That is, a single corrupted message (that is believed to be correct by one of the
parties) might cause the parties to “lose sync”, so that the parties do not agree anymore on
when the next phase of the scheme begins and ends, or whether the scheme has terminated
or not. The scheme will not recover from this fault because the synchronization information
would be sent by one party at certain rounds but expected by the other party at different
rounds. The other option for the inner layer is the scheme by Gelles and Iyer [15] designed
to withstand an unbounded amount of erasures, and thus, on its surface, does not fit our
purpose.

The randomized erasure–flip model. The key towards solving the above conundrum stems
from defining a new random noise model that we name the unbounded probabilistic Erase–Flip
noise model (UPEF). This model (formally defined in Section 2.2) still allows an unbounded
number of corruptions determined by the adversary in an oblivious way. However, when
the i-th transmission is corrupted by the adversary, the effect of the corruption is random:
the transmitted bit is flipped with some probability pi or erased with the complementary
probability. The probabilities {pi}i∈N are parameters of the model and can be determined
by the algorithm’s designer. In a sense, this type of noise matches the effect oblivious noise
has on messages that are protected with a signature: with some probability the corruption is
detected (the signature does not verify) and the message is marked as corrupted, i.e., erased.
On the other hand, with some small probability the corruption is such that the signature
verifies the corrupted message; in this case we have a flip. The probabilities are determined
by the length of the signatures in use.1

This novel randomized model is much simpler to handle, and facilitates the design and
analysis of optimal coding schemes. Furthermore, any scheme designed for this model can
be translated into a coding scheme that works in the standard unbounded flips (UF) noise
model, by employing signatures of respective length to match the erasure–flip probabilities of
the UPEF model. Therefore, this model serves as a crucial tool for obtaining optimal coding
schemes in the standard model.

Switching to the UPEF model allows us to use the scheme in [15] as the inner code
of our concatenated coding scheme, in an almost as-is fashion: by smartly setting the
probabilities {pi}i∈N, we can guarantee, with very high probability, that any execution
experiences an unbounded number of erasures but only a bounded number of bit-flips. The
scheme in [15] withstands the erasures and delivers the non-erased bits (either correct or
not) to the outer layer, which should be able to cope with this limited amount of bit flips.

One problem still remains, but to explain it, we must first explain how the [15] scheme
works. In a nutshell, the parties simulate the underlying (noiseless) protocol π bit-by-bit,
where the scheme adds to each bit the parity (mod 2) of the corresponding round number.

1 We use AMD codes [6] to generate signatures, see the full version of this paper [10, Appendix A] for the
exact details.
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The scheme works in challenge-response–style iterations: The first party (Alice) begins by
sending the bit of the next round of π along with the parity of that round (the challenge).
Bob receives this bit, and if the parity corresponds to the round number he expects, he
records this bit and replies with the next bit of π along with the parity of that round in π (the
response). When this reply reaches Alice, and the parity is correct, Alice records the bit from
Bob and moves on to the next iteration. In any case of erasures or if the parity mismatches,
the receiver ignores the received message. The analysis in [15] shows that this single parity
bit suffices to keep track of the progress despite an unbounded amount of erasures.

However, in the UPEF model, a bit flip can either corrupt the content bit (i.e., the next
simulated round of π) or the parity bit sent along! Corrupting the parity bit damages the
correctness of the [15] scheme, but this is the only way the noise can affect correctness.
Throughout a detailed case analysis, we prove that corrupting the parity bit has the sole
effect of making the parties out-of-sync, in the sense that one party advances to the next
round in π, while the other does not. Luckily, this type of out-of-sync corruption was already
considered in the interactive-coding community, initiated by the work of Braverman, Gelles,
Mao, and Ostrovsky [4], which presented a non-efficient scheme that withstands a noise
level of up to 1/18 fraction of the rounds, where “noise” here means insertions and deletions
producing out-of-sync events as described above. That work was followed by a work by
Sherstov and Wu [27], who showed that a variant of the [4] scheme withstands the optimal
level of noise, namely, up to 1/4 of the rounds, and by a work by Haeupler, Shahrasbi, and
Vitercik [22], who presented an efficient scheme, based on synchronization strings, with noise
resilience of 1/44.

Therefore, we can set the scheme in [22] (denoted HSV hereinafter) as the outer layer in
our construction, and set the probabilities {pi}i∈N such that the total number of insertion
and deletion errors will not surpass the threshold expected by the HSV scheme, except with
an exponentially small probability. This construction achieves our goal of obtaining a coding
scheme in the UPEF model, with optimal length of O(N + T ), and an exponentially small
failure probability.

Unfortunately, once converting this optimal UPEF scheme back to the standard UF
model, the overhead increases severely. In particular, the way we set the probabilities {pi}i∈N
implies a logarithmic overhead on the size of the signatures, leading to a sub-optimal scheme
of length O((N + T ) log(N + T )) in the UF model. To avoid this increase in communication,
we must maintain the probabilities {pi}i∈N “large”, and design a new scheme that is still
optimal in the UPEF model despite the high values of {pi}i∈N.

Obtaining an optimal scheme: the iterative approach. In order to obtain a UF-optimal
scheme, we take a different approach, namely, we execute an increasing-length instances of a
“standard” interactive coding [7]. As before, we start by constructing a coding scheme over
the UPEF model. Our goal now is to maximize the pi’s as much as possible. The main idea
is as follows. Let’s fix each pi to some constant, say, 2/3. Now, any corruption in the UPEF
model will cause an erasure with a fixed probability of 1/3. The number of erasures a party
observes is a good estimate of the level of noise during the same transmissions. Hence, the
parties can continue running the scheme again and again, until they believe the noise level
was low enough to produce the correct output.

In more detail, Alice and Bob run an efficient interactive coding scheme resilient to a
constant fraction of adversarial flips (e.g., [2, 19]). After executing the scheme, Alice and
Bob count the number of erasures observed during the execution and estimate (with high
probability) the fraction of corruption they experienced. They communicate this estimate
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to each other, and decide how to continue accordingly. If the noise level seems sufficiently
low, the resilient scheme must have produced the correct output, and the parties can safely
terminate. Otherwise, the parties re-run the interactive scheme, doubling its length. They
repeat this action until they reach an execution where the noise level is low enough to
guarantee the success of the underlying interactive coding scheme.

With a correct choice of parameters, this results in a UPEF scheme of length O(N + T ).
However, since all {pi}i∈N are fixed to a constant, once we translate this scheme into a UF
scheme, we keep its length up to a constant and obtain an optimal length of O(N + T ) in
this case as well.

We note that a communication complexity of Θ(N +T ) is tight for the UF model. A lower
bound of Ω(N + T ) is immediate by considering the case where the adversary corrupts the
entirety of the communication between Alice and Bob for Θ(T ) rounds, e.g., by flipping each
bit with probability 1/2, thereby not allowing any information to cross the channel during
these rounds. After this corruption, N rounds are still needed to complete the protocol
without noise.

1.2 Related Work
As mentioned above, the field of interactive coding was initiated by the work of Schulman [25,
26]. Following this work, many two-party interactive coding schemes were developed, with
the goal to optimize various properties, such as efficiency, communication rate, and noise
resilience [5, 18, 2, 23, 21, 13, 3, 14, 20]. Two-party coding schemes for different types of
noise, such as erasures or insertions and deletions, appeared in [11, 13, 8, 4, 22, 27, 9, 20].
See [12] for an extensive survey on this field.

Closest to our work are coding schemes that withstand an unbounded amount of corruption.
As mentioned above, Dani et al. [7] developed a randomized scheme that deals with an
unbounded amount T of oblivious bit-flips, succeeds with high probability, and simulates
any π of length N in N + O(T +

√
N(T + 1) log T ) rounds. Gelles and Iyer [15] developed a

deterministic scheme that deals with an unbounded amount T of (not necessarily oblivious)
erasures in at most 2N + 4T communication rounds. For the multiparty setting, Aggarwal,
Dani, Hayes, and Saia [1] developed a coding scheme that correctly simulates any protocol
over an arbitrary network withstanding an unbounded amount of oblivious corruptions in
Õ(N + T ) rounds, suppressing logarithmic terms.

1.3 Paper Outline
We set up the UPEF and UF models, recall the insertion-deletion model, and review
interactive coding protocols in Section 2. In Section 3 we describe an optimal UPEF coding
scheme that follows a code concatenation approach. Its analysis is deferred to the full version
of this paper [10, Appendix A]. Finally, in Section 4 we describe an optimal coding scheme
in the UPEF model that follows an iterative approach. We then show how to translate it
into an optimal UF coding scheme.

2 Preliminaries

Notations. For an integer n ∈ N we use [n] = {1, 2, 3, . . . , n}. All logarithms are taken to
base 2 unless otherwise mentioned. For two strings a, b we denote by a◦ b their concatenation.
We will use ⃝k=1,2,...,ℓ ak ≜ a1 ◦ a2 ◦ · · · ◦ aℓ to abbreviate the concatenation of multiple
strings. We use Oε(·), Θε(·), etc., to explicitly remind that the constant inside the O(·) may
depend on (the constant) ε.

APPROX/RANDOM 2024
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2.1 Interactive Protocols and Coding Schemes
Consider two parties, Alice and Bob, having inputs x, y ∈ {0, 1}k respectively, who wish to
compute some function f(x, y) by communicating over a channel with alphabet Σ. Towards
that goal, Alice and Bob use an interactive protocol composed of two algorithms π = (πa, πb)
for Alice and Bob, respectively. These algorithms assume a common clock known by both
parties (i.e., the protocol is synchronized) and determine, for each party in each round
(timestep), whether the party (1) has to send a message in that round, (2) which symbol the
party sends, and (3) if the party should terminate in that round and which output should it
give.

Each party records all the messages it receives during the execution of the protocol. The
collection of these records is the party’s transcript. We assume that π has fixed order of
speaking; this means that in each round exactly one party is transmitting a symbol (the other
party listens), and the identity of the transmitting party in a given round is predetermined
and independent of the parties’ inputs. In particular, a protocol in which Alice speaks in odd
rounds, and Bob speaks in even rounds is said to be of an alternating order. Note that if π is
not alternating, then it can be converted to an alternating-order protocol while increasing the
communication complexity by a factor of at most 2. We say that a protocol is k-alternating,
for some k ∈ N, if during its execution each party transmits bulks of k bits. The length of a
protocol is defined to be the number of rounds it includes until both parties have terminated.

Noisy channels and coding schemes. Now, assume that the parties are connected by a
noisy channel. Formally, given an input and output alphabets Σin, Σout, respectively, a single
utilization of a noisy channel is the (possibly randomized) function C : Σin → Σout.

We can now discuss protocols that perform over noisy channels. We say that a protocol
π′ simulates π over the noisy channel C, if for any inputs (x, y), after executing π′ over the
noisy channel C, the parties can output their transcripts in an execution of π over a noiseless
channel with inputs (x, y). When the channel noise or the algorithm π′ are probabilistic, we
say that π′ simulates π with probability p if the probability that the parties’ output equal the
transcript of π is at least p, for any inputs pair.

A coding scheme (for some given noisy channel C) is a function CS, whose input is a
noiseless protocol π, and its output is a protocol π′ = CS(π) which simulates π over the
channel C. When the channel noise or the scheme are probabilistic, we say that the coding
scheme has success probability p, if for any π, the protocol π′ = CS(π) simulates π with
probability p.

2.2 Noise Models
As alluded to in the introduction, our scheme is designed to withstand an unbounded amount
of (oblivious) bit flips. However, we design the scheme by reducing the unbounded-flip model
to a different noise model with unbounded probabilistic erasures and flips. Furthermore, the
effect of probabilistic erasures and flips noise on the inner layer of our coding scheme is such
that the outer layer “sees” insertion and deletion noise. We will now define these three noise
models in turn.

The Unbounded Flip noise model (UF). Our main noise model is the unbounded flip
noise model, set forth by Dani et al. [7]. Given a specific execution of π′ with inputs (x, y),
the adversary sets a noise corruption pattern E ⊂ N such that the amount of noise, |E|,
satisfies |E| = T for some number T ∈ N decided by the adversary. The noise pattern can



E. Fargion, R. Gelles, and M. Gupta 43:7

be set as a function of π, x, y but is independent of any randomness the parties might have
(i.e., an oblivious noise). The noise pattern E determines which bits get flipped during
the execution of π. Namely, if i ∈ E, then the i-th transmitted bit in π will be flipped.
Otherwise, the bit goes through uncorrupted. Note that T might be arbitrary. When one of
the parties terminates, the channel sends zeros to the another party, which may be flipped
by the adversary.

The Unbounded Probabilistic Erasure-Flip noise model (UPEF). Our coding scheme in
this work is designed and analyzed within the following noise model, that combines both
erasure and flip noise. This model naturally appears when executing a protocol in the UF
model while each message contains a (probabilistic) signature or a message authentication
tag that indicates its validity.

In this model, the parties are connected via a noisy communication channel C : {0, 1} →
{0, 1, ⊥}, which can either flip bits or erase them (denoted by the erasure mark ⊥). Similar
to the UF model, given any specific execution of π′ with inputs (x, y), the rounds which
are corrupted are predetermined by an adversary that knows π′, x, y and the inputs but not
the parties’ private randomness. This corruption is described via the noise pattern E ⊂ N,
where i ∈ N means that the i-th round is corrupted; otherwise, the bit arrives at the other
side intact. When a round is corrupted, the effect is as follows: the bit is flipped with some
probability pi or is erased with probability 1 − pi. The probabilities {pi}i∈N are parameters
of the model and will be specified later.

Terminating in the UPEF is different from terminating in the UF. When Alice terminates,
the channel transmits a special “silence” symbol, namely, “□”. Upon the reception of this
special symbol, Bob knows that Alice has quit, and terminates as well.

Similar to the UF model, we restrict the discussion to noise patterns in which the total
number of corrupted rounds is finite. That is, there exists some number T ∈ N, unknown to
the parties and π, such that |E| = T .

The Insertion-Deletion noise model. The insertion-deletion noise model [4], which we
briefly describe here, is important for our analysis of the concatenated coding scheme.

In this model we consider alternating interactive protocols π′, where no common clock is
assumed by the parties. Instead, Alice sends the first symbol (round 1), and Bob is idle until
receiving this symbol. Once the first symbol is obtained by Bob he transmits a symbol back
to Alice (round 2). Alice will execute round 3 once receiving this symbol, and so on. The
noise is allowed to either corrupt a symbol (i.e., the receiver will obtain a different symbol
from the one sent, a substitution), or to completely delete the symbol, so that the receiver
receives nothing. In the latter case, the protocol is “stuck” as both parties await an incoming
symbol to proceed. To avoid getting stuck, the noise must inject a new symbol towards the
sender of the symbol that got deleted. This causes the parties to get out of sync, that is, one
of them will believe the current round is i, while the other will believe the current round is
i + 2. See also [4, 27, 22, 9, 16, 17].

In [22], the authors give an efficient constant-rate coding scheme for insertions and
deletion noise, which we will use in our construction.

▶ Theorem 2.1 (Theorem 1.2 in [22]). For any alternating protocol π of length n and for any
ε > 0, there exists an efficient randomized protocol π′ simulating π in presence of δ = 1/44−ε

fraction of edit-corruptions, whose length is Θε(n) and succeeds with probability 1 − 2−Θ(n).
The alphabet size of π′ is Θε(1).

We assume that at its termination, π′ has an output, which equals to the output of π (under
the conditions in the theorem).

APPROX/RANDOM 2024
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3 A UPEF-optimal coding scheme via code concatenation

In this section we give an optimal UPEF coding scheme, based on code-concatenation
approach (Algorithms 1 and 2). The analysis of the scheme, presented in the full version of
this paper [10, Appendix A], proves the following Theorem.

▶ Theorem 3.1. Given any two-party binary interactive protocol π of length N , there exists
some constant C and an efficient randomized protocol Π of length O(N + T ) that simulates
π with probability 1 − 2−Ω(N) over a binary channel in the presence of an arbitrary and a
priori unknown number T of probabilistic Erasure–Flip corruptions, with pi = min

{
CN
i2 , 1

2
}

.

Let π be a binary alternating protocol that assumes noiseless channels of length |π| = N .
Our goal is to simulate π in the UPEF model. Let π′ be the randomized protocol obtained
from π via Theorem 2.1, by setting δ = 1/45 (i.e., ε = 1/1980). We denote |π′| = N ′. Denote
the alphabet of π′ by Σ′ and note that its size is constant, |Σ′| = Θ(1).

Our coding scheme (Algorithms 1 and 2) simulates the communication of π′, symbol by
symbol. As the channel in the unbounded probabilistic Erase–Flip noise model is binary, the
parties communicate the binary representations of the symbols in π′. Therefore, during each
iteration of the simulation, Alice sends a symbol to Bob using log |Σ′| bit transmissions, and
expects a symbol reply from Bob.

Algorithm 1 Simulation over Erasure and Substitution Channel with Unbounded Noise (Alice).

Input: An alternating binary protocol π of length N , an input x

Initialize: Let π′ be the protocol simulating π given by Theorem 2.1, setting ε = 1/1980. Let
N ′ = |π′| and assume Σ′ (the alphabet of π′) is a power of two.

A.1 Ta ← ∅, ra ← 0
A.2 while ra < N′

2 do
A.3 // Send Message
A.4 ra ← ra + 1
A.5 msend ← π′(x | Ta)
A.6 Ta ← Ta ◦msend

A.7 send (msend, ra mod 2) ▷ k transmissions
A.8
A.9 // Receive Message
A.10 receive m′ = (mrec, rrec) ▷ k transmissions
A.11 if m′ does not contain ⊥ and rrec = ra mod 2 then
A.12 Ta ← Ta ◦mrec

A.13 else
A.14 delete the last symbol of Ta

A.15 ra ← ra − 1
A.16 end if
A.17 end while
A.18 Output the output given by π′

The simulation of π′ employs a challenge-response paradigm, where Alice sends a symbol
(the challenge) and expects one back (the response). The parties maintain a counter to track
their respective progress, namely, the variables ra and rb, which represent the number of
successful iterations observed by Alice and Bob, respectively. Every time Alice and Bob send
a symbol, they attach to it the parity (mod 2) of their own counter. Hence, the simulation is
k-alternating, with k = ⌈log |Σ′|⌉ + 1.
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Algorithm 2 Simulation over Erasure and Substitution Channel with Unbounded Noise (Bob).

Input: An alternating binary protocol π of length N , an input x

Initialize: Let π′ be the protocol simulating π given by Theorem 2.1, setting ε = 1/1980. Let
N ′ = |π′| and assume Σ′ (the alphabet of π′) is a power of two.

B.1 Tb ← ∅, rb ← 0, err ← 0, m← (0, 0)
B.2 while m′ ̸= □ do
B.3 // Receive Message
B.4 receive m′ = (mrec, rrec) ▷ k transmissions
B.5 if m′ does not contain ⊥ and rrec ̸= rb mod 2 then
B.6 Tb ← Tb ◦mrec

B.7 err ← 0
B.8 else
B.9 err ← 1
B.10 end if
B.11
B.12 // Send Message
B.13 if err = 0 then
B.14 rb ← rb + 1
B.15 msend ← π′(y | Tb)
B.16 Tb ← Tb ◦msend

B.17 send m← (msend, rb mod 2) ▷ k transmissions
B.18 else
B.19 send m ▷ k transmissions; m from memory
B.20 end if
B.21 end while
B.22 Output the output given by π′

When Alice receives a symbol (as a response to the challenge she has previously sent),
she checks the counter value attached to it: if it matches her expected counter parity (mod
2), she “believes” this challenge-response iteration, delivers the received symbol to π′ and
increases ra by 1; otherwise, she ignores the reply and tries again in the next iteration.

Bob acts in an analogous manner: if the information received from Alice matches the
counter parity (mod 2) he is expecting, then he “believes” the received symbol, delivers it
to π′, increases rb by 1, obtains from π′ the next symbol to communicate to Alice, and sends
Alice this symbol and the parity of rb. If the information from Alice does not match Bob’s
expectation, he ignores this transmission and replies with the previous symbol computed
by π′ (along with the parity that corresponds to that symbol). When a party “believes” an
iteration, it appends the received and transmitted symbols of the iteration to its transcript,
Ta or Tb, respectively. This transcript records all the symbols communicated so far (by π′)
during the “successful” iterations of Algorithms 1 and 2.

To summarize, in each iteration of the loop, Alice generates the next message of π′,
denoted m ∈ Σ′, based on her current transcript Ta and her input x, i.e., m = π′(x | Ta).
Alice (temporarily) adds m to Ta, and sends its binary representation to Bob, along with the
parity of ra. After receiving a k-bit message (mrec, rrec) from Alice, Bob checks that none
of the k bits have been erased (denoted by ⊥) and that rrec is opposite to his parity (since
Alice added a new symbol and he did not, yet). If everything matches, Bob adds mrec to
his transcript Tb, increases rb by 1, computes the next message m′ = π′(y | Tb) and the new
parity of rb, and transmits them to Alice. On the other hand, if Bob notices any erasures
or the mismatch of the parity, he ignores Alice’s new symbol and replies with the latest
computed (m′, rb) recorded in his memory.
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At the end of the iteration, Alice receives a message and a parity from Bob; if there were
no erasures and the received parity matches ra, she adds that message to her transcript.
Otherwise, Alice deletes the (temporary) message she added at the beginning of this iteration.

The algorithm ends once the length of Ta reaches the length of π′ (for Alice) or when
a special symbol □, sent by the channel when Alice quits, is received by Bob. We discuss
termination in this model and the implication of assuming this special symbol in the full
version of this paper [10, Appendix B.1].

The complete detailed analysis of the coding scheme (Algorithms 1 and 2) and the proof
of Theorem 3.1, are deferred to the full version of this paper [10, Appendix A].

4 A UF Scheme with Optimal Communication

The concatenated scheme in Section 3, while optimal in the UPEF model, implies a UF
scheme of length O((N + T ) log(N + T )) in which the i-th bit is replaced with an AMD
code [6] of length O(log(p−1

i )); see the full version of this paper [10, Appendix B] for details.
In this section, we take a different approach towards constructing an optimal coding scheme
in the UPEF model, namely by executing increasing-length coding schemes in an iterative
fashion. This approach eventually leads to an optimal-communication UF scheme.

Here, Alice and Bob utilize a “standard” interactive coding scheme for substitutions
and estimate the experienced level of noise. If the estimated noise level is too high, Alice
and Bob repeat the execution with a larger amount of redundancy. When the noise level
is low enough, the interactive scheme guarantees the success of the computation, and the
parties can terminate. This approach, in addition to leading to a UF scheme with optimal
communication, is also much simpler and easier to analyze than the scheme of Section 3.
The key difference is that, all we need in order to estimate the noise level well, is that the
probabilities {pi}i∈N are bounded below by a constant, rather than converging to 0. This
aligns perfectly with obtaining optimal complexity, as smaller {pi}i∈N imply longer encodings.

The scheme in this section utilizes a slight variant of the UPEF model, denoted the
modified UPEF (mUPEF) model, which we now describe. Let a noise pattern E ⊂ N be
determined adversarially. As before, if i /∈ E, the i-th transmitted bit reaches the other
party intact. For i ∈ E, the i-th transmitted bit is still erased with probability 1 − pi, and
corrupted with probability pi. However, the corruption here is not necessarily a bit flip as in
the original UPEF. Instead, the adversary determines whether the bit is flipped, erased, or
not corrupted at all. The probabilities {pi}i∈N are parameters of the model. However, we
will actually set them all to have the same value. That is, ∀i, pi = 2/3.

In our scheme, we set pe = 1 − pi = 1/3 as a lower bound on the probability that a bit is
erased. Similar to the UF model, we will assume that when Alice terminates, the channel
implicitly sends Bob a default symbol (e.g., a zero).

In the following sections we describe and analyze a coding scheme in the mUPEF model,
with optimal O(N + T ) communication that, due to our choice of pe = 2/3, results with a
UF scheme with O(N + T ) communication as well.

An optimal mUPEF Coding Scheme. For the underlying substitution-resilient interactive
coding scheme, we can take any (efficient) 2-party scheme with binary alphabet that is
resilient to a constant fraction of adversarial noise, e.g., [2, 19]. In particular, let us assume
an interactive coding scheme that simulates any (noiseless) protocol π in the presence of
up to 0.1 adversarial substitutions with a constant rate over the binary alphabet. Denote
the substitution-resilient version by π′, so |π′| = O(|π|) = O(N). We assume that π′ is
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alternating. We additionally assume that the communication of π′ includes a constant
fraction of ones. To be concrete, out of the |π′|/2 bits Alice sends, at least |π′|/8 are the bit 1,
in any execution of π′. We must have this property, because in our scheme, a long sequence
of zeros will indicate termination. For that reason, we want that π′ will not send a long
sequence of zeros. This can be achieved, for instance by making the parties communicate a 1
every alternate round, or by means of randomization (see, e.g., [13]).

We proceed to describe our mUPEF resilient scheme Π simulating the substitution-
resilient π′ defined above. The execution of Π consists of iterations, where the i-th iteration,
i = 0, 1, 2, . . . , takes 2Li rounds with Li = |π′|2i. The i-th iteration can be broken down into
two parts, each of length Li. In the first part, the parties execute π′ from scratch, padded to
length Li; in this padded protocol, each bit of π′ is sent 2i times, and decoding is performed
by majority (defaulting to 0 on ties, considering erased copies as zeros). In the second part of
iteration i, only Bob speaks. He sends Alice the success string 0Li if and only if he observed
less than 0.001peLi erasures in the first part; otherwise Bob sends the error string 1Li .

Alice terminates at the end of iteration i if she observed less than 0.001peLi erasures in
each of the parts of iteration i, and Bob’s transmissions at the second part contains more 0’s
than 1’s (i.e., it decodes to the success string rather than to the error string). Alice gives as
an output the same output that π′ has generated in the iteration in which she terminated.
Bob terminates at the end of iteration j if he observed less than 0.001peLj erasures in the first
part of j and at most 0.001peLj of the received bits in the first part of j are 1’s. Bob gives
as an output the output of the latest iteration k, with k < j, in which (1) he observed less
than 0.001peLj erasures in the first part and (2) he received at least Lk/40 ones from Alice
in the first part. We call a valid iteration any iteration that satisfies these two conditions.

4.1 Analysis

In this section we prove the following theorem.

▶ Theorem 4.1. Given any two-party binary interactive protocol π of length N , there exists
an efficient randomized protocol Π of length O(N + T ) that simulates π with probability
1 − 2−Ω(N) over a binary channel in the presence of an arbitrary and a priori unknown
number T of mUPEF corruptions, with pi = 2/3 for all i.

We start with proving the correctness of our coding scheme: we begin by demonstrating that
Alice’s output is correct with high probability. Additionally, we show that Bob’s output at
Alice’s termination is also correct. Then, we prove that Bob terminates after Alice, that
Alice terminates in a valid iteration, and that there are no valid iterations afterwards. This
would imply that Bob gives the right output as well.

Recall that π′ is resilient to 0.1-fraction of substitutions. In addition, recall the padding
mechanism; in order to cause a bit substitution in π′ in some iteration i, at least a half
of its 2i transmitted copies must be flipped or erased. Thus, if there are less than Li/20
corruptions during the first part of iteration i (that is, indices that the adversary puts in E),
then π′ must give the correct output at the end of iteration i, for both Alice and Bob.

In the following lemma, we show that if there are more than Li/20 corruptions in some
iteration i, then Alice continues to executing iteration i + 1 and does not terminate at the
end of iteration i, except with a negligible probability of 2−Ωpe (Li).

▶ Lemma 4.2. Assume that in the first part of iteration i there are ci ≥ Li/20 corruptions.
Then, the probability that Alice terminates at the end of iteration i is 2−Ωpe (Li).
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Proof. We divide the proof into two separate cases: (1) each of Alice and Bob observes less
than 0.001peLi erasures in the first part, and (2) Bob observes more than 0.001peLi erasures
but Alice does not. Of course, if more than 0.001peLi erasures are observed by Alice during
the first part, she does not terminate by definition.

First, we find the probability of case (1) to occur. Denote by Ei the subset of the noise
pattern E containing only rounds in the first part of iteration i. Then, |Ei| ≥ ci ≥ Li/20.
Let e′ be the number of rounds during the first part of iteration i that were erased because
the event of channel erasure, which happens with probability pe, occurred. It holds that
E[e′] = |Ei|pe ≥ 0.05peLi, and by Chernoff’s inequality (Theorem 4.4(2) in [24]),

Pr(e′ < 0.002peLi) ≤ Pr(e′ < 0.04E[e′]) ≤ e−E[e′] 0.962
2 ≤ e−0.05peLi

0.962
2 ∈ 2−Ωpe (Li).

Thus, if ci ≥ Li/20, then e′ < 0.002peLi with probability 2−Ωpe (Li), which bounds the
probability of case (1) to occur.

In case (2), Bob sees a lot of erasures and sends the error string. In order for Alice to
terminate, it is necessary for her to decode this message as the success string. For this to
happen, it is necessary that the adversary corrupts at least Li/2 bits during the second part
of the i-th iteration. Similar to the proof of case (1), the adversary succeeds to corrupt so
many bits while causing less than 0.001peLi erasures during the second part with probability
of at most 2−Ωpe (Li). We conclude that Alice terminates at the end of iteration i with
probability of at most 2−Ωpe (Li). ◀

The above lemma indicates that, in the event of an excessive number of corruptions, Alice
will not terminate. The following observation complements this idea and states that if Alice
does terminate, the computation of π′ is successful with high probability, hence, her output
in Π is correct.

▶ Observation 4.3. When Alice terminates, π′ gives the correct output, with probability
1 − 2−Ωpe (N).

Proof. If during a given iteration there were less than Li/20 corruptions, then the resilience
of π′ guarantees that it gives the right output, and Alice terminates. The event in which Alice
terminates and provides incorrect output can only occur when there are more corruptions in
a specific iteration, the probability of which was constrained in Lemma 4.2. A union bound
over all possible iterations (while recalling that Li = |π′|2i) bounds the probability for Alice
to give an incorrect output, by

∞∑
i=0

2−Ωpe (Li) = 2−Ωpe (|π′|) = 2−Ωpe (N). ◀

Next, we prove that Bob terminates only after Alice has already terminated, with high
probability.

▶ Lemma 4.4. Consider an iteration i in which Alice has not yet terminated. Then, the
probability that Bob terminates at the end of iteration i is at most 2−Ωpe (Li).

Proof. In order to terminate at the end of iteration i, Bob must observe less than 0.001peLi

erasures in the first part of the iteration. In a manner analogous to the argument presented
in Lemma 4.2, it can be shown that, with a probability approaching 1 − 2−Ωpe (Li), there will
be a total of less than Li/20 corrupted messages received by Bob during the first part of
iteration i. Recall that as long as Alice has not terminated, at least Li/8 out of the Li/2
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bits she sends in iteration i are ones. Consider these transmissions only. Even if all the
corruptions during the first part of i occur during these transmissions, then Bob will observe
at least 0.001peLi ones in the first part of i, and will therefore not terminate by definition.
Consequently, Bob terminates in iteration i with probability 2−Ωpe (Li). ◀

Bob’s output is the output of π′ in the last valid iteration prior to his termination iteration.
The following lemma shows that, with high probability, the last valid iteration is the same
iteration in which Alice has terminated. By Observation 4.3, π′ gives the correct output in
that iteration.

▶ Lemma 4.5. Denote by i the iteration in which Alice terminates. Then, i is a valid
iteration with probability 1 − 2−Ωpe (Li). Further, the probability that there is a valid iteration
j > i is 2−Ωpe (N).

Proof. In order to prove that i is a valid iteration, we have to show that Bob observes less
than 0.001peLi erasures in the first part of i, and that he receives at least Li/40 ones from
Alice in the first part.

First, note that Bob observes less than 0.001peLi erasures in the first part of i if and
only if he sends the success string in the second part. We demonstrate that with probability
1 − 2−Ωpe (Li) this is the case. As illustrated in case (2) of Lemma 4.2, when Bob transmits
the error string to Alice in the second part of i, Alice terminates with probability 2−Ωpe (Li).
Since Alice terminates in i, there is a probability of 2−Ωpe (Li) that Bob sends the error string
in the second part of i and observes more than 0.001peLi erasures in the first part of i.

We proceed to show that Bob receives at least Li/40 ones from Alice in the first part of
i. By Lemma 4.2, during the first part of iteration i there are less than Li/20 corruptions
with probability 1 − 2−Ωpe (Li). Additionally, Alice always sends at least Li/8 ones in the
first part. Thus, Bob receives at least Li/40 ones during the first part of i with probability
1 − 2−Ωpe (Li), and this is the probability of i to be a valid iteration.

Let j be an iteration such that j > i. Recall that after Alice terminates the channel
sends Bob zeros, by default. We show that j is not a valid iteration with high probability,
by dividing into two cases. If there are at least Lj/40 flips in the transmissions towards
Bob during the first part of iteration j, then with probability 1 − 2−Ωpe (Lj) Bob observes
at least 0.001peLj erasures, similar to case (1) in Lemma 4.2, thus j is not valid. If there
are less than Lj/40 flips in these transmissions, then Bob receives less than Lj/40 ones
and j is not a valid iteration either. Thus, iteration j is valid with probability of at most
2−Ωpe (Lj). Since Lj = |π′|2j , applying a union bound on all the iterations gives a probability
of

∑∞
j=i 2−Ωpe (Lj) = 2−Ωpe (N) to the event that there is a valid iteration after i. ◀

We may use a union bound to conclude the correctness part for Bob. The overall
probability of Bob to terminate after Alice is 1 − 2−Ωpe (N). The probability of Bob to declare
Alice’s termination iteration as valid is 1 − 2−Ωpe (N). Bob gives the correct output at this
iteration with probability 1 − 2−Ωpe (N) by Lemma 4.2, and this iteration is the last valid
iteration with probability 1 − 2−Ωpe (N). We may use the inclusion-exclusion principle to show
that the probability of the intersection of all these four events is 1 − 2−Ωpe (N). Recall that
for any A, B it holds that 1 ≥ P (A ∪ B) = P (A) + P (B) − P (A ∩ B). Then, the fact that
P (A), P (B) ∈ 1 − 2−Ωpe (N) implies that P (A ∩ B) ≥ 2(1 − 2−Ωpe (N)) − 1 ∈ 1 − 2−Ωpe (N).
Thus, the probability of the event in which Bob gives the correct output at his termination
is 1 − 2−Ωpe (N), and we have completed the correctness part of Theorem 4.1.

The communication complexity of Π is
∑iB

i=1 2Li, with iB being the iteration in which
Bob terminates. At any iteration i before Alice terminates, the adversary has to select
at least 0.001peLi bits to corrupt in order to prevent Alice from terminating. In addition,
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at any iteration i after Alice’s and before Bob’s terminations, the adversary has to select
at least 0.001peLi bits to corrupt in order to prevent Bob from terminating. Denote
the iteration in which Alice terminates by iA < iB. Then,

∑iB−1
i=1,i̸=iA

0.001peLi < T , so∑iB−1
i=1,i̸=iA

2Li < 2000/pe × T . Since Li satisfies Li = 2Li−1 for all i, and since LiA−1, LiB−1

are included in
∑iB−1

i=1,i̸=iA
2Li < 2000/pe × T , then

∑iB

i=1 2Li < 6000/pe × T and the
communication complexity is Ope

(N + T ).

4.2 Obtaining a UF-optimal coding scheme
In this section we construct a UF-model scheme based on the mUPEF protocol Π, while
maintaining a communication complexity of O(N + T ). Recall, we set pe = 1/3. This means
that adversarial corruption in the i-th transmission of Π, becomes detectable (an erasure)
with probability at least 1/3. We would like to simulate this property in the UF model.

Towards this goal, we independently encode each bit of Π using a random code of length 5.
In particular, we encode a 0 to one of {00000, 10000, 01000} with equal probability, and
encode a 1 to one of {00100, 10010, 01001} with equal probability. A received 5-bit word is
decoded to a 0 or a 1 only if it belongs to respective set, or otherwise it is considered as an
erasure. It can easily be seen that any pattern of 1 to 5 bit-flips decodes to an erasure with
probability at least 1/3 as desired. We have thus inflated the scheme by only a constant
factor. The bit complexity of the resulting UF scheme is then 5 · |Π| = O(N + T ).
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We construct explicit pseudorandom generators that fool n-variate polynomials of degree at most
d over a finite field Fq. The seed length of our generators is O(d log n + log q), over fields of size
exponential in d and characteristic at least d(d − 1) + 1. Previous constructions such as Bogdanov’s
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1 Introduction

The role of randomness in efficient computation is one of the central topics in complexity
theory: random bits are useful for designing algorithms, but producing random bits comes
at a cost and it is often desirable to reduce them or eliminate them altogether. One of the
simplest yet most profound insights in this area is that efficient algorithms are, by definition,
computationally limited, and cannot perform arbitrary statistical tests over their random
bits. Therefore, one may hope to construct pseudorandom distributions that use less random
bits but are able to “fool” some limited classes of tests, that cannot distinguish between
them and between truly random bits.

For the pseudorandom distributions to be useful, they need to be efficiently computable
themselves. This is usually modeled as a pseudorandom generator (PRG, for short). A PRG
for a class of C is an efficiently computable function G : S → B such that for every function
f ∈ C, the distributions f(UB) and f(G(US)) are close in statistical distance, where UA

denotes the uniform distribution over the set A. Namely, the two experiments of applying f(·)
to a uniformly random element of B, and applying f(G(·)) to a uniformly random element
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of S, give roughly the same results. For this to be useful and non-trivial, obviously the set S

needs to be significantly smaller than B. The quantity log |S| is called the seed length of the
generator.

There has been a significant amount of work on constructing pseudorandom generators for
various types of restricted distinguishers. In its most general form, where the distinguisher
is allowed to be an arbitrary efficient (even non-uniform) algorithm, constructing such
PRGs would imply breakthrough lower bounds in complexity theory. However, there are
also unconditional constructions of PRGs for distinguishers coming from certain smaller
complexity classes (see, for example, the surveys [34, 17]).

In this paper, we focus on pseudorandom generators in the algebraic setting. Here, the
restriction on the distinguishers is of algebraic nature: we seek to fool distinguishers that are
low-degree n-variate polynomials over finite fields.

The problem of fooling low-degree polynomials is well-studied. The most basic case is
polynomials of degree one, i.e., fooling linear functions. Such generators are also known
as ε-biased sets, and this problem was traditionally studied over F2, although some of the
constructions can be generalized to larger fields. This concept was first defined and considered
by Naor and Naor [24], with various improved constructions given by [2, 14, 4], culminating in
a recent nearly-optimal construction by Ta-Shma [33]. The seed length in those constructions
is O(log n + log q + log(1/ε)), where n denotes the number of variables, ε the error of the
PRG, and q the field size.

While focusing on polynomials of degree one might seem a bit too restrictive, ε-biased
sets have found numerous applications throughout the field of pseudorandomness and
derandomization, and in the theory of computation in general.

One example relevant to this work is that ε-biased sets are in fact a basic building block
in a construction of PRGs for higher-degree polynomials, using a paradigm initiated by
Bogdanov and Viola [7]. They suggested constructing a generator for degree-d polynomials by
summing up ℓ = ℓ(d) independent copies of a generator for degree-one polynomials. The paper
[7] proved a conditional result when the number of summands is d, assuming certain additive
combinatorics conjectures. Lovett [22] showed how to prove an unconditional result at the
cost of making the number of summands 2d. Finally, Viola [35] showed (unconditionally) that
in fact d summands suffice. The seed length in his construction is O(d log n + d2d log(q/ε)).
Indeed, even though the construction only sums d copies of a generator for degree-one
polynomials, for the analysis to go through, the error of this generator needs to be as small
as ε2d (for the final error of the generator for degree-d polynomials to be ε), which incurs a
factor of 2d in the final seed length. Improving this generator and in particular obtaining
meaningful results for polynomials of degree greater than log n is an extremely important
open problem in complexity theory. One reason is that such pseudorandom generators will
yield pseudorandom generators for small constant-depth circuits with parity gates, since
Razborov [25] and Smolensky [32] famously proved that functions computed by such circuits
are approximated by low-degree polynomials.

All the constructions mentioned above work for any field. There are, however, better
results when the field size q is assumed to be large (typically, at least polynomially large in d

and 1/ε). This assumption is useful since it allows one to use powerful tools from algebraic
geometry, such as Weil-type estimates [36] on the number of points of varieties over finite
fields.

This line of work was initiated by Bogdanov [6], who showed how to use different
pseudorandom objects called hitting set generators for low-degree polynomials in order
to construct pseudorandom generators. Bogdanov’s work, followed by the later improved
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constructions of hitting set generators [19, 23, 10, 16], resulted in a PRG with seed length
O(d4 log n + log q) assuming q ≥ Cd6/ε2 for a sufficiently large constant C.1 Over fields
of large enough characteristic, combining Bogdanov’s paradigm with the results of Lecerf
[21] results in improving the d4 factor to d2. We expand more on Bogdanov’s and Lecerf’s
techniques in Section 1.2, as both are very relevant to this work.

More recently, Derksen and Viola [12] introduced fundamentally new techniques for this
problem, with tools coming from invariant theory. One of their key ideas is to construct a
low-degree polynomial map on a few variables that preserves the indecomposability property
of a polynomial f when composed with it (we refer to Section 2 for more on that). Using this
new tool in conjunction with other techniques, they are able to construct generators with
seed length O(d log(dn) + log q), assuming q ≥ Cd4nδ/ε2 (for some large constant C and
small constant δ), or seed length O(d log n log(d log n) + log q) for q ≥ C(d log n)4/ε2. One
should note, however, that the optimal parameters in the construction of [12] are obtained
after composing their construction with Bogdanov’s original construction.

A related natural question is how small the seed length can potentially be. Alon,
Ben-Eliezer and Krivelevich [1] considered this question and proved a lower bound of
Ω(d log(n/d)+log q+log(1/ε)) on the seed length. Thus, we see that the explicit constructions
of [12] come very close to the optimal bound. However, unlike the result of Bogdanov [6], in
the construction of Derksen and Viola [12] the minimum field size depends on the number of
variables n.

1.1 Our Results
In this paper, we provide an improved construction of PRGs for low-degree polynomials,
with an even shorter seed length, assuming the field size is exponentially large in d (but
independent of n).

▶ Theorem 1.1. Let Fq be a finite field of characteristic at least d(d − 1) + 1 and size
q ≥ C(d2d/ε + d4/ε2) (for some sufficiently large absolute constant C). Then, there exists an
explicit pseudorandom generator that fools n-variate polynomials of degree at most d over
Fq with error ε and seed length O(d log n + log q).

For convenience, we summarize the comparison between Theorem 1.1 and the results of
Bogdanov [6], Viola [35] and Derksen and Viola [12] in the following table. All the entries in
this table are given up to some constant factors, but for ease of readability, we omit O(·)
notations.

Seed Length Field Size Characteristic
[35] d log n + d · 2d log(q/ε) Every q ≥ 2 Any
[6]+[16] d4 log n + log q d6/ε2 Any
[6]+[16]+[21] d2 log n + log q d6/ε2 ≥ d(d − 1) + 1
[12] d log(n) + log q d4n0.001/ε2 Any
[12] d log n · log(d log n) + log q (d log n)4/ε2 Any
This paper: d log n + log q d2d/ε + d4/ε2 ≥ d(d − 1) + 1

We also prove that, if we only want to fool polynomials of prime degree up to d, then
the required field size in Theorem 1.1 can be improved to O(d4/ε2), avoiding an exponential
dependence on d.

1 One should note that since q is polynomially large in 1/ε, the seed length also implicitly depends on
log(1/ε) through the log q term.
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▶ Theorem 1.2. Let Fq be a finite field of characteristic at least d(d − 1) + 1 and size
q ≥ C(d4/ε2) (for some sufficiently large absolute constant C). Then, there exists an explicit
pseudorandom generator that fools n-variate polynomials of prime degree up to d over Fq

with error ε and seed length O(d log n + log q).

1.2 Proof Techniques
We start by reviewing the proof of Bogdanov’s PRG. Bogdanov’s idea is to consider restrictions
of the polynomial f we are trying to fool onto planes, and to argue that “most” planes
preserve the output distribution of the polynomial. Since a plane is a two-dimensional
subspace, after having selected a good plane, we only need to sample two more field elements
to select a random element from the plane.

The question now is how to find a good plane. Here, Bogdanov uses results by Kaltofen [18],
who proved an effective version of Hilbert’s irreducibility theorem. Kaltofen demonstrated
that, for every degree-d irreducible polynomial f , there exists a polynomial P of degree
roughly d4, whose variables correspond to the parameters of the plane, such that every point
at which P is nonzero corresponds to a “good” plane for f – that is, a plane that preserves
the irreducibility of f . Therefore, we can use a hitting set generator for polynomials of degree
d4 to find a good plane. This results in a factor of d4 in the final seed length.

Over fields of large characteristic (or characteristic zero), Lecerf [20, 21] obtained an
improved upper bound of O(d2) on the degree of such polynomials, based on ideas of Ruppert
[26, 27] and Gao [15]. However, Lecerf also presents an example where the degree of such a
polynomial must be at least Ω(d2), demonstrating that this approach alone may not suffice
to achieve an improvement within Bogdanov’s framework.

Derksen and Viola circumvent this problem by using a different approach: rather than
preserving irreducibility (or more generality, if a polynomial is reducible, preserving its number
of irreducible factors) as in Bogdanov’s approach, they construct a map that preserves the
indecomposability of polynomials: a polynomial f(x1, . . . , xn) is indecomposable if it cannot
be written as f = g(h(x1, . . . , xn)) where g is a univariate polynomial of degree at least 2.
Over large fields, irreducibility and indecomposability both guarantee that the polynomial is
roughly equidistributed, and in fact these notions are tightly connected. We refer to Section 2
for the precise definitions and description of those connections.

To prove our result, we revisit Bogdanov’s approach, while noting that by applying
Lecerf’s results [21] (rather than Kaltofen’s bounds [18]) in a more careful way, and assuming
the field is sufficiently large, it is in fact enough to use hitting sets generators only for
polynomials of degree O(d), rather than O(d2). We also incorporate the insights from [12]
regarding indecomposability and equidistribution. This requires following the outline above
but making sure that at each step, we only need to hit polynomials of degree O(d).

Following Lecerf’s notation and terminology, suppose F (x1, . . . , xn, y) is an irreducible
polynomial of degree at most d. A point a = (a1, . . . , an) is called a Bertinian good point if
the bivariate polynomial H(x, y) = F (a1x, . . . , anx, y) remains irreducible. Lecerf proves that
there exists a polynomial A(z1, . . . , zn) of degree O(d2) such that if A(a1, . . . , an) ̸= 0 then
a is a Bertinian good point. This is achieved by transforming the question of irreducibility
into a question about the rank of a solution space for a certain linear system that depends
on a1, . . . , an (see Section 4). This transformation naturally leads to defining A as a certain
minor of the matrix representing that linear system. The minor has dimensions O(d) × O(d),
and each entry of the matrix is a polynomial of degree O(d), which results in a total bound
of O(d2) on the degree of its determinant, A.
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We, however, observe that Lecerf’s results actually imply a much stronger structure of this
linear system: its solution space, over any field, is always spanned by vectors whose entries
are in {0, 1}. In fact, Lecerf directly characterizes the relationship between the irreducible
factors of H(x, y) and the vectors spanning the solution space, though this detail is irrelevant
for the moment.

Thus, in Lecerf’s argument, a1, . . . , an are chosen such that a particular minor is nonzero,
namely, a certain linear system has no non-trivial solutions. But it is enough to select
a1, . . . , an in a way that only guarantees that this linear system has no non-trivial 0/1
solutions!

Fixing any vector u ∈ {0, 1}d, the requirement that u is not a solution to the linear system
turns out to be a condition expressible as u being a nonzero of a polynomial of degree O(d),
rather than O(d2). If we pick a1, . . . , an from a hitting set generator with error δ smaller
than 2−d, we can afford to take a union bound over all vectors in {0, 1}d and ensure that
none of them is a solution to the linear system while keeping the total error small. This is
not a big price to pay in terms of the seed length of the HSG, which is O(d log n + log(1/δ)),
so requiring δ to be exponentially small in d adds an insignificant additive O(d) term. Where
we do pay the price for the small error is in the field size, since the explicit construction
of the HSG we use requires the field size to be at least roughly d/δ. Fortunately, however,
the dependence of the seed length of our generator on the field size q is also by an additive
O(log q) term, which means that once more requiring q to be exponentially large in d has no
adverse effects even on the total seed length of the PRG.

We briefly remark that, for technical reasons, Lecerf’s result also requires the characteristic
of the underlying field to be zero or at least d(d − 1) + 1. We further elaborate on Lecerf’s
techniques in Section 4.

We finally mention another important technical point. Lecerf’s irreducibility character-
ization [21] assumes a technical condition on the polynomial, which he called Hypothesis
(H) (see Section 3). Such a “preprocessing” step, which makes the polynomial monic in a
certain distinguished variable, is common to many factorization algorithms, and can usually
be easily guaranteed by applying a random linear transformation to the variables. However,
doing this in the naïve way would require the use of too many random bits. To solve this
problem, in Section 3 we show that this part can also be derandomized by using a hitting
set generator for polynomials of degree O(d). As explained in Section 3, this part also uses
cruically indecomposability (rather than irreducibility) in a novel way.

2 Preliminaries

We now define the basic objects studied in this paper and introduce the fundamental
mathematical concepts used.

Notation

All logarithms are base 2. Denote by N the set of natural numbers {0, 1, 2, . . . }. For n ∈ N,
define [n] = {1, 2, . . . , n}. For a finite set A, denote by UA the uniform distribution over A.

We often use symbols in bold, e.g., a or x, as the shorthand for a vector (a1, . . . , an) or a
sequence of variables x1, . . . , xn.

Denote by Fq the finite field of size q. The algebraic closure of a field F is denoted by F.
For a commutative ring A and variables x1, . . . , xn, we denote by A[[x1, . . . , xn]] or A[[x]]
the ring of formal power series over A in x1, . . . , xn, i.e.,

A[[x]] =

 ∑
e=(e1,...,en)∈Nn

aexe1
1 · · · xen

n : ae ∈ A

 .
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Pseudorandom Generators and Hitting Set Generators

▶ Definition 2.1 (Pseudorandom generator, PRG). Let Fq be a finite field. A pseudorandom
generator (PRG) for n-variate polynomials of degree at most d over Fq with error ε is an
efficiently computable map G : S → Fn

q from a finite set S ̸= ∅ such that for every such
polynomial f of degree at most d, the two distributions f(G(US)) and f(UFn

q
) are ε-close in

statistical distance. That is,

1
2

∑
a∈Fq

∣∣∣∣ Pr
x∈Fn

q

[f(x) = a] − Pr
y∈S

[f(G(y)) = a]
∣∣∣∣ ≤ ε.

The quantity log |S| is called the seed length of G.

A weaker object than a PRG is a hitting set generator. Here, we only require that a
nonzero polynomial is nonzero (with high probability) on the output of the generator.

▶ Definition 2.2 (Hitting set generator, HSG). Let F be a field. A hitting set generator
(HSG) with density 1 − δ for n-variate polynomials of degree at most d over F is an efficiently
computable map H : S → Fn from a finite set S ̸= ∅ such that for every such nonzero
polynomial f of degree at most d,

Pr
y∈S

[f(H(y)) = 0] ≤ δ.

The quantity log |S| is called the seed length of G.

Building on the earlier work [19, 23] and algebraic-geometric codes, Guruswami and
Xing [16] constructed explicit HSGs for low-degree polynomials with asymptotically optimal
seed length and density.

▶ Theorem 2.3 ([16]). There exists an absolute constant C such that for any n, d, q, δ, such
that q ≥ Cd/δ, there exists an explicit HSG for n-variate polynomials of degree at most d

over Fq with density 1 − δ and seed length O(d log n + log(1/δ)).

It should also be noted that for hitting set generators, the field F does not have to be
finite. This generality is used in the statement of the following fact, that an HSG for a field
F is also a HSG for any extension field K of F.

▶ Fact 2.4 ([6, 12]). Let H : S → F be an HSG with density 1 − δ for polynomials of degree
at most d over a field F, and let K be an extension of F. Then H is also an HSG with density
1 − δ for polynomials of degree at most d over K.

Proof. Let B be a basis of K over F, and let f be a nonzero polynomial in K[x1, . . . , xn]
of degree at most d. By expressing every coefficient c ∈ K of a monomial in f as a linear
combination c =

∑
b∈B ab · b with ab ∈ F for every b ∈ B, we may write f =

∑
b∈B fb · b such

that fb ∈ F[x1, . . . , xn] is a polynomial of degree at most d for every b ∈ B, and at least one
fb is nonzero. Thus, for any u ∈ S, f(H(u)) =

∑
b∈B fb(u) · b is nonzero unless fb(H(u)) = 0

for every b, which happens with probability at most δ over the choice of u ∈ S. ◀

Indecomposable Polynomials

The indecomposability of a polynomial is crucially used in the analysis of the PRG construction
in [12] as well as in our analysis. We first define this property.
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▶ Definition 2.5 (Indecomposability). Let f ∈ F[x] be a non-constant polynomial over a field
F. It is said to be decomposable over F if there exist h ∈ F[x] and a univariate polynomial
g ∈ F[y] such that deg(g) ≥ 2 and f = g(h). Otherwise, f is said to be indecomposable
over F.

Obviously, if a polynomial f ∈ Fq[x] over a finite field Fq is indecomposable over Fq,
then it is also indecomposable over Fq. The following lemma, which was proved in [3] and
generalized in [5], states that the converse is also true.

▶ Lemma 2.6 ([3]; see also [5, Theorem 4.2]). A polynomial f ∈ Fq[x] that is indecomposable
over Fq is also indecomposable over Fq.

In [12], Derksen and Viola proved the following result, which states that if a polynomial
is indecomposable, then its outputs are equidistributed.

▶ Lemma 2.7 ([12, Lemma 12]). There exists an absolute constant C > 0 such that the
following holds: Suppose f ∈ Fq[x] = Fq[x1, . . . , xn] is indecomposable over Fq. Then f(UFn

q
)

is ε-close to UFq
, where ε = Cd2/

√
q.

The proof of Lemma 2.7 is based on the observation that the indecomposability of f

precisely captures the property that for most b ∈ Fq, the variety f−1(b), defined by the
constraint f(x) = b, is absolutely irreducible. This condition of absolute irreducibility is
required by the Weil bound [36]. Consequently, one can apply the Weil bound to show
that for most b, the number of points in f−1(b) ∩ Fn

q is close to qn−1, thereby proving the
equidistribution of the output of f . For details, we refer the reader to [12].

Finally, the following lemma connects indecomposability with irreducibility over algebra-
ically closed fields. It is explicitly stated in, e.g., [9].

▶ Lemma 2.8 ([9, Lemma 7]). Let f ∈ F[x] be a non-constant polynomial over a field F.
Then f is indecomposable over F iff f − t is irreducible over F(t), where t is a new variable.

Resultants

Let f(y) =
∑d1

i=0 aiy
i and g(y) =

∑d2
i=0 biy

i be two univariate polynomials in y over a field
F and suppose that d1 + d2 > 0. The Sylvester Matrix of f and g is the (d1 + d2) × (d1 + d2)
matrix



a0 b0
a1 a0 b1 b0

a2 a1
. . . b2 b1

. . .
...

. . . a0
...

. . . b0
... a1 bd2

... b1
ad1 bd2

ad1

...
...

. . . . . .
ad1 bd2


.

The determinant of this matrix is called the resultant of f and g, and is denoted Res (f, g).
It holds that f and g have a common factor if and only if Res (f, g) = 0 ([11, Proposition 3
in Chapter 3, Section 6]).

APPROX/RANDOM 2024
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Thus, in the case where g = ∂f
∂y , it holds that Res (f, g) ̸= 0 if and only if f does not have

a root of multiplicity greater than one.

Hensel Lifting

Hensel lifting is a general technique for “lifting” roots or factorizations of a polynomial
modulo an ideal I of a ring R to those modulo powers of I, under some mild conditions.
The use of Hensel’s lifting lemma is standard in multivariate factorization algorithms, and it
is available in various forms. We state one standard form, which can be derived from [13,
Theorem 7.3] as a special case. This form is particularly relevant to our discussion of Lecerf’s
techniques in Section 4.

▶ Lemma 2.9 (Hensel’s lifting lemma). Let f ∈ F[x1, . . . , xn, y] = F[x, y] be a nonzero
polynomial over a field F. Suppose λ̄ ∈ F is a simple root of f(0, y) ∈ F[y]. Then there exists
unique λ ∈ F[[x]] such that
1. f(x, λ) = 0, i.e., λ is a root of f as a univariate polynomial in y over F[x], and
2. λ(0) = λ̄.

3 Hypothesis (H)

Lecerf’s papers [20, 21] on multivariate polynomial factoring assume a hypothesis about the
polynomial f , which he calls Hypothesis (H). Such a hypothesis can be satisfied with high
probability by applying a random linear transformation on the variables.

In this section, we discuss Lecerf’s Hypothesis (H) and show that, for our purpose, the
random linear transformation can be derandomized by using a HSG for polynomials of degree
O(d). The fact that we are interested in the irreducibility of f − t for an indeterminate t,
rather than that of f , is crucial in keeping the degree linear in d.

Let F be a field. First, we define Hypothesis (H).

▶ Definition 3.1 (Hypothesis (H) [20, 21]). Let f ∈ F[x1, . . . , xn, y] = F[x, y] be a non-
constant polynomial. We say f satisfies Hypothesis (H) if
1. f is monic in y and degy(f) = deg(f),
2. Res

(
f(0, y), ∂f

∂y (0, y)
)

̸= 0.

We also need a family of invertible linear transformations defined as follows.

▶ Definition 3.2. For a = (a1, . . . , an) ∈ Fn, let sa be the F-linear automorphism of F[x, y]
that fixes y and sends xi to xi + aiy.

▶ Lemma 3.3. Let f ∈ F[x, y] be a nonzero polynomial of degree at most d. Then there
exists a nonzero polynomial B ∈ F[x] of degree at most d such that for every a ∈ Fn satisfying
B(a) ̸= 0, it holds that degy(sa(f)) = d and the coefficient of yd in sa(f) is in F×.

Proof. Let fd be the degree-d homogeneous part of f , so that we can write f = fd + g where
g = f − fd has degree less than d. Write fd =

∑d
i=0 ci(x)yi, where each ci ∈ F[x] is either

zero or a homogeneous polynomial of degree d − i.
Consider a ∈ Fn. Note that

sa(f) = sa(fd) + sa(g) =
d∑

i=0
sa(ci(x))yi + sa(g) =

d∑
i=0

ci(x + y · a)yi + g(x + y · a, y).
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As deg(g) < d and each ci is either zero or homogeneous of degree d − i, we have that
degy sa(f) ≤ d, and that the coefficient of yd in sa(f) is

∑d
i=0 ci(a) ∈ F. So we may choose

B =
∑d

i=0 ci, which is a nonzero polynomial of degree at most d. ◀

▶ Lemma 3.4. Assume f ∈ F[x, y] is a polynomial of degree d ≥ 1 that satisfies Item 1 of
Hypothesis (H). Further assume that char(F) is either zero or greater than d. Let c ∈ F×.
Then f + ct is a degree-d polynomial satisfying Hypothesis (H) as a polynomial over F(t).

Proof. As f satisfies Item 1 of Hypothesis (H) and has degree d ≥ 1, so does f + ct. So
it suffices to verify Item 2. Write f =

∑d
i=0 ciy

i, where ci ∈ F[x] and cd = 1. Then
∂(f+ct)

∂y =
∑d

i=1(i · ci)yi−1, which has degree d − 1 in y since d · cd = d ̸= 0 by the assumption
about char(F).

Let c̄i = ci(0) for i = 0, 1, . . . , d. Let h = Res
(

(f + ct)(0, y), ∂f+ct
∂y (0, y)

)
. Then h is the

determinant of the following (2d − 1) × (2d − 1) matrix:

c̄0 + ct 0 · · · 0 c̄1 0 · · · 0
c̄1 c̄0 + ct · · · 0 2c̄2 c̄1 · · · 0

c̄2 c̄1
. . . 0 3c̄3 2c̄2

. . . 0
...

...
. . . c̄0 + ct

...
...

. . . c̄1

c̄d c̄d−1 · · ·
... dc̄d (d − 1)c̄d−1 · · ·

...

0 c̄d
. . .

... 0 dc̄d
. . .

...
...

...
. . . c̄d−1

...
...

. . . (d − 1)c̄d−1
0 0 · · · c̄d 0 0 · · · dc̄d


.

Observe that degt h ≤ d−1, and that the coefficient of td−1 in h is cd−1(dc̄d)d = cd−1dd ̸= 0
since only those entries on the diagonal contribute to this coefficient. This implies that h ̸= 0,
i.e., f + ct satisfies Item 2 of Hypothesis (H). ◀

▶ Corollary 3.5. Assume that f ∈ F[x, y] is a polynomial of degree d ≥ 1 and that char(F)
is either zero or greater than d. Then there exists a nonzero polynomial B ∈ F[x] of degree
at most d such that for every a ∈ Fn satisfying B(a) ̸= 0, sa(f) − t equals a product c · g

where c ∈ F× and g ∈ F(t)[x, y] is a degree-d polynomial satisfying Hypothesis (H).

Proof. Let B be as in Lemma 3.3. Consider a ∈ Fn satisfying B(a) ̸= 0. By Lemma 3.3,
we may write sa(f) = c · g̃ where c ∈ F× and g̃ satisfies Item 1 of Hypothesis (H). Then
sa(f) − t = c · g̃ − t = c · g where g = g̃ − c−1t. By Lemma 3.4, g is a degree-d polynomial
satisfying Hypothesis (H). ◀

Thus, by choosing good a ∈ F via an explicit HSG for polynomials of degree at most d

and performing the transformation f 7→ sa(f), we may assume f − t satisfies Hypothesis (H).

Satisfying Hypothesis (H) in Small Characteristics

While our final result needs char(F) > d(d − 1), the assumption that char(F) is zero or large
enough is not crucial for the sake of satisfying Hypothesis (H). We now sketch how to modify
the proof of Lemma 3.4 when 0 < char(F) ≤ d.

Let p = char(F) > 0. For our purpose, we may assume F is a perfect field and f is
indecomposable over F. This implies that f ̸∈ F[xp

1, . . . , xp
n, yp]. Then it is not hard to show

that there exists an integer e > 0 coprime to p such that for random a ∈ Fn, with high
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probability, not only is the coefficient of yd in sa(f) nonzero, but so is the coefficient of ye.
Choose the largest e that has this property. After replacing f by sa(f), the polynomial ∂f+ct

∂y

in the proof of Lemma 3.4 would have degree e − 1 instead of d − 1 in y. Then degt(h) = e − 1
and the coefficient of te−1 in h is ce−1(ec̄e)d, which is nonzero iff c̄e = ce(0) is nonzero. The
latter condition can be guaranteed with high probability by performing the substitutions
xi 7→ xi + bi for random b = (b1, . . . , bn) ∈ Fn. Finally, it is not difficult to show that the
choices of a and b can be derandomized by using an explicit HSG for polynomials of degree
O(d).

4 Lecerf’s Techniques

We describe Lecerf’s techniques in this section. For simplicity, our discussion is restricted to
the special case where the base field is algebraically closed.

Let K be an algebraically closed field, and let f ∈ K[x, y] be a polynomial of degree
d ≥ 1 satisfying Hypothesis (H). Define f̄ := f(0, y) ∈ K[y]. As K is algebraically closed and
Res

(
f(0, y), ∂f

∂y (0, y)
)

̸= 0, the univariate polynomial f̄ factorizes into distinct linear factors

f̄ =
d∏

i=1
(y − λ̄i)

where λ̄i ∈ K for i ∈ [d]. By Hensel’s lifting lemma, the above factorization of f̄ over K lifts
to a factorization of f into distinct linear factors

f =
d∏

i=1
(y − λi),

where λi ∈ K[[x]] and λi(0) = λ̄i for i ∈ [d].
Now we introduce new variables z = (z1, . . . , zn) and x, and define g :=

f(z1x, . . . , znx, y) ∈ K[z, x, y]. Then g factorizes into linear factors

g =
d∏

i=1
(y − λi(z1x, . . . , znx))

where each λi(z1x, . . . , znx) lives in K[z][[x]]. For i ∈ [d], let gi be the factor y −
λi(z1x, . . . , znx) of g, and let ĝi be its cofactor

∏
j∈[d]\{i} gj . So gi, ĝi ∈ K[z][[x]][y].

For h ∈ A[[x]][y] over a commutative ring A and (j, k) ∈ N2, denote by coeff
(
h, xjyk

)
∈ A

the coefficient of xjyk in h. We are now ready to define the linear system Dz,σ used in
[20, 21].

▶ Definition 4.1 (Linear system Dz,σ [20, 21]). Let σ ∈ N. Define Dz,σ to be the following
linear system over K(z) in the unknowns ℓ1, . . . , ℓd:

Dz,σ



d∑
i=1

coeff
(

ĝi
∂gi

∂y
, xjyk

)
· ℓi = 0, k ≤ d − 1, d ≤ j + k ≤ σ − 1,

d∑
i=1

coeff
(

ĝi
∂gi

∂x
, xjyk

)
· ℓi = 0, k ≤ d − 1, j ≤ σ − 2, d ≤ j + k ≤ σ − 1.

We have the following easy lemma.
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▶ Lemma 4.2. For (j, k) ∈ N2, coeff
(

ĝi
∂gi

∂x , xjyk
)

, coeff
(

ĝi
∂gi

∂y , xjyk
)

∈ K[z] are polynomi-
als of degree at most j + 1 and j respectively.

Proof. Consider arbitrary i ∈ [d] and (j, k) ∈ N2. As gi = y − λi(z1x, . . . , znx) and j ≥ 0,
only terms of degree at most j in z1, . . . , zn contribute to the coefficient of xjyk in gi. Then,
as the operator ∂

∂x is linear and sends xuyv to uxu−1yv for all u, v ∈ N, one can see that
only terms of degree at most j + 1 in z1, . . . , zn contribute to the coefficient of xjyk in ∂gi

∂x .
Also, ∂gi

∂y = 1 by definition.
For any h1, . . . , hs ∈ K[z][[x]][y] and h =

∏s
i=1 hi, we have

coeff
(
h, xjyk

)
=

∑
j1,...,js,k1,...,ks∈N∑

i
ji=j,

∑
i

ki=k

s∏
i=1

coeff
(
hi, xjiyki

)
. (1)

We already know deg
(
coeff

(
gi, xjyk

))
≤ j, deg

(
coeff

(
∂gi

∂x , xjyk
))

≤ j + 1, and

deg
(

coeff
(

∂gi

∂y , xjyk
))

= 0 for i ∈ [d] and (j, k) ∈ N2 by the above discussion. Choosing
(h1, . . . , hs) to be (g1, . . . , gi−1, gi+1, . . . gd, ∂gi

∂x ) and (g1, . . . , gi−1, gi+1, . . . gd, ∂gi

∂y ) respect-
ively and applying (1) proves the claim. ◀

For a = (a1, . . . , an) ∈ Kn, we can assign a1 . . . , an to z1, . . . , zn respectively in the
polynomials coeff

(
ĝi

∂gi

∂x , xjyk
)

, coeff
(

ĝi
∂gi

∂y , xjyk
)

∈ K[z]. This yields a linear system over
K, called the specialization of Dz,σ at a and denoted by Da,σ.

▶ Definition 4.3 (Specialization). For σ ∈ N and a = (a1, . . . , an) ∈ Kn, define Da,σ to be
the following linear system over K in the unknowns ℓ1, . . . , ℓd:

Da,σ



d∑
i=1

coeff
(

ĝi
∂gi

∂y
, xjyk

)
(a) · ℓi = 0, k ≤ d − 1, d ≤ j + k ≤ σ − 1,

d∑
i=1

coeff
(

ĝi
∂gi

∂x
, xjyk

)
(a) · ℓi = 0, k ≤ d − 1, j ≤ σ − 2, d ≤ j + k ≤ σ − 1.

For S ⊆ [d], define δS = (δS,1, . . . , δS,d) ∈ Kd by

δS,i =
{

1 i ∈ S,

0 i ̸∈ S.

For every factor f̃ of f , we may associate a set S ⊆ [d] such that f̃ =
∏

i∈S(y − λi), i.e.,
S is the set of indices i ∈ [d] such that y − λi divides f̃ . The irreducible factors f1, . . . , fr

of f over K are then associated with sets S1, . . . , Sr ⊆ [d], which form a partition of [d]. In
[20, 21], Lecerf proved that, when σ is large enough, the solution space of Dz,σ is exactly
spanned by the vectors δS1 , . . . , δSr

, and a similar statement holds for the specializations
Da,σ. We state Lecerf’s results formally as the following theorem.

▶ Theorem 4.4 ([20, 21]). Assume char(K) is zero or greater than d(d − 1). Let σ ≥ 2d. Let
f ∈ K[x, y] be a polynomial of degree d ≥ 1 satisfying Hypothesis (H). Then:
1. Suppose f =

∏r
i=1 fi is the factorization of f into its irreducible factors over K. For

i ∈ [r], let Si be the set of indices j ∈ [d] such that y − λj divides fi. Then δS1 , . . . , δSr

form a basis of the solution space of Dz,σ.
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2. Let a = (a1, . . . , an) ∈ Kn and fa = f(a1x, . . . , anx, y) ∈ K[x, y]. Suppose fa =
∏s

i=1 fa,i

is the factorization of fa into its irreducible factors over K. For i ∈ [s], let Sa,i be the set
of indices j ∈ [d] such that y − λj(a1x, . . . , anx) divides fa,i. Then δSa,1 , . . . , δSa,s

form a
basis of the solution space of Da,σ.

The first item of Theorem 4.4 is explicitly stated as [21, Lemma 1]. The second item
follows from [20, Theorem 1 and Lemma 4]. For a detailed analysis of the linear systems
Dz,σ and Da,σ, and for a conceptual interpretation of these linear systems in terms of the
closedness condition of differential 1-forms, we refer the reader to [20, 21], as well as to the
earlier paper of Gao [15].

Bertinian Good/Bad Points

The classical Bertini irreducibility theorem [30] states, among other things, that over an
algebraically closed field K, the intersection of an irreducible affine variety of codimension
one (i.e., a hypersurface) with a plane in general position is still irreducible. This motivates
the following definition:

▶ Definition 4.5 (Bertinian good/bad points [21]). Let f ∈ K[x, y] be a non-constant
polynomial satisfying Hypothesis (H). We say a = (a1, . . . , an) ∈ Kn is a Bertinian good
point for f if for every irreducible factor f̃ of f over K, the bivariate polynomial f̃a =
f̃(a1x, . . . , anx, y) is also irreducible over K. We say a = (a1, . . . , an) ∈ Kn is a Bertinian
bad point for f if it is not a Bertinian good point for f .

Lecerf [21, Theorem 6] proved that given f , there exists a nonzero polynomial Q ∈
K[z1, . . . , zn] of degree at most (d − 1)(2d − 1) that vanishes at all Bertinian bad points for
f , where d = deg(f). Let M be the matrix representing the linear system Dz,σ. Lecerf’s
proof can be sketched as follows: By Theorem 4.4, the solution space of Da,σ contains that
of Dz,σ, and a is Bertinian good as long as the two are equal. Thus, we may choose Q to be
the determinant of the largest nonsingular submatrix of M . This is because for such Q, if
Q does not vanish at a, then Dz,σ and Da,σ have the same rank, and hence their solution
spaces must be equal. The bound (d − 1)(2d − 1) on the degree of Q follows from Lemma 4.2.

In [21], Lecerf also demonstrated that the degree bound (d − 1)(2d − 1) is asymptotically
tight by providing an example for which a degree of Ω(d2) of the polynomial Q is necessary.
However, our next lemma states that, perhaps surprisingly, the degree bound can be improved
to 2d − 1 if we allow the use of the zero loci of multiple polynomials to cover the Bertinian
bad points for f . For simplicity, we state the lemma in the special case where f is irreducible,
which suffices for our purpose.

▶ Lemma 4.6. Assume char(K) is zero or greater than d(d − 1). Let f ∈ K[x, y] be an
irreducible polynomial over K of degree d ≥ 1 satisfying Hypothesis (H). Let m = 2d−1 − 1.
Then there exist nonzero polynomials Q1, . . . , Qm ∈ K[z] = K[z1, . . . , zn] of degree at most
2d − 1 such that for every Bertinian bad point a ∈ Kn for f , at least one polynomial Qi

vanishes at a.

Proof. Let σ = 2d. Let N be the number of equations in Dz,σ. Let M be the N × d matrix
over F(z) representing the linear system Dz,σ. Note that by Definition 4.1, the entries of M

are of the form coeff
(

ĝi
∂gi

∂x , xjyk
)

with j ≤ σ − 2 or coeff
(

ĝi
∂gi

∂y , xjyk
)

with j ≤ σ − 1. By
Lemma 4.2 and the fact that σ = 2d, the entries of M are polynomials in K[z] of degree at
most 2d − 1.
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There are exactly m = 2d−1 − 1 proper subsets of [d] containing 1. Let S1, . . . , Sm be an
enumeration of them. Consider i ∈ [m]. As f is irreducible, by Theorem 4.4, δSi

is not in
the solution space of Dz,σ. So we can fix a row ri = (ri,1, . . . , ri,d) of M such that the inner
product of ri and δSi is nonzero, i.e.,

∑d
j=1 ri,jδSi,j ̸= 0. Let Qi =

∑d
j=1 ri,jδSi,j , which

is a nonzero polynomial in K[z] of degree at most 2d − 1. Choose Qi in this way for each
i = 1, . . . , m.

Now let a be a Bertinian bad point for f . Then fa = f(a1x, . . . , anx, y) factorizes into
more than one irreducible factor over K. Let f̃a be the irreducible factor of fa divisible by
y−λ1(a1x, . . . , anx). Let S be the set of j ∈ [d] such that f̃a is divisible by y−λj(a1x, . . . , anx).
Then S is a proper subset of [d] containing 1. So S = Si for some i ∈ [m]. By Theorem 4.4,
δSi is in the solution space of Da,σ. As Da,σ is the specialization of Dz,σ at a, the vector
(ri,1(a), . . . , ri,d(a)) is a row of the matrix representing Da,σ. So

∑d
j=1 ri,j(a)δSi,j = 0, i.e.,

Qi(a) = 0. ◀

The Number of Low-Degree Polynomials Needed

It is an intriguing mathematical question to us how many low-degree polynomials are needed
to cover the Bertinian bad points for f . We now formalize this question.

▶ Definition 4.7. Let K be an algebraically closed field. For positive integers d and D,
define N(d, D,K) to be the smallest N ∈ N such that the following holds: Let f ∈ K[x, y] be
an irreducible polynomial of degree at most d over K satisfying Hypothesis (H). Then there
exist N nonzero polynomials in K[z] of degree at most D such that the union of the zero loci
of these polynomials contains all Bertinian bad points for f in Kn.

If such N does not exist, define N(d, D,K) = ∞.

In our application, it suffices to consider polynomials of the special form f + c · t, where
c ∈ F×, f ∈ F[x, y] and K = F(t). Moreover, by performing a variable substitution t 7→ −c−1t,
we may assume c = −1. This motivates us to introduce the following variant of Definition 4.7:

▶ Definition 4.8. Let F be a field. For positive integers d and D, define N∗(d, D,F) to be
the smallest N ∈ N such that the following holds: Let f ∈ F[x, y] be a polynomial of degree
at most d such that f − t is an irreducible polynomial over F(t) satisfying Hypothesis (H).
Then there exist N nonzero polynomials in F(t)[z] of degree at most D such that the union
of the zero loci of these polynomials contains all Bertinian bad points for f − t in Fn.

If such N does not exist, define N∗(d, D,F) = ∞.

Lecerf’s result [21, Theorem 6] can be interpreted as the statement that when char(K) is
zero or greater than d(d − 1), it holds that

N(d, D,K) = 1 for D ≥ (d − 1)(2d − 1).

Our Lemma 4.6 states that under the same condition, we have

N(d, D,K) ≤ 2d−1 − 1 for D ≥ 2d − 1.

In [21], Lecerf gave an example showing that the degree bound O(d2) for the smallest D

satisfying N(d, D,K) = 1 is asymptotically tight.2 As one can always combine the N(d, D,K)
polynomials of degree at most D into a single polynomial of degree at most N(d, D,K) · D

by taking their product, this implies N(d, D,K) · D = Ω(d2), i.e., N(d, D,K) = Ω(d2/D).

2 See the example before Theorem 6 in [21].
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▶ Question 4.9. Give improved upper bounds (or lower bounds) on N(d, D,K) and
N∗(d, D,F), at least when the characteristic of K or F is zero or large enough.

By definition, N∗(d, D,F) ≤ N(d, D,F(t)). A subexponential upper bound on N∗(d, D,F)
for D = O(d) will improve the required field size in Theorem 1.1.

Finally, it might be possible to exploit some extra structure to derive better bounds on
N∗(d, D,F) than those obtained for N(d, D,K). For example, if we modify the definition of
N∗(d, D,F) by only considering those polynomials f of prime degree, then N∗(d, 2d−1,F) ≤ 1.
This is because if fa − t is reducible over F(t), then fa is decomposable over F by Lemma 2.8.
But as deg(f) is prime, fa must be of the form g(h) with deg(g) = deg(f) and deg(h) = 1.
This in turn implies that fa − t factorizes into deg(f) linear factors over F(t). In Theorem 5.4,
we use this idea to show that the required field size can be improved to O(d4/ε2) if we only
want to fool polynomials whose degrees are prime and at most d.

5 Proofs of the Main Theorems

In this section, we present our PRG construction and prove the main theorems.
Let n and d be positive integers. Let Fq be a finite field of characteristic at least d(d−1)+1.

We now present the construction of our PRG

G : S → Fn+1
q

for polynomials f ∈ Fq[x, y] = Fq[x1, . . . , xn, y] of degree at most d. To simplify our notation,
these polynomials are assumed to be (n + 1)-variate rather than n-variate.

▶ Construction 5.1. The construction is as follows:
Let H : T → Fn

q be an explicit HSG for n-variate polynomials of degree at most
2d − 1 over Fq with density 1 − δ and seed length log |T | = O(d log n + log(1/δ)), where
δ = C0(2d − 1)/q and C0 > 0 is an absolute constant. For i ∈ [n] and s ∈ T , denote the
i-th coordinate of H(s) by H(s)i. The existence of H is guaranteed by Theorem 2.3.
Let S = T × T × Fq × Fq. Define G : S → Fn+1

q by

G(r, s, u, v) = (H(s)1 · u + H(r)1 · v, . . . , H(s)n · u + H(r)n · v, v).

In other words, we use random (r, s) ∈ T × T to pick a plane in Fn+1
q , and use random

(u, v) ∈ Fq × Fq to pick a point on the plane. The following lemma states that with high
probability, a given indecomposable polynomial f ∈ Fq[x, y] remains indecomposable when
restricted to the plane.

▶ Lemma 5.2. Let f ∈ Fq[x, y] be an indecomposable polynomial of degree at most d

over Fq. Let (r, s) be a random element of T × T . Let a = (a1, . . . , an) = H(r) and
b = (b1, . . . , bn) = H(s). Finally, let F = f(b1x + a1y, . . . , bnx + any, y) ∈ Fq[x, y]. Then

Pr [F is indecomposable over Fq] ≥ 1 − 2d−1δ.

Proof. Recall that sa is the Fq-linear automorphism of Fq[x, y] that fixes y and sends xi

to xi + aiy. As f is indecomposable over Fq, so is sa(f). By Lemma 2.6, sa(f) is also
indecomposable over Fq. So sa(f) − t is irreducible over Fq(t) by Lemma 2.8.

By Corollary 3.5, there exists a nonzero polynomial B ∈ Fq[x] of degree at most d such
that if B(a) ̸= 0, then

sa(f) − t = c · g (2)
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where c ∈ F×
q and g ∈ Fq(t)[x, y] ⊆ Fq(t)[x, y] is a degree-d polynomial satisfying Hypo-

thesis (H). By the HSG property of H , the event B(a) ̸= 0 happens with probability at least
1 − δ. Condition on this event, so that (2) holds. As sa(f) − t is irreducible over Fq(t), so is
g.

Let m = 2d−1 − 1. By Lemma 4.6, there exist nonzero polynomials Q1, . . . , Qm ∈
Fq(t)[z1, . . . , zn] of degree at most 2d − 1 such that the union of the zero loci of these
polynomials contains all b∗ = (b∗

1, . . . , b∗
n) ∈ Fn

q for which g(b∗
1x, . . . , b∗

nx, y) is reducible over
Fq(t). By Fact 2.4, H is an HSG with density 1 − δ for polynomials of degree at most
2d − 1 over Fq(t).3 Therefore, for each i ∈ [m], the probability that Qi(b) = 0 is at most δ.
Condition on the event Q1(b), . . . , Qm(b) ̸= 0. Then g(b1x, . . . , bnx, y) is irreducible over
Fq(t). On the other hand, note that

c·g(b1x, . . . , bnx, y) (2)= (sa(f))(b1x, . . . , bnx, y)−t = f(b1x+a1y, . . . , bnx+any, y)−t = F −t

where the second step uses the definition sa(f) = f(x1 + a1y, . . . , xn + any, y) ∈ Fq[x, y].
So F − t is irreducible over Fq(t). By Lemma 2.8, F is indecomposable over Fq. So it is
indecomposable over Fq.

The indecomposability of F over Fq relies on the conditions B(a) ̸= 0 and
Q1(b), . . . , Qm(b) ̸= 0. By the union bound, these conditions are simultaneously satis-
fied with probability at least 1 − δ − mδ = 1 − 2d−1δ, which completes the proof. ◀

Now we are ready to prove Theorem 1.1.

▶ Theorem 5.3 (Theorem 1.1 restated). There exists an absolute constant C > 0 such that
for ε > 0 and q ≥ C(d2d/ε + d4/ε2) with char(Fq) ≥ d(d − 1) + 1, G as in Construction 5.1
is a PRG for (n + 1)-variate polynomials of degree at most d over Fq with error ε and seed
length O(d log n + log q).

Proof. Let f ∈ Fq[x, y] be a polynomial of degree at most d. We want to prove that f(G(US))
and f(UFn+1

q
) are ε-close (in statistical distance). We may assume that f is a non-constant

polynomial, i.e., deg(f) ≥ 1, since the claim is trivial otherwise.
Our next step is the same as in [12]: f can always be written in the form f = g(h),

where g ∈ Fq[z] is a univariate polynomial and h ∈ Fq[x, y] is indecomposable over Fq. Let
D = h(G(US)) and D′ = h(UFn+1

q
). Then f(G(US)) = g(D) and f(UFn+1

q
) = g(D′). If D

and D′ are ε-close, then g(D) and g(D′) are also ε-close. Thus, by replacing f with h, we
may assume that f is indecomposable over Fq.

Let r, s, a, b and F be as in Lemma 5.2. Then by Lemma 5.2, the probability that F

is decomposable over Fq over random r and s is at most 2d−1δ = C02d−1(2d − 1)/q, where
C0 is as in Construction 5.1. Fix r and s such that F is indecomposable over Fq. Then
f(G(r, s, u, v)) = F (u, v) by definition. Applying Lemma 2.7 to F shows that, for such fixed
r and s, the distribution of F (u, v), i.e., f(G(r, s, u, v)), over random u, v ∈ Fq is ε′-close to
UFq

, where ε′ = C1d2/
√

q and C1 > 0 is an absolute constant. It follows that the statistical
distance between f(G(US)) and UFq is at most 2d−1δ + ε′.

On the other hand, as f is also indecompsable over Fq, applying Lemma 2.7 to f shows
that f(UFn+1

q
) is ε′-close to UFq

. Therefore, the statistical distance between f(G(US)) and
f(UFn+1

q
) is at most

(2d−1δ + ε′) + ε′ = 2d−1δ + 2ε′ = C02d−1(2d − 1)/q + 2C1d2/
√

q (3)

3 Note that we are applying Fact 2.4 to the infinite extension Fq(t)/Fq . In principle, it should be possible
to make the argument finitary by making some adaptations, such as considering specific values of t.
However, this may increase the complexity of the proof.
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which is bounded by ε provided that q ≥ C(d2d/ε + d4/ε2) and C > 0 is a large enough
absolute constant. The seed length of G is

2 log |T | + 2 log q = O(d log n + log(1/δ) + log q) = O(d log n + log q)

as δ = C0(2d − 1)/q. ◀

We conclude this section by proving Theorem 1.2, which states that the required field
size can be improved to O(d4/ε2) if we only want to fool polynomials of prime degree.

▶ Theorem 5.4 (Theorem 1.2 restated). There exists an absolute constant C > 0 such that
for ε > 0 and q ≥ C(d4/ε2) with char(Fq) ≥ d(d − 1) + 1, G as in Construction 5.1 is a
PRG for (n + 1)-variate polynomials of prime degree up to d with error ε and seed length
O(d log n + log q).

Proof Sketch. Let f ∈ Fq[x, y] be a polynomial whose degree d′ is prime and at most d. We
want to prove that f(G(US)) and f(UFn+1

q
) are ε-close (in statistical distance). Suppose f is

decomposable over Fq. Then f = g(h) for some polynomials g, h over Fq where deg(g) ≥ 2,
and as d′ = deg(f) is prime, we must have deg(g) = d′ and deg(h) = 1. In this case, the
theorem follows by replacing f with h, which has degree one, and applying Theorem 5.3. So
we may assume that f is indecomposable over Fq.

The rest of the proof follows that of Theorem 5.3, except that we could bound the
probability that F is decomposable over Fq by 2δ, rather than by 2d−1δ, using the following
observation:

In the application of Lemma 4.6, the polynomial has the special form g∗ = f∗ + ct, where
f∗ ∈ Fq[x, y], c ∈ F×

q , and deg(f∗) = d′. By making the substitution t 7→ −c−1t, we may
assume c = −1. Consider any a ∈ Fn

q such that g∗
a = g∗(a1x, . . . , anx, y) is reducible over

Fq(t)
n
. We claim that g∗

a factorizes into linear factors over Fq(t). To see this, note that
f∗

a = f∗(a1x, . . . , anx, y) is a decomposable polynomial over Fq of degree d′ by Lemma 2.8
and the fact that g∗

a = f∗
a − t is reducible over Fq(t). So we may write f∗

a = α(β) where
α ∈ Fq[z], β ∈ Fq[x, y], and deg(α) > 1. As d′ is prime, we must have deg(α) = d′ and
deg(β) = 1. As α is univariate, α − t factorizes into linear factors α1, . . . , αd′ over Fq(t). So
g∗

a = α(β) − t = (α − t)(β) factorizes into the linear factors α1(β), . . . , αd′(β) over Fq(t).
This observation shows that there is only one bad factorization pattern to rule out,

namely, the complete factorization into linear factors. This allows us to save a factor of
2d−1 − 1 and reduce the error probability in Lemma 5.2 from (2d − 1)δ + δ to δ + δ = 2δ.
The bound on the statistical distance between f(G(US)) and f(UFn+1

q
) in (3) now becomes

2δ + 2ε′ = 2C0(2d − 1)/q + 2C1d2/
√

q, which is bounded by ε provided that q ≥ C(d4/ε2)
and C > 0 is a large enough absolute constant. ◀

6 Open Problems

We conclude with some open problems. The most obvious one is reducing the required field
size in our construction. Using Bogdanov’s [6] paradigm, it seems necessary for the field to
be of size at least polynomial in d, since this argument relies on the Weil bound (and indeed,
as mentioned in Section 1, the seed lengths of the known constructions over small fields like
F2 are worse). Still, one could hope to obtain seed length O(d log n) with q being polynomial
in d, and not exponential in d. In our construction, q is exponential in d due to the need
to apply a union bound over all possible vectors in {0, 1}d characterizing the factorization
pattern of fa. It could very well be that there is a more clever argument that rules out
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multiple vectors at once. We also mention again Question 4.9. As explained in Section 4,
improved upper bounds on the quantity N∗(d, D,F) in that question would improve the field
size required by our construction.

A related open problem is removing the requirement that the characteristic of Fq is at
least d(d − 1) + 1. This requirement comes from using Lecerf’s [21] arguments (dating back
to Gao [15] and Ruppert [26, 27]). We remark that our construction can be adapted to work
in arbitrary characteristics p > 0 by employing the analysis in [8] and increasing the accuracy
parameter σ of Hensel lifting to d(d − 1) + 1; however, this leads to a larger seed length of
O(d2 log n + log q). A proof of this result will be provided in the full version of this paper.

Finally, low-degree polynomials form a natural “weak” class of polynomials. However,
rather than assuming bounds on the degree of polynomials, one can also consider other weak
classes of polynomials, where the restriction comes from bounding their algebraic circuit
complexity. This forms another interesting avenue for generalizing the results on PRGs
for low-degree polynomials. As an analogy, in the context of Boolean computation, the
problem of constructing explicit PRGs for weak computational classes (such as bounded-depth
circuits or read-once oblivious branching programs) is well studied (see [34]). For algebraic
computational models, however, much less is known. Most of the research in this area has
focused on constructing hitting sets of limited models of algebraic circuits (see [31, 28, 29] for
some surveys on this topic), due to the relation to the famous Polynomial Identity Testing
Problem. To the best of our knowledge, there is no known explicit construction of PRGs for
any natural class of algebraic computation. A concrete and intriguing open problem is to
explicitly construct PRGs for the class of sparse polynomials, for which, as described in the
references above, there are many known explicit constructions of hitting sets.
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stronger model allows only a “one-way” information flow. Even stronger (but still far from being
fully adaptive) models follow by taking inspiration from the setting of streaming algorithms. To
show that we indeed have a hierarchy, we prove a chain of exponential separations encompassing
most of the models that we define.
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1 Introduction

Property testing is the study of sublinear, query-based probabilistic decision-making al-
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portion of their input. The study of (classical) property testing, starting with [6], [14]
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Distribution testing is a newer model, first defined implicitly in [11] (a version of which
has already appeared in 2000 as a technical report). In [4] and [5] it was explicitly defined
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45:2 Refining the Adaptivity Notion in the Huge Object Model

decision to accept or reject must be made based only on a sequence of independent samples
drawn from an unknown distribution. In such a setting the distance metric is usually the
variation distance. For a more comprehensive survey, see [7].

The study of a combination of string and distribution testing was initiated in [12]. Here
the samples in themselves are considered to be very large objects, and hence after obtaining
a sample (usually modeled as a string of size n), queries must be made to obtain some
information about its contents. This requires an appropriate modification in the distance
notion. This model is appropriately called the Huge Object model.

Contrast the above to the original “small object” distribution testing model, where it
is assumed that every sample is immediately available to the algorithm in its entirety. In
particular, in the original model, the algorithm does not have any choice of queries, as it
just receives a sequence of independent samples from the distribution to be tested. Hence
one might even call it a “formula” rather than an “algorithm”. Grossly speaking, the only
decision made is whether to accept or reject the provided sequence of sampled objects.

On the other hand, in the string testing model, an algorithm is provided with a (de-
terministic) input string, and may make query decisions based both on internal random
coins and on answers to previous queries. An algorithm which makes use of the option of
considering answers to previous queries when choosing the next query is called adaptive,
while an algorithm that queries based only on coin tosses is called non-adaptive (the final
decision on whether to accept or reject the input must, of course, depend on the actual
answers).

Algorithms for the Huge Object model, due to their reliance on individual queries to the
provided samples, can be adaptive or non-adaptive. This relationship with respect to the
Huge Object model was first explored in [8].

However, as we shall demonstrate below, the complete picture here is richer than the
standard adaptive/non-adaptive dichotomy used in classical string testing. As it turns out,
several categories of adaptivity can be defined and investigated based on the consideration of
the shared information between the different samples that are queried.

1.1 Adaptivity notions in the Huge Object model
For our purpose, unless we state otherwise, we assume that the sequence of samples is taken
in advance (but is not directly disclosed to the algorithm), and is presented as a matrix from
which the algorithm makes its queries. For a sequence of s samples from a distribution whose
base set is {0, 1}n, this would be a binary s× n matrix.

We say that an algorithm is non-adaptive if it chooses its entire set of queries before
making them, which means that it cannot choose later queries based on the answers to earlier
ones. This is identical to the definition of a non-adaptive algorithm for string properties.

A fully adaptive algorithm is allowed to choose every query based on answers to all queries
made before it. This is quite similar to the definition of an adaptive algorithm for string
properties, but restricting ourselves to this dichotomy does not give the full picture. We
refine the notion of adaptivity by considering more subtle restrictions on the way that the
algorithms plan their queries, leading to query models that are not as expressive as those
of fully adaptive algorithms, but are still more expressive than those of non-adaptive ones.
In this introduction we only introduce the rationale of every model; the formal definitions
appear in the preliminaries section.

One interesting restriction, which is surprisingly difficult to analyze, is “being adaptive
for every individual sample, without sharing adaptivity between different samples” (the
results of random coin tosses are still allowed to be shared). We say that an algorithm is
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locally-bounded if it obeys this restriction. This model captures the concept of distributed
execution, in a way that every node has a limited scope of a single sample, and only when
all nodes are done, their individual outcomes are combined to facilitate a decision.

A more natural restriction is “being able to query only the most recent sample”. We say
that an algorithm is forward-only if it cannot query a sample after querying a later one. This
can be viewed (if we abandon the above-mentioned matrix representation) as the algorithm
being provided with oracle access to only one sample at a time, not being able to “go back in
time” once a new sample was taken. An example for the usage of the model is an anonymous
survey. As long as the survey session is alive, we can present new questions based on past
interactions and on the current one, but once the session ends, we are not able to recall the
same participant for further questioning.

A natural generalization of forward-only adaptiveness is having a bounded memory for
holding samples (rather than only having one accessible sample at a time). Once the memory
is full, the algorithm must drop one of these samples (making it inaccessible) in order to free
up space for a new sample. An additional motivation for this model is the concept of stream
processing, whose goal is computing using sublinear memory. Relevant to our work is [2],
where the input stream is determined by an unknown distribution, in contrast to the usual
streaming setting where the order of the stream is arbitrary. Within the notion of having
memory of a fixed size, we actually distinguish two models. In the weak model, when the
memory is full, the oldest sample is dropped. In the strong model, the algorithm decides
(possibly adaptively) which sample to drop.

We show that every two consecutive models in the above hierarchy have an exponential
separation, which means that there is a property that requires Ω(poly(n)) queries for an ε-test
in the first model (for some fixed ε), but is also ε-testable using O

(
poly

(
ε−1)

log n
)

queries
in the second model (for every ε > 0). Moreover, our upper bounds always have one-sided
error, while the lower bounds apply for both one-sided and two-sided error algorithms. The
exact relationship between the weak and the strong limited memory models remains open,
however.

We believe that investigating limited adaptiveness models can apply to other areas
where there are two “query scales”. That is, when investigating a model takes into account
collections of objects that are restricted both in the way that whole objects are obtained and
in the access model inside each obtained object. For example, one could think of a distributed
computing scenario where the communication between the nodes follows a LOCAL or a
CONGEST scheme (see [13]), but additionally each node holds a “large” input from which it
may only perform sub-linear time computation between the communication rounds.

1.2 Organization of the paper
We start with formal definitions of the models which are required to state our results, followed
by an overview of the results themselves and a description of the main ideas of their proofs.
This review includes the definitions of the properties showing our separation results, along
with a sketch of the lower bounds and the algorithms for the upper bounds. The proofs
themselves are deferred to the full version of this paper.

2 Preliminaries

The following are the core definitions and lemmas used throughout this paper, including the
model definitions used in the overview in Section 3. Here, all distributions are defined over
finite sets.

APPROX/RANDOM 2024



45:4 Refining the Adaptivity Notion in the Huge Object Model

▶ Definition 1 (Common notations). For a set A, the power set of A is denoted by P(A).
For two sets A and B, the set of all functions f : A→ B is denoted by BA. For a finite set
A, the set of all permutations over A is denoted by π(A).

▶ Definition 2 (Set of distributions). Let Ω be a finite set. The set of all distributions that
are defined over Ω is denoted by D(Ω).

While parts of this section are generalizable to distributions over non-finite sets Ω with
compact topologies, we restrict ourselves to distributions over finite sets, which suffice for
our application.

▶ Definition 3 (Property). A property P over a finite alphabet Σ is defined as a sequence of
compact sets Pn ⊆ D(Σn). Here compactness refers to the one defined with respect to the
natural topology inherited from R|Σ|n .

All properties are defined over Σ = {0, 1} unless we state otherwise.

2.1 Distances
The following are the distance measures that we use. In the sequel, we will omit the subscript
(e.g. use “d(x, y)” instead of “dH(x, y)”) whenever the measure that we use is clear from the
context.

▶ Definition 4 (Normalized Hamming distance). For two strings s1, s2 ∈ Σn, we use dH(s1, s2)
to denote their normalized Hamming distance, 1

n |{1 ≤ i ≤ n|s1[i] ̸= s2[i]}|.

For all our distance measures we also use the standard extension to distances between sets,
using the corresponding infimum (which in all our relevant cases will be a minimum). For
example, For a string s ∈ {0, 1}n and a set A ⊆ {0, 1}n, we define dH(s, A) = min

s′∈A
dH(s, s′).

▶ Definition 5 (Variation distance). For two distributions P and Q over a common set Ω,
we use dvar(P, Q) to denote their variation distance, maxE⊆Ω |PrP [E]− PrQ[E]|. Since Ω is
finite there is an equivalent definition of dvar(P, Q) = 1

2
∑

s∈Ω |P (s)−Q(s)|.

▶ Definition 6 (Transfer distribution). For two distributions P over Ω1 and Q over Ω2, we
say that a distribution T over Ω1×Ω2 is a transfer distribution between P and Q if for every
x0 ∈ Ω1, Pr(x,y)∼T [x = x0] = PrP [x0], and for every y0 ∈ Ω2, Pr(x,y)∼T [y = y0] = PrQ[y0].
We use T (P, Q) to denote the set of all transfer distributions between P and Q.

We note that for finite Ω1 and Ω2 the set T (P, Q) is compact as a subset of D(Ω1 × Ω2).

▶ Definition 7 (Earth Mover’s Distance). For two distributions P and Q over a com-
mon set Ω with a metric dΩ, we use dEMD(P, Q) to denote their earth mover’s distance,
defined by the infimum of the “average distance” demonstrated by a transfer distribution,
infT ∈T (P,Q) E(x,y)∼T [dΩ(x, y)].

In the sequel, the above “inf” can and will be replaced by “min”, by the compactness of
T (P, Q) for finite Ω. Most papers (including the original [12]) use an equivalent definition
that is based on linear programming, whose solution is the optimal transfer distribution.

In our theorems, Ω is always {0, 1}n for some n and the metric is the Hamming distance.
Sometimes, as an intermediate phase, we may use a different Ω (usually {1, . . . , k}n for some
k), and then show a reduction back to the binary case.
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▶ Definition 8 (Distance from a property). The distance of a distribution P from a property
P = ⟨Pn⟩ is loosely noted as d(P,P) and is defined to be dEMD(P,Pn) = infQ∈Pn

dEMD(P, Q).

It is very easy to show that for any two distributions P, Q ∈ D(Σn) we have dEMD(P, Q) ≤
dvar(P, Q). This means that the topology induced by the variation distance is richer than
that induced by the earth mover’s distance (actually for finite sets these two topologies are
identical). In particular it means that all considered properties form compact sets with
respect to the earth mover’s distance. We obtain the following lemma.

▶ Lemma 9. For a property P of distributions over strings, and any distribution P ∈ D(Σn),
there is a distribution realizing the distance of P from P, i.e. a distribution Q ∈ Pn for which
d(P, Q) = d(P,Pn). In particular, the infimum in Definition 8 is a minimum.

2.2 The testing model
This model is defined in [12]. We use an equivalent definition which will be the “baseline”
for our restricted adaptivity variants.

The input is a distribution P over Σn (our final theorems will be for Σ = {0, 1}, but some
intermediate arguments require other finite Σ). An algorithm A gets random oracle access to
s samples that are independently drawn from P . Then it is allowed to query individual bits
of the samples. The output of the algorithm is either accept or reject. For convenience
we identify the samples with an s× n matrix, so for example the query “(i, j)” returns the
jth bit of the ith sample.

The input size n and the number of samples s are hard-coded in the algorithm. As
with boolean circuits, an algorithm for an arbitrarily sized input is defined as a sequence of
algorithms, one for each n.

For a given algorithm we define another measure of complexity, which is the total number
of queries that the algorithm makes. Without loss of generality, we always assume that every
sample is queried at least once (implying that q ≥ s).

For a property P and ε > 0, we say that an algorithm A is an ε-test if:
For every P ∈ P , A accepts the input P with probability higher than 2

3 .
For every P that is ε-far from P, A accepts the input P with probability less than 1

3 .
We say that A is an ε-test with one sided error if:

For every P ∈ P , A accepts the input P with probability 1.
For every P that is ε-far from P, A accepts the input P with probability less than 1

2 .

The choice of the probability bounds in the above definition are somewhat arbitrary. For
the one sided error definition 1

2 is more convenient than 1
3 . We also note that for non-ε-far

inputs that are not in P, any answer by A is considered to be correct.

2.3 Restricted models
As observed by Yao in [16], every probabilistic algorithm can be seen as a distribution over
the set of allowable deterministic algorithms. This simplifies the algorithmic analysis, since
we only have to consider deterministic algorithms (a distinction between public and private
coins can break this picture, but this will not be the case here). We will use Yao’s observation
to define every probabilistic algorithmic model by defining its respective set of allowable
deterministic algorithms. The following definitions formalize the description of the models
introduced in Section 1.
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45:6 Refining the Adaptivity Notion in the Huge Object Model

▶ Definition 10 (Fully adaptive algorithm). Every deterministic algorithm can be described as
a full decision tree T and a set A of accepted leaves. Without loss of generality we assume
that all leaves have the exactly the same depth (we use dummy queries if “padding” is needed).
Every internal node of T consists of a query (i, j) ∈ {1, . . . , s} × {1, . . . , n} (the jth bit of
the ith sample), and every edge corresponds to an outcome element (in Σ). The number of
queries q is defined as the height of the tree. Every leaf can be described by the string of
length q detailing the answers given to the q queries, corresponding to its root-to-leaf path.
Thus we can also identify A with a subset of Σq.

Now that we have defined the most general form of a deterministic algorithm in the Huge
Object model, we formally define our models for varying degrees of adaptivity.

▶ Definition 11 (Non-adaptive algorithm). We say that an algorithm is non-adaptive if it
chooses its queries in advance, rather than deciding each query location based on the answers
to its previous ones. Formally, every deterministic non-adaptive algorithm is described as a
pair (Q, A) such that Q ⊆ {1, . . . , s} × {1, . . . , n} (for some sample complexity s) is the set
of queries, and A ⊆ ΣQ is the set of accepted answer functions. The query complexity is
defined as q = |Q|.

▶ Definition 12 (Locally-bounded adaptive algorithm). We call an algorithm locally-bounded
if it does not choose its queries to a sample based on answers to queries in other samples.
Formally, every s-sample deterministic locally-bounded algorithm is a tuple (T1, . . . , Ts; A),
where every Ti is a decision tree of height qi (where q =

∑s
i=1 qi is the total number of

queries) that is only allowed to query the ith sample, and A ⊆ Σq represents a set of accepted
superleaves, where a superleaf is defined as the concatenation of the q1, . . . , qs symbol long
sequences that represent the leaves of trees T1, . . . , Ts respectively.

▶ Definition 13 (Forward-only adaptive algorithm). We call an algorithm forward-only if
it cannot query a sample after querying a later one. Formally, a forward-only algorithm
for s samples of n-length strings is defined as a pair (T, A), where T is a decision tree
over {1, . . . , s} × {1, . . . , n} and A ⊆ Σq (as with general adaptive algorithms), additionally
satisfying that for every internal node of T that is not the root, if its query is (i, j) and its
parent query is (i′, j′), then i′ ≤ i.

▶ Definition 14 (Weak memory-bounded adaptive algorithm). We say that an algorithm is weak
m-memory bounded if it can only query a sliding window of the m most recent samples at a
time. Formally, a weak m-memory-bounded adaptive algorithm using s samples of n-length
strings is defined as a pair (T, A), where T is a decision tree over {1, . . . , s}× {1, . . . , n} and
A ⊆ Σq (as with general adaptive algorithms), additionally satisfying that for every internal
node of T that is not the root, if its query is (i, j), then for every ancestor whose query is
(i′, j′), it holds that i′ −m < i.

▶ Definition 15 (Strong memory-bounded adaptive algorithm). A strong memory-bounded
adaptive algorithm for s samples of n-length strings is defined as a triplet (T, A, M) where
T is a decision tree, A ⊆ Σq is the set of accepted answer vectors, and M : nodes(T ) →
P({1, . . . , s}) is the “memory state” at every node. The explicit rules of M are:

For every internal node u ∈ T , |M(u)| ≤ k (there are at most k samples in memory).
For every internal node u ∈ T , if i ∈M(u), and if v is a child of u for which i /∈M(v),
then for every descendant w of v, i /∈M(w) (a “forgotten” sample cannot be “recalled”).
For every internal node u ∈ T whose query is (i, j), i ∈M(u) (the ith sample must be in
memory in order to query it).
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Without loss of generality, because the samples are independent, we can assume that:
M(root) = {1, . . . , k} (the algorithm has initial access to the first k samples).
For every internal node u ∈ T and the set V of all its ancestors, it holds that max(M(u)) ≤
1 + max

v∈V
(max M(v)) (new samples are accessed “in order”).

3 Overview of results and methods

The following is a semi-formal overview of our work, which is described in extensive details
in the full version of the paper. Most of our results are exponential separations between
models (that is, O(log n) vs nΩ(1) bounds).

All separations are with an exponential gap, and are achieved by properties that have an
efficient 1-sided error test in one model, but do not even have an efficient 2-sided test in the
other model.

Figure 1 provides a visualization of our results. More details about the difference between
the weak k-memory and the strong k-memory model are provided below.
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Figure 1 Graphical summary of our results.

3.1 Non-adaptive algorithms
To showcase what can be done with non-adaptive algorithms, we analyze the property of a
distribution having support size at most m, and the even more basic property of a distribution
being deteministic, that is, having support size 1.

We show that the determinism property (the property that the distribution draws a
specific element with probability 1) can be tested non-adaptively using O(ε−1) queries,
consisting of O(ε−1) samples (as in the classic model) and O(1) queries per sample.

▶ Observation 16. The property of drawing a fixed string has a one-sided error non-adaptive
ε-test that uses O(ε−1) queries.

We also show a non-adaptive m-support test.

▶ Theorem 17. The property of being supported on a set of at most m elements has a
one-sided error non-adaptive ε-test that uses O(ε−2m log m) queries.

Algorithm 1 demonstrates this upper bound.
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45:8 Refining the Adaptivity Notion in the Huge Object Model

Algorithm 1 One sided ε-test for m-bounded support, non adaptive, O(ε−2m log m) queries.

take s = 1 +
⌈
8ε−1m

⌉
samples.

let t =
⌈
4ε−1(ln m + 2)

⌉
choose j1, . . . , jt ∈ [n] uniformly and independently at random.
let J = {j1, . . . , jt}
for i from 1 to s do

query sample i at j for every j ∈ J , giving substring yi of length |J |.
if

∣∣{y1, . . . , ys
}∣∣ > m then

return reject
return accept

As described in detail in the full version of the paper, in which we prove the correctness
of Algorithm 1, our ε-test for the m-support property needs more than a fixed number
of queries per sample. Though not necessarily optimal, this algorithm demonstrates the
core difference between the Huge Object model and the classic one: the limited ability to
distinguish different samples. This limitation holds for adaptive algorithms as well, even
though the adaptivity can reduce the number of queries per sample for some properties. A
concurrent work [1] shows a lower bound of Ω(ε−1 log ε−1) queries for non-adaptive support
testing even for m = 2, showing that this limitation is unavoidable.

Locally bounded adaptive algorithms
The locally-bounded adaptive model (Definition 12) allows the algorithm to pick its queries
based on answers to previous queries for every fixed sample, but lacks the ability to pass
information between samples. The ability of being adaptive allows the algorithm more ways
to query its samples, but it still lacks the ability to test relations between the samples.

Analysis method

To analyze the locally-bounded model, we define an intermediate model of string testing
which we call the split-adaptive model.

▶ Definition 18 (Split adaptive algorithm). For a fixed k, a k-split adaptive deterministic
algorithm for n-long strings (where n is divisible by k) over some alphabet Σ is a sequence of
k decision trees T1, . . . , Tk, where the tree Ti can only query at indexes between (i− 1)k + 1
and ik, and a set of accepted answer sequences. The query complexity of the algorithm is
defined as the sum of heights of its trees.

In this model, we test properties of k-tuples of strings, where the queries are made
separately for every entry of the tuple (that is, every entry is processed using an adaptive
algorithm that is oblivious of the other entries). To obtain a reduction, we consider every
s-sample locally-bounded algorithm over an input distribution P as a split-adaptive algorithm
whose input is drawn from P s (that is, an s-tuple whose entries are independently drawn
from P ).

Exponential separation from the non-adaptive model

Naturally, there is an exponential separation between the locally-bounded model and the non-
adaptive model of the Huge Object model. The property CPal (defined below) demonstrates
this separation.
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▶ Definition 19 (string property cpal, see [8], [3]). For any fixed n, the property cpal is
defined over {0, 1, 2, 3}n as the set of n-long strings that are concatenations of a palindrome
over {0, 1} and a palindrome over {2, 3} (in this order).

The following lemma is well-known (the adaptive bound, using binary search, is described
in [8]).

▶ Lemma 20. Property cpal does not have a non-adaptive 1
5 -test using o(

√
n) queries, while

having an adaptive ε-test using O(log(n) + 1/ε) many queries.

In [8] this was made into a distribution property by using “distributions” that are
deterministic.

▶ Definition 21 (Distribution property CPal, see [8]). For a fixed, even n, the property
CPal is defined as the set of distributions over {0, 1}n that are deterministic (have support
size 1), whose support is an element that belongs to cpal, with respect to the encoding
(0, 1, 2, 3) 7→ (00, 01, 10, 11).

▶ Lemma 22. CPal has a locally-bounded ε-test that uses O(poly(ε−1) log n) queries for
every ε > 0, but there exists some ε0 > 0 for which any non-adaptive ε0-test requires
Ω(poly(n)) queries.

This is an almost-direct corollary of a result from [12] regarding converting string testing
problems to the Huge Object model. Essentially, the Huge Object model “contains” the
string testing one, and the conversion produces locally adaptive algorithms out of their
respective adaptive string algorithms.

Forward only adaptive algorithms
In the forward-only model (Definition 13), the algorithm virtually gets a stream of samples,
and is allowed to query only the current sample without any restriction (but further queries
to past samples are not allowed), based on answers to all past queries. In contrast to the
locally bounded model, forward algorithms can test a richer collection of binary relations
between samples, due to the ability to query one sample and then use the gathered data to
choose the queries for the next one.

Exponential separation from the locally-bounded model

We use the ability of forward-only algorithms to consider a richer collection of relations
between samples, as compared to locally-bounded algorithms, to show an exponential
separation between these models. The property Inv∗ (defined below) demonstrates this
separation.

In [9] it was shown that ε-testing two functions over {1, . . . , n} for being inverses of each
other is possible with O(ε−1) many queries, while testing a single function for having an
inverse is harder and requires a polynomial number of queries. Formally, we cite the function
property inv:

▶ Definition 23 (Function property inv). For a fixed n, the property inv is defined over
[n][2n] as the set of ordered pairs of functions f, g : [n]→ [n] such that either f(i) = g(i) for
every 1 ≤ i ≤ n or g(f(i)) = i for every 1 ≤ i ≤ n.

APPROX/RANDOM 2024



45:10 Refining the Adaptivity Notion in the Huge Object Model

Note that we modified the definition of the property slightly from the original, by allowing
also the case f = g. This technical change makes it possible to construct a test using
forward-only adaptivity that is also with one-sided error.

Here we separate the two functions by setting them in a probability space with support
size 2. If we allow forward-only adaptivity, then the original inverse test can be implemented,
as it works by verifying that g(f(i)) = i for sufficiently many is. We can call the first sample
“f”, and after writing down our f(i1), . . . , f(iq), we “wait” for a sample of g and then verify
that g(f(ij)) = ij for i1, . . . , iq. Formally, we define the property Inv:

▶ Definition 24 (Distribution property Inv). For a fixed n, the property Inv is defined as
the set of distributions over [n][n] that are supported by a set of the form {f, g} such that
(f, g) ∈ inv. Note that in particular all deterministic distributions satisfy Inv, since we allow
f = g to occur.

To make the above work for binary strings (rather than an alphabet of size n) we use an
appropriate large distance encoding of the values.

▶ Definition 25 (Distribution property Inv∗). For a fixed n, let Cn : [n]→ {0, 1}2⌈log2⌉n be
an error-correction code whose distance is at least 1

3 . We define Inv∗ as the property of
distributions over {0, 1}2⌈log2 n⌉n that can be constructed by the following procedure: beginning
with some P ∈ Inv, we let P ∗ denote the distribution that draws x ∈ [n]n according to P ,
and then outputs the concatenation Cn(x1) · · ·Cn(xn).

The lower bound against locally-bounded adaptivity requires an intricate analysis of
the model. Essentially we use the split-adaptive string-testing model to show that when
querying each of f and g “in solitude”, being adaptive over a function that is drawn at
random does not provide an advantage over a non-adaptive algorithm. In particular, the
values of a uniformly drawn permutation are “too random” to allow the implementation of a
meaningful query strategy without getting some information from the inverse function, even
if we allow to “coordinate in advance” the query strategy.

▶ Theorem 26. Property Inv∗ has a forward-only ε-test that uses O(ε−2 log n) queries for
every ε > 0, but any locally-bounded adaptive 1

5 -test requires Ω(
√

n) queries.

The upper bound for forward-only testing of Inv is demonstrated in Algorithm 2. Applying
Algorithm 2 to Inv∗ is pretty straightforward.

Algorithm 2 One sided ε-test for Inv, forward only, O(ε−2) queries.

Treat samples as n-long strings over [n].
let s = 1 +

⌈
3ε−2⌉

.
choose j2, . . . , js ∈ [n], uniformly at random and independently.
choose k2, . . . , ks ∈ [n], uniformly at random and independently.
query sample 1 at j2, . . . , js, giving f(j2), . . . , f(js).
query sample 1 at k2, . . . , ks, giving f (k2) , . . . , f (ks).
for i from 2 to s do

query sample i at ji, f(ki), giving g(ji), g(f(ki)).
if f(ji) ̸= g(ji) and g(f(ki)) ̸= ki then

return reject
return accept



T. Adar and E. Fischer 45:11

The query foresight method

Some adaptive algorithms do not obey the forward only restriction but can be modified to
do so, using a method we call query foresight. Intuitively, an adaptive algorithm that has
some knowledge about the structure of the queries it may make in the future can make them
speculatively at present (that is, we make all potential queries to satisfy the forward-only
constraint, even though we believe that some of them will later be considered as irrelevant).
The more knowledge the algorithm has about the potential future queries, the less queries
are wasted on the current sample.

As an example to the query foresight method, we analyze and convert a fully adaptive
algorithm for the m-support property (Algorithm 3)

Algorithm 3 One sided ε-test for m-bounded support, strong m + 1-memory, O(ε−1m2) queries.

Memory storage for samples: z1, . . . , zm; x, all initialized to NULL.
Extra cell: We have another syntactic “write-only” memory storage zm+1 which we never
query.
take s = 1 +

⌈
2ε−1m

⌉
samples.

set c, t← 0.
set j1, . . . , jm ← NULL
for k from 1 to s do

Invariant 1 c = m or zc+1 = NULL.
Invariant 2 for 1 ≤ i ≤ c, zi

J are distinct where J = {j1, . . . , jt}.
store x← sample k.
query x at j1, . . . , jt, giving substring yk.
for i from 1 to c do

query sample zi at j1, . . . , jt giving substring yi. ▷ the yis are distinct
choose j ∈ [n] uniformly at random.
query x at j, giving xj .
if ∃i : yi = yk then ▷ if exists it is unique

query sample zi at j giving zi
j .

if xj ̸= zi
j then

store zc+1 ← x.
set jt+1 ← j. ▷ keep Invariant 2
set t← t + 1 and c← c + 1. ▷ keep Invariant 1

else
store zc+1 ← x. ▷ Invariant 2 still holds
set c← c + 1. ▷ keep Invariant 1

if c > m then
return reject

return accept

▶ Theorem 27. Algorithm 3 is a one-sided ε-test for being supported by at most m elements.

We observe that the general structure of Algorithm 3’s queries is highly predictable,
and provide a modified version thereof (Algorithm 4) which is also forward-only, without
increasing its worst-case query complexity.

The idea is straightforward: we simulate the run of an adaptive algorithm. Every time
that the simulation is about to query a new sample, we make additional speculative queries
in the current sample, before dropping it as per the requirement of a forward-only algorithm.

APPROX/RANDOM 2024
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If the simulated algorithm makes a query to an old sample, we feed it with the answer of
the corresponding speculative query. If such a speculative query does not exists, we either
accept (for one-sided algorithms) or behave arbitrarily (for two-sided algorithms). If the
prediction is conservative, that is, the speculated queries are ensured to cover all queries to
past samples, then the construction guarantees the exact acceptance probability for every
individual input. This is not guaranteed when the prediction is not conservative, and in this
case we need to analyze the effect of bad speculations.

Algorithm 4 One sided ε-test for m-bounded support, forward only, O(ε−1m2) queries.

take s = 1 +
⌈
2ε−1m

⌉
samples.

choose j1, . . . , js ∈ [n] uniformly and independently at random.
let M be an uninitialized m× n sparse matrix {0, 1}. ▷ storage for speculative queries
let A be an empty list over [n].
c← 0.
for k from 1 to s do

Invariant Mi,j is initialized for all 1 ≤ i ≤ c and j ∈ {j1, . . . , js}.
for all j in A do ▷ simulation of yk

query sample k at j, giving xk
j .

set found ← 0.
for i from 1 to c do

if
∧

j∈A

(
Mi,j = xk

j

)
then ▷ simulation of the yis

set found ← 1.
j ← jk.
query sample k at j, giving xk

j .
if Mi,j ̸= xk

j then
c← c + 1.
add j to A.
query sample k at j1, . . . , js, giving Mc,j1 , . . . , Mc,js

. ▷ speculative queries
▷ keep the invariant

if found = 0 then
c← c + 1.
query sample k at j1, . . . , js, giving Mc,j1 , . . . , Mc,js . ▷ speculative queries

▷ keep the invariant
if c > m then

return reject
return accept

k-bounded memory algorithms
As per Definitions 14 and 15 we have two models of bounded memory, which we call weak
and strong respectively. Intuitively, in both models, the algorithm gets a stream of samples,
and it has an unrestricted access to k of these samples. When the algorithm needs an access
to a new sample, it must give up the ability to access one of the past samples. In the weak
model, the algorithm does not have a choice and it must drop the earliest sample. In other
words, the weak model has an unrestricted access to a sliding window of the k most recent
samples. In the strong model, the algorithm is allowed to choose the sample to drop.
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For k = 1, the weak and strong models are both equal to each other and to the forward-only
model. Intuitively, as k increases, the algorithm is able to consider more complicated relations
between samples, especially k-ary relations, which are more challenging for k − 1-memory
algorithms.

Exponential separation from the forward-only model

We use the ability to fully consider binary relations using 2-memory algorithms, compared
to the limited ability to do so using forward-only algorithms, to establish an exponential
separation between them.

We define a property Sym that catches the idea of symmetric functions. For some
symmetric function f : [m]× [m]→ {0, 1}, a distribution in the property draws a random key
a ∈ [m] and returns a vector that contains both a (using a high distance code of length m)
and all values of f at points (a, b) for b ∈ [m]. For technical reasons, we use fixed-distance
systematic codes to encode a as a part of the row.

▶ Lemma 28 (Systematic code). There exists a set C of error correction codes, such that for
every n ≥ m ≥ 10, it has a code Cm,n : [m]→ {0, 1}n with the following properties: (1) Its
minimal codeword distance is at least 1

3 and (2) The projection of Cm,n on its first ⌈log2 m⌉
is one-to-one, that is, Cm,n can be decoded by reading the first ⌈log2 m⌉ bits.

From now on, every use of systematic codes refers to the set C that is guaranteed by Lemma
28, usually denoted just by C (rather than the explicit notion Cm,n).

▶ Definition 29 (Matrix property sym). For a fixed n, the property sym of functions with
two variables f : [n]2 → {0, 1} is defined as the property of being symmetric, i.e. satisfying
f(i, j) = f(j, i) for all i, j ∈ [n].

The corresponding distribution property is inspired by considering distributions over the
rows of a symmetric matrix, along with properly encoded identifiers.

▶ Definition 30 (Distribution property Sym). For any m and the systematic code C : [m]→
{0, 1}m from Lemma 28, the property Sym is defined as the set of distributions for which

Pr
x∼P

[∃a ∈ [m] : x1,...,m = C(a)] = 1

(all vectors start with an encoding of a “row identifier”), and for every a, b ∈ [m],

Pr
x,y∼P

[x1,...,m = C(a) ∧ y1,...,m = C(b) ∧ xm+b ̸= ym+a] = 0

(if two “identifiers” a and b appear with positive probability, then the respective “f(a, b)” and
“f(b, a)” are identical).

▶ Theorem 31. There exists a one-sided weak 2-memory ε-test for Sym that makes
O(ε−2 log n) queries, but every forward-only 1

14 -test for Sym must use at least Ω(
√

m)
queries (for sufficiently large m).

The lower bound follows from a forward-only algorithm being given access to every sample
without any knowledge about the keys of “future” samples. If the algorithm has only one
accessible sample at a time, it can only “guess” the other key, but the probability to actually
draw a later sample with that key is too low, unless the algorithm collects queries according
to about

√
m guessed keys.
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For the upper-bound, Algorithm 5 performs a sequence of independent iterations using
two samples at a time. In every iteration, it gathers their “keys” a1 and a2, verifies the
correctness of their codewords, and then checks whether f(a1, a2) = f(a2, a1). There are
some cases that should be carefully analyzed, for example the case where the distribution
does not correspond to a single f , or the case where some values for “a” appear very rarely
or not at all, but these do not defeat the above algorithm (they somewhat affect its number
of needed iterations).

Algorithm 5 One-sided ε-test for Sym, weak 2-memory, O(ε−2 log n) queries.

let m← n/2.
for

⌈
8ε−2⌉

times do
take two samples x, y.
query x1, . . . , x⌈log2 m⌉, giving κ(x) as a.
query y1, . . . , y⌈log2 m⌉, giving κ(y) as b.
choose i ∈ [m], uniformly at random.
query x, y at i, giving xi, yi.
query ϕx(b), ϕy(a).
if xi ̸= (C(a))i or yi ̸= (C(b))i then

return reject ▷ rejection by key invalidity
if ϕx(b) ̸= ϕy(a) then

return reject ▷ rejection by asymmetry
return accept

Larger memory generalization

We generalize the above theorem to state an exponential separation between the k-weak
model (Definition 14) and the k− 1-strong model (Definition 15). We define a property Park

based on parity for every k ≥ 2 for which:

▶ Theorem 32. For every k ≥ 2, there exists a one-sided weak k-memory ε-test for Park

that makes O(kε−k log n) queries, but every forward-only 1
6k -test for Park must use at least

Ω(
√

m) (for sufficiently large n), which is Ω(n1/2k) queries since n ≈
(

m
k−1

)
.

To motivate the definition of Park, suppose that f :
([m]

k

)
→ {0, 1}k is a function such

that f(A) has zero parity for every subset A ⊆ [m] of size k. We “encode” such a function as
a distribution, making sure to “separate” the k bits of f(A) to k different samples. A typical
sample in the distribution would have an encoding (using a high distance code) of a random
key a ∈ [m], followed by some information on f(A) for every A that contains a. Specifically,
for each such A we supply the ith bit of f(A), where i is the “rank” of a in A (going by the
natural order over [m]).

▶ Definition 33 (Preliminaries for distribution property Park). Let k ≥ 2 be the degree of
freedom in the represented function. Let m be the (sufficiently large) size of the input set
and n =

(
m−1
k−1

)
. Also, consider a systematic code C : [m]→ {0, 1}n.

For a string x ∈ {0, 1}2n, let κ(x) = C−1(x1,...,n) be the key of x (if the inverse function
is not defined we can use an arbitrary key instead). Since we have an implicit mapping
between k − 1-subsets of {1, . . . , m} \ {κ(a)} and the indexes {1, . . . , n}, for every A ⊆
{1, . . . , m} \ {κ(a)} of size k − 1 we can define ΦA(x) as the corresponding bit in xn+1,...,2n.

▶ Definition 34 (Distribution property Park). For k, m, n, C defined above, the property
Park is defined as the set of distributions over {0, 1}2n for which

Pr
x∼P

[∃a ∈ [m] : x1,...,n = C(a)] = 1
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(all vectors start with an encoding of a “row identifier”), and for every a1 < . . . < ak ∈ [m],

Pr
x1,...,xk∼P

[
k∧

i=1
(xi)1,...,n = C(ai) ∧

k⊕
i=1

Φ{a1,...,ak}\{ai}(xi) = 1
]

= 0

(if all “identifiers” a1, . . . , ak appear with positive probability, then the respective concatenation
of values which forms “f({a1, . . . , ak})” has zero parity).

For the lower bound, if the algorithm has less than k accessible samples at a time, as
with the analysis of the Sym property under forward-only testing, the algorithm here can
only “guess” the missing key, and the probability to make the right guess is too low.

We go further, and show that even if the k − 1-memory algorithm is allowed to choose
which of the samples are retained in every stage (strong k − 1-memory) rather than keeping
a sliding window of recent history, the exponential separation still holds. The separation is
achieved for an εk-test of the property where εk = Θ(1/k).

For the upper bound, Algorithm 6 makes a sequence of independent iterations of k samples
at a time. In every iteration it gathers the keys a1, . . . , ak and verifies their codewords. If
they are all different, the algorithm constructs the value of f({a1, . . . , ak}) and checks its
parity.

Algorithm 6 One-sided ε-test for Park, weak k-memory, O(ε−kk log n) queries.

let m be such that
(

m−1
k−1

)
= n.

for
⌈
4ε−kk

⌉
times do

take k new samples x1, . . . , xk.
for t from 1 to k do

query xt
1, . . . , xt

⌈log2 m⌉, giving κ(xt) as at.
choose i ∈ [m], uniformly at random.
query xt at i, giving xt

i.
if xt

i ̸= (C(at))i then
return reject ▷ reject by key invalidity

if
∣∣{a1, . . . , ak

}∣∣ = k then
for t from 1 to k do

query Φxt({a1, . . . , ak} \ {at}), giving st.
if

⊕k
i=1 st = 1 then

return reject ▷ reject by parity-invalidity
return accept

4 Remaining open problems

It is an open problem whether the weak k-memory model is indeed strictly weaker than the
strong k-memory model (for the same k). And if so, is the separation exponential? Also, we
do not know whether or not for every k there exists k∗ such that the k∗-weak model contains
the k-strong one.

We believe that there exist some ε0 > 0 and 0 < α < 1 such that for every sufficiently
large k, there is an exponential separation between the weak k-memory model and the strong
αk-memory model, with respect to an ε0-test, rather than the separation for εk = Θ(1/k)
that we show for k − 1 vs k memory.
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45:16 Refining the Adaptivity Notion in the Huge Object Model

Another interesting open problem is whether the fully adaptive model has a simultaneous
exponential separation from all fixed k-memory models. That is, whether there exists a
property P and some ε0 > 0 such that ε0-testing of P would require Ω(poly(n)) queries in
every k-memory model (the polynomial degree possibly depending on k), but P is ε-testable
using O(log n) queries using a fully adaptive algorithm for every fixed ε > 0.
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1 Introduction

Property testing [12, 7] is a framework concerned with analyzing global properties of an input
while reading only a small part thereof, in the form of queries. Over the past few decades
property testing has become an active field of study in theoretical computer science (see
e.g, [6]). The study of distribution property testing was first implicitly explored in [8], and
explicitly formulated in [3] and [4]. In the standard model of distribution testing, an algorithm
can access a sequence of independently sampled elements drawn from an unknown input
distribution µ, and it either accepts or rejects the input based on this sequence. An ε-testing
algorithm for a property of distributions is required to accept every input distribution that
satisfies the property with high probability (e.g., 2

3 ), and to reject with high probability (e.g.,
2
3 ) every input distribution whose variation distance from every distribution satisfying the
property is greater than ε.

The standard model of distribution testing assumes that the elements drawn from
the distribution are fully accessible, which might be unreasonable if they have very large
descriptions (“huge objects”). The Huge Object model, whose study was initiated in [9],
treats the sampled elements as long strings that have to be queried. In this model, for

© Tomer Adar, Eldar Fischer, and Amit Levi;
licensed under Creative Commons License CC-BY 4.0

Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques
(APPROX/RANDOM 2024).
Editors: Amit Kumar and Noga Ron-Zewi; Article No. 46; pp. 46:1–46:16

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:tomer-adar@campus.technion.ac.il
https://orcid.org/0009-0004-2371-1339
mailto:eldar@cs.technion.ac.il
mailto:alevi@cs.haifa.ac.il
https://orcid.org/0000-0002-8530-5182
https://doi.org/10.4230/LIPIcs.APPROX/RANDOM.2024.46
https://arxiv.org/abs/2308.15988
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


46:2 Support Testing in the Huge Object Model

example, it is possible that the algorithm has two non-identical samples without being able
to distinguish between them efficiently. This “two-phase” characteristic of the Huge Object
model (“sample then query”, rather than only taking samples or only querying a string)
exhibits rich behavior with respect to adaptive querying, as studied in detail in [1].

In the standard model of distribution testing, [13] and [14] show a tight bound of
Θ(m/ log m) samples for two-sided error ε-testing of having a support size bounded by m in
the standard model, for every fixed ε. An upper bound of O(ε−1m) samples for one-sided
algorithms is implicitly shown in [1], and here we show that it is tight (Proposition 24). Based
on these tight bounds, the bounded support property is considered to be fully understood in
the standard model for one-sided testing, and mostly understood in the two-sided case (for
every fixed m there is still a gap between Ω(ε−1) and O(ε−2) for two-sided testing).

One would expect that having bounded support, which is arguably the simplest of
distribution properties, would have simple and easily understood testing bounds also in
the Huge Object model. As in the standard model, it is the only label-invariant property
that is testable using one-sided error algorithms. However, it turns out that the behaviour
of this property under the Huge Object model is surprisingly intricate. One unexpected
feature that we show here is a gap between the number of queries required for non-adaptively
testing for this property as compared to adaptive testing. Indeed there is no adaptivity in
the standard distribution testing model, and one would not expect the label-invariant (and
even mapping-invariant as per the definition in [9]) property of having bounded support to
exhibit such a gap.

1.1 Definition of the model

The Huge Object model differs from the standard sampling model in its distance measure
and in the way that the algorithm gathers information about the input distribution.

Algorithmic model

A probabilistic algorithm A with q queries and s samples, whose input is a distribution P

over {0, 1}n accessible via the Huge Object model, is an algorithm that acts in the following
manner: at every stage, the algorithm may ask for a new sample v that is provided by drawing
it according to P , independently of all prior samples, or may ask to query a coordinate
j ∈ {1, . . . , n} of an old sample u (the algorithm may use internal coin tosses to make its
decisions). When this query is made, the algorithm is provided with uj ∈ {0, 1} as its answer.
The algorithm has no access to the sampled vectors apart from query access. In the end, after
taking not more than a total of s samples and making a total of not more than q queries,
the algorithm provides its output.

We say that the algorithm is non-adaptive if it makes all its sampling and querying
decisions in advance, prior to receiving all query answers in bulk. Only the final output of a
non-adaptive algorithm may depend on the received answers.

Distances

Here we define some measures of distance. Note that we usually use d(·, ·) without mentioning
the measure that we use, if its context is unambiguous. For distributions over {0, 1}n, d(·, ·)
usually refers to the earth mover’s distance defined below.
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▶ Definition 1 (String distance). Let u, v ∈ {0, 1}n be two strings. We define their distance
as the normalized Hamming distance,

dH(u, v) = 1
n
|{1 ≤ i ≤ n | ui ̸= vi}| = Pr

i∼{1,...,n}
[ui ̸= vi]

We define the distance of u ∈ {0, 1}n from a set A ⊆ {0, 1}n as dH(u, A) = minv∈A dH(u, v).

▶ Definition 2 (Transfer distribution). Let P and Q be distributions over finite sets Ω1 and
Ω2, respectively. A distribution T over Ω1 × Ω2 is a transfer distribution from P to Q if for
every a ∈ Ω1, Pr(u,v)∼T [u = a] = P (a), and for every b ∈ Ω2, Pr(u,v)∼T [v = b] = Q(b). The
set of transfer distributions from P to Q is denoted by T (P, Q). Note that this is a compact
set when considered as a set of real-valued vectors.

▶ Definition 3 (Variation distance). Let µ and ν be two distributions over a finite set Ω.
Their variation distance is defined as:

dvar(µ, ν) = 1
2

∑
u∈Ω
|µ(u)− ν(u)| = max

E⊆Ω

∣∣∣∣Pr
µ

[E]− Pr
ν

[E]
∣∣∣∣ = min

T ∈T (µ,ν)
Pr

(u,v)∼T
[u ̸= v]

▶ Definition 4 (Earth mover’s distance). Let P and Q be two distributions over {0, 1}n. Their
earth mover’s distance is defined as:

dEMD(P, Q) = min
T ∈T (P,Q)

E
(u,v)∼T

[dH(u, v)]

The above minimum exists since it is in particular the minimum of a continuous function
over a compact set.

Testing model
▶ Definition 5 (A property). A property P is a sequence P1,P2, . . . such that for every n ≥ 1,
Pn is a compact subset of the set of all distributions over {0, 1}n.

▶ Definition 6 (Distance of a distribution from a property). Let P = (P1,P2, . . .) be a property
and P be a distribution over {0, 1}n for some n. The distance of P from P is defined as
dEMD(P,P) = minQ∈Pn

{dEMD(P, Q)}.

▶ Definition 7 (ε-test). Let P be a property of distributions over {0, 1}n. We say that a
probabilistic algorithm A is an ε-test for P if:

For every P ∈ P, A accepts with probability higher than 2
3 .

For every probability distribution P over {0, 1}n that is ε-far from P (satisfying d(P,P) >

ε), A rejects with probability higher than 2
3

▶ Definition 8 (one-sided and two-sided ε-test). Consider the setting of the above definition.
If additionally for every input P ∈ P, A accepts P with probability 1 (rather than “higher
than 2

3”), then we say that A is a one-sided ε-test for P. Otherwise, we say that A has
two-sided error.

1.2 Summary of our results
Table of results

The following is a table summarizing the bounds presented here for ε-testing for being
supported by at most m elements, along with previously known ones provided for reference
(Section 3 contains a sketch on how to derive them). The hidden coefficients in the O(·) and
the Ω(·) notations are global numerical constants. The new results appear in purple.
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Model One-sided Error Two-sided Error
Standard model Θ(ε−1m) Ω(ε−1m/ log m) [13]

(Sample complexity) Folklore, see [1] O(ε−2m/ log m) [14]
Huge Object Ω(ε−1m(log ε−1 + log m)) Ω(ε−1 log ε−1)
Non-adaptive O(ε−1m log ε−1 log m) O(ε−3m log ε−1) [14] + [9]
Huge Object Ω(ε−1m log m) Ω(ε−1m/ log m) [13]

Adaptive O(ε−1m log m · min{log ε−1, log m})

The following are some conclusions to be drawn from the bounds given above. We use
Sm to denote the property of being supported by at most m elements.

Adaptive vs. non-adaptive two-sided asymptotic gap

The most surprising result is that non-adaptively testing a distribution for being supported by
at most two elements cannot be done using a number of queries linear in ε−1, even with two-
sided error. This result applies for every m ≥ 2, and the exact bound is Ω(ε−1 log ε−1) (with
the implicit coefficient being independent of m). To the best of our knowledge, combined with
the O(ε−1) adaptive upper bound of [1] (which we improve in this paper), “being supported
by at most two elements” is the first explicit example of a property that is closed under
mapping (and in particular is label-invariant) which has different asymptotic bounds for the
number of queries for adaptive algorithms and non-adaptive ones in the Huge Object model
(see Theorem 26).

A possible explanation for this is that being label-invariant in the Huge Object model is
different from being so in the standard model, because applying a permutation on the labels
may change their distinguishability, and in particular it may change the distance from the
property.

In this paper we provide a thorough investigation of Sm utilizing a variety of methods. In
particular, we show several gaps such as the above mentioned one. However, the behaviour of
the bounded support property in the Huge Object model, especially when considering it as a
problem with two variables (namely the maximal support sized m and the distance parameter
ε) is still not completely understood. We do have tight bounds for the fixed constant m cases
(where only ε is variable) for all algorithm types, and bounds up to logarithmic factors for
the more general cases.

One-sided bounds and a gap from the standard model

We have tight bounds for ε-testing of Sm for every fixed m (and variable ε) for both non-
adaptive algorithms and adaptive ones. These bounds are also tight for every fixed ε (and
variable m). Additionally, our bounds show a gap between the standard model (considering
sample complexity) and the Huge Object model (considering query complexity). Consider
the bounded support property as a sequence of individual properties, where for every m ≥ 2,
the m-th property is Sm. We show that, if we only allow one-sided error tests, there is an
O(log m) gap between the standard model of distribution testing and the Huge Object model.
In the standard model, there exists a one-sided test for Sm at the cost of O(ε−1m) samples.
In the Huge Object model, there is a lower bound of Ω(ε−1m · log m) many queries for every
one-sided ε-test, even if it is adaptive. Note that the gap is between the number of samples
in the standard model and the number of queries in the Huge Object model, which is the
natural measure of complexity in this model.
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New tools
A new algorithmic paradigm

For the adaptive one-sided upper bound, we define a standalone algorithmic primitive,
the “fishing expedition” paradigm, that repeatedly executes a subroutine until it reaches a
predefined goal or when it finds out that it is no longer cost-effective (even if it did not reach
the goal). We believe that this primitive will also be useful in future endeavors.

A hybrid probabilistic-extremal analysis

We define a concept of “valid composition”. Loosely speaking, it is an ordered subset of
samples that become closer to each other as the sequence progresses, but are still ε-far from
each other. We use a hybrid probabilistic-extremal argument to show that for an input
distribution that is ε-far from m-support, with high probability, an algorithm with a bounded
number of queries will find a valid composition with at least m + 1-elements.

The hybrid probabilistic-extremal argument works as follows: we define some rank of
valid compositions. If for every individual valid composition with at most m elements,
there is a high probability that it is not maximal (according to the rank), then globally
there is a high probability that none of them is maximal. Hence, with high probability, the
maximally-ranked valid composition within our samples must have at least m + 1 elements.

A new use for an old combinatorial result

For the adaptive one-sided lower bound, we use an old combinatorial result, that a biclique
covering of the m-clique must have at least m log2 m vertices [10, 11], to show that every
witness against m-support is at least m log m bits long, which makes it a lower bound to
the number of queries. To apply a multiplicative factor of ε−1, which is pretty easy for
non-adaptive algorithms, in adaptive algortihms we analyze the effectivity of a decision tree
that incrementally constructs a witness based on the queries.

1.3 Open problems
One-sided non-adaptive bounds

We have an Ω(ε−1m(log ε−1 + log m)) lower bound for one-sided ε-testing of Sm, as well as
an O(ε−1m log ε−1 log m) upper bound for one-sided ε-testing of Sm. We believe that the
upper bound is tight, but we do not have the corresponding lower bound. What is the true
complexity of one-sided ε-testing Sm?

Non-trivial two-sided bounds

Is there a lower bound of ω(m/ log m) queries for two-sided testing of Sm (noting that [13]
only gives Ω(m/ log m)), even for non-adaptive algorithms? We believe that Ω(m) should be
this lower bound, based on the log m gap in the one-sided case (a Θ(m) tight bound in the
standard model, and a Θ(m log m) tight bound in the Huge Object model).

One-sided adaptive bounds

Our results for one-sided adaptive ε-testing of Sm are tight with respect to m, but have a
logarithmic gap with respect to min{ε−1, m}. Closing this gap is an open problem.
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The tradeoffs between sample and query complexity

Our bounds apply to the query complexity of the tests. The lower bounds adapted from
previous works on the traditional model clearly apply for the sample complexity here, even
if we allow a higher query complexity. As for our new upper bounds, most of them have
a polylogarithmic average queries per sample ratio. It would be interesting to investigate
whether the sample complexity can be reduced if we allow a much higher (but still sub-linear
in n) number of queries per sample.

2 Preliminaries

2.1 Algorithmic model
As observed by Yao [16], every probabilistic algorithm can be seen as a distribution over a
set of deterministic algorithms. Hence we can analyze probabilistic query-making algorithms
by analyzing the deterministic algorithms they are supported on.

We observe that we can assume that all samples are drawn before the first query is made,
since they are fully independent: the distribution of every sample made does not depend at
all on any calculation or queries that occurred before it was taken, and so we can assume
that it was taken before any calculation was performed. Based on this observation we can
represent our algorithms using a {0, 1}-valued matrix (whose rows are sampled from the
distribution), from which the algorithms are allowed to query.

▶ Definition 9 (Matrix representation of input access). Considering an algorithm with s

samples and q queries, we assume that the samples are all taken at the beginning of the
algorithm and are used to populate a matrix M ∈ {0, 1}s×n. Then, during the run of the
algorithm, each of its queries is represented as a pair (i, j) ∈ {1, . . . , s} × {1, . . . , n}, for
which the answer is Mi,j.

▶ Definition 10 (Adaptive algorithm). Every deterministic algorithm in the Huge Object
model with q queries over s samples is equivalent to a pair (T, A), where T is a decision tree
of height q in which every internal node contains a query (i, j) (where 1 ≤ i ≤ s is the index
of a sample and 1 ≤ j ≤ n is the index to query), and A is the set of accepting leaves.

▶ Definition 11 (Non-adaptive algorithm). A deterministic algorithm (T, A) with q queries
is non-adaptive if, for every 0 ≤ i < q, all internal nodes at the i-th level consist of the
exact same query. Every non-adaptive algorithm can be represented as a pair (Q, A), where
Q ⊆ {1, . . . , s} × {1, . . . , n} is a set of queries and A ⊆ {Q 7→ {0, 1}} is the set of accepted
answer vectors.

2.2 Technical components

Fishing expedition
We define an algorithmic primitive that allows us to repeat an execution of a probabilistic
subroutine until it is no longer effective. Consider for example a “coupon-collector” type
process, but one in which the number of distinct elements is not known to us. The goal is to
collect a preset number of elements, but we also want to stop early if we believe that there
are no more elements to be effectively collected.

Consider a (probabilistic) subroutine A that can either fail or succeed. We denote the
outcome of an execution of A by R. In this discussion the outcome includes both the
explicit output of the execution and its side effects, which may affect the probabilities for
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future executions of A. We thus analyze a sequence of executions R1, . . . , RN , where R1 is
performed over the initial state. We define two behaviors of “coupon collection” that such
an A must present.

▶ Definition 12 (Fail stability). Let A be a subroutine that may succeed or fail. Specifically
let R1, . . . , RN be random variables that detail the outputs of the first N executions of A. We
say that A is fail stable with respect to a set G of outcomes indicating success, if for every
2 ≤ i ≤ N and every result sequence (r1, . . . , ri−1) ∈ supp(R1, . . . , Ri−1) for which ri−1 /∈ G:

Pr [Ri ∈ G | R1 = r1, . . . , Ri−2 = ri−2, Ri−1 = ri−1]
= Pr [Ri−1 ∈ G | R1 = r1, . . . , Ri−2 = ri−2]

In other words, a failure does not affect the probability of further executions to succeed.

▶ Definition 13 (Diminishing returns). Let A and R1, . . . , RN be as in Definition 12. We say
that A has diminishing returns with respect to a set G of successful outcomes, if for every
2 ≤ i ≤ N and every result sequence (r1, . . . , ri−1) ∈ supp(R1, . . . , Ri−1):

Pr [Ri ∈ G | R1 = r1, . . . , Ri−2 = ri−2, Ri−1 = ri−1]
≤ Pr [Ri−1 ∈ G | R1 = r1, . . . , Ri−2 = ri−2]

That is, if A has diminishing returns, then a success in a single execution never increases,
but may decrease, the probability of further executions to succeed.

Recall the coupon-collecting example. We expect it to have both fail stability and
diminishing returns (with respect to a common set G of outcomes indicating success). If we
look for a coupon and do not find it in a single try, nothing happens. Further tries will have
the same probability to succeed. On the other hand, if we collect a coupon, then in further
tries, there are less uncollected coupons left and it is slightly harder to find an additional one.

The fishing expedition paradigm seeks to collect a goal of k coupons, but “gives up” if it
believes that the probability to find an additional coupon is less than some parameter p.

The desired algorithm (Algorithm 1) has three parameters: a threshold p, a confidence q

and a goal k ≥ 1. The input is a subroutine A with diminishing returns and fail stability
(with respect to some common set G). Informally, the goal of the algorithm is to have k

successful executions of A, but also to terminate earlier if the probability of A to succeed
becomes lower than p. Since the algorithm has no actual access to the success probability
of A, it should terminate early only if it is confident enough that the success probability of
further executions is too low for them to be effective.

▶ Lemma 14. Consider a black box subroutine A with fail stability (Definition 12) and
diminishing returns (Definition 13) with respect to a common set G of outcomes indicating
success.

For an algorithm that repeatedly executes A, we define the following random variables:
N – the number of executions.
R1, . . . , RN – their outcomes.
X1, . . . , XN – indicators of success (that is, Xi = 1 if and only if Ri ∈ G).
H =

∑N
i=1 Xi – the number of successful executions.

p̂ = Pr[XN+1 = 1|R1, . . . , RN ] – the success probability of a possible extra execution of A.

Considering the parameters p > 0 (threshold), q > 0 (confidence), and k ≥ 1 (goal), there
exists an algorithm that repeatedly executes A for which N ≤ p−1(4H +5(log q−1 +log(log k +
1))) + 1 and H ≤ k, such that with probability higher than 1− q, either H = k or p̂ ≤ p (or
both).
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Algorithm 1 Fishing expedition.

parameters k ≥ 1 (goal), p > 0 (threshold), q > 0 (confidence).
input A subroutine A with output, given as a black box, where an output outside a set G

means fail.
let tmax ← ⌊log k + 1⌋.
let N1 ← 0.
set H ← 0.
for t from 2 to tmax do

let Nt ←
⌈
p−1 max{2t, 5(log q−1 + log(log k + 1))}

⌉
.

for N from Nt−1 + 1 to Nt do ▷ possibly empty
run A, let RN be its outcome.
let XN be an indicator for success (XN = 1 if RN ∈ G, otherwise XN = 0).
set H ← H + XN .
if H = k then terminate with N . ▷ goal is reached

if H < 1
2 pNt then

terminate with Nt. ▷ continuing is ineffective

The proof of the lemma follows from two claims. The first claim asserts that for tmax =
⌊log k + 1⌋ and for every 2 ≤ t ≤ tmax, after

⌈
p−1 ·max{2t, 5(log q−1 + log(log k + 2))}

⌉
executions of A, the algorithm terminates if the number of successful executions was less than
a 1

2 p-portion of the total number of executions. The second claim shows that the algorithm
reaches one of its goals with probability higher than 1− q, and uses a variant of Chernoff’s
inequality to give an upper bound on the probabilities of bad events.

Contradiction graph
We define here what it means to be a “counter-example” for having support size at most m.

▶ Definition 15 (Contradiction graph). Let x1, . . . , xs ∈ {0, 1}n be a sequence of strings.
Let Q ⊆ {1 . . . , s} × {1, . . . , n} be a set of queries. We define the contradiction graph of
(x1, . . . , xs; Q) as G(V, E) with V = {1, . . . , s}, and for every 1 ≤ i1, i2 ≤ s:

{i1, i2} ∈ E ⇐⇒ ∃1 ≤ j ≤ n : (xi1)j ̸= (xi2)j ∧ ((i1, j), (i2, j) ∈ Q)

Note that the graph is undirected since the definition of the edges is commutative. It is also
clearly without self-loops.

▶ Definition 16 (Witness against m-support). Let P be a distribution that is supported by a
set of more than m elements. We say that (x1, . . . , xs; Q) is a witness against m-support (of
P ) if x1, . . . , xs are all drawn from P , and their contradiction graph is not m-colorable.

In the full version, we prove that calling the above a witness is indeed justified, in the
sense that a distribution P has m-support if and only if there is zero probability to draw a
tuple x1, . . . , xs for which one can provide a query set Q that makes it a witness.

▶ Lemma 17. Let x1, . . . , xs ∈ supp(P ) be a set of samples and let Q ⊆ {1, . . . , s}×{1, . . . , n}
be a query set. Let Q1, . . . , Qs be the sample-specific query sets, that is, Q =

⋃s
i=1({i} ×Qi),

and let G be the contradiction graph as per Definition 15. If G is not colorable by m

colors, then |{x1, . . . , xs}| > m. And if G is colorable by m colors, then there exists P̂

with |supp(P̂ )| ≤ m and a sequence y1, . . . , ys ∈ supp(P̂ ) such that for every 1 ≤ i ≤ s,
xi|Qi

= yi|Qi
.
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▶ Definition 18 (Explicit witness against m-support). Let P be a distribution that is supported
by a set of more than m elements. We say that (x1, . . . , xs, Q) is an explicit witness against
m-support (of P ) if x1, . . . , xs are all drawn from P , and their contradiction graph contains
a clique with m + 1 vertices as a subgraph.

Note that an explicit witness is in particular a witness against m-support, but the converse
does not generally hold.

3 Quick bounds from previous results

We recall some known results for the standard model and use them to derive initial bounds
on testing Sm. Due to space limitation, all proofs are deferred to the full version of the
paper.

Observe that, without loss of generality, we can assume that every sample is queried
at least once. Using distributions over sets of of vectors that are mutually 0.499-far, lower
bounds for the standard model can be converted to to the Huge Object model, implying in
particular the following.

▶ Proposition 19 (Proposition 2.8 in [9]). Every two-sided error ε-test for Sm makes at least
Ω(m/ log m) queries (for some fixed ε).

In the Huge Object model, different samples may be indistinguishable, hence standard-
model algorithms cannot be immediately converted to Huge Object model ones. However,
we can use the following reduction.

▶ Lemma 20 (Theorem 2.2 in [9]). Suppose that P is testable with sample complexity s(n, ε)
in the standard model, and that P is closed under mapping (note that bounded support
properties are closed under mapping). Then for every ε > 0 there exists a non-adaptive ε-test
for P in the Huge Object model that uses 3 · s(m, ε) samples and O(ε−1 log(ε−1s(m, ε/2)))
queries per sample.

▶ Proposition 21 (combining [14] and [9]). There exists a two-sided ε-test for Sm whose
query complexity is O(ε−3m log ε−1).

In the above we used [14] rather than the more recent [15], since we needed a statement
that holds for all values of ε (including those smaller than 1/m). Proposition 21 implies that
for every fixed ε and variable m, there exists an O(m) non-adaptive two-sided error ε-test
for Sm. In this context we also note the following known bounds.

▶ Theorem 22 (Corollary 2.3 in [9]). For every ε > 0 and m ≥ 2, there exists a non-
adaptive one-sided ε-testing algorithm for Sm that takes O(ε−1m) samples and makes
O(ε−2m log(m/ε)) queries.

▶ Theorem 23 (Theorem 6.1 in [1]). For every ε > 0 and m ≥ 2, there exists an adaptive
one-sided ε-testing algorithm for Sm that takes O(ε−1m) samples and makes O(ε−1m2)
queries.

This immediately implies an upper bound of O(ε−1m) samples for ε-testing Sm in the
standard model of distribution testing. As can be expected, this is tight. The following
proposition is considered common knowledge, but for the sake of completeness we prove it in
the full version of the paper.

▶ Proposition 24. Every one-sided ε-test for Sm takes at least Ω(ε−1m) samples in the
standard model.

As with Proposition 19, this can be converted to a Huge Object model bound.
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▶ Proposition 25. Every one-sided ε-test for Sm in the Huge Object model must make at
least Ω(ε−1m) queries as well.

In this paper we improve this proposition, showing a gap between the standard model and
the Huge Object model for one-sided error tests.

4 Overview of our proofs

In this section we state our main results and give an overview of how to obtain them. The
full proofs apear in the full version.

4.1 Two-sided, non-adaptive lower-bound
▶ Theorem 26. Every non-adaptive ε-test for Sm must make Ω(ε−1 log ε−1) queries, even
if it has two-sided error.

We first describe our lower bound for S2, which holds the main ideas also for Sm. We
begin by analyzing a restricted form of non-adaptive algorithms, which we call rectangle
algorithms. A rectangle algorithm is characterized by the number of samples s and a set I of
indices. Every sample is queried at the indices of I, hence the query complexity is s · |I|. We
say that |I| is the “width” of the rectangle and that the number of samples is its “height”.

Consider the following O(ε−1)-query rectangle algorithm: for some hard-coded parameter
β > 0, it chooses a set I of O(β−1) indices, and then it takes O(βε−1) samples, and queries
every sample on all indices of I.

Now consider the following form of inputs. For some α > 0 and two strings a and b

for which d(0, a), d(0, b), d(a, b) = Θ(α), let P be the following distribution. The string 0 is
picked with probability 1− cα−1ε, the string a with probability c

2 · α
−1ε and the string b

with probability c
2 · α

−1ε, where c > 1 is some global constant.
Intuitively, the algorithm finds a witness against 2-support if there is a query common to

a and b, at an index j that is not always zero (we call such j a non-zero index). That is,
there are two necessary conditions to reject: the algorithm must get both a and b as samples,
and it must query at an index j for which (a)j ̸= (b)j .

The expected number of non-zero samples that the algorithm gets is O(α−1β). If α is
much greater than β, then with high probability the algorithm only gets all-zero samples
and cannot even distinguish the input distribution from the deterministic all-zero one.

If α is much smaller than β, then with high probability all queries are made in “zero
indices” and the algorithm again cannot even distinguish the input distribution from the
deterministic all-zero one. Thus, the algorithm can reject the input with high probability
only if α ≈ β.

Our construction of Dno chooses α = 2k where k is distributed uniformly over its relevant
range, to ensure that a rectangle algorithm (with a fixed β) “misses” α with high probability.
Intuitively, the idea is that a non-adaptive algorithm must accommodate a large portion of
the possible values of α, which would lead to an additional log ε−1 factor. Then, we show that
given an input drawn from Dno, if the algorithm did not distinguish two non-zero elements,
then the distribution of runs looks exactly the same as the distribution of runs of the same
algorithm given an input drawn from Dyes, which is supported over 0 and a single a.

To show that the above distributions defeat any non-adaptive algorithm (not just rectangle
algorithms), we analyze every index 1 ≤ j ≤ n according to the number of samples which are
queried in that index. If few samples are queried, then this index has a high probability of not
hitting two non-zero samples, rendering it useless (we gain an important advantage by noting
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that querying j from at least two non-zero samples is required for it to be useful). If many
samples are queried on j then this index may hit many samples, but only few indices can
host many queries, which gives us a high probability of all of them together not containing a
non-zero index among them.

To extend this result to m ≥ 2, for every t ≥ 2 we define a distribution Dt
no over inputs

that are supported by t + 1 elements (one of them being the zero vector), and also ε-far
from being supported by m elements (for every m ≤ t/2 + 1). As before, we define Dyes as
a distribution over inputs supported by 2 elements, which is identical to D1

no, and then we
proceed with the same argument as before.

▶ Definition 27 (Dt
no, Dyes). The distribution Dt

no (over a set of distributions) is obtained by
the following process. Draw α such that log2 α−1 is uniform over {2, . . . ,

⌊
log2 ε−1⌋

−2}. Draw
a set D ⊆ {1, . . . , n} such that for every 1 ≤ j ≤ n, Pr[j ∈ D] = 4α, independently. Then,
for every 1 ≤ k ≤ t, draw a set Ak ⊆ D such that for every j ∈ D, Pr[j ∈ Ak|j ∈ D] = 1

2 ,
independently. The resulting input is defined as the following distribution over {0, 1}n:

P :


0 with probability 1− 2α−1ε

1A1 with probability 2α−1ε/t
...
1At

with probability 2α−1ε/t

The distribution Dyes is identical to D1
no

4.2 One-sided, non-adaptive upper bound
▶ Theorem 28. There exists a one sided ε-testing algorithm for Sm making O(ε−1 log ε−1 ·
m log m) queries.

Let us first consider a “reverse engineering” algorithm: for every ℓ = 20, 21, . . . , 2log ε−1 ,
we query Θ((ε−1/ℓ) · log m) indices that are common to at least ℓ ·m samples. Intuitively,
according to the analysis of the two-sided lower bound, the algorithm should have roughly
Ω(m log m) indices that distinguish pairs of elements, which suffice for a contradiction graph
that contains an m + 1-clique.

This intuition appears to be lacking when it comes to showing the correctness of this
construction for inputs that lack the special form of Dt

no from Definition 27. To be able to
handle distance combinations (instead of just one “α” as above), we use a concept of “valid
compositions”.

▶ Definition 29. A valid composition is an ordered combination of samples (x1, . . . , xk)
and a sequence of non-decreasing scales (a2, . . . , ak), for which the distances are bounded by
d(xi, {x1, . . . , xi−1}) > 2−ai−1 .

Querying according to index sets whose random choice follows the prescribed distances
distinguishes all elements in a composition with high probability. Our goal is to show the
existence of valid compositions of m + 1 elements in order to ensure that we find an explicit
witness, and thus establish the upper bound. In particular, the algorithm (Algorithm 2)
works as follows. It looks for a set A for of size at least m + 1 whose elements are fully
distinguishable using queries.

At first, the algorithm chooses I0 ⊆ I1 ⊆ · · · ⊆ Ilog ε−1 ⊆ {1, . . . , n}, where Ia consists of⌈
2a+2 log(m + 1)

⌉
indices drawn uniformly and independently.
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The algorithm takes 1+32ε−1m samples. Except for the first sample, they are partitioned
into 2m “blocks” of at most 16ε−1 samples each. For every 1 ≤ k ≤ 2m and 0 ≤ a ≤ log ε−1,
the algorithm takes a sequence Sa,k of 23−aε−1 new samples, and queries every sample in it
at the indices of Ia.

The algorithm rejects if there exists a distinguishable composition of size m + 1 (which in
particular is also a witness against Sm).

▶ Definition 30. We say that a composition is a distinguishable composition if for every
1 ≤ i1 < i2 ≤ k there exists a query j ∈ Iai1

∩ Iai2
for which (xi1)j ̸= (xi2)j.

Algorithm 2 Non-adaptive construction of a valid composition.

choose indices i1, . . . , i⌈4ε−1 log(m+1)⌉ uniformly and independently, with repetitions.
for 0 ≤ a ≤ log ε−1 do

let Ia = {i1, . . . , i⌈2a+2 log(m+1)⌉}.
take a sample u.
query u at Ilog ε−1 .
for k from 1 to 2m do

for a from 0 to log ε−1 do
take 23−aε−1 new samples, denoting the sequence by Sa,k.
query all samples in Sa,k at Ia.

if there exists a distinguishable composition of size m + 1 then
return reject

else
return accept

However, it is not clear that “long” valid compositions even exist. To show their existence
with high probability whenever the input is ε-far from having support size at most m, we
use an extremal probabilistic argument. For this purpose, for a composition A we define its
rank to be its scale sequence r⃗(A) = (a2, . . . , ak), and refer to the lexicographic order over
ranks (in particular considering a proper prefix of a sequence to be smaller in that order).

We then show that if the input is ε-far from having support size m, then with high
probability no composition with at most m elements has maximal rank. This implies that
the maximally ranked composition cannot have less than m + 1 elements, leading with high
probability to finding an explicit witness against m-support through the queries made to
this composition.

To show the above in the full version, for every K ⊆ {1, . . . , 2m} we define the event that
the blocks indexed by K are exactly those that contain the maximally ranked composition.
We then show that if the length of this composition is at most m, (and the input is ε-far
from the property), then the probability of this event happening is small enough to deploy a
union bound argument against all such events.

4.3 One-sided, adaptive upper bound

▶ Theorem 31. There exists a one-sided ε-testing algorithm for Sm making O(ε−1m log m ·
min{log ε−1, log m}) queries.
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We adaptively construct a distinguishing sequence that resembles a valid composition
(see Definition 29), but at some point we decide to “give up” and change phase to another
way of querying that is more efficient under some conditions. Luckily, the condition that
makes us give up implies them. For every distance scale, from Ω(1) to 1

m , we use the “fishing
expedition” paradigm (Lemma 14) using Algorithm 3 as the subroutine A, to extend our
sequence with as many elements as we can until we are certain enough that it is no longer
effective to look for them (or until we find a witness against m-support). This phase is
described in Algorithm 4.

Algorithm 3 Adaptive one-sided ε-test for Sm, a single batch.

parameters ε > 0, A, m ≥ 2, 0 ≤ a ≤ ⌈log m⌉ where |A| ≤ m.
input A distribution P .
choose a set J of

⌈
2a+2 log m

⌉
indices uniformly and independently.

query X at J for every X ∈ A.
take

⌈
22−aε−1 log m

⌉
samples.

query each new sample at J .
if there exists a sample Y for which Y |J ̸= XJ for every X ∈ A then

set A← A ∪ {Y }.
return success with (Y, J).

else
return fail

Algorithm 4 Adaptive one-sided ε-test for Sm, first phase.

parameters ε > 0, m ≥ 2.
input A distribution P , a set A ⊆ supp(P ) of distinguishable elements.
for a from 0 to ⌈log m⌉ do

let ka = m + 1− |A|.
run Algorithm 1 (“fishing expedition”) with parameters k = ka, q = 1

4⌈log m+1⌉ , p = 1
3 ,

and A = Algorithm 3 (a single batch).
if |A| ≥ m + 1 then

return reject
Proceed to the second phase with A.

Unfortunately, it is possible that at some point the algorithm is certain enough that it is
no longer effective to look for elements in any of these scales. At this point, we observe that
the contribution of elements with small distance scale to the distance of the input from Sm

is still Ω(ε) (that is, we can safely ignore the “rare large-distance elements”). To make use of
this observation, the algorithm shifts to the second phase, looking for elements with small
distances in a way which does not follow the theme of looking for valid compositions.

In the small distance scale phase we construct and maintain a “decision tree” data
structure over the existing elements, so that for every element that we need to compare to
the existing elements, we can rule out in advance, using only O(m) many queries, all but one
of them. This allows us to save queries, since the smaller distances require the querying of
relatively many indices for a comparison, which would have been very inefficient to perform
for all existing elements. See Algorithm 5 for precise details.
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Algorithm 5 Adaptive one-sided ε-test for Sm, a single iteration of the second phase.

input A sample Y ∈ supp(P ), A ⊆ supp(P ), a decision tree T ; |A| ≥ 1.
invariant T has |A| leaves corresponding to A’s elements.
choose a set J of m indices uniformly, independently, with repetitions.
let X ∈ A for which T (Y ) = T (X) (using up to |A| queries to Y to follow T and find X).
query X, Y at J .
if Y |J ̸= X|J then

set A← A ∪ {Y }.
add Y to T (using a distinguishing index j ∈ J to split the leaf of X).

Finally, we combine the above procedure to obtain our desired algorithm:

Algorithm 6 Adaptive one-sided ε-test for Sm.

input A distribution P .
if ε ≥ 1

m2 then
run Algorithm 2 and return its answer.

take the first sample u.
set A← {u}.
run Algorithm 4 (possibly modifying A, possibly rejecting).
construct a decision tree T based on A.
invariant T has |A| leaves corresponding to A’s elements.
for

⌈
48ε−1⌉

times do
draw another sample Y .
run Algorithm 5 with (Y, A, T ) (note that A, T may have been modified).
if |A| ≥ m + 1 then

return reject
return accept

4.4 One-sided lower-bounds
▶ Theorem 32. Every one-sided (possibly adaptive) ε-test for Sm must make Ω(ε−1m log ε−1)
queries.

We prove that an algorithm obtains a witness against m-support if and only if the contradiction
graph (Definition 15) is not m-colorable. Hence we look for the lower bound on the number
of queries needed to construct a non-m-colorable contradiction graph.

We observe that, given a query set, every index j describes a biclique contradiction graph
whose classes are “all samples queried at j for which xj = 0” and “all samples queried at j

for which xj = 1”. The contradiction graph is the union of these graphs. Specifically, we
define the notion of capacity.

▶ Definition 33 (Capacity of an edge cover). Let G be a graph over a set V vertices and let
G = (G1, . . . , Gk) be a sequence of graphs over V1, . . . , Vk ⊆ V such that G =

⋃k
i=1 Gi. We

define the capacity of G as cap(G) =
∑k

i=1 |Vk|.

The following observation follows directly from the definition of capacity.

▶ Observation 34. Let P be a distribution over {0, 1}n, x1, . . . , xs ∈ supp(P ) be a set of
samples and Q ⊆ {1, . . . , s} × {1, . . . , n} be a query set. Let S1, . . . , Sn be the index-specific
query sets, that is, Q =

⋃n
j=1(Sj × {j}). In other words, for every j, all samples in Sj
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are queried at the index j. Let G = (G1, . . . , Gn) be the edge cover of the contradiction
graph (Definition 15) implied by (x1, . . . , xs; Q): for every 1 ≤ j ≤ n, Gj is the complete
bipartite graph whose vertices are Sj and the sides are Lj = {i ∈ Sj |(xi)j = 0} and
Rj = {i ∈ Sj |(xi)j = 1}. In this setting, cap(G) = |Q|.

The following lemma is crucial for our one-sided testing lower bounds.

▶ Lemma 35 ([10, 11, 2]). Let V be a set of vertices, and let G = (G1, . . . , Gk) be an edge cover
of the V -clique such that all graphs G1, . . . , Gk are bipartite. Then cap(G) ≥ |V | log2 |V |.

It can be extended to any non-m-colorable graph, which is what we need.

▶ Lemma 36. Let G be a graph over a set V of vertices that is not m-colorable, and let
G = (G1, . . . , Gk) be an edge cover of G such that all graphs G1, . . . , Gk are bipartite. Then
cap(G) ≥ (m + 1) log2(m + 1).

Then we extend our analysis in two ways, one of which applies to non-adaptive algorithms
(giving a log ε−1 factor) and the other also applies to adaptive ones (giving a log m factor).

For non-adaptive algorithms, we extend the analysis of the two-sided bound to show
that a one-sided algorithm for Sm requires Ω(ε−1m log ε−1) many queries. The following
shows the hardness of “gathering a witness against Sm”, which allows for a more versatile
argument as compared to the indistinguishability argument that we use for the lower bound
of Theorem 26.

We use Dt
no (Definition 27) using t = 4m/3. For a non-adaptive algorithm that makes

less than O(ε−1m log ε−1) queries, the probability that it distinguishes two specific non-zero
elements is 1

16 . Considering the contradiction graph, excluding the vertex corresponding to
the zero vector, we show that the expected number of edges is at most 1

16
(

t
2
)
. By Markov’s

inequality, with probability higher than 2
3 , there are less than

(3t/4−1
2

)
=

(
m−1

2
)

edges,
meaning that this subgraph is colorable using m − 1 colors. Combined with the vertex
corresponding to the zero vector, the contradiction graph is colorable by m colors, hence it
cannot be a witness against being supported on only m-support.

For the other bounds we use Lemma 36. To show a lower bound against non-adaptive
algorithms, we construct a distribution in which a single, “anchor” element is drawn with prob-
ability 1−Θ(ε). This way, for every non-adaptive algorithm that makes only o(ε−1m log m)
many queries, the expected number of queries applied to other elements is o(m log m).
By Markov’s inequality, with probability 2

3 , only o(m log m) queries are made in non-zero
elements, and in this case, there cannot be a witness against m− 1 other elements.

This construction cannot be immediately applied to adaptive algorithms, since they can
use adaptivity to avoid wasting queries on the anchor element. To overcome this issue, we
use two additional methods. The first one is using very short strings, that is, we focus on
distributions over {0, 1}O(log m) that are ε-far from having m elements in their support (later
we prove that the bound also holds for arbitrarily large n using a simple repetition technique).
The second method involves using shared-secret code ensembles [5] that guarantee, in an
appropriate setting, that if the algorithm makes less than O(log m) queries in an individual
sample, then it gathers no information at all. This way, for every individual sample, the
algorithm either behaves similarly to a non-adaptive algorithm or makes at least a fixed
portion of the maximum number of queries. The exact argument requires a careful analysis
of the decision tree of the algorithm.
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47:2 Upper Bounds on the Colorability Threshold for Random Regular Graph

Given a k-uniform hypergraph with n nodes and m hyperedges, where every edge consists
of k nodes, a hypergraph 2-coloring is an assignment of colors from {red, blue} ≡ {0, 1} to
the nodes such that there is no monochromatic hyperedge. If there is such a 2-coloring,
the hypergraph is said to be colorable or satisfiable. It is a typical example of a constraint
satisfaction problem (csp) that has been studied extensively in combinatorics and computer
science literature [54, 7, 2, 24, 34, 38, 39].

A k-nae-sat problem is another closely related csp studied in computer science [19, 28,
57, 50, 56], which can be viewed as a variant of the infamous k-sat problem [41]. A k-sat
formula is a boolean cnf formula with n variables formed by taking the and of m clauses,
which is the or of k variables or their negations. Then, a nae-sat solution x ∈ {0, 1}n is an
assignment such that x and its negation ¬x evaluates true in the formula. Thus, denoting
each clause as a hyperedge, if no variable is negated in every clause, then a nae-sat solution
is equivalent to a hypergraph 2-coloring.

A significant direction of research on satisfiability has involved examining the large-system
limit of randomly generated problem instances. The study of random constraint satisfaction
problems (csps) aims to discern typical behaviors and phase transitions in these systems as
the number of variables n and the number of constraints m tends to infinity with a fixed
ratio α ≡ m

n . In this sparse regime, there has been considerable effort into identifying the
satisfiability transition, or the critical density, denoted by αsat, beyond which solutions cease
to exist [6, 5, 3, 23].

Many of the sparse csps belong to a broad universality class called the one-step-replica-
symmetry-breaking (1rsb) class from statistical physics [43] (see Chapter 19 of [47] for a
survey) - including 2-coloring on random regular k-uniform hypergraphs, random regular
k-nae-sat, and random k-sat for k ≥ 3. The 1rsb class refers to csps which are predicted
to possess a single layer of hierarchy of well-separated clusters, where a cluster roughly refers
to a dense region of the solution space. A shared characteristic of these problems is that in a
non-trivial regime below αsat ≡ αsat(k), the number of solutions fails to concentrate about
its mean due to the clustering effect. This effect thus prevents standard first and second
moment methods from locating the exact transition, presenting a significant mathematical
challenge.

Despite such difficulties, breakthroughs were made to successfully locate the satisfiability
threshold of the random regular k-nae-sat [31], the random k-SAT [32], and random regular
k-SAT [21] for large enough k ≥ k0, where k0 is a non-explicit large absolute constant. These
works carried out a demanding second moment method to the number of clusters instead
of the number of solutions based on intuitions from statistical physics [46] and previous
mathematical works [6, 20, 21]. See Section 1.1 for further literature.

However, for small values of k ≥ 3, locating the satisfiability threshold for csps in the
1rsb class remains an important open problem. Indeed, for all the aforementioned models in
1rsb class, the physicists conjecture an explicit value α⋆(k) for αsat(k), the 1rsb threshold,
which is expected to be correct for all k ≥ 3 [45, 46, 25]. The methods of [31, 32, 21] crucially
uses the fact that k is large enough for their second moment method to succeed.

In this work, we consider 2-coloring on random d-regular k-uniform hypergraphs, where the
random hypergraph is generated uniformly at random from the set of k-uniform hypergraphs
such that every variable participates in exactly d hyperedges. We also consider random
d-regular nae-sat, where k-sat formula is generated uniformly at random with the condition
that every variable participates in exactly d clauses. We establish an upper bound d⋆(k)
on the satisfiability thresholds for these problems for every k ≥ 3, which is sharp [28] for
random regular k-nae-sat for large k ≥ k0 and conjectured to be sharp [25] for k ≥ 3 for
hypergraph 2-coloring.
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▶ Theorem 1.1. For k ≥ 3 and dlbd(k) ≤ d ≤ dubd(k), where dlbd(k), dubd(k) are defined in
(1.4) below, there exists a unique solution x⋆ ≡ x⋆(k, d) to the equation

d = 1 +
(

log 1 − 2x
1 − x

)
/ log

(
1 − 2xk−1

1 − xk−1

)
on the interval 1

2 − 1
2k ≤ x ≤ 1

2 . (1.1)

Define d⋆(k) by the largest zero of the explicit function

⋆Φ(d) := − log(1 − x) − d(1 − k−1 − d−1) log(1 − 2xk) + (d− 1) log(1 − xk−1) , (1.2)

where the existence of the root of ⋆Φ(d) is guaranteed in the interval [dlbd(k), dubd(k)].
Then, for k ≥ 3, and d > d⋆(k), the random d-regular k-uniform hypergraph is not

2-colorable with probability tending to one as the graph size n → ∞. Similarly for k ≥ 3 and
d > d⋆(k), then the random d-regular k-nae-sat instance is not satisfiable with probability
tending to one as n → ∞.

A matching lower bound was obtained in [28] for large enough k ≥ k0 in random d-regular
nae-sat by a demanding second moment method. Our proof is based on an interpolation
method from statistical physics [35, 37, 52]. We give a proof outline in Section 1.2.

We emphasize that for any k ≥ 3, determining the colorability threshold for 2-coloring
on random d-regular k-uniform hypergraphs was previously open, thus Theorem 1.1 for
2-coloring is novel even for large k. Although it is expected that the colorability threshold
for the model matches the satisfiability threshold for random regular k-nae-sat, it is highly
non-trivial to modify the proof techniques for random regular nae-sat [31] to the 2-coloring
model since many of the arguments in [31] crucially take advantage of the randomness of
clauses. For example, any x ∈ {0, 1}n has the same probability of being a nae-sat solution
by the randomness of the clauses while this is obviously not true for the 2-coloring model.
As we see below, even the calculation of the first moment of the solutions is substantially
more involved for the 2-coloring model. Let Znae be the number of solutions of random
d-regular k-nae-sat, then it is trivial to calculate EZnae exactly by taking advantage of the
randomness of the clauses:

EZnae = 2n(1 − 2−k+1)m = exp
(
n
(

log 2 + α log
(
1 − 2−k+1))) =: exp

(
nΦk(α)

)
. (1.3)

On the other hand, if we denote Zcol by the number of 2-colorings on random d-regular k-
uniform graphs, then estimating EZcol is more delicate: we appeal to the idea of exponential
tilting from large deviations theory [26] and local central limit theorem [13] to prove that
EZcol is of the same order as exp

(
nΦk(α)

)
in Lemma 1.7 below. Using the interpolation

bound which is simpler than moment calculations, we clarify a simple mechanism (cf. Lemma
2.2) behind the identical satisfiability upper bounds for both models.

The solution x⋆(k, d) to the equation (1.1) has a mathematical interpretation. Namely,
2x⋆(k, d) is the fraction of the so-called frozen variables in the cluster model. The solution
x⋆(k, d) is called the Belief Propagation (bp) fixed point for the cluster model in statistical
physics. We emphasize that addressing the uniqueness of the bp fixed point is a well-known
major obstacle for many combinatorial optimization and statistical inference problems that
exhibit sharp phase transitions (e.g. for spherical perceptron model [55]; see [59, Chapter 3]
for a further discussion). We establish the uniqueness of the bp fixed point by showing that
the Belief Propagation recursion (cf. (1.12)) is a contraction for k ≥ 3 and [dlbd(k), dubd(k)],
which might be also useful in obtaining a matching lower bound to Theorem 1.1.
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Table 1 A comparison with the upper bound d⋆(k) in Theorem 1.1 with the first moment
threshold d1(k) := k log 2

− log(1−2−k+1) for small values of k. For 3 ≤ k ≤ 10, the values also appear in
Table 1 of [25].

k 3 4 5 6 7 8 9 10 11 12 13 14 15
⌈d⋆(k)⌉ 7 20 53 130 307 705 1592 3543 7802 17028 36902 79488 170340
⌈d1(k)⌉ 8 21 54 131 309 708 1594 3546 7804 17031 36905 79491 170343

Since EZnae and EZcol are given by exp
(
nΦk(α)

)
up to a constant (cf. (1.3) and Lemma

1.7), the first moment thresholds for both of the models are given by d1(k) := k log 2
− log(1−2−k+1) .

In Table 1, we report ⌈d⋆(k)⌉ and ⌈d1(k)⌉ for 3 ≤ k ≤ 15. For every 3 ≤ k ≤ 15, the upper
bound ⌈d⋆(k)⌉ in Theorem 1.1 improves over the first moment threshold. For large values of
k, d⋆(k) improves over d1(k) by Ω(k) (see (1.5) below). The quantities dlbd(k), and dubd(k)
are defined by

dlbd(k) =


6.74 k = 3 ,
16.7 k = 4 ,
(2k−1 − 2)k log 2 k ≥ 5 .

dubd(k) =
{

7.5 k = 3 ,
2k−1k log 2 k ≥ 4 .

(1.4)

▶ Remark 1.1. For d ≤ dlbd(k) and large k ≥ k0, the second moment method applied to Znae
succeeds in showing the satisfiability for the random d-regular k-nae-sat model (see [28,
Section 2.1]). For k ∈ {3, 4}, dlbd(k) must be adjusted to be higher to guarantee that ⋆Φ(d)
is well-defined, i.e. there exists a unique solution to (1.1). The value dubd(k) ≡ 2k−1k log 2 >
d1(k) for k ≥ 4 is a convenient upper bound for satisfiability. For k = 3, we take dubd(3)
to be 7.5 > 3 log 2

− log(3/4) = d1(3), which does not change d⋆(3), but is more convenient for the
proof.

Finally, we note that the large k asymptotics of d⋆(k) was proven in [58, Appendix B]:

α⋆(k) ≡ d⋆(k)
k

=
(

2k−1 − 1
2 − 1

4 log 2

)
log 2 + ok(1) , (1.5)

where ok(1) denotes an error tending to zero as k → ∞. Since d1(k) = (2k−1 − 1/2)k log 2 +
ok(1), we have that d⋆(k) ≤ d1(k) − Ω(k).

1.1 Related work
Many of the earlier mathematical works on csps focused on determining their satisfiability
thresholds and verifying the sharpness of sat-unsat transitions. For models that are known
not to exhibit rsb, such goals were established. These models include random 2-sat [15, 12],
random 1-in-k-sat [1], k-xor-sat [33, 27, 53], and random linear equations [8]. On the other
hand, for the models which are predicted to belong to 1rsb class, intensive studies have been
conducted to estimate their satisfiability threshold, as shown in [42, 6, 21] (random k-sat),
[3, 24, 19] (random k-nae-sat), and [4, 16, 23, 17] (random graph coloring).

More recently, the satisfiability thresholds for rcsps that exhibits rsb have been rigor-
ously determined for several models, namely the random regular k-nae-sat [31], maximum
independent set on d-regular graphs [30], random regular k-sat [21] and random k-sat [32]
for large k and d. Although determining the location of q-colorability threshold for the
sparse Erdős Rényi graph is left open, the condensation threshold αcond for random graph
coloring, where the free energy becomes non-analytic, was settled in [11]. They carried out a
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technically challenging analysis based on a clever “planting” technique, where the results
were further generalized to other models in [18]. Similarly, [10] identified the condensation
threshold for random regular k-sat, where each variable appears d/2-times positive and
d/2-times negative. Further, in the condensation regime α ∈ (αcond, αsat), many quantities
of interest were established for random regular k-nae-sat with large enough k, matching
the statistical physics prediction. Namely, the number of solutions at exponential scale (free
energy) [58], the concentration of the overlap [49, 51], and the local weak limit [56] were
established. Establishing the same quantities for other models in the condensation regime is
still open.

The closest result to ours in the literature is by Ayre, Coja-Oghlan, and Greenhill [9],
where they lower bound the chromatic number (or equivalently, upper bound the colorability
threshold) of the random regular graph of any degree, which is conjectured to be tight. [9]
also considers the sparse Erdős-Rényi graph, which is more complicated since the conjectured
chromatic number is defined in terms of a distributional (rather than real-valued) optimization
due to the randomness of the local neighborhoods. In this work, we do not consider Erdős-
Rényi type problems, but we additionally address the question of the uniqueness of the
bp fixed point for any k ≥ 3 (unique solution to the equation (1.1)). As in [9], we use an
interpolation bound, which gives an upper bound of the satisfiability threshold also for the
(non-regular) random k-nae-sat model. It would be interesting to address the uniqueness of
the bp fixed point for random k-nae-sat and random k-sat for small k ≥ 3. We refer to
[55, 48, 60, 36] which addresses the uniqueness of bp fixed point for various models.

1.2 Proof methods
We aim to rigorously establish the upper bound for the satisfiability threshold predicted
by the so-called “1rsb cavity method” from statistical physics [25]. To do so, instead of
using moment methods, we use a theorem derived from the so called “interpolation method”
from the theory of spin glasses developed by [35, 37, 52]. The interpolation method has been
successful in upperbounding the satisfiability threshold for random k-sat [29] for large k,
the free energy for random regular k-nae-sat [57], and the colorability threshold for random
graphs [9].

We first introduce the notations and mathematical framework that we use throughout
the paper. For both the d-regular k-uniform hypergraphs and the k-nae-sat formula, we
can represent them as (labelled) (d, k)-regular bipartite graph. Let V = {v1, . . . , vn} be the
set of variables or nodes and F = {a1, . . . , am} be the set of clauses or hyperedges. An edge
is formed if the variable or node vi is included in the clause or hyperedge aj . For an edge e,
we denote v(e) (resp. a(e)) by the variable (resp. clause) adjacent to it.

Denote G = (V, F,E) by the resulting bipartite graph. Each variable v ∈ V has incident
half-edges δv, while each clause a ∈ F has incident half-edges δa. Throughout, we denote
α ≡ m

n = d
k . For the nae-sat formula, there is an extra label for each edge e ∈ E, namely

the literal Le ∈ {0, 1}, which specifies how the variable v(e) participates in the clause a(e).
Then, the labelled graph G = (V, F,E, L) ≡ (V, F,E, (Le)e∈E) represents a nae-sat instance.

▶ Definition 1.2. Given a nae-sat instance G = (V, F,E, L), x ∈ {0, 1}V is a (nae-sat)
solution if∏

a∈F
φ((xv(e) ⊕ Le)e∈δa) = 1 ,

where for z = (zi)i≤k ∈ {0, 1}k, φ(z) ≡ 1(z1 = . . . = zk), and ⊕ denotes addition mod 2.
Given a graph G = (V, F,E), x ∈ {0, 1}V is a (hypergraph 2-) coloring if x is a nae-sat
solution on G with literals identically zero (G, 0).

APPROX/RANDOM 2024
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The configuration model can be described as follows. Add d (resp. k) half-edges adjacent
to each variable (resp. each clause) so that there are total nd = mk number of half-edges
adjacent to variables (resp. clauses). Thus, E can be regarded as a perfect matching between
to the set of half-edges adjacent to variables to those adjacent to clauses, and hence a
permutation in Snd. Then, the configuration model G = (V, F,E) is defined by taking
E ∼ Unif(Snd). For a random d-regular k-nae-sat instance G = (G,L), we take the literals
L ≡ (Le)e∈E

i.i.d.∼ Unif({0, 1}).
Note that the configuration model G may induce multi-edges. However, if we denote

S to be the event that G is simple, then it is well-known that P(G ∈ S ) = Ω(1) (see e.g.
Chapter 9 of [40]). Thus, the configuration model is mutually contiguous with respect to the
uniform distribution among all (d, k)-regular graphs, so to prove Theorem 1.1, it suffices to
work with the configuration model.

In order to use the interpolation method, we consider the positive temperature analogs
of the 2-coloring or the nae-sat model, which have more desirable properties due to the
softness of the constraints - e.g. the concentration of the free energy as seen in Lemma 1.3
below. We introduce notations that allow us to set up the positive temperature models. Let
S be a finite set and b ≡ (bs)s∈S be a vector with bs ≥ 0. Also, let X be a finite set encoding
the spins and denote F(X ) by the set of functions X → R≥0. Let f : S → F(X ) be a random
function which may be chosen randomly according to any distribution, i.e. f(·; s) ∈ F(X )
is random for s ∈ S, and f1, . . . , fk be i.i.d. copies of f . Then, define the random function
θ : X k → R as follows. For x = (x1, . . . , xk) ∈ X k, let

θ(x) =
∑
s∈S

bs

k∏
i=1

fi(xi; s) . (1.6)

We will consider S = X = {0, 1} in Definition 1.4 below, but one may also consider the
case S ≠ X in general. We assume that there exists a constant ε ∈ (0, 1) such that for any
x ∈ X k,

ε ≤ 1 − θ(x) ≤ ε−1 almost surely. (1.7)

On a (d, k)-regular bipartite graph G = (V, F,E), let (θa)a∈F be i.i.d. copies of the random
function θ, and define the (random) Gibbs measure on X V by

µG(x) ≡ 1
Z(G)

∏
a∈F

(
1 − θa(xδa)

)
,

where Z(G) is the normalizing constant explicitly given by

Z(G) ≡
∑
x∈X V

∏
a∈F

(
1 − θa(xδa)

)
. (1.8)

We note that the condition (1.7) on θ guarantees that the Gibbs measure µG is “finite
temperature”. In particular, if we define the free energy

Fn ≡ 1
n
E logZ(G) , (1.9)

where G is drawn from the configuration model and E above is over the randomness of G

and randomness of (θa)a∈F , we have the following concentration of the free energy.
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▶ Lemma 1.3. Assume that θ satisfies (1.7) with some constant ε ∈ (0, 1). Then, for any
δ > 0, there exists a constant which only depends on ε, δ > 0 such that

P
(∣∣∣∣ 1n logZ(G) − Fn

∣∣∣∣ ≥ δ

)
≤ e−cn .

The concentration of free energy in Lemma 1.3 is standard in literature [11, 22, 9], and we
provide the proof in Section 2 for completeness.

▶ Definition 1.4. (Positive temperature models) For β > 0, called the inverse temperature,
the positive temperature nae-sat model θnae(·) ≡ θnae(· ; β) is defined as follows. Let
L ≡ (Li)i≤k

i.i.d.∼ Unif({0, 1}) be a sequence of i.i.d. Bernoulli(1/2) random variables. Then
for x = (xi)i≤k ∈ {0, 1}k, define

θnae(x) ≡ θnae(x;β) ≡ (1 − e−β) ·

(
k∏
i=1

(Li ⊕ xi) +
k∏
i=1

(Li ⊕ xi ⊕ 1)
)
. (1.10)

That is, in the general form (1.6), we take S = X = {0, 1}, bi ≡ 1 − e−β , and f(x; 0) ≡
1 − f(x; 1) ≡ 1(x⊕ L) for L ∼ Unif({0, 1}). Moreover, the positive temperature hypergraph
2-coloring model θcol(·) ≡ θcol(· ; β) is defined by taking Li ≡ 0 above:

θcol(x) ≡ θcol(x;β) ≡ (1 − e−β) ·
∑

s∈{0,1}

k∏
i=1

1(xi = s) , (1.11)

which is taking f(x; s) = 1(x = s) in (1.6).

We note that formally taking β = ∞ and θ = θcol(x;β), the corresponding partition function
Z(G) equals the number of 2-coloring on G. A similar statement holds for the nae-sat
model.

By constructing a certain sequential coupling of the given factor graph (G, (θ)a∈F ) to a set
of disjoint trees so that the free energy is monotone at every step, the interpolation method
[35, 37, 52] gives an upper bound on the free energy Fn as follows: for ζ ∈ P

(
P(P(X ))

)
,

where P(A) denotes the set of probability measures on A, and λ ∈ (0, 1), there exists an
explicit functional P(ζ, λ) ≡ Pd,k,θ(ζ, λ) such that we have Fn ≤ infζ,λ P(ζ, λ) + on(1). By
taking advantage of the interpolation method applied to positive temperature models in
Definition 1.4 and the concentration of the free energy in Lemma 1.3, we prove the proposition
below in Section 2.

▶ Proposition 1.5. For a given k ≥ 3 and d, suppose that there is a solution x ∈ [1/2 −
1/2k, 1/2] to the bp equation (1.1). Further, suppose that ⋆Φ(d) in (1.2) defined with such x
satisfies ⋆Φ(d) < 0. Then, with probability tending to one, no nae-sat solution exists on G.
Also, with probability tending to one, no 2-coloring exists on G.

Moreover, we show that d⋆(k) in Theorem 1.1 is well-defined and that the assumptions of
Proposition 1.5 are meaningful. Note that the bp equation (1.1) is equivalent to Ψd(x) = x,
where Ψd ≡ Ψk,d : [0, 1] → [0, 1] is defined by Ψd ≡ Ψ̇ ◦ Ψ̂ with

Ψ̇(x) ≡ Ψ̇d(x) ≡ 1 − xd−1

2 − xd−1 , Ψ̂(x) ≡ Ψ̂k(x) ≡ 1 − 2xk−1

1 − xk−1 . (1.12)

The function Ψ̇(·) is variable bp recursion and Ψ̂(·) is clause bp recursion (see [31, Section
3.1] for the motivation).

APPROX/RANDOM 2024
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▶ Proposition 1.6. For k ≥ 3 and d ∈ [dlbd(k), dubd(k)], there exists a unique root to
Ψd(x) ≡ (Ψ̇ ◦ Ψ̂)(x) = x in the interval x ∈ [1/2 − 1/2k, 1/2]. Thus, ⋆Φ(d) in equation (1.2)
is well-defined. Furthermore, d → ⋆Φ(d) is continuous in the interval d ∈ [dlbd(k), dubd(k)]
with ⋆Φ(dlbd(k)) > 0 and ⋆Φ(dubd(k)) < 0.

The proof of Proposition 1.6 is given in Section 3 for k ≥ 4. We refer to the full version [14]
for the proof of Proposition 1.6 for k = 3, which requires extra numerical estimates. Finally,
we show that the first moment EZcol of the number of 2-colorings on random d-regular
k-uniform hypergraphs is the same with EZnae up to a constant.

▶ Lemma 1.7. For k ≥ 3, there exist constants Ck,d,i for i = 1, 2,, which only depends on
k, d such that EZcol/EZnae ∈ [Ck,d,1, Ck,d,2]

Proof of Theorem 1.1. By Proposition 1.6, the function ⋆Φ(d) is well-defined and has a
root in the interval [dlbd(k), dubd(k)]. Moreover, since ⋆Φ(dubd(k)) < 0 holds and ⋆Φ(·)
is continuous, we have ⋆Φ(d) < 0 for d ∈ (d⋆(k), dubd(k)]. Hence, Proposition 1.5 shows
that if d ∈ (d⋆(k), dubd(k)], then the 2-coloring of random d-regular k-uniform hypergraph
and random d-regular k-nae-sat is not satisfiable, both with probability tending to one as
n → ∞. Further, since EZcol ≍k,d EZnae = exp

(
n
(

log 2+α log
(
1−2−k+1))) by Lemma 1.7

and log 2 + α log
(
1 − 2−k+1) < 0 holds for d > dubd(k), the same is true for d > dubd(k) by

Markov’s inequality. ◀

2 Satisfiability upper bound by interpolation

In this section, we prove Lemma 1.3, Proposition 1.5, and Lemma 1.7. We prove Proposition
1.5 in Section 2.1 based on the interpolation bound from statistical physics [35, 37]. In
Section 2.2, we prove Lemma 1.3 based on Azuma Hoeffding’s inequality applied to the Doob
martingale with respect to clause revealing filtration. In Section 2.3, we prove Lemma 1.7
based on the local central limit theorem.

2.1 Proof of Proposition 1.5
Throughout, we assume that we are given k ≥ 3 and d such that there is a solution
x ∈ [1/2 − 1/2k, 1/2] to the equation (1.1). We use the following one-step-replica-symmetry-
breaking bound proven in [58, Theorem E.3] for random regular graphs (see also [44]), which
is the analog of [52, Theorem 3] for Erdős-Rényi graphs.

▶ Theorem 2.1 (Theorem E.3 in [58]). Let X and S be finite sets and consider the partition
function Z(G) (cf. Eq. (1.8)), where θ in (1.6) satisfies the condition (1.7) for some ε > 0
and bs ≥ 0 holds for s ∈ S. Let M0 ≡ P(X ) be the space of probability measures over X ,
M1 ≡ P(M0) be the space of probability measures over M0, and M2 ≡ P(M1) be the
space of probability measures over M1. For ζ ∈ M2, let η = (ηa,j)a≥0,j≥0 be an array of
i.i.d. samples from ζ. For each index (a, j) let ρa,j ∈ P(X ) be a conditionally independent
sample from ηa,j, and denote ρ = (ρa,j)a≥0,j≥0. For x ∈ X define random variables

ua(x) ≡
∑
x∈X k

1{x1 = x}
(
1 − θa(x)

) k∏
j=2

ρa,j(xj) , ua ≡
∑
x∈X k

(
1 − θa(x)

) k∏
j=1

ρa,j(xj) ,

where we recall that (θa)a≥0 are i.i.d. copies of the random function θ. For any λ ∈ (0, 1)
and any ζ ∈ M2,
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Fn ≤ P(ζ, λ) +Oε(n−1/3) , where

P(ζ, λ) ≡ Pθ(ζ, λ) := λ−1E logE′
[(∑

x∈X

d∏
a=1

ua(x)
)λ]

− (k − 1)αλ−1E logE′
[

(u0)λ
]
. (2.1)

Here, Fn is the free energy for the configuration model defined in (1.9), E′ denotes the
expectation over ρ conditioned on all else, and E denotes the overall expectation.

▶ Remark 2.1. [58, Theorem E.3] is stated more general than Theorem 2.1 by considering
independent external field {hv}v∈V and random (bs)s∈S . For our purposes, it suffices to
consider non-random bs ≥ 0 and hv ≡ 1.
We use Theorem 2.1 for the positive temperature models in Definition 1.4. Note that
θnae(· ; β) and θcol(· ; β) satisfies the condition (1.7) with ε = e−β . Furthermore, in the
bound (2.1), we take λ = β−1/2 and ζ ≡ ζk,d,β ∈ P

(
P
(
P({0, 1})

))
given by a point mass

at ηk,d,β :

ζk,d,β ≡ δηk,d,β
, (2.2)

where ηk,d,β ∈ P(P({0, 1})) is defined as follows. Identify P({0, 1}) with [0, 1] by the map

ρ ∈ P({0, 1}) ↔ ρ(1) ∈ [0, 1] .

Thus, denoting η ≡ ηk,d,β ∈ P([0, 1]), define

η

(
eβ

eβ + e−β

)
= η

(
e−β

eβ + e−β

)
= x , η

(
1
2

)
= 1 − 2x , (2.3)

where x⋆ ≡ x⋆(k, d) is the bp fixed point, i.e. the solution to the equation (1.1). Such choice
of ζk,d,β is motivated from physics [43] and previous mathematical works [31, Section 3] and
[32, Section 4].

Before proceeding further, we show that if ζ is given as in (2.2), (2.3), then P(ζ, λ) does
not depend on literals. More precisely, suppose that ζ = δη0 , where η0 ∈ P([0, 1]) is such
that η0(dx) = η0(d(1 − x)), i.e. ρ d= 1 − ρ holds for ρ ∼ η0. For a fixed L = (Li)i≤k ∈ {0, 1}k,
let

θL(x) = (1 − e−β) ·

(
k∏
i=1

(Li ⊕ xi) +
k∏
i=1

(Li ⊕ xi ⊕ 1)
)
.

With abuse of notation, for x ∈ {0, 1} and independent samples ρa,j ∈ P({0, 1}) from η0, let

ua,L(x) ≡
∑

x∈{0,1}k

1{x1 = x}
(
1 − θL(x)

) k∏
j=2

ρa,j(xj) , uL ≡
∑

x∈{0,1}k

(
1 − θL(x)

) k∏
j=1

ρ0,j(xj) ,

where we consider L ∈ {0, 1}k to be fixed. Then, for a given sequence of literals La ∈ {0, 1}k
for 0 ≤ a ≤ d, let

P
(
δη0 , λ; (La)0≤a≤d

)
:= λ−1 logE′

( ∑
x∈{0,1}

d∏
a=1

ua,La
(x)
)λ

−(k−1)αλ−1E logE′ (uL0

)λ
, (2.4)

where E′ is the expectation with respect to the independent samples ρa,j ∈ P({0, 1}) from
η0. Note that if La

i.i.d∼ Unif({0, 1}k), then Pθnae(δη0 , λ) = ELP
(
δη0 , λ; (La)0≤a≤d

)
holds, and

if La ≡ 0 for 0 ≤ a ≤ d, then Pθcol(δη0 , λ) = P
(
δη0 , λ; 0

)
holds. The following lemma then

clarifies the mechanism behind the identical satisfiability upper bound in Theorem 1.1.
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▶ Lemma 2.2. Consider ζ = δη0 for some η0 ∈ P([0, 1]) such that η0(dx) = η0(d(1 − x)).
Then, for any literals La ∈ {0, 1}k for 0 ≤ a ≤ d, the value P

(
δη0 , λ; (La)0≤a≤d

)
does not

depend on (La)0≤a≤d. Thus, Pθnae(δη0 , λ) = Pθcol(δη0 , λ) holds.

Proof. For fixed La ∈ {0, 1}k for 0 ≤ a ≤ d, note that the vectors
(
ua,L

a
(0), ua,L

a
(1)
)

are
independent for 0 ≤ a ≤ d. Thus, it suffices to show that for given L, L′ ∈ {0, 1}k and
1 ≤ a ≤ d,

uL
d= uL′ and

(
ua,L(0), ua,L(1)

) d=
(
ua,L′(0), ua,L′(1)

)
. (2.5)

To this end, let L′ = 0 and we first prove that uL
d= u0 holds. Since θL(x) = θ0(x⊕ L),

uL ≡
∑

x∈{0,1}k

(
1 − θL(x)

) k∏
j=1

ρ0,j(xj) =
∑

x∈{0,1}k

(
1 − θ0(x)

) k∏
j=1

ρ0,j(xj ⊕ Lj) .

Note that since (ρ0,j)1≤j≤k are i.i.d. samples from η0 and η0(dx) = η0(d(1 − x)) holds, the
sequence

(
ρ0,j(· ⊕ Lj)

)
1≤j≤k are also i.i.d. from η0. Hence, the equation above shows that

uL
d= u0 holds.
Next, we prove that

(
ua,L(0), ua,L(1)

) d=
(
ua,0(0), ua,0(1)

)
holds. Without loss of generality,

let a = 1. Again since θL(x) = θ0(x⊕ L),

u1,L(x) =
∑

x∈{0,1}k

1{x1 ⊕ L1 = x}
(
1 − θ0(x)

) k∏
j=2

ρ1,j(xj ⊕ Lj)

Now, observe that θ0(·) is invariant under global flip, i.e. θ0(x) = θ0(x⊕ 1). Thus, it follows
that

u1,L(x) =
∑

x∈{0,1}k

1{x1 = x}[1 − θ0(x)]
k∏
j=2

ρ1,j(xj ⊕ L1 ⊕ Lj) .

By the same reasons as above,
(
ρ1,j(· ⊕ L1 ⊕ Lj)

)
2≤j≤k have the same distribution as(

ρ1,j
)

2≤j≤k, which are i.i.d. from η0. Thus, we have that
(
u1,L(0), u1,L(1)

) d=
(
u1,0(0), u1,0(1)

)
.

Therefore, (2.5) holds, which concludes the proof. ◀

The following lemma relates Pθcol(ζk,d,β , β−1/2) = Pθnae(ζk,d,β , β−1/2), and ⋆Φ(d), which
plays a crucial role in proving Proposition 1.5. Recall the definition of ζk,d,β in (2.2) and
(2.3).

▶ Lemma 2.3. Pθcol(ζk,d,β , β−1/2) ≤ C+β1/2 ×⋆Φ(d) holds for some constant C ∈ R, which
does not depend on β > 0.

Proof. Throughout, let (ρa,j)a≥0,j≥0 denote i.i.d. samples from ηk,d,β defined in (2.3), and
let E′ (resp. P′) denote the expectation (resp. probability) with respect to (ρa,j)a≥0,j≥0.
Also, we use the generic notation C by a constant that does not depend on β > 0. Note that
since θcol and ηk,d,β are non-random, the outer expectation E in the definition of P(ζ, λ) in
(2.1) is redundant.

First, we bound the second term of the definition of Pθcol(ζk,d,β , β−1/2) in (2.1):

(k − 1)αβ1/2 logE′
[

(u0)β
−1/2 ]

= (k − 1)αβ1/2 logE′

[(
1 − (1 − e−β)

( k∏
j=1

ρ0,j(0) +
k∏
j=1

ρ0,j(1)
))β−1/2]
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Note that the expectation inside the log in the right hand side above is bounded below by

2−β−1/2
· P′
(

1 − (1 − e−β)
( k∏
j=1

ρ0,j(0) +
k∏
j=1

ρ0,j(1)
)

≥ 1
2

)
= 2−β−1/2

(1 − 2xk) ,

where x is the solution to the bp equation (1.1) and the equality holds for large enough
β ≥ β0 since for large β and k ≥ 3, (1 − e−β)

(∏k
j=1 ρ0,j(0) +

∏k
j=1 ρ0,j(1)

)
≥ 1

2 holds if

and only if either ρ0,j(1) = eβ

eβ+e−β holds for all 1 ≤ j ≤ k, or ρ0,j(1) = e−β

eβ+e−β holds for all
1 ≤ j ≤ k. Thus, it follows that

−(k − 1)αλ−1E logE′
[
(u0)λ

]
≤ C − β1/2(k − 1)α log

(
1 − 2xk

)
. (2.6)

Next, we estimate the first term of the definition of Pθcol(ζk,d,β , β−1/2) in (2.1), which equals

β1/2 logE′
[( ∑

x∈{0,1}

d∏
a=1

ua(x)
)β−1/2]

= β1/2 logE′

( d∏
a=1

(
1 − (1 − e−β)

k∏
j=2

ρa,j(0)
)

+
d∏
a=1

(
1 − (1 − e−β)

k∏
j=2

ρa,j(1)
))β−1/2

(2.7)

We upper bound the expectation inside the log in the above expression by

2β
−1/2

· P′(A)+
(
3e−β)β−1/2

,

where

A :=


d∏
a=1

(
1 − (1 − e−β)

k∏
j=2

ρa,j(0)
)

+
d∏
a=1

(
1 − (1 − e−β)

k∏
j=2

ρa,j(1)
)

≥ 3e−β

 .

Define the events E0 and E1 involving (ρa,j)1≤a≤d,2≤j≤k as follows.

E0 is the event such that for each 1 ≤ a ≤ d, we have for some j ∈ {2, . . . , k} that
ρa,j(0) ̸= eβ

eβ+e−β .
E1 is the event such that for each 1 ≤ a ≤ d, we have for some j ∈ {2, . . . , k} that
ρa,j(1) ̸= eβ

eβ+e−β .

We now claim that for large enough β, the event A is included in E0 ∪ E1. To this
end, suppose that the event (E0 ∪ E1)c = Ec

0 ∩ Ec
1 holds. Then, for each x ∈ {0, 1}, for

some a ≡ a(x) ∈ {1, . . . , d} such that ρa,j(x) = eβ

eβ+e−β holds for all 2 ≤ j ≤ k. Thus, for
x ∈ {0, 1}, we have

d∏
a=1

(
1 − (1 − e−β)

k∏
j=2

ρa,j(x)
)

≤ 1 − (1 − e−β)
(

eβ

eβ + e−β

)k−1

≤ e−β + ke−2β <
3
2e

−β ,

where the last inequality holds for large enough β ≥ βk and we used (1−x)k−1 ≥ 1− (k−1)x
for x > 0 in the second inequality. Hence, summing over x ∈ {0, 1} gives that the event
A cannot hold, which proves our claim that A ⊂ E0 ∪ E1. Consequently, the term (2.7) is
bounded above by

β1/2 log
(

2β
−1/2

· P′(E0 ∪ E1
)

+ (3e−β)β
−1/2

)
≤ β1/2 logP′(E0 ∪ E1

)
+ C .
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Note that P′(E0 ∪ E1
)

can be calculated explicitly by

P′(E0 ∪ E1) = 2(1 − xk−1)d − (1 − 2xk−1)d = (1 − xk−1)d−1(1 − 2xk)
1 − x

,

where in the final equality, we used the fact that x is the solution to the equation (1.1).
Therefore, we have proven that

β1/2 logE′
[( ∑

x∈{0,1}

d∏
a=1

ua(x)
)β−1/2]

≤ C + β1/2 (− log(1 − x) + (d− 1) log(1 − xk−1) + log(1 − 2xk)
)
. (2.8)

In conclusion, combining (2.6) and (2.8), and recalling the definition of ⋆Φ(d) in (1.2), we
have

Pθcol(ζk,d,β , β−1/2) ≤ C + β1/2⋆Φ(d) ,

which concludes the proof. ◀

Proof of Proposition 1.5. Given a nae-sat instance G, let SOL(G) ⊂ {0, 1}V denotes
the set of nae-sat solutions. Also, let Zβ,nae(G) denotes the partition function (1.8) for
θ = θnae(· ; β). Note that if x ∈ SOL(G), then θnae(xδa) = 0 for any a ∈ F , thus we have for
any β > 0 that

Zβ,nae(G) ≡
∑

x∈{0,1}V

∏
a∈F

(
1 − θnae(xδa;β)

)
≥ |SOL(G)| . (2.9)

On the other hand, since θnae(· ; β) satisfies the condition (1.7) with ε = e−β , we have by
Theorem 2.1 that

1
n
E
[

logZβ,nae(G)
]

≤ Pθnae(ζk,d,β , β−1/2) + on(1) = Pθcol(ζk,d,β , β−1/2) + on(1) ,

where the last equality is due to Lemma 2.2. By Lemma 2.3, the right hand side is further
bounded by

1
n
E
[

logZβ,nae(G)
]

≤ β1/2 · ⋆Φ(d) + C + on(1) ,

for some constant C that does not depend on n nor β. If ⋆Φ(d) < 0, then for large enough
β > 0, β1/2 · ⋆Φ(d) + C < −1 holds, thus n−1E

[
logZβ,nae(G)

]
< −1 holds for large enough

n. For such β = β0(k, d) > 0, we have by (2.9) and Lemma 1.3 that for large enough n,

P
(

|SOL(G)| ≥ 1
)

≤ P
(∣∣∣∣ 1n logZβ0,nae(G) − 1

n
E
[

logZβ0,nae(G)
]∣∣∣∣ ≥ 1

)
≤ e−cn ,

for some constant c that depends only on β0 > 0, which finishes the proof for the nae-sat
model.

Given a configuration model G, let Zβ,col(G) denote the partition function (1.8) for
θ = θcol(· ; β). Then, by the same reasoning, Theorem 2.1 and Lemma 2.3 shows that if
⋆Φ(d) < 0 then 1

nE
[

logZβ,col(G)
]
< −1 holds for large enough β = β0(k, d) > 0 and n

large enough. On the event that there exists a 2-coloring on G, Zβ,col(G) ≥ 1 holds, so
Lemma 1.3 again concludes the proof. ◀
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2.2 Proof of Lemma 1.3
Recall that G = (V, F,E) is generated from the configuration model, where the E is drawn
uniformly from Snd. Thus, E has the same law as sequentially drawing random clauses
a1, . . . ,am as follows. At times t ∈ {1, . . . ,m} clause at is drawn by connecting the k adjacent
half-edges to previously unmatched half-edges adjacent to variables. For 1 ≤ t ≤ m, let Ft be
the σ-algebra generated by a1, . . . ,at, and F0 ≡ ∅. Denote Mt ≡ E

[
logZ(G) | Ft

]
by the

associated Doob martingale. Note that if G = (V, F,E) and G′ = (V, F,E′) has the the same
set of edges except for those adjacent to two clauses a1 ̸= a2 ∈ F , then by our assumption of
θ in (1.7) and the definition of Z(G) in (1.8), it follows that ε2 ≤ Z(G)/Z(G′) ≤ ε−2 holds.
Thus, we have for every t ∈ {0, 1, . . . ,m− 1} that∣∣∣Mt+1 −Mt

∣∣∣ ≡
∣∣∣E[ logZ(G) | Ft+1

]
− E

[
logZ(G) | Ft

]∣∣∣ ≤ 2 log
(
1/ε
)
, (2.10)

from which Lemma 1.3 follows.

Proof of Lemma 1.3. Note that Mm = logZ(G) and M0 = E
[

logZ(G)
]

holds and
(Mt)0≤t≤m is a martingale with bounded difference by (2.10). Therefore, the conclusion
follows from Azuma Hoeffding’s inequality. ◀

2.3 Proof of Lemma 1.7
The following notations are convenient for the proof of Lemma 1.7. For non-negative
quantities f = fd,k,n and g = gd,k,n, we use any of the equivalent notations f = Ok,d(g), g =
Ωk,d(f), f ≲k,d g and g ≳k,d f to indicate that there exists a constant Ck,d, which only
depends on k, d such that f ≤ Ck,d · g. We drop the subscripts d (resp. k, d) if the constant
Ck,d does not depend on d (resp. k, d). When f ≲k,d g and g ≲k,d f , we write f ≍k,d g.
Similarly when f ≲ g and g ≲ f , we write f ≍ g.

Note that EZcol is the sum over x ∈ {0, 1}V of the probabilities that x is a 2-coloring
on G. By symmetry, the probability of x ∈ {0, 1}V being a 2-coloring depends only on the
number nγ of nodes having color 1, which we denote by pγ . Thus, EZcol =

∑
γ

(
n
nγ

)
pγ ,

where the sum is over γ ∈ (0, 1) such that nγ ∈ Z. Moreover, we can express pγ as follows.
Let X1, . . . , Xm be i.i.d. Binom(k, γ) random variables and denote Pγ by the probability
with repect to (Xi)i≤m. Then, we have

pγ = Pγ
(
Xi /∈ {0, k} for all 1 ≤ i ≤ m

∣∣∣ m∑
i=1

Xi = kmγ
)

≤
Pγ
(
Xi /∈ {0, k} for all 1 ≤ i ≤ m

)
Pγ
(∑m

i=1 Xi = kmγ
) ≲k

√
m(1 − γk − (1 − γ)k)m , (2.11)

where the last inequality is due to a Stirling’s approximation. It follows that

EZcol ≤ nO(1)
∑
γ

exp
(
nFα(γ)

)
, where

Fα(γ) := H(γ) + α log
(
1 − γk − (1 − γ)k

)
. (2.12)

Here, H(γ) ≡ −γ log γ − (1 − γ) log(1 − γ) is the entropy of γ. Note that γ → γk + (1 − γ)k
is uniquely minimized at γ = 1/2. Further, the entropy H(γ) is strictly concave and
is maximized at γ = 1/2. Thus, γ → Fα(γ) is uniquely maximized at γ = 1/2 with
∂2Fα

∂γ2 (1/2) < 0. Since EZnae = exp
(
nFα(1/2)

)
, it follows from (2.12) that

EZcol ≤ nO(1) exp
(
nFα(1/2)

)
= nO(1) · EZnae . (2.13)

We now show that the polynomial factor nO(1) can actually be removed with a matching
lower bound.
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First, by (2.11) and the fact that γ → Fα(γ) is uniquely maximized at γ = 1/2 with strictly
negative second derivative, the contribution to EZcol from γ such that |γ − 1/2| ≥ n−1/3 is
negligible:

∑
|γ−1/2|≥n−1/3

(
n

nγ

)
pγ ≲k,d exp

(
− Ωk,d

(
n1/3)) · EZnae . (2.14)

Thus, we focus on the regime |γ − 1/2| ≤ n−1/3. Note that we can calculate pγ by summing
over the empirical distribution ν of (Xi)i≤m. Consider ν ∈ P({1, . . . , k − 1}) and let
pγ(j) :=

(
k
j

)
γj(1 − γ)k−j . Then,

pγ =

∑
ν 1
(∑

j jνj = kmγ
)
e−kmγλ( m

mν

)∏
j(pγ(j)eλj)mνj

Pγ
(∑m

i=1 Xi = kmγ
) ,

where
(
m
mν

)
≡ m!∏

j
(mνj)!

and we introduced a lagrange parameter λ ∈ R in the last equality.

Let

νγ,λ(x) := pγ(x)eλx∑k−1
j=1 pγ(j)eλj

for 1 ≤ x ≤ k − 1 ,

and denote Pγ,λ by the probability with respect to X̃1, . . . , X̃m
i.i.d.∼ νγ,λ. Then, it follows

that

pγ =
Pγ,λ

(∑m

i=1 X̃i = kmγ
)

Pγ

(∑m

i=1 Xi = kmγ
) exp

(
− m · Ξ(γ, λ)

)
, where Ξ(γ, λ) := kγλ − log

( k−1∑
j=1

pγ(j)eλj

)
.

(2.15)

In order to use the local central limit theorem, we take λ = λ(γ) such that Eγ,λX̃ = kγ,
where X̃ ∼ νγ,λ. The existence of such λ(γ) is guaranteed by the lemma below.

▶ Lemma 2.4. For large enough n and all γ such that |γ − 1/2| ≤ n−1/3, there exists
a unique λ = λ(γ) such that Eγ,λX̃ = kγ holds. Furthermore, we have λ(1/2) = 0 and∣∣λ(γ)

∣∣ ≲k n−1/3 holds uniformly over |γ − 1/2| ≤ n−1/3.

Proof. Note that we have ∂Ξ
∂λ (γ, λ) = kγ − Eγ,λX̃ by definition of νγ,λ and Ξ(γ, λ). Further,

we have that

∂Ξ
∂λ

(1
2 , 0

)
= k

2 − E 1
2 ,0X̃ = k

2 − E 1
2

[
X
∣∣X /∈ {0, k}

]
= 0 ,

where E 1
2

is with respect to X ∼ Binom(1/2). Since λ → log
(∑k−1

j=1 pγ(j)eλj
)

is strongly
convex, we have ∂2Ξ

∂λ2

( 1
2 , 0
)
< 0. Thus, implicit function theorem shows that for γ ∈

(1/2 − ε, 1/2 + ε), where ε = ε(k) > 0 depends only on k, there exists λ = λ(γ) such that
∂Ξ
∂λ

(
γ, λ(γ)

)
= 0 holds, and that γ → λ(γ) is continuously differentiable. Therefore, for

large enough n and γ ∈ (1/2 − n−1/3, 1/2 + n1/3), there exists a unique λ = λ(γ) such that
Eγ,λ(γ)X̃ = kγ, and |λ(γ)| ≲k n−1/3 holds uniformly over γ ∈ (1/2 − n−1/3, 1/2 + n1/3). ◀

Having Lemma 2.4 in hand, we prove Lemma 1.7 by appealing to the local central limit
theorem.
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Proof of Lemma 1.7. The contribution to EZcol from γ such that |γ − 1/2| ≥ n−1/3 is
negligible by (2.14), thus we consider γ such that |γ − 1/2| ≤ n−1/3 holds. To this end,
we take λ = λ(γ) from Lemma 2.4 in equation (2.15). Then, by the local central limit
theorem [13],

pγ ≍
( Varγ

(
X
)

Varγ,λ(γ)
(
X̃
))1/2

· exp
(

−m · Ξ
(
γ, λ(γ)

))
, (2.16)

where X ∼ Binom(k, γ) and X̃ ∼ νγ,λ(γ). Lemma 2.4 further shows that
∣∣λ(γ)

∣∣ ≲k n−1/3,
thus we have

Varγ,λ(γ)
(
X̃
)

≍k Varγ
(
X
∣∣ 1 ≤ X ≤ k − 1

)
≍k Varγ(X) , (2.17)

where the final estimate holds because |γ − 1/2| ≤ n−1/3. Combining with (2.14), it follows
that

EZcol =
(
1 + on(1)

) ∑
|γ−1/2|≤n−1/3

(
n

nγ

)
pγ ≍k,d n

−1/2
∑

|γ−1/2|≤n−1/3

exp
(
nGα(γ)

)
, (2.18)

where

Gα(γ) := H(γ) − α · Ξ
(
γ, λ(γ)

)
.

Note that by comparing (2.16) and (2.17) with (2.11), we have Gα(γ) ≤ Fα(γ) for |γ−1/2| ≤
n−1/3. Also, note that for γ = 1/2, Gα(1/2) = Fα(1/2) holds since

Gα(1/2) = H(1/2) − α · Ξ(1/2, 0) = H(1/2) + α log
(
1 − γk − (1 − γ)k

)
,

where we used λ(1/2) = 0 by Lemma 2.4. Recalling that γ → Fα(γ) is uniquely maximized
at γ = 1/2 with strictly negative second derivative at the maximizer, it follows that the
same holds for γ → Gα(γ). Therefore, the sum in the right hand side of (2.18) can be
approximated by a Gaussian integration, which shows that

EZcol ≍k,d exp
(
nGα(1/2)

)
= EZnae .

This concludes the proof. ◀

3 Proof of Proposition 1.6

In this section, we prove Proposition 1.6 for k ≥ 4. The proof of Proposition 1.6 for k = 3
is available in the arXiv version [14]. The proof of Proposition 1.6 for k ≥ 4 can be split
into the following two lemmas. In Section 3.1, we prove Lemma 3.1 which guarantees the
existence and the uniqueness of the bp fixed point for k ≥ 4.

▶ Lemma 3.1. For k ≥ 4 and d ∈ [dlbd(k), dubd(k)], there exists a unique solution to
Ψd(x) = x in the range x ∈ [ 1

2 − 1
2k ,

1
2 ].

By Lemma 3.1, the function d → ⋆Φ(d) is well-defined. In Section 3.2, we prove Lemma 3.2
which guarantees that d⋆(k) is well-defined for k ≥ 4.

▶ Lemma 3.2. For k ≥ 4, the function d → ⋆Φ(d) is continuous for d ∈ [dlbd(k), dubd(k)].
Further, ⋆Φ(dlbd(k)) > 0 and ⋆Φ(dubd(k)) < 0 hold.

Proof of Proposition 1.6 for k ≥ 4. This is immediate from Lemma 3.1 and Lemma 3.2. ◀
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3.1 Proof of Lemma 3.1
Recall the variable bp recursion Ψ̇ and the clause bp recursion Ψ̂ defined in (1.12). To
prove the uniqueness of the bp fixed point, we show that the bp recursion Ψd ≡ Ψ̇ ◦ Ψ̂ is a
contraction for k ≥ 4.

▶ Lemma 3.3. For k ≥ 4 and d ∈ [dlbd(k), dubd(k)],
∣∣(Ψd)′(x)

∣∣ < 1 holds uniformly over
x ∈ [ 1

2 − 1
2k ,

1
2 ].

Proof. Throughout, we let x ∈ [1/2 − 1/2k, 1/2] and denote v = Ψ̂(x). We first consider
k ≥ 5. Observe that the derivative of the clause bp recursion can simply be bounded in
absolute value by

∣∣(Ψ̂)′(x)
∣∣ = (k − 1)xk−2

(1 − xk−1)2 ≤ (k − 1) · 2−k+2

(1 − 2−k+1)2 = 4(k − 1)
2k(1 − 2−k+1)2 , (3.1)

where the inequality holds since x → xk−2

(1−xk−1)2 is increasing. Similarly, we bound the
derivative of the variable bp recursion:∣∣(Ψ̇)′(v)

∣∣ = (d− 1)vd−2

(2 − vd−1)2 ≤ (d− 1)vd−2
0

(2 − vd−1
0 )2

≤ (d− 1)vd−2
0

(2 − vd−2
0 )2

, (3.2)

where we denoted v0 := Ψ̂(x0) for x0 = 1/2 − 1/2k. The first inequality holds because
x → Ψ̂(·) is decreasing on [1/2 − 1/2k, 1/2], and the last inequality holds since v0 < 1. To
this end, we upper bound vd−2

0 by

vd−2
0 =

(
1 − xk−1

0

1 − xk−1
0

)d−2

≤ (1 − xk−1
0 )d−2 ≤ e−(d−2)xk−1

0 . (3.3)

Note that xk−1
0 =

( 1
2
)k−1 (1 − 2

2k

)k−1 ≥
( 1

2
)k−1

(
1 − 2(k−1)

2k

)
and d ≥ (2k−1 − 2)k log 2 hold,

thus we can lower bound (d− 2)xk−1
0 by

(d− 2)xk−1
0 ≥

(
k log 2 − 4k log 2 + 4

2k

)
·
(

1 − 2(k − 1)
2k

)
.

Thus, combining with (3.3) shows that

vd−2
0 ≤ 2−keεk , where εk := 2(k − 1)k log 2

2k + 4k log 2 + 4
2k

(
1 − 2(k − 1)

2k

)
. (3.4)

Plugging this bound into (3.2), we have

|(Ψ̇)′(v)| < (d− 1) vd−2
0

(2 − vd−2
0 )2

≤ (2k−1k log 2 − 1) · 2−k · eεk

(2 − 2−keεk )2 .

Combining with the contraction of clause bp recursion in (3.1), we have

|(Ψd)′(x)| ≤ αk := 2k(k − 1) log 2
2k ·

(
1 − 1

2k−1k log 2

)
· eεk

(1 − 2−k+1)2(2 − 2−keεk )2 .

By comparing εk and εk+1 for k ≥ 5, it can be easily checked that k → εk is decreasing, and
the same holds for k → 2k(k−1) log 2

2k ·
(

1 − 1
2k−1k log 2

)
. Thus, k → αk is decreasing for k ≥ 5.

Furthermore, α5 can be calculated up to arbitrary precision (e.g. by Mathematica), which
satisfies α5 < 0.99 < 1. Consequently, |(Ψd)′(x)| < 1 holds for k ≥ 5.
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The case where k = 4 is more delicate, and the previous strategy of bounding the
derivative of clause and variable bp recursions separately no longer is successful. To this end,
we bound (Ψd)′(x) directly. If we denote v = Ψ̂k(x), then

∣∣(Ψd)′(x)
∣∣ =

∣∣(Ψ̂)′(x)| · |(Ψ̇)′(v)
∣∣ = (k − 1)(d− 1)vd−2

(2 − vd−1)2 · xk−1

(1 − xk−1)2 · 1
x
.

Since v ≡ Ψ̂k(x) ≡ 1−2xk−1

1−xk−1 , rearranging gives xk−1 = 1−v
2−v . Substituting this in for xk−1, we

have that∣∣(Ψd)′(x)
∣∣ = (k − 1)(d− 1) · v

d−2(2 − v)(1 − v)
(2 − vd−1)2 · 1

x
. (3.5)

We now claim that v → vd−2(2−v)(1−v)
(2−vd−1)2 is increasing for v ∈ [Ψ̂4(1/2), Ψ̂4(1/2 − 1/24)] and

d ∈ [24 log 2, 32 log 2] (recall that 24 log 2 > 16.7 ≡ dlbd(4) holds). Since v → (2 − vd−1)2 is
decreasing, it suffices to show that v → vd−2(2 − v)(1 − v) is increasing. Note that

d
dv

(
vd−2(2 − v)(1 − v)

)
= (dv2 − 3(d− 1)v+ 2(d− 2))vd−3 > 0 ⇐⇒ d >

4 − 3v
(2 − v)(1 − v) .

Note that v → 4−3v
(2−v)(1−v) is increasing since its derivative is given by 3v2−8v+6

(2−v)2(1−v)2 > 0. Thus,
to prove our claim, it suffices to check that for d0 := 24 log 2 and v0 = Ψ̂4(1/2 − 1/24) that
d0 >

4−3v0
(2−v0)(1−v0) holds. By a direct calculation, v0 = 3410/3753 < 0.91 and 24 log 2 > 16 >

4−3·0.91
(2−0.91)(1−0.91) holds, thus the claim that v → vd−2(2−v)(1−v)

(2−vd−1)2 is increasing is proven for d, v
in the regime of interest.

Note that x → v = Ψ̂4(x) is decreasing, thus (3.5) and our previous claim shows that for
all x0 ≤ x ≤ 1/2, where x0 = 1/2 − 1/24, we have

∣∣(Ψd)′(x)
∣∣ ≤ (d− 1)(k − 1)v

d−2
0 (2 − v0)(1 − v0)

(2 − vd−1
0 )2

· 1
x0

,

where v0 = Ψ̂4(x0) = 3410/3753. We next show that the right hand side as a function of
d ∈ [24 log 2, 32 log 2] is decreasing: since d → (2 − vd−1

0 )2 is increasing, it suffices to show
that d → (d− 1)vd−2

0 is decreasing. Note that

d
dd

(
(d− 1)vd−2

0

)
= vd−2

0

(
1 − (d− 1) log

(
1/v0

))
< 0 ⇐⇒ d >

1
log(1/v0) + 1 ,

and it can be verified that 24 log 2 > 16 > 1/ log(3753/3410) + 1 holds. Therefore, for k = 4,
it follows that for d0 = 24 log 2,

∣∣(Ψd)′(x)
∣∣ ≤ 3(d0 − 1)v

d0−2
0 (2 − v0)(1 − v0)

(2 − vd0−1
0 )2

· 1
x0

.

The right hand side can be computed to arbitrary precision (e.g. by Mathematica), it can be
verified that 3(d0 − 1) v

d0−2
0 (2−v0)(1−v0)

(2−vd0−1
0 )2 · 1

x0
< 0.9 < 1. This concludes the proof for the case

k = 4. ◀

In the proof of Lemma 3.3, we did not use the adjustment for dlbd(4) ≡ 16.7 > 24 log 2.
That is, max 1

2 − 1
24 ≤x≤ 1

2

∣∣(Ψd)′(x)
∣∣ < 1 holds for d ∈ [24 log 2, 32 log 2]. The adjustment

dlbd(4) ≡ 16.7 is needed for the following lemma, which guarantees the existence of the
solution to Ψd(x) = x.
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▶ Lemma 3.4. Ψd( 1
2 − 1

2k ) > 1
2 − 1

2k holds for k ≥ 4 for d ∈ [dlbd(k), dubd(k)].

Proof. Let v0 ≡ v0(k) = Ψ̂
( 1

2 − 1
2k

)
as before. Then, from the definition of Ψ̇, Ψ̂ in (1.12),

Ψd( 1
2 − 1

2k ) > 1
2 − 1

2k is equivalent to vd−1
0 < 4

2k+2 , which we aim to show for k ≥ 4. We start
with the case k ≥ 5. We have shown in (3.4) that vd−2

0 ≤ 2−keεk , holds, and by an analogous
proof, vd−1

0 ≤ 2−keβk holds, where βk ≡ εk − 1
2k−1

(
1 − 2(k−1)

2k

)
. Thus, it suffices to show that

eβk

(
1 + 1

2k−1

)
< 4 , where βk ≡ 2(k − 1)k log 2

2k + 4k log 2 + 2
2k

(
1 − 2(k − 1)

2k

)
.

For k = 5, eβ5(1 + 1/24) can be computed to arbitrary precision (e.g. by Mathematica), and
it can be numerically verified that eβ5(1 + 1/24) < 3.7. Further, k → βk is decreasing by
comparing βk and βk+1, thus this concludes the proof for k ≥ 5.

Next, we consider the case k = 4. Since d → vd−1
0 is maximized at d = dlbd(4) ≡ 16.7,

it suffices to show that v15.7
0 ≤ 2

9 holds, where v0 ≡ Ψ̂4(1/2 − 1/24) = 3410/3753. Since
v15.7

0 = (3410/3753)15.7 can be computed to arbitrary precision (e.g. by Mathematica), it can
be checked that v15.7

0 = (3410/3753)15.7 < 0.2221 < 2
9 holds, so this concludes the proof. ◀

Proof of Lemma 3.1. By Lemma 3.4, Ψd( 1
2 − 1

2k ) > 1
2 − 1

2k holds for k ≥ 4. Note that
Ψd(1/2) < 1/2 holds since Ψ̇(x) < 1/2 holds for any x ≥ 0. Thus, since x → Ψd(x) is
continuous and differentiable, intermediate value theorem guarantees the existence of the
solution to Ψd(x) = x for x ∈ [ 1

2 − 1
2k ,

1
2 ]. Moreover,

∣∣(Ψd)′(x)
∣∣ < 1 holds uniformly over

x ∈ [ 1
2 − 1

2k ,
1
2 ] by Lemma 3.3, thus mean value theorem guarantees the uniqueness of the

solution to Ψd(x) = x for x ∈ [ 1
2 − 1

2k ,
1
2 ]. ◀

3.2 Proof of Lemma 3.2
Recall that ⋆Φ(d) is defined in (1.2) as ⋆Φ(d) ≡ Φ

(
d, x⋆(k, d)

)
, where x⋆(k, d) ∈ [ 1

2 − 1
2k ,

1
2 ]

is the solution to Ψd(x) = x, and we defined the function Φ(d, x) by

Φ(d, x) ≡ Φk(d, x) := − log(1−x)−d(1−k−1−d−1) log(1−2xk)+(d−1) log(1−xk−1) . (3.6)

To prove ⋆Φ
(
dlbd(k)

)
> 0 and ⋆Φ

(
dubd(k)

)
< 0, we show respectively in Lemmas 3.5 and

3.6 that Φ
(
dlbd(k), x

)
> 0 and Φ

(
dubd(k), x

)
< 0 hold uniformly over x ∈ [ 1

2 − 1
2k ,

1
2 ].

▶ Lemma 3.5. For k ≥ 4, Φ(dlbd(k), x) > 0 holds uniformly over x ∈ [ 1
2 − 1

2k ,
1
2 ].

Proof. Note that rearranging Φ(d, x) gives

Φ(d, x) = − log(1 − x) − d
(
(1 − k−1) log(1 − 2xk) − log(1 − xk−1)

)
+ log(1 − 2xk) − log(1 − xk−1)

≥ − log(1 − x) − d
(
(1 − k−1) log(1 − 2xk) − log(1 − xk−1)

)
,

(3.7)

where the inequality holds since log(1 − 2xk) ≥ log(1 −xk−1) holds for x ∈ [0, 1/2]. Note that
the first term in the right hand side x → − log(1 − x) is convex, so the linear approximation
at x = 1/2 shows that − log(1 − x) ≥ log 2 + 2(x − 1/2) holds. Further, the function
x → (1 − k−1) log(1 − 2xk) − log(1 − xk−1) is increasing since

d
dx

(
(1 − k−1) log(1 − 2xk) − log(1 − xk−1)

)
= (k − 1)xk−2(1 − 2x)

(1 − 2xk)(1 − xk−1) ≥ 0 .
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Thus, the right hand side in (3.7) for d = dlbd(k) can further be lower bounded by

Φ
(
dlbd(k), x

)
≥ log 2 + 2

(
x− 1/2

)
+ dlbd(k)

k
· log

(
1 − 2−k+1)

≥ log 2 − 2−k+1 + dlbd(k)
k

· log
(
1 − 2−k+1) =: F (k) , (3.8)

where we used x ≥ 1/2 − 1/2k in the last inequality. Using the inequality log(1 − a) ≥
−a− a2

2 − a3

2 for a = 2−k+1 ≤ 1
8 , we have, for k ≥ 5, that

F (k) = log 2−2−k+1+(2k−1−2) log 2·log(1−2−k+1) ≥ 1
2k

(
3 log 2 − 2 − 6 log 2

2k + 8 log 2
22k

)
.

For k ≥ 6, the right hand side above is positive since 3 log 2 − 2 − 3 log 2
32 > 0.01, thus

(3.8) shows that Φ
(
dlbd(k), x

)
> 0 holds for k ≥ 6 and x ∈ [ 1

2 − 1
2k ,

1
2 ]. For k ∈ {4, 5}, we

can explicitly calculate F (k) by F (4) ≡ log 2 − 1/8 + (16.7/4) log (7/8) > 0.01 > 0, and
F (5) ≡ log 2 − 1/16 + 14 log 2 · log (15/16) > 0.004 > 0, thus (3.8) again concludes the proof
for k ∈ {4, 5}. ◀

▶ Lemma 3.6. For k ≥ 4, Φ
(
dubd(k), x

)
< 0 holds uniformly over x ∈ [ 1

2 − 1
2k ,

1
2 ].

Proof. We first claim that for k ≥ 5, the function x → Φ
(
dubd(k), x

)
is increasing for

x ∈ [ 1
2 − 1

2k ,
1
2 ] and dubd(k) ≡ 2k−1k log 2. A direct calculation shows that

∂Φ
∂x

(
dubd(k), x

)
= 1

1 − x
− (2k−1k log 2 − 1)(k − 1) · xk−2(1 − 2x)

(1 − xk−1)(1 − 2xk) − 2xk−1

1 − 2xk

≥ 1
1
2 + 1

2k

− (2k−1k log 2 − 1)(k − 1) · xk−2(1 − 2x)
(1 − xk−1)(1 − 2xk) − 4

2k − 2 , (3.9)

where the inequality holds since x → (1−x)−1 increasing, so it is minimized at x = 1/2+1/2k,
and x → 2xk−1/(1 − 2xk) is increasing, so it is maximized at x = 1/2. Further, it is
straightforward to check that x → xk−2(1 − 2x) is decreasing for x ∈ [ 1

2 − 1
2k ,

1
2 ], thus it is

maximized at x = 1/2 − 1/2k. Also, x → (1 − xk−1)(1 − 2xk) is minimized at x = 1/2. Thus,
by plugging in these bounds, we can further bound

∂Φ
∂x

(
dubd(k), x

)
≥ 2 −

(
2

2k−1 + 1 + 4
2k − 2 + (2k−1k log 2 − 1)(k − 1)

22k−3 ·
(

1 − 1
2k−1

)k−4
)

≥ 2 −
(

2
2k−1 + 1 + 4

2k − 2 + (2k−1k log 2 − 1)(k − 1)
22k−3

)
=: 2 −G(k) .

(3.10)

Note that the function k → G(k) is increasing for k ≥ 5. Furthermore, using the bound
log 2 < 0.7, we can bound G(5) = 2

17 + 2
15 + 80 log 2−1

32 < 1.97 < 2. Therefore, ∂Φ
∂x

(
dubd(k), x

)
>

0 holds for k ≥ 5 and x ∈ [ 1
2 − 1

2k ,
1
2 ], which proves our first claim.

Consequently, for the case k ≥ 5, it suffices to show that Φ(2k−1k log 2, x) < 0 holds for
x = 1/2. A direct calculation gives

Φ
(

2k−1k log 2, 1
2

)
= log 2 + 2k−1 log 2 · log

(
1 − 1

2k−1

)
< 0 , (3.11)

where the inequality holds since log(1 − a) < −a holds for a ∈ (0, 1). This concludes the
proof for k ≥ 5.
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It remains to consider the case k = 4. For k = 4, we claim that x → Φ4
(
dubd(4), x) is

convex in the interval x ∈ [ 7
16 ,

1
2 ]. From the computation of ∂Φ

∂x

(
dubd(k), x

)
in (3.9), we can

calculate the second derivative by

∂2Φ
∂x2

(
dubd(4), x) = d

dx

(
1

1 − x
− 2x3

1 − 2x4

)
+3(32 log 2−1)· d

dx

(
x2(2x− 1)

(1 − x3)(1 − 2x4)

)
. (3.12)

The first term in the right hand side can be bounded by

d
dx

(
1

1 − x
− 2x3

1 − 2x4

)
= 1

(1 − x)2 − 6x2 + 4x6

(1 − 2x4)2 >
1

(1 − 7
16 )2 −

6
( 1

2
)2 + 4

( 1
2
)6

(1 − 2
( 1

2
)4)2

> 0 , (3.13)

where the final inequality is equivalent to 256
81 − 100

49 > 0. The second term can be calculated
as

d
dx

(
x2(2x− 1)

(1 − x3)(1 − 2x4)

)
= x(−16x8 + 10x7 + 4x5 − 4x4 − x3 + 6x− 2)

(1 − x3)2(1 − 2x4)2 .

Note that by neglecting the terms 10x7 + 4x5 above, we can lower bound

−16x8 + 10x7 + 4x5 − 4x4 − x3 + 6x− 2 > 6 · 7
16 − 2 −

(
1
2

)3
− 4

(
1
2

)4
− 16

(
1
2

)8
> 0 ,

thus d
dx

(
x2(2x−1)

(1−x3)(1−2x4)

)
> 0 holds for x ∈ [ 7

16 ,
1
2 ] as well. Therefore, combining with (3.12)

and (3.13) finishes the proof of our claim that x → Φ4
(
dubd(4), x) is convex in the interval

x ∈ [ 7
16 ,

1
2 ].

Thus, by convexity, x → Φ4
(
dubd(4), x) is maximized at the end points x ∈ {7/16, 1/2},

and it suffices to show that Φ4
(
dubd(4), 7/16) < 0 and Φ4

(
dubd(4), 1/2) < 0. For x = 7/16,

Φ4
(
dubd(4), 7/16) can be computed to arbitrary precision (e.g. by Mathematica), and it

can be checked that Φ4
(
dubd(4), 7/16) < −0.08 < 0. For x = 1/2, (3.11) shows that

Φ4
(
dubd(4), 1/2) < 0 holds. This concludes the proof for the case k = 4. ◀

Proof of Lemma 3.2. By definition, ⋆Φ(d) = Φ
(
d, x⋆(k, d)

)
holds, and (d, x) → Φ(d, x)

is clearly continuous. Thus, in order to show the continuity of ⋆Φ(·), it suffices to show
that d → x⋆(k, d) is continuous for any fixed k ≥ 4. To that end, note that the function
ψ(d, x) := Ψd(x) − x satisfies ∂ψ

∂x < 0 by Lemma 3.3. Since x⋆(k, d) is defined to be the root
of ψ(d, ·), this implies that d → x⋆(k, d) is continuous by the implicit function theorem. As
a consequence, we conclude that d → ⋆Φ(d) is continuous. Since ⋆Φ(dlbd(k)) > 0 holds by
Lemma 3.5 and ⋆Φ(dubd(k)) < 0 holds by Lemma 3.6, we conclude the proof. ◀
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Abstract
We study property testing in the subcube conditional model introduced by Bhattacharyya and
Chakraborty (2017). We obtain the first equivalence test for n-dimensional distributions that is
quasi-linear in n, improving the previously known Õ(n2/ε2) query complexity bound to Õ(n/ε2).
We extend this result to general finite alphabets with logarithmic cost in the alphabet size.
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Ω((log N)/ log log N). We also derive a product test for n-dimensional distributions with Õ(n/ε2)
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1 Introduction

Property testing seeks to efficiently distinguish between objects that have some property and
objects that are ε-far from any object that has it, with respect to a predefined metric and a
proximity parameter ε. Property testing of functions, and in particular string testing, was
initiated in [18, 6]. The term “efficiently” usually refers to a sublinear amount of resources
for moderately-sized tasks, but for high-dimensional inputs practicality mandates to restrict
this amount further to the poly-logarithmic scale.

The study of distribution testing was implicitly initiated in [14] (motivated by a problem
in graph testing), and formally defined as the sampling model in [2, 1]. In this model, the
algorithm gets access to a sequence of independent unconditional samples from the input
distribution, and then decides whether to accept or reject based on them. A major topic of
investigation concerns testing that a distribution over {1, . . . , n} is the uniform one. A long
string of results, starting with the original [14] and culminating in [17], has reached the tight
bound of Θ(

√
n/ε2).

A square-root lower bound on one of the most basic of properties is impractical in many
real-world settings. For example, the square-root sample complexity of uniformity testing
is impractical when the input ranges over 100-bit binary strings, an example which is still
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smaller than real-world inputs. There are three approaches to overcome this problem: the
first, on which we expand below, is moving to stronger query models. The second is narrowing
the scope of the allowable inputs, such as product distributions and Bayesian networks [8].
The third is moving to a model where the metric is more lax (usually coupled with an even
weaker query model), such as the Huge Object Model defined in [15] that is concerned with
the earth-mover distance metric.

We focus here on the first (and most common) approach to the scaling problem, that of
considering a model with stronger queries. In the distribution testing setting, this usually
focuses on conditional sampling. Instead of drawing a sequence of independent unconditional
samples, we allow the algorithm to choose a subset of the possible outcomes and draw a
sample conditioned on belonging to it. The models within this paradigm differ in the subset
conditions they allow.

The first investigation of such a model was the fully conditional model [10, 9]. In this
model, the algorithm can choose any subset to condition on. This model is very powerful
but not realistic. If we are able to restrict the input distribution to any subset, we probably
already have access to an explicit description of the distribution and thus have no need to
sample it.

Further studies consider restricted forms of the conditional model. For example, [9]
considers two additional models: the pair model and the interval model. In the pair model,
the algorithm can still draw unconditional samples, and additionally it can draw conditional
samples from any subset of two elements. Uniformity testing in the pair model requires
Θ̃(1/ε2) samples. In the interval model, we test distributions over Ω = {1, . . . , N} (for some
N), and the algorithm can condition on interval sets, which are sets of the form {a ≤ x ≤ b}.
The lower bound for uniformity testing in the interval model is Ω̃(log N). The best known
upper bound is Õ((log N)3/ε2).

The subcube conditional model [4] is motivated by database analysis. In this model,
we test distributions over the set

∏n
i=1 Ωi, and the algorithm can query subcube subsets,

which are sets of the form
∏n

i=1 Ai where Ai ⊆ Ωi for every 1 ≤ i ≤ n. While not being
extremely restrictive, its queries correspond to selection by attribute values, which is common
in practice. Some of the prior work refers to a weaker variant of this model, where each Ai is
either trivial (Ai = Ωi) or a singleton (Ai = {ai} for some ai ∈ Ωi). In this paper we mainly
deal with the strong model, where general Ai ⊆ Ωi are allowed. In the most investigated
setting, the binary setting where Ωi = {0, 1} for all i, the two models are the same.

Uniformity testing [7, 12] can be done in the weak model using Õ(m21√n/ε2) queries
where m = maxi |Ωi|, and requires at least Ω(

√
mn/ε2) queries [3]. Other properties studied

under the subcube model include identity to some fixed distribution [4, 5] and having a
probability density function supported on a low-dimensional subspace [11].

Two related properties are of particular interest in distribution testing, the identity
property and the equivalence property. In the identity property, a reference distribution is
given to the algorithm in advance, and the task is to check whether the input distribution is
identical to it. The equivalence property (henceforth: Equivalence) has an input consisting
of two distributions, both of which accessible through the testing model, and the task is to
check whether they are equal to each other.

In the subcube conditional model, since the input distribution is defined over a set
of tuples, another natural property is that of being a product distribution (henceforth:
Product). A distribution over tuples is called a product if its entries are independently
distributed.
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Our main upper bound result is a test for Equivalence that for the binary setting
(Ωi = {0, 1}) uses only Õ(n/ϵ2) subcube queries, which improves on the previously known
result of Õ(n2/ε2) from [4]. Additionally our result uses only prefix queries from one
distribution and marginal prefix queries from the other, which we define below and are rather
restricted forms of subcube queries. One can think of prefix queries as the queries that can
be made fast when the database is sorted according to a concatenation of its attributes in a
pre-defined order (functioning as its primary key). Importantly, the use of restricted queries
allows us to derive an improved test also for Product, and to generalize the test to general
Ω1, . . . , Ωn with a logarithmic cost in the alphabet size.

The restricted form of our queries also allows us to tighten the previously known upper
bound on equivalence testing (and through it the special case of uniformity testing) in the
interval conditional model, obtaining an upper bound of Õ(log N/ε2) interval queries, which
matches the lower bound for every fixed ε up to poly-double-logarithmic factors in N .

We complement our upper bound for Product with an Ω(
√

n/ε2) lower bound. The
question of whether we can go below O(n) for testing our properties (even for the binary
setting and a fixed ε) remains open.

2 Organization of the paper

In Section 3 we summarize our contributions. After some preliminaries in Section 4, we
provide the core of our main proofs, followed by the more technical details. In Section 5 we
provide the Equivalence testing upper bound in the binary setting, and a short proof of
the corollary about interval queries. In Section 6 we provide the Product testing lower
bound.

The technical part of the paper follows. In Section 7 we prove the technical lemmas
whose proofs were deferred from Section 5. Then we prove the theorems derived from this
upper bound: in Section 8 we extend the Equivalence test to the non-binary setting, and
in Section 9 we derive a test for Product. In Section 10 we prove the technical lemmas
from Section 6.

All upper bound proofs implicitly construct their algorithms. For reference, explicit
representations of the binary setting algorithms for Equivalence and Product are given
in the appendix.

3 Our results

We improve on the previously known result of Õ(n2/ε2) queries for equivalence testing of two
distributions over {0, 1}n [4]. Our methods can also supersede the Õ(n/ε) algorithm of [5]
which tests identity with a distribution given in advance that belongs to a very restricted
class of inputs (their parameter refers to KL-divergence, which indeed incurs a quadratic gap
when converted to total-variation distance). We provide more details on the latter below
(before Lemma 25).

▶ Theorem 20. Let τ , µ be two distributions over {0, 1}n, where τ is accessible through the
prefix oracle access and µ is accessible through the marginal prefix oracle access. For every
ε > 0 we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ(n/ε2) queries.

The prefix queries in the statement above are a special case of subcube queries, but they
can also be seen as interval queries, allowing us to prove the following corollary:

APPROX/RANDOM 2024
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▶ Corollary 21. Let τ , µ be two distributions over {1, . . . , N}, both accessible through the
interval oracle. Then we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ((log N)/ε2)
queries.

We show a lower bound for testing a distribution µ over {0, 1}n for being a product. To
the best of our knowledge, it is the first lower bound for product testing in the binary setting.
Our construction is similar to the lower bound for uniformity testing of [8].

▶ Theorem 26. Every ε-test for Product must make at least Ω
(√

n/ε2)
subcube queries.

We generalize our upper bound for equivalence testing to strings of size n over larger
alphabets. Our result is incomparable with the previously known result of Õ( n5

ε5 log log |Ω|) [4].
Note that the cited result refers to strings over a single alphabet (that is, Ωn), whereas our
result refers to strings over mixed alphabets (that is,

∏n
i=1 Ωi). Additionally, our result is

more efficient when |Ω| is not very large with respect to n.

▶ Theorem 40. Let µ and τ be two distributions over
∏n

i=1 Ωi, where Ω1, . . . , Ωn are all
finite. If µ is accessible through the marginal prefix oracle and τ is accessible through the prefix
oracle, then we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ(

∑n
i=1 log2 |Ωi|/ε2)

queries.

We apply the same generalization for product testing as well. In the binary setting, it
also improves on the previously known result of Õ(n2/ε2) [4].

▶ Theorem 45. Let µ be a distribution over
∏n

i=1 Ωi. For every 0 < ε < 1, we can distinguish
between the case where µ is a product distribution and the case where it is ε-far from every
product distribution at the cost of Õ(

∑n
i=1 log |Ωi|/ε2) subcube queries. Moreover, if |Ωi| = 2

for every 1 ≤ i ≤ n, then all these queries are prefix queries.

4 Preliminaries

For brevity, for m ∈ N we let [m] denote the set {1, . . . , m}.

▶ Definition 1 (Bernoulli distribution). Let 0 ≤ p ≤ 1. The Bernoulli distribution with
parameter p, denoted by Ber(p), is the distribution over {0, 1} whose probability to draw 1 is
p.

▶ Definition 2 (Conditional distribution). Let µ be a distribution over Ω, and let B ⊆ Ω be
an event. The corresponding conditional distribution is denoted by µ|B and is defined by
µ|B(x) = 0 for x /∈ B and µ|B(x) = µ(x)/ Prµ[B] for x ∈ B.

▶ Definition 3 (Index-restricted distribution). Let µ be a distribution over
∏n

i=1 Ωi, and let
I ⊆ [n] be a set of indices. We use µ|I to denote the distribution that draws x ∼ µ, and
returns the restricted string x|I ∈

∏
i∈I Ωi.

Note that the correct way to parse the overloaded notation µ|BI is “(µ|B)|I”, that is, we
first apply the condition and then restrict the indices.

▶ Definition 4 (Common statistical divergence measures). Let µ and τ be two distributions
over a finite set Ω. We use two well known divergence measures, namely the total-variation
distance dTV(µ, τ) = 1

2
∑

x∈Ω |µ(x)− τ(x)| = maxE⊆Ω |µ(E)− τ(E)| and the KL-divergence
DKL(µ, τ) = Ex∼µ

[
log2

µ(x)
τ(x)

]
.
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Here we define the query model for distributions over binary strings. The definitions for
general alphabets appear in Section 8.

▶ Definition 5 (Subcube oracle access). Let µ be an unknown distribution over {0, 1}n. The
subcube oracle has a set I ⊆ [n] and a string w ∈ {0, 1}I as input, and its output distributes
as µ|xI =w. For technical reasons, if Prµ[xI = w] = 0, then the oracle indicates an error.
Note that the answers of the oracle are fully independent of the answers that were given to
previous queries.

We note that the “error behavior” in the above definition does not really affect our results,
since all our upper bounds use only restrictions to guaranteed positive probability outcomes,
while our lower bounds use distributions that have no zero-probability elements.

▶ Definition 6 (Prefix oracle access). Let µ be an unknown distribution over {0, 1}n. The
prefix oracle is a restricted case of the subcube oracle, where I = [k] for some 0 ≤ k ≤ n− 1.

▶ Definition 7 (Marginal subcube oracle access). Let µ be an unknown distribution over
{0, 1}n. The marginal subcube oracle has a set I ⊆ [n], an index i ∈ [n] \ I and a string
w ∈ {0, 1}I as input, and its output is a single bit that distributes as µ|xI =w

i . For technical
reasons, if Prµ[xI = w] = 0, then the oracle indicates an error.

▶ Definition 8 (Marginal prefix oracle access). Let µ be an unknown distribution over {0, 1}n.
The marginal prefix oracle is a restricted case of the marginal subcube oracle, where I =[i−1].

We now define the interval querying model for which we derive a new bound.

▶ Definition 9 (Interval oracle access). Let µ be an unknown distribution over [N ]. The
interval oracle has two elements 1 ≤ a ≤ b ≤ N as input, and its output distributes as
µ|{a,...,b}.

We next define our properties for distributions over general alphabet strings, and what it
means to test for a property.

▶ Definition 10 (Equivalence). A pair of distributions µ, τ over
∏n

i=1 Ωi belongs to the
equivalence property if µ = τ . The distance of a given pair (µ, τ) from Equivalence is
explicitly defined as dTV(µ, τ) instead of the natural infν(dTV(µ, ν) + dTV(τ, ν)). The two
quantities are easily seen to be identical using the triangle inequality.

▶ Definition 11 (Product). A distribution µ over
∏n

i=1 Ωi is called a product distribution
if there exist distributions µ1, . . . , µn over Ω1, . . . , Ωn respectively, for which µ ∼ µ1×· · ·×µn.
We denote by Product the set of all product distributions over

∏n
i=1 Ωi.

▶ Definition 12 (ε-test). For some property P of distributions (which is a set of distributions)
and ε > 0, we say that an algorithm A is an ε-test for P if:

For every input distribution µ ∈ P, A accepts with probability at least 2
3 .

For every input distribution µ for which dTV(µ, ν) > ε for all ν ∈ P, A rejects with
probability at least 2

3 .

5 Linear algorithm for Equivalence

To construct our improvement on the algorithm of [4], we first define some templates for
analyzing and comparing differences between distributions.

APPROX/RANDOM 2024
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▶ Definition 13 (Single-bit divergence). We call d : [0, 1] × [0, 1] → [0,∞) a single-bit
divergence if:

For every p, q ∈ [0, 1], d(p, q) = 0 if and only if p = q (Positivity).
For every p′ ≤ p ≤ q ≤ q′, d(p, q) ≤ d(p′, q′) and d(q, p) ≤ d(q′, p′) (Monotonicity).

Three useful single-bit divergences are TV(p, q) = |p−q|, KL(p, q) = p log2
p
q +(1−p) log2

1−p
1−q

and χ2(p, q) = (p−q)2

(p+q)(2−(p+q)) . Note that all three are derived from their probability-theoretic
counterparts for Ber(p) and Ber(q). We have two motivations to prefer this non-standard
form of χ2: first, the symmetry matches the idea of two unknown distributions, which is not
the case in standard χ2-tests, and second, it is bounded by 1, which makes the analysis more
similar to total-variation distance than to KL-divergence.

▶ Definition 14 (Slice-wise divergence). Let d be a single-bit divergence. For every n and
two distributions τ , µ over {0, 1}n, the slice-wise divergence of τ and µ with respect to d is:

∆d(τ, µ) =
n∑

i=1
E

w∼τ

[
d(τ |x[i−1]=w[i−1]

i (1), µ|x[i−1]=w[i−1]
i (1))

]
(note that the d-divergence is fed the probabilities of the two single-bit distributions to draw 1).

Recall the Õ(n5/poly(ε)) algorithm of [4], which is actually Õ(n2/ε2) for the binary
setting. As a motivation, the paper uses (and has a self-contained proof of) the following
bound:

dTV(τ, µ) ≤
n∑

i=1
E

w∼τ

[
dTV(τ |x[i−1]=w[i−1]

i , µ|x[i−1]=w[i−1]
i )

]
= ∆TV(τ, µ)

The algorithm then distinguishes between ∆TV(τ, µ) = 0 (which always holds if τ = µ) and
∆TV(τ, µ) > ε (which always holds if dTV(τ, µ) > ε).

To improve their test, inside the slice-wise divergence expression we substitute the single-
bit total-variation distance with the single-bit χ2-distance, and analyze the more convenient
∆χ2(τ, µ).

The following is immediate, and in fact holds for every slice-wise divergence:

▶ Observation 15. Let τ , µ be two distributions over {0, 1}n. If τ = µ then ∆χ2(τ, µ) = 0.

The following lemma, which we prove in Subsection 5.1, provides the conversion from the
total variation distance to the slice-wise chi-square divergence.

▶ Lemma 16. Let τ , µ be two distributions over {0, 1}n. If τ ≠ µ, then ∆χ2(τ, µ) ≥
(dTV(τ,µ))2

24 log(2n/dTV(τ,µ)) .

The following lemma, which we prove in Section 7, states that we can distinguish between
single bit distributions using linearly many samples with respect to the inverse of their
χ2-divergence.

▶ Lemma 17. Let p, q ∈ [0, 1] be two probabilities. Given unconditional sampling access to
Ber(p) and Ber(q), we can distinguish, with probability 2

3 , between the case where p = q and
the case where χ2(p, q) > ε, at the cost of O(1/ε) samples from each of them.

We use a common variant of the Levin’s work balance method:



T. Adar, E. Fischer, and A. Levi 48:7

▶ Lemma 18 ([16], optimization exercise in [13]). Let X be a non-negative random variable
that is bounded by 1. Assume that there exists some random variable Y such that for
every y ∈ supp(Y ) and every ε′ > 0, we can distinguish between E[X|Y = y] = 0 and
E[X|Y = y] > ε′ using some black-box algorithm whose resource cost is O(1/ε′). Also,
assume that we can draw independent unconditional samples from Y at resource cost O(1)
per sample. Then we can distinguish between E[X] = 0 and E[X] > ε at a total resource cost
of O(ε−1 log2(1/ε)).

Using the above we can efficiently detect a large slicewise χ2 divergence between two
distributions.

▶ Lemma 19. Let τ , µ be two distributions over {0, 1}n. Then for every ρ > 0, we can
distinguish between ∆χ2(τ, µ) = 0 and ∆χ2(τ, µ) > ρ using O( n

ρ log2 n
ρ ) prefix queries.

Proof. We normalize the divergence:

1
n

∆χ2(τ, µ) = 1
n

n∑
i=1

E
w∼τ

[
χ2(τ |x[i−1]=w[i−1]

i (1), µ|x[i−1]=w[i−1]
i (1))

]
= E

w∼τ
i∼[n]

[
χ2(τ |x[i−1]=w[i−1]

i (1), µ|x[i−1]=w[i−1]
i (1))

]
Then we apply Levin’s method, Lemma 18, with the following input. Y is a random

variable that receives a value (i, w) where i is uniformly drawn from [n] and w is drawn from
τ (independently of i). The parameter ε is set to ρ/n, and the random variable X is defined
as a function of Y = (i, w) (meaning that it is constant when conditioned on a specific value
of Y ) by

X(i, w) = χ2 (
µ|x[i−1]=w[i−1]

i (1), τ |x[i−1]=w[i−1]
i (1)

)
The distinction between the cases X(Y ) = 0 and X(Y ) > ε′ is performed using O(1/ε′)
many queries (our resource cost) through the single-bit χ2-test of Lemma 17. ◀

Our main theorem follows immediately from the above statements:

▶ Theorem 20. Let τ , µ be two distributions over {0, 1}n, where τ is accessible through the
prefix oracle access and µ is accessible through the marginal prefix oracle access. For every
ε > 0 we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ(n/ε2) queries.

Proof. Apply Lemma 19 using ρ = ε2

24 log(2n/ε) . Completeness follows from Observation 15
and soundness follows from Lemma 16. ◀

▶ Corollary 21. Let τ , µ be two distributions over {1, . . . , N}, both accessible through the
interval oracle. Then we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ((log N)/ε2)
queries.

Proof. Without loss of generality, assume that N = 2ℓ for some integer ℓ (otherwise we
just pad the two distributions with zero-probability elements). For every i ≥ 0, let bini :
{0, . . . , 2i−1} → {0, 1}i and unbini : {0, 1}i → {0, . . . , 2i−1} be the mappings between small
integers and their representation as i-bit strings. That is, unbini(x1, . . . , xi) =

∑i
j=1 2i−jxi

and bini = (unbini)−1.
To apply our equivalence algorithm on distributions over [N ], every t ∈ [N ] is interpreted

as an ℓ-bit string (using the map t → binℓ(t − 1)). Then every prefix query τ |x|[i−1]=w

(respectively µ|x|[i−1]=w) is simulated using the interval query τ |{a,...,b} (respectively µ|{a,...,b}),
where a = 2N−iunbini−1(w)+1 and b = 2N−i(unbini−1(w)+1). Since the simulated algorithm
uses Õ(ℓ/ε2) prefix queries, the simulation uses Õ((log N)/ε2) interval queries. ◀
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5.1 Proof of Lemma 16
The proof works by comparing the TV-distance and the slice-wise chi-square divergence with
the KL-divergence, which is equal to its slice-wise version as per the following lemmas.

▶ Lemma 22 (Basic chain rule for DKL, folklore). Let µ and τ be distributions over Ω. Then
for every random variable X : Ω→ R, we have the equality DKL(µ, τ ) = DKL(X(µ), X(τ)) +
Ex∼X(τ)

[
DKL

(
µ|X=x, τ |X=x

)]
.

▶ Lemma 23 (Chain rule for DKL, repeated form). Let µ and τ be distributions over {0, 1}n.
Then DKL(µ, τ) =

∑n
i=1 Ew∼µ

[
DKL(µ|x[i−1]=w[i−1]

i , τ |x[i−1]=w[i−1]
i )

]
= ∆KL(µ, τ).

Proof. We obtain this result by repeatedly applying the basic chain rule using induction. ◀

The following technical lemma, proved in Section 7, provides some connection between
the chi-square distance and the KL-divergence of Bernoulli distributions.

▶ Lemma 24. Let p, q ∈ [0, 1]. Then χ2(p, q) ≥ 1
12 KL(p, q)/ log max{ 1

q , 1
1−q}.

At this point we prove a version of Lemma 16 for a parameterized restricted case. We
then reduce the general case to this lemma using an appropriate parameter. We note here
that if we were to use the following parameterized lemma directly instead of Lemma 16, we
would have obtained a direct generalization of the binary setting part of [5, Theorem 4.1].

▶ Lemma 25. Let 0 < q < 1
2 . Assume that for every 1 ≤ i ≤ n and for every condition

w ∈ {0, 1}i−1, the prefix marginal µ|x[i−1]=w

i is equivalent to τ |x[i−1]=w

i or equivalent to
Ber(pi,w) for some q ≤ pi,w ≤ 1− q (or both). Then ∆χ2(τ, µ) ≥ 1

6 (dTV(τ, µ))2/ log q−1.

Proof. By Pinsker’s inequality and Lemma 23 we obtain:

2(dTV(τ, µ))2 ≤ DKL(τ, µ) =
n∑

i=1
E

w∼τ

[
KL

(
τ |x[i−1]=w[i−1]

i (1), µ|x[i−1]=w[i−1]
i (1)

)]
By our assumption, for every 1 ≤ i ≤ n, if DKL(τ |x[i−1]=w[i−1]

i , µ|x[i−1]=w[i−1]
i ) ̸= 0 then the

probability of µ|x[i−1]=w[i−1]
i to draw 1 is between q and 1− q. By Lemma 24 we obtain:

2(dTV(τ, µ))2 ≤
n∑

i=1
E

w∼τ

[
χ2 (

τ |x[i−1]=w[i−1]
i (1), µ|x[i−1]=w[i−1]

i (1)
)
· 12 log q−1]

That is,

(dTV(τ, µ))2

6 log q−1 ≤
n∑

i=1
E

w∼τ

[
χ2 (

τ |x[i−1]=w[i−1]
i (1), µ|x[i−1]=w[i−1]

i (1)
)]

= ∆χ2(τ, µ) ◀

We could bound the KL-divergence of single bits using the χ2 distance only because we
assumed that the marginal probabilities of µ are not too close to 0 or 1 (unless they are
equal to their counterparts in τ). In the general case we cannot assume it, hence we need to
instead consider a distribution µ′ which is close to µ while satisfying this assumption.

We consider µ as a “probability tree”, where the root represents the empty string,
every edge represents an additional bit, and every leaf represents a complete sample. This
tree (and hence the distribution µ) is fully determined using probabilities of the form
Prx∼µ[xi = 1|x[i−1] = w], where 1 ≤ i ≤ n and w ∈ {0, 1}i−1.
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We construct another distribution µ′ based on such a tree pattern. For every 1 ≤ i ≤ n

and w ∈ {0, 1}i−1, we set Prx∼µ′ [xi = 1|x[i−1] = w] as follows:

min
{

dTV(τ, µ)
2n

, Pr
x∼τ

[xi = 1|x[i−1] = w]
}

if Pr
x∼µ

[xi = 1|x[i−1] = w] <
dTV(τ, µ)

2n

1−min
{

dTV(τ, µ)
2n

, Pr
x∼τ

[xi = 0|x[i−1] = w]
}

if Pr
x∼µ

[xi = 1|x[i−1] = w] > 1− dTV(τ, µ)
2n

Pr
x∼µ

[xi = 1|x[i−1] = w] otherwise

Observe that for every 1 ≤ i ≤ n and w ∈ {0, 1}i−1, dTV
(
µ|x[i−1]=w

i , µ′|x[i−1]=w

i

)
≤ dTV(τ,µ)

2n .
Hence, dTV(µ, µ′) ≤ ∆TV(µ, µ′) ≤ 1

2 dTV(τ, µ). By the triangle inequality, dTV(τ, µ′) ≥
1
2 dTV(τ, µ).

Since the assumptions of Lemma 25 hold for µ′ (with q = 1
2n dTV(τ, µ)), we can now

conclude the proof of Lemma 16:

∆χ2(τ, µ) =
n∑

i=1
E

w∼τ

[
χ2 (

τ |x[i−1]=w[i−1]
i (1), µ|x[i−1]=w[i−1]

i (1)
)]

[Monotonicity of χ2] ≥
n∑

i=1
E

w∼τ

[
χ2 (

τ |x[i−1]=w[i−1]
i (1), µ′|x[i−1]=w[i−1]

i (1)
)]

[Lemma 25 with q = 1
2n dTV(τ, µ)] ≥ (dTV(τ, µ′))2

/
6 log 2n

dTV(τ, µ)

[dTV(τ, µ′) ≥ 1
2 dTV(τ, µ)] ≥ (dTV(τ, µ))2

/
24 log 2n

dTV(τ, µ) ◀

6 Lower bound for Product

This section is devoted to the following lower bound:

▶ Theorem 26. Every ε-test for Product must make at least Ω
(√

n/ε2)
subcube queries.

Let πn denote the uniform distribution over {0, 1}n. We show that distinguishing between
πn (which is in particular a product distribution) and a distribution that is ε-far from every
product distribution requires Ω̃(

√
n/ε2) many queries.

Before we present our construction, we cite the corresponding lower bound for uniformity
of a product distribution [8]:

▶ Lemma 27 ([8]). Let N be the following distribution over inputs: draw b1, . . . , bn ∼
{+1,−1} uniformly and independently, and return the distribution

∏n
i=1 Ber

(
1
2 + bi

ε√
n

)
.

Then the drawn input is always Ω(ε)-far from πn, and any unconditional sampling algorithm
that distinguishes between inputs drawn from N and πn must take at least Ω(

√
n/ε2) many

samples.

In our construction, instead of adding a random bias for each coordinate, we partition the
coordinates into pairs, and in each pair introduce a random “anti-product bias” as follows.

For b ∈ {0, +1,−1}, let νb be the following distribution over {0, 1}2:

νb(00) = 1
4 + bi

ε√
n

νb(01) = 1
4 − bi

ε√
n

νb(10) = 1
4 − bi

ε√
n

νb(11) = 1
4 + bi

ε√
n

That is, ν0 is the uniform distribution over two bits, and ν+1, ν−1 are non-product distribu-
tions over two bits.
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Let Y be the distribution over inputs that always returns the uniform distribution over
{0, 1}n, and let N be the following distribution over “bad” inputs over {0, 1}n: we partition
[n] into fixed pairs (for example, (2i− 1, 2i) for every 1 ≤ i ≤ ⌊n/2⌋). For every pair we draw
bi ∈ {+1,−1} uniformly and independently. The distribution of the ith pair is νbi . All pairs
are independent of each other. We assume that n is even, since for an odd n we can just
assume that the nth bit is distributed uniformly and independently of the rest.

The following lemma, whose proof appears in Section 10, states that N always draws a
distribution far from Product.

▶ Lemma 28. Every input distribution drawn from N is Ω(ε)-far from any product distribu-
tion.

We now prove the indistinguishability of N from the uniform distribution, starting with
the sampling model, to which we later show a reduction from the subcube conditional model.

▶ Lemma 29. An unconditional sampling algorithm that distinguishes between the uniform
distribution and inputs that are drawn from N must make Ω(

√
n/ε2) many queries.

Proof. Without loss of generality, assume that n is even. Consider the following bijection
over {0, 1}2: (x, y)→ (x⊕ y, y). For b ∈ {+1, 0,−1}, Let ν′

b be the distribution that draws
(x, y) ∼ νb and returns (x⊕ y, y). Observe that ν′

b is identical to the product distribution
Ber( 1

2 + 2bε√
n

) × Ber( 1
2 ). Let f : {0, 1}n → {0, 1}n be a bijection that applies the above

mapping for every pair individually.
Let N ′ be the distribution over inputs that draws µ ∼ N , and then returns the distribution

that draws x ∼ µ and returns f(x). Note also that the distribution that drawn x ∼ πn and
returns f(x) is identical to πn. Since f is a bijection, this means that the number of samples
needed to distinguish between the uniform distribution and N is exactly the same as the
number of samples needed to distinguish between the uniform distribution and N ′.

Note that the form of a distribution resulting from N ′ is
∏n/2

i=1

(
Ber

(
1
2 + 2biε√

n

)
× Ber

( 1
2
))

.
The restriction of N ′ to odd indexes is identical to the construction of Lemma 27 (with
parameters

√
2ε and n/2), which requires at least Ω(

√
n/ε2) many unconditional samples to

distinguish between it and the uniform distribution. Hence, this is also a lower bound for
the number of samples needed to distinguish between the uniform distribution and inputs
drawn from N . ◀

▶ Lemma 30. Let b ∈ {0, +1,−1}. Then for every subcube restriction q ∈ {0, 1, ∗}2, we can
simulate a q-conditioned sample from νb by drawing a single unconditional sample from νb,
without having any knowledge about b.

Proof. Let q ∈ {0, +1, ∗}2 and let b ∈ {0, +1,−1}. We first draw an unconditional sample
x ∼ νb. There are three kinds of subcube restrictions:

Trivial: q ∈ {00, 01, 10, 11}. To simulate such a query, we simply return q, ignoring the
unconditional sample we have.
Unconditional: q = ∗∗. To simulate such a query, we simply return x.
Single restriction: q ∈ {0∗, 1∗, ∗0, ∗1}. We denote the parity of x by p = x|1 ⊕ x|2, and
construct the output as the concatenation of the two bits out1 and out2, based on the
following table:

q 0∗ 1∗ ∗0 ∗1
out1 0 1 p 1⊕ p

out2 p 1⊕ p 0 1
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The correctness of the output in the trivial case and the unconditional case is trivial. We
prove the correctness of the single-restriction case only for q = 0∗, since the other cases are
analogous.

Pr
νb

[00|0∗] = Prνb
[00]

Prνb
[0∗] =

1
4 + biε√

n

1
4 + biε√

n
+ 1

4 −
biε√

n

= 1
2 +2 biε√

n
= Pr

νb

[00∨11] = Pr
x∼νb

[x|1⊕x|2 = 0] ◀

At this point we can prove Theorem 26.

Proof of Theorem 26. By Lemma 28, N draws an input distribution that is Ω(ε)-far from
any product distribution. Observe that since the structure of the pairs is known in advance
and since they are independent, we can simulate every q-subcube-query algorithm using a
q-unconditional-sample algorithm: for each query we draw a single sample and then use the
simulation procedure of Lemma 30 for every pair in itself.

Since an unconditional test requires Ω(
√

n/ε2) queries to distinguish inputs drawn from
N from the uniform distribution by Lemma 29, and every subcube query to the uniform
distribution or an input drawn from N can be simulated using a single unconditional query,
the lower bound holds for subcube algorithms as well. ◀

7 Technical proofs for Equivalence testing

Here we prove the lemmas deferred from Section 5. We start with some helper lemmas.

▶ Lemma 31. Let 0 ≤ p ≤ q ≤ 1 for which p + q ≤ 1 and let X be the sum of N independent
bits drawn from Ber(p). Then,

Pr[X ≥ 1
2(p + q)N ] ≤ e− 1

12 χ2(p,q)

Proof. Let δ = q − p. If δ ≤ 2p then by Chernoff’s bound:

Pr[X ≥ 1
2(p + q)N ] = Pr[X ≥ (1 + δ

2p
) E[X]]

≤ e
− δ2

12p2 pN = e− δ2
12p N ≤ e− (p−q)2

12(p+q)(2−(p+q)) N = e− 1
12 χ2(p,q)N

If δ > 2p then:

Pr[X ≥ 1
2(p + q)N ] = Pr[X ≥ (1 + δ

2p
) E[X]]

≤ e− δ
6p pN = e− δ

6 N ≤ e− (q−p)2
6(p+q) ≤ e− 1

12 χ2(p,q)N ◀

▶ Lemma 32. Let 0 ≤ p ≤ q ≤ 1 for which p + q ≤ 1 and let X be the sum of N independent
bits drawn from Ber(q). Then,

Pr[X ≤ 1
2(p + q)N ] ≤ e− 1

8 χ2(p,q) ≤ e− 1
12 χ2(p,q)

Proof. Let δ = q − p ≤ q. By Chernoff’s bound:

Pr[X ≤ 1
2(p + q)N ] = Pr[X ≤ (1− δ

2q
) E[X]]

≤ e
− δ2

8q2 qN = e− δ2
8q N ≤ e− (p−q)2

8(p+q)(2−(p+q)) N = e− 1
8 χ2(p,q)N ◀
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▶ Lemma 33. Let p, q ∈ [0, 1]. Let X be the sum of N independent bits drawn from Ber(p)
and Y be the sum of N independent bits drawn from Ber(q). Then, with probability at least(

1− e− 1
12 χ2(p,q)N

)2
, the sign of X − Y matches the sign of p− q.

Proof. Without loss of generality, p + q ≤ 1 (otherwise use 1− q and 1− p instead of p and
q, noting that d(1− q, 1− p) = d(p, q) and that the sign of (1− q)− (1− p) matches the sign
of p− q).

If p = q then the lemma is vacuously correct. If p < q, then by Lemma 31,

Pr[X − Y < 0] = Pr[X < Y ] ≥ Pr[X <
1
2(p + q)N ] Pr[Y >

1
2(p + q)N ]

≥
(

1− e
1

12 χ2(p,q)N
)2

The case where p > q is analogous, using Lemma 32. ◀

We recall and prove Lemma 17:

▶ Lemma 17. Let p, q ∈ [0, 1] be two probabilities. Given unconditional sampling access to
Ber(p) and Ber(q), we can distinguish, with probability 2

3 , between the case where p = q and
the case where χ2(p, q) > ε, at the cost of O(1/ε) samples from each of them.

Proof. We repeat the following procedure 64 times: let N = ⌈24/ε⌉. Also, let X be the sum
of N independent samples drawn from Ber(p) and Y be the sum of N independent samples
drawn from Ber(q). To conclude a single trial we check whether A > B or A < B (or neither)
holds.

Let A be the number of trials with X > Y and B be the number of trials with X < Y .
If |A|, |B| ≤ 40 we accept (p = q), and otherwise we reject (χ2(p, q) > ε).

If p = q, then by symmetry, E[X < Y ] = E[X > Y ] ≤ 1
2 . That is, E[A] = E[B] ≤ 32. By

Chernoff’s bound, Pr[A ≥ 41] < e−2·92/64 < 1
6 and Pr[B ≥ 41] < 1

6 . Hence, the probability
to accept is at least 1− 2

6 = 2
3 .

If χ2(p, q) > ε, then by Lemma 33, one of Pr[X < Y ] and Pr[X > Y ] is at least
(1− e− 1

12 χ2(p,q)N )2 ≥ (1− e−2)2 > 0.74. Without loss of generality, we assume that p < q.
In this case, E[A] > 47.36. By the Chernoff bound, the probability to reject is at least
1− Pr[A ≤ 40] ≥ 1− e−2·7.362/64 > 2

3 . ◀

▶ Lemma 34 (Well known). For p, q ∈ [0, 1], KL(p, q) ≤ (p−q)2

q(1−q) . More formally, in (0, 1)×
(0, 1), the ratio between these expressions is a non-negative continuous function that is
bounded by 1.

▶ Lemma 35 (Direct corollary). Let p, q ∈ [0, 1]. If p = aq for some real a, then

KL(aq, q) ≤ (a− 1)2

1− q
q

Finally, we recall and prove Lemma 24:

▶ Lemma 24. Let p, q ∈ [0, 1]. Then χ2(p, q) ≥ 1
12 KL(p, q)/ log max{ 1

q , 1
1−q}.

Proof. We actually prove that χ2(p, q)/KL(p, q) ≥ 1
12 log max{ 1

q , 1
1−q } for every p ∈ [0, 1] and

q ∈ (0, 1). For the edge cases of q (which we do not use in our proofs anyway except when
p = q), the bound remains correct by considering the limit of KL(p, q)/ log max{ 1

q , 1
1−q}.
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Without loss of generality, q ≤ 1
2 . We can assume so since χ2(p, q) = χ2(1 − p, 1 − q),

KL(p, q) = KL(1− p, 1− q) and max{log 1/q, log 1/(1− q)} = max{log 1/(1− q), log 1/(1−
(1− q))}. Based on this assumption it is sufficient to show that χ2(p,q)

KL(p,q) ≥
1

12 log q−1 .
Let a = p/q (0 < a ≤ 1/q). If a ≥ 2:

χ2(aq, q) ≥ (a− 1)2

2(a + 1)q

KL(aq, q) ≤ p log p

q
≤ a log q−1 · q

χ2(aq, q)
KL(aq, q) ≥ (a− 1)2

2a(a + 1) log q−1 ≥
1

12 log q−1

If a ≤ 2:

χ2(aq, q) ≥ (a− 1)2

2(a + 1)q

KL(aq, q) ≤ (a− 1)2

1− q
q

χ2(aq, q)
KL(aq, q) ≥ 1− q

2(a + 1) ≥
1

12 log q−1

where the very last inequality uses the assumption that q ≤ 1
2 . ◀

8 Extending the Equivalence test to general alphabets

We extend the definitions of the prefix oracle to non-binary settings.

▶ Definition 36 (Subcube oracle access in non-binary strings). Let µ be an unknown distribution
over

∏n
i=1 Ωn, where Ω1, . . . , Ωn are all finite. The subcube oracle has as input a tuple

(A1, . . . , An) where Ai ⊆ Ωi for every 1 ≤ i ≤ n. The output distributes as µ|
∏n

i=1
Ai . For

technical reasons, if Prµ[
∏n

i=1 Ai] = 0, then the oracle indicates an error. Note that the
answers of the oracle are fully independent of the answers that were given to previous queries.

In the corresponding definition for a prefix oracle, we still demand that until the “break-off
index” i all conditions force single outcomes from the sets Ωj , while after the break-off index
there are no restrictions at all. However, at index i we allow conditions to any subset of Ωi

to take place. There is no such distinction in the binary case, where |Ωi| = 2 and hence all
non-trivial conditions are to a single outcome.

▶ Definition 37 (Prefix oracle access in non-binary settings). Let µ be an unknown distribution
over

∏n
i=1 Ωn, where Ω1, . . . , Ωn are all finite. The input of the prefix oracle consists of

an index 1 ≤ i ≤ n, which we refer to as the index of the prefix, elements aj ∈ Ωj for
every 1 ≤ j ≤ i − 1, and a condition A ⊆ Ωi. The output of the oracle distributes like
µ|{x:xi∈A∧x1=a1,...,xi−1=ai−1}.

▶ Definition 38 (Marginal subcube oracle access in non-binary settings). Let µ be an unknown
distribution over

∏n
i=1 Ωn, where Ω1, . . . , Ωn are all finite. The marginal subcube oracle has

as input an index i and a tuple (A1, . . . , An) where Aj ⊆ Ωj for every 1 ≤ j ≤ n. The output

distributes as µ|
∏n

j=1
Aj

i . For technical reasons, if Prµ[
∏n

i=1 Ai] = 0, then the oracle indicates
an error.
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▶ Definition 39 (Marginal prefix oracle access in non-binary settings). Let µ be an unknown
distribution over

∏n
i=1 Ωn, where Ω1, . . . , Ωn are all finite. The input of the marginal prefix

oracle consists of an index 1 ≤ i ≤ n, which we refer to as the index of the prefix, elements
aj ∈ Ωj for every 1 ≤ j ≤ i− 1, and a condition A ⊆ Ωi. The output of the oracle distributes
like µ|{x:xi∈A∧x1=a1,...,xi−1=ai−1}

i .

Based on these definitions, we state Theorem 40:

▶ Theorem 40. Let µ and τ be two distributions over
∏n

i=1 Ωi, where Ω1, . . . , Ωn are all
finite. If µ is accessible through the marginal prefix oracle and τ is accessible through the prefix
oracle, then we can distinguish between τ = µ and dTV(τ, µ) > ε using Õ(

∑n
i=1 log2 |Ωi|/ε2)

queries.

Before we prove Theorem 40, we need the following.

▶ Lemma 41 (Binary form of a composite distribution). Let µ be a distribution over
∏n

i=1 Ωi,
where Ω1, . . . , Ωn are non-empty finite sets. There exists a distribution µ∗ over the set
{0, 1}

∑n

i=1
⌈log2 |Ωi|⌉ that is equivalent to µ up to relabeling, for which every subcube (respect-

ively prefix) query to µ∗ can be simulated using a single subcube (respectively prefix) query
to µ, and every marginal subcube (respectively prefix) query to µ∗ can be simulated using a
single marginal subcube (respectively prefix) query to µ.

Proof. For every 1 ≤ i ≤ n, let fi : Ωi → {0, 1}⌈log2 |Ωi|⌉ be an arbitrary injective function
from Ωi to {0, 1}⌈log2 |Ωi|⌉. Let f :

∏n
i=1 Ωi → {0, 1}

∑n

i=1
⌈log2 |Ωi|⌉ be the concatenation

of these mappings. More precisely, f((x1, . . . , xn)) = concatenate(f1(x1), . . . , fn(xn)). Let
N =

∑n
i=1 ⌈log2 |Ωi|⌉.

For every 1 ≤ i ≤ n, we define a projection function gi : {0, 1}
∑n

j=1
⌈log2 |Ωi|⌉ → Ωi by

gi(x) = (fi)−1
(

x|{∑i−1
j=1

⌈log2 |Ωj |⌉+1,...,
∑i

j=1
⌈log2 |Ωj |⌉}

)
where gi(x) is defined arbitrarily if the corresponding binary string is not in fi’s image, as
this will be a zero-probability event. Observe that for every (x1, . . . , xn) ∈

∏n
i=1 Ωi and for

every 1 ≤ i ≤ n, xi = gi(f(x1, . . . , xn)).
Let µ∗ be the distribution over {0, 1}

∑n

i=1
⌈log2 |Ωi|⌉ that draws x ∼ µ and returns f(x).

Since f is an injective function, µ∗ is equivalent to µ up to relabeling.
For simulating subcube queries consider some I∗ ⊆ [N ] and w∗ ∈ {0, 1}I∗ . For every 1 ≤

i ≤ n and x∗ ∈ {0, 1}N , let xi = gi(x∗) (that is, we decompose x∗ using x∗ = f(x1, . . . , xn)).
Also, for every 1 ≤ i ≤ n, let Ai(I∗, w∗) =

{
gi(s∗) : s∗ ∈ {0, 1}N ∧ s∗|I∗ = w∗}

. Based on
this composition, we obtain:

{
x∗ ∈ {0, 1}N : x∗|I∗ = w∗}

=
{

f(x1, . . . , xn) :
n∧

i=1
(xi ∈ Ai(I∗, w∗))

}

The last expression is the f -image of all elements in the µ-subcube condition
∏n

i=1 Ai(I∗, w∗).
Hence, every subcube query of µ∗ can be simulated using a single subcube query to µ.

Observe that this construction preserves prefix queries. That is, if a subcube query to µ∗

is a prefix query, then the simulated subcube query to µ is a prefix query as well. Note that
this argument holds for marginal queries as well, since we can extract the relevant bit of the
sampled coordinate. ◀

Theorem 40 now follows.



T. Adar, E. Fischer, and A. Levi 48:15

Proof of Theorem 40. Let µ and τ be two distributions over
∏n

i=1 Ωi, where Ω1, . . . , Ωn

are all finite. We use Lemma 41 to define two distributions µ∗, τ∗ that are identical to µ, τ

respectively up to relabeling (which is the same in both constructions). Based on this lemma:
dTV(τ∗, µ∗) = dTV(τ, µ), since µ∗, τ∗ are the same as µ, τ up to relabeling (which is the
same for both constructions µ→ µ∗ and τ → τ∗).
Every prefix query to τ∗ can be simulated using a single prefix query to τ .
Every marginal prefix query to µ∗ can be simulated using a single marginal prefix query
to µ.

Hence, we can distinguish between τ = µ and dTV(τ, µ) > ε using Theorem 20 with the input
(µ∗, τ∗, ε) by simulating every query to τ∗ or µ∗ through a single query to the corresponding
input distribution τ or µ. ◀

9 Upper bound for Product

We reduce a test for Product to a test for Equivalence, based on the following key
observation:

▶ Observation 42. Let µ be a distribution over
∏n

i=1 Ωi. If µ is ε-far from any product
distribution, then in particular it is ε-far from the product of its marginals,

∏n
i=1 µ|i.

In the binary setting, simulating a marginal prefix query to the product of marginals
is pretty straightforward and can be done using one unconditional query to µ, which is in
particular a prefix query:

▶ Observation 43. Let µ be a distribution over {0, 1}n, and let µ′ =
∏n

i=1 µ|i be the
product of µ’s marginals. Then we can simulate every marginal prefix query to µ′ using one
unconditional sample from µ (and keeping its ith entry).

In the general setting, we need the stronger subcube access. The reason is that when
taking a prefix marginal query at index i from the binary representation of µ′ =

∏n
j=1 µ|j , it

may be that that i is “in the middle” of the ⌈log |Ωj |⌉-bit representation of jth coordinate of
µ′, and then this query must translate to a non-trivial set Aj ⊆ Ωj when simulating it using
query access to µ.

▶ Observation 44. Let µ be a distribution over
∏n

i=1 Ωi, and let µ′ =
∏n

i=1 µ|i be the product
of µ’s marginals. Then we can simulate every marginal prefix query to µ′ using one subcube
query to µ.

At this point, we can prove Theorem 45.

▶ Theorem 45. Let µ be a distribution over
∏n

i=1 Ωi. For every 0 < ε < 1, we can distinguish
between the case where µ is a product distribution and the case where it is ε-far from every
product distribution at the cost of Õ(

∑n
i=1 log |Ωi|/ε2) subcube queries. Moreover, if |Ωi| = 2

for every 1 ≤ i ≤ n, then all these queries are prefix queries.

Proof. Let µ′ =
∏n

i=1 µ|i be the product of µ’s marginals. If µ is a product distribution then
µ′ = µ, and if µ is ε-far from every product distribution, then in particular dTV(µ, µ′) > ε.

Since µ is accessible through the subcube oracle, we can use Observation 44 to simulate
every marginal prefix query to µ′ at the cost of one subcube query to µ. If |Ωi| = 2 for
every 1 ≤ i ≤ n, then we can use an unconditional sample instead of a subcube query by
Observation 43.

Hence, we can reduce the ε-test of µ for Product to an ε-test of the equivalence of µ′

and µ, which we perform using Theorem 40. As noted above, this produces subcube queries
for general alphabets, and only prefix queries for the binary setting. ◀
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10 Technical proofs for the Product lower bound

Recall that we denote the uniform distribution over {0, 1}n by πn.
Before we prove Lemma 28, we need the following technical lemmas.

▶ Lemma 46. For a string y ∈ {0, 1}n, let C1(y) be the number of 1s in y. If n ≥ 70, then
Pry∼πn

[C1(y) > 1
2 n + 1

4
√

n] ≥ 1
4 .

Proof. We use the well-known bound
(

n
⌊n/2⌋

)
≤ 2n ·

√
2

πn (for all n ≥ 1) to obtain for n ≥ 70:

Pr
y∼πn

[∣∣∣∣C1(y)− 1
2n

∣∣∣∣ ≤ 1
4
√

n

]
=

⌊ 1
2 n+ 1

4
√

n⌋∑
k=⌈ 1

2 n− 1
4

√
n⌉

Pr
y∼πn

[C1(y) = k]

[Since
(

n
k

)
≤

(
n

⌊n/2⌋
)
] ≤

(
2 · 1

4
√

n + 1
)

2−n

(
n

⌊n/2⌋

)
≤

(
1
2
√

n + 1
) √

2√
πn
≤ 1

2

By symmetry reasons, if n ≥ 70 then:

Pr
y∼πn

[
C1(y) >

1
2n + 1

4
√

n

]
= 1

2 Pr
y∼πn

[∣∣∣∣C1(y)− 1
2n

∣∣∣∣ >
1
4
√

n

]
= 1

2

(
1− Pr

y∼πn

[∣∣∣∣C1(y)− 1
2n

∣∣∣∣ ≤ 1
4
√

n

])
≥ 1

4 ◀

▶ Lemma 47. Let 0 < δ < 1
4

√
n

and τ be a product distribution over {0, 1}n. For sufficiently
large n, if

∣∣Prτ [xi = 1]− 1
2
∣∣ > δ for every 1 ≤ i ≤ n, then the distance of τ from the uniform

distribution over {0, 1}n is at least 1
16 δ
√

n.

Proof. Without loss of generality, we can assume that Prτ [xi = 1] ≥ 1
2 for every 1 ≤ i ≤ n.

Otherwise, we can negate the “wrong” bits while preserving the distance from the uniform
distribution. Based on this assumption, we have a product distribution whose probability to
draw 1 at any individual index is at least 1+δ

2 .
Let τ ′ be the product distribution whose probability to draw 1 at any index is exactly

1+δ
2 . Observe that the distance of τ ′ from the uniform distribution is a lower bound of the

distance of τ from the uniform distribution.
Let y ∈ {0, 1}n be a string, and let C1(y) (respectively C0(y)) be the number of 1s

(respectively 0s) in y. If C1(y) ≥ 1
2 n + 1

4
√

n, then:

Prτ ′ [y]
Prπn [y] = (1 + δ)C1(y) · (1− δ)n−C1(y)

= (1 + δ)C1(y)−C0(y) · ((1 + δ)(1− δ))C0(y)

≥ (1 + δ)
√

n/2 · ((1 + δ)(1− δ)) 1
2 n− 1

4
√

n

= (1 + δ)
√

n/2 · (1− δ2) 1
2 n− 1

4
√

n

≥ (1 + δ)
√

n/2 · (1− δ2) 1
2 n

[(1 + a)b ≥ 1 + ab for b ≥ 1, |a| < 1] ≥
(

1 + 1
2δ
√

n

)
·
(

1− 1
2δ2n

)
[δ < 1

4
√

n
] ≥ 1 + 1

4δ
√

n
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In particular,

Pry∼τ ′
[
C1(y) > 1

2 n + 1
4
√

n
]

Pry∼πn

[
C1(y) > 1

2 n + 1
4
√

n
] ≥ 1 + 1

4δ
√

n

Since Pry∼πn

[
C1(y) > 1

2 n + 1
4
√

n
]
≥ 1

4 by Lemma 46, we obtain that dTV(τ ′, πn) ≥
1
4 δ
√

n · 1
4 = 1

16 δ
√

n. ◀

We recall and prove Lemma 28:

▶ Lemma 28. Every input distribution drawn from N is Ω(ε)-far from any product distribu-
tion.

Proof. Without loss of generality, we assume that n is even. Let b1, . . . , bn/2 ∈ {+1,−1} be
the parameters of the construction, that is, the drawn input is µ =

∏n/2
i=1 νbi

. Recall that for
b ∈ {+1,−1}, Prνb

[x1 = 1] = Prνb
[x2 = 1] = 1

2 and Prνb
[x1 ⊕ x2 = 1] = 1

2 −
2bε√

n
. We assume

that n is sufficiently large so that ⌊n/6⌋ satisfies the constraints of Lemma 47.
For a given product distribution τ , for every 1 ≤ i ≤ n/2, let:

δi,0 = Pr
τ

[x2i = 1]− 1
2

δi,1 = Pr
τ

[x2i−1 = 1]− 1
2

δi,2 = Pr
τ

[x2i ⊕ x2i−1 = 1]− 1
2

Let I0 be the set of indexes for which |δi,0| > ε
10

√
n

. Let I1 be defined analogously for δi,1,
and let I2 = [n/2] \ (I0 ∪ I1) be the set of all other indexes. Since |I0|+ |I1|+ |I2| = n/2, at
least one of them contains at least 1

6 n elements.

Case I. |I0| ≥ 1
6 n. Let I = {2i : i ∈ I0}. Observe that µ|I is uniform over {0, 1}n/2, since

µ is the product of n/2 independent distributions over pairs whose marginals are 1
2 , and

every pair contributes exactly one index. According to Lemma 47,

dTV(τ, µ) ≥ dTV(τ |I , µ|I) ≥ 1
16 ·

ε

10
√

n
·
√

1
6n = 1

160
√

6
ε >

1
400ε

Case II. |I1| ≥ 1
6 n. Completely analogous to Case I. Again dTV(τ, µ) > 1

400 ε.

Case III. |I2| ≥ 1
6 n. For every i ∈ I2, |δi,0|, |δi,1| ≤ ε

10
√

n
. Hence,

|δi,2| =
∣∣∣∣Pr

τ
[x2i−1 ⊕ x2i = 1]− 1

2

∣∣∣∣ =
∣∣∣∣(1

2 − δi,0

) (
1
2 + δi,1

)
+

(
1
2 + δi,0

) (
1
2 − δi,1

)
− 1

2

∣∣∣∣
= 2|δi,0||δi,1| ≤

ε2

50n

Let I = {2i : i ∈ I2} ∪ {2i− 1 : i ∈ I2} Let f : {0, 1}I → {0, 1}|I2| be the function that
maps every pair in I2 to its parity bit. In other words, for every i ∈ I2, the bits x2i−1, x2i are
mapped to a single bit x2i−1 ⊕ x2i. Let µ′ (respectively τ ′) be the distribution over {0, 1}|I2|

that draws a sample x ∼ µ (respectively x ∼ τ) and returns f(x). Observe that both µ′ and
τ ′ are product distributions over {0, 1}|I2|, since the pairs are independent and every pair is
mapped into a single bit.
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Note that dTV(τ ′, π|I2|) ≤ ∆TV(τ ′, π|I2|) =
∑|I2|

i=1 dTV (τ ′|i, Ber(1/2)) ≤ |I2| · ε2

50n ≤
1

50 ε2.
In µ′, by definition of the νbs, all marginals have the form 1

2 ±
ε√
n

, hence by Lemma 47,

dTV(µ′, π|I2|) ≥
1
16 ·

ε√
n
·
√

1
6n = ε

16
√

6
≥ 1

40ε

By a data processing inequality and the triangle inequality,

dTV(µ, τ) ≥ dTV(µ′, τ ′) ≥ dTV(µ′, π|I2|)− dTV(τ ′, π|I2|) ≥
1
40ε− 1

50ε2 >
1

400ε ◀
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A Explicit algorithms

We provide here explicit representations for the binary setting algorithms constructed in this
paper.

Levin’s work-balance method

For a random variable X that is bounded between 0 and 1, it distinguishes between E[X] = 0
and E[X] > ε. To do that, we use another random variable Y , for which we can distinguish
between E[X|Y = y] = 0 and E[X|Y = y] > ρ for every 0 < ρ < 1, at a cost of O(1/ρ).
Overall, the cost of the algorithm is O(log2 ε−1/ε). The original construction is found in [16]
and the following optimized version appears as an exercise in [13].

The black box is run a logarithmic number of times for every y that we draw (as opposed
to once in, for example, [13, Exercise 8.4]) since it refers here to a procedure with two-sided
error.

Algorithm 1 Levin’s work-balance producedure.

input Y – a random variable, accessible through unconditional sampling.
input ε – a threshold parameter.
input A random black box that, for every y ∈ supp(Y ) and 0 < ε′ < 1:

completeness if E[X|Y = y] = 0, it accepts with at least probability 2/3.
soundness if E[X|Y = y] > ε′, it rejects with probability at least 2/3.
resource cost complexity O(1/ε′).

completeness If E[X] = 0, then the output is accept with probability at least 2/3.
soundness If E[X] > ε, then the output is reject with probability at least 2/3.
resource cost complexity O(log2 ε−1/ε).
for t from 1 to ⌈log2(2/ε)⌉ do

let ε′ ← 2−t.
for

⌈
23−tε−1⌉

times do
draw y ∼ Y .
set r ← 0.
for

⌈
64(log2 ε−1 + 2)

⌉
times do

run the black box with (y, ε′).
if the black box accepts then

set r ← r + 1.
else

set r ← r − 1.
if r < 0 then

return reject.
return accept.
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χ2-test of single-bit distributions

The following is the algorithm that detects the difference between two Bernoulli distributions
as it was described in Lemma 17.

Algorithm 2 χ2-test of single-distributions.

input Two Bernoulli distributions Ber(p) and Ber(q), accessible through samples.
completeness If p = q, then the algorithm accepts with probability at least 2/3.
soundness If χ2(p, q) > ε, then the algorithm rejects with probability at least 2/3.
complexity O(1/ε) samples.
let N ← ⌈16/ε⌉.
set A, B ← 0.
for 64 times do

draw N independent samples from Ber(p), let X be their sum.
draw N independent samples from Ber(q), let Y be their sum.
if X > Y then

set A← A + 1.
if X < Y then

set B ← B + 1.
if A ≤ 40 and B ≤ 40 then

return accept.
else

return reject.

Testing Equivalence

The proof of Theorem 20 translates to the following explicit algorithm.

Algorithm 3 ε-test for binary-alphabet Equivalence.

input n, ε > 0, two distributions µ, τ over {0, 1}n.
µ is accessible through the marginal prefix oracle.
τ is accessible through the prefix oracle.

completeness If τ = µ, then the output is accept with probability at least 2
3 .

soundness If dTV(τ, µ) > ε, then the output is reject with probability at least 2
3 .

let π be the uniform distribution over [n].
let Y be a random variable that distributes as π × τ .
let X be a random variable defined as a function of Y = (i, w):

X(i, w) = χ2 (
µ|x[i−1]=w[i−1]

i (1), τ |x[i−1]=w[i−1]
i (1)

)
let ρ← ε2

24 log(ε/2n) .
run Levin’s procedure (Algorithm 1), where its input consists of Y , ρ/n, and the black
box ((i, w), ε′)→ (Algorithm 2 with input µ|x[i−1]=w[i−1]

i , τ |x[i−1]=w[i−1]
i and ε′).

if Levin’s procedure accepts then
return accept.

else
return reject.
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Testing Product

The proof of Theorem 45 translates in the binary setting to the following explicit algorithm.
Note that it is almost identical to Algorithm 3, since we only substitute the marginal prefix
oracle τ |x[i−1]=w[i−1]

i with the marginal oracle of µ.

Algorithm 4 ε-test for binary-alphabet Product.

input n, ε > 0, a distribution µ over {0, 1}n.
µ is accessible through the prefix oracle.

completeness If µ ∈ Product, then the output is accept with probability at least 2
3 .

soundness If min
τ∈Product

dTV(µ, τ)>ε, then the output is reject with probability at least
2
3 .
let π be the uniform distribution over [n].
let Y be a random variable that distributes as π × µ.
let X be a random variable defined as a function of Y = (i, w):

X(i, w) = χ2 (
µ|x[i−1]=w[i−1]

i (1), µ|i(1)
)

let ρ← ε2

24 log(ε/2n) .
run Levin’s procedure (Algorithm 1), where its input consists of Y , ρ/n, and the black
box ((i, w), ε′)→ (Algorithm 2 with input µ|x[i−1]=w[i−1]

i , µ|i and ε′).
if Levin’s procedure accepts then

return accept.
else

return reject.
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Parallelising Glauber Dynamics
Holden Lee #

Department of Applied Mathematics and Statistics, The Johns Hopkins University,
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Abstract
For distributions over discrete product spaces

∏n

i=1 Ω′
i, Glauber dynamics is a Markov chain that

at each step, resamples a random coordinate conditioned on the other coordinates. We show that
k-Glauber dynamics, which resamples a random subset of k coordinates, mixes k times faster in
χ2-divergence, and assuming approximate tensorization of entropy, mixes k times faster in KL-
divergence. We apply this to obtain parallel algorithms in two settings: (1) For the Ising model
µJ,h(x) ∝ exp( 1

2 ⟨x, Jx⟩ + ⟨h, x⟩) with ∥J∥ < 1 − c (the regime where fast mixing is known), we
show that we can implement each step of ‹Θ(n/∥J∥F )-Glauber dynamics efficiently with a parallel
algorithm, resulting in a parallel algorithm with running time ‹O(∥J∥F ) = ‹O(

√
n). (2) For the mixed

p-spin model at high enough temperature, we show that with high probability we can implement
each step of ‹Θ(

√
n)-Glauber dynamics efficiently and obtain running time ‹O(

√
n).
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1 Introduction

A key problem in computer science and statistics is to sample from a probability distribution
given its probability mass function up to a constant of proportionality. The problem has
been studied both over discrete spaces (such as Ωn for a finite set Ω) and continuous spaces
(such as Rn); the goal is to give efficient algorithms for general classes of distributions, and in
particular, to obtain optimal scaling in the dimension n. In this work we focus on minimizing
the parallel running time, assuming a polynomial number of processors. In Rn, it is natural
to change multiple coordinates at a time using gradient-based algorithms such as Langevin
dynamics and Hamiltonian Monte Carlo; many results have given algorithms that require a
sublinear number of steps for log-concave distributions in various settings.

However, on discrete product spaces Ωn, the canonical algorithm, Glauber dynamics,
involves resampling coordinates one at a time, and hence requires at least n steps in general.
A natural attempt to speed up Glauber dynamics with parallel computation is to resample
k coordinates at a time. We establish that under general conditions, this simple idea does
indeed speed up Glauber dynamics by a factor of approximately k.

To obtain a parallel algorithm, the task remains to give a fast parallel method of resampling
k coordinates. We show that this can be done in the case of the Ising model µJ,h over {±1}n

when the interaction matrix J is bounded away from 1 in operator norm, ∥J∥ < 1− c, and
in the case of the mixed p-spin model at high enough temperature, both of which are known
to enjoy rapid mixing of standard Glauber dynamics.
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The Ising model is a classical model from statistical physics which has probability mass
function on {±1}n given by

µJ,h(x) = 1
ZJ,h

exp
Å

1
2 ⟨x, Jx⟩+ ⟨h, x⟩

ã
, where ZJ,h =

∑
x∈{±1}n

exp
Å

1
2 ⟨x, Jx⟩+ ⟨h, x⟩

ã
.

The regime ∥J∥ < 1 is exactly where (based on information of the operator norm alone)
Glauber dynamics is known to have fast mixing [24, 8]. To sample k coordinates, we use
approximate rejection sampling with a product distribution and a further recursion for certain
“bad” sets. By taking k = ‹Θ(n/ ∥J∥F ), we obtain an algorithm with parallel running time‹O(∥J∥F ) = ‹O(

√
n).

The mixed p-spin model with coefficients β2, β3, . . . and external field h ∈ Rn is the
random measure on {±1}n given by1

µβ,g,h(x) ∝ exp(Hβ,g,h(x)),

where Hβ,g,h(x) =
∞∑

p=2

βp

√
p!

n
p−1

2

∑
1≤i1<···<ip≤n

gi1,··· ,ip
xi1 · · ·xip

+
n∑

i=1
hixi (1)

and gi1,...,ip
∼ N(0, 1). By taking k = Θ(

√
n), we obtain an algorithm with parallel running

time ‹O(
√

n).

1.1 Main results
Let µ be a distribution on

∏n
i=1 Ω′i. We define k-Glauber dynamics as the Markov chain which

given a sample x ∈
∏n

i=1 Ω′i, chooses a subset S ⊆ [n] uniformly at random among subsets of
size k, and resamples the coordinates in S conditional on coordinates in Sc, according to the
distribution of µ. Let Pµ,k denote its Markov kernel.

We show that under general conditions, k-Glauber dynamics mixes k times faster in both
χ2 and KL-divergence. We say that a Markov kernel P with stationary distribution µ satisfies
ρ-contraction in χ2-divergence if Dχ2(νP∥µ) ≤ ρDχ2(ν∥µ) and similarly for DKL; this can
be iterated to give a mixing time bound. See Section 2.2 for background on functional
inequalities (Poincaré inequality and approximate tensorization of entropy).

▶ Theorem 1.1 (k-Glauber mixes k times faster). Let µ be a distribution on Ω =
∏n

i=1 Ω′i,
and let 1 ≤ k ≤ n. Below, let C ≥ 1.
1. If µ satisfies a Poincaré inequality with constant Cn, then Pµ,k satisfies a Poincaré

inequality with constant O
(

Cn
k

)
, and satisfies (1− Ω

(
k

Cn

)
)-contraction in χ2-divergence.

2. If µ satisfies C-approximate tensorization of entropy (so that Pµ satisfies (1− Ω
( 1

Cn

)
)-

contraction in KL-divergence), then Pµ,k satisfies (1 − Ω
(

k
Cn

)
)-contraction in KL-

divergence.
Here, the O(·) and Ω(·) hide only universal constants. The Poincaré inequality is equivalent
to contraction in χ2-divergence, so part (1) gives a Ω(k)-factor speedup to mixing in χ2. The
analogue of the Poincaré inequality for KL is a modified log-Sobolev inequality. Although we
need the slightly stronger notion of approximate tensorization of entropy to prove a speedup
to mixing in KL, we note that many works that establish a modified log-Sobolev inequality
do so using tensorization of entropy [12, 8]. See Section 2 for relevant background on mixing
for Markov chains.

1 The factor
√

p! arises as we index only over increasing sequences.
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We prove Theorem 1.1 as Corollary 3.6 of the more general Theorem 3.5. We view k-
Glauber dynamics as randomly erasing k coordinates one by one, and then adding them back
one by one according to the right conditional distributions. This realizes k-Glauber dynamics
as a composition of down and up operators Dn→n−1 · · ·Dn−k+1→n−kUn−k→n−k+1 · · ·Un−1→n.
The assumptions give contraction of Dn→n−1, and our general theorem shows that the
contraction of each Dj→j−1 is at least as good as Dn→n−1 (except for an additive factor).
To do this, we realize Dj→j−1 as Dn→n−1 tensorized with erasure “noise” and projected, and
bound how the factor of contraction changes under these operations. We make an analogy
to bounding the Poincaré and log-Sobolev constants of a distribution µ on Rn convolved
with Gaussian noise, and the proximal sampler based on iteratively adding and removing
Gaussian noise (more specifically, sampling from the posterior distribution given a noisy
Gaussian observation of the sample from µ).

Algorithmically, the challenge with implementing k-Glauber dynamics is that naive
enumeration for the transition kernel takes 2k time, and hence we must find a way to use the
structure of the distribution to implement each step more efficiently. We show that in the case
of the Ising model, we can efficiently simulate k-Glauber dynamics for k = ‹O (n/

∥∥∥J�
∥∥∥

F

)
, to

obtain a parallel algorithm running in time ‹O (∥∥∥J�
∥∥∥

F

)
, where J� denotes J with diagonal

entries set to 02. Under the assumption that ∥J∥ < 1, this is always at most ‹O(
√

n).

▶ Theorem 1.2. Let c > 0. With appropriate choice of constants depending only on c, if J

is symmetric positive semi-definite with ∥J∥ ≤ 1− c, then ParallelIsingSampler (Algorithm 1)
with appropriate constants outputs a sample ε-close in TV distance from the Ising model
µJ,h and, with probability at least 1− ε, runs in time O

(
max

{∥∥∥J�
∥∥∥

F
, 1
}

poly log
(

n
ε

))
on

a parallel machine with poly(n) processors.

We note that our algorithm is a high-accuracy sampler: the only dependence on ε is a
poly-logarithmic dependence in the running time. Notably, the number of processors does
not depend on ε. We rely on the result [8] that gives optimal (O(n ln n)) mixing times for
the Ising model for ∥J∥ < 1 based on the theory of entropic independence.

The first attempt to implement k-Glauber dynamics is to approximate the conditional
distribution of k coordinates using a carefully chosen product distribution and use rejection
sampling. Using concentration results (the Hanson-Wright inequality), if

∥∥∥J�S×S

∥∥∥
F

is small
for the randomly chosen set S, then this succeeds with high probability. The complication
is that

∥∥∥J�S×S

∥∥∥
F

can sometimes be large. If this is the case, then we recurse on JS×S . By

controlling the expected size of
∥∥∥J�S×S

∥∥∥
F

, we show that the recursive calls form a subcritical
branching process and with high probability, add at most a polylogarithmic overhead to the
running time.

▶ Theorem 1.3. Consider the mixed p-spin model (1). There exists an absolute constant
δ > 0 such that if

∑
p≥2

√
p3 ln p · βp < δ and D(β) =

∑
p≥2

√
2pp3 ln p · βp <∞, then with

probability 1− exp(−Ω(n)) over g, given query access to Hβ,g,h, there is an algorithm which
outputs a sample ε-close in TV distance from µβ,g,h and, with probability at least 1− ε, runs
in time OD(β)

(√
n poly log

(
n
ε

))
on a parallel machine with poly

(
n
ε

)
processors.

2 While changing the diagonal entries of J does not change the Ising model, we need to allow J to have
nonzero diagonal entries in order to be positive semi-definite.
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Algorithm 1 Parallel Ising Sampler (ParallelIsingSampler).

1: Input: Interaction matrix J ∈ Rn×n, subset R of size m, external field h ∈ RR, error
parameter ε ∈ (0, 1

2 ).
2: Let εstep = ε

2nC4 .
3: if

∥∥∥J�R×R

∥∥∥
F
≤ c3

ln
(

2
εstep

)
+1

(J� denotes J with diagonal entries set to 0) then

4: y ← [ QuadraticApproxRejectionSampler
(

H(x)= 1
2 ⟨x, JR×Rx⟩+⟨h, x⟩ , c3

ln
Å

2
εstep

ã
+1

, εstep

)
.

(See Algorithm 2.)
5: else

6: Let s =

 c1m(
ln
(

2
εstep

)
+1
)

ln( n
ε )
∥∥∥∥J�

R×R

∥∥∥∥
F

.

7: Let T =
⌊
C2 ln

(
n
ε

)
m
s

⌋
.

8: Draw y from the product distribution ν0(x) ∝ e⟨h,x⟩.
9: for t from 1 to T do

10: Choose S ⊆ R a random subset of size s.
11: z ←[ ParallelIsingSampler(J, S, JS×R\SyR\S + hS , ε)
12: Set yS = z.
13: end for
14: end if
15: Output: y (Approximate sample from µJR×R,h).

Note that a recursion is not necessary in this algorithm. Intuitively, the mean-field nature
of the p-spin model ensures that with high probability all marginal distributions of O(

√
n)

coordinates are well-approximated by a product distribution. Though we do not investigate
this further, a recursive algorithm could potentially eliminate the poly(1/ε) dependence on
the number of processors as in Theorem 1.2. The proof of Theorem 1.3 is in Section 5 in the
full version.

We view our result on the Ising model and the p-spin model as proofs of concept for
parallelisation using k-Glauber dynamics, and hope it serves as a useful framework for
constructing parallel algorithms for other families of discrete distributions. As discussed in
the next section, using a different parallel algorithm, the work [35] obtains Theorem 1.2 but
not Theorem 1.3.

1.2 Related work
We note that our Theorem 1.1 can be viewed as a complement of “local-to-global” results for
mixing of the down-up walks [41, 1, 19], and is not implied by those results. Those results
aim to establish mixing of Glauber dynamics (or the down-up walk) from mixing of simpler
chains, while we start by assuming mixing of Glauber dynamics. In particular, [19] apply
the reverse strategy: for the spin systems on graphs they consider, they show that mixing of
θn-Glauber dynamics (for appropriate θ) implies mixing of Glauber dynamics.

When contraction of Glauber dynamics is derived directly from either spectral or entropic
independence using local-to-global arguments, then the same arguments can be used to
establish mixing of the k-Glauber (e.g., using k-uniform block factorization of entropy [19],
the analogue of approximate tensorization of entropy). However, this does not apply for
distributions for which mixing is established through other methods. The recent work [9]
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shows that a Poincaré inequality implies spectral independence, but the bound obtained for
k-Glauber through spectral independence is lossy (resulting in a power of n). Our work can
be seen as giving a general conceptual reason why mixing for Glauber must imply mixing for
k-Glauber.

1.2.1 Continuous sampling
For log-concave distributions on Rn, a long line of works on the underdamped Langevin
algorithm and Metropolis-adjusted Langevin algorithm have led to high-accuracy sampling
using ‹O(n1/2) steps [3]. The randomized midpoint method for underdamped Langevin
dynamics allows sampling in the weaker Wasserstein metric in ‹O(n1/3) steps [45], and
can furthermore be fully parallelised to obtain ε error with poly

(
n
ε

)
processors. These

dependencies are assuming the condition number is O(1).
We note that the Ising model for ∥J∥ < 1 can be decomposed as a log-concave mixture

of product distributions [30, 10, 32], so these algorithms give an alternative approach to
parallel algorithms for the Ising model. However, this decomposition is highly specific to the
Ising model. Moreover, the Wasserstein guarantee is incompatible with a TV guarantee, and
the complexity of our approach scales with ∥J∥F .

1.2.2 Parallel algorithms for discrete sampling
Recent work [6, 4, 7] has investigated the question of obtaining fast parallel algorithms for
approximate sampling in settings where fast parallel algorithms for approximate counting
(or computing a partition function) exist. In particular, for distributions satisfying transport
stability and where the log-Laplace transform can be efficiently calculated (e.g., using the
efficient algorithm for computing partition functions), [7] gives a poly log(n/ε)-time algorithm
with poly(n/ε) many processors (i.e., a RNC algorithm). This includes problems such as
determinantal point processes and Eulerian tours. Notably they use the continuous algorithm
(randomized midpoint method, discussed above) even though the problem is discrete.

In the setting of Ising models, however, we do not have a fast parallel algorithm for
counting. Several works [26, 35] have studied the problem assuming the associated Dobrushin
influence matrix has bounded norm. By using simultaneous updates, [35] obtains a factor- n

C

speedup for distributions whose Dobrushin influence matrix has norm bounded by C, in
particular giving RNC algorithms when C = O(1) and the mixing time is O(n ln n). The
result of [35] can also give Theorem 1.2 with a different algorithm, but cannot be used to
derive Theorem 1.3. See Appendix A in the full version for details.

On the practical side, designers of Markov chain Monte Carlo algorithms in discrete
spaces have taken inspiration from continuous algorithms, for example, by using gradient
information to inform the proposal distribution and allow updating multiple coordinates at
once [29, 50, 42]. Theoretical guarantees for these algorithms remain to be understood.

1.2.3 Diffusion models and the proximal sampler
Stochastic localization [23] is a measure-valued stochastic process that converges to a point
mass, which is distributed according to a desired distribution µ. As a technique, it gives a way
of decomposing probability distributions that has been useful in proving functional inequalities
and mixing time [17, 18], and more recently, in constructing new, time-inhomogeneous
algorithms for sampling [22, 39].

Diffusion models [46, 47, 48] are a successful paradigm for generative modeling in machine
learning, where the task is to learn and then generate samples from a distribution where only
samples are given. Though the details may differ, they consist of a forward process which
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adds noise to the data; reversing the process can then generate a sample from random noise.
It has been observed [38] that a stochastic localization process can be viewed as the reverse
process of a diffusion model.

Our analysis of k-Glauber dynamics is inspired by the analysis of the proximal sampler
[34, 16, 25], which does alternating Gibbs sampling by adding Gaussian noise to the current
sample, and then “de-noising” by sampling from the posterior distribution; this fits in the
framework discussed above. In their analysis, [16] show that proximal sampler mixes at
least as fast as Langevin in terms of χ2 and KL-divergence. [25] show a ‹O(n1/2) dimension
dependence using a carefully chosen Gaussian proposal distribution to implement the posterior
sampling step. We view the k-Glauber dynamics as a discrete analogue of the proximal
Langevin algorithm, where the noise consists of erasing k coordinates, and our proof follows
this analogy. In our application, we also require a careful choice of product distribution for
the proposal.

2 Preliminaries

While many of the notions are generalizable, we will restrict ourselves to finite state spaces,
and identify all measures with their probability mass functions. For more background on
Markov chains, see [40].

2.1 Markov kernels
For finite sets A and B, a Markov kernel K from A to B is a function A × B → R≥0 or
equivalently, a matrix RA×B

≥0 , where the rows sum to 1. If µ is a measure on A, then µK is a
measure on B; if f is a function B → R, then Kf is a function A → R; these correspond
to matrix-vector multiplication. Composition of kernels K1 from A to B and K2 from B

to C gives a kernel K1K2 from A to C, which corresponds to matrix multiplication. For
f, g functions on A and µ a measure on A, let ⟨f, g⟩µ =

∑
x∈A µ(x)f(x)g(x). For a kernel

K : A×B → R≥0, given measures µ1, µ2 on A and B respectively, we think of K as a linear
map L2(µ1)→ L2(µ2); then its adjoint K∗ : B ×A→ R≥0 is a linear map L2(µ2)→ L2(µ1)
satisfying ⟨f, Kg⟩µ1

= ⟨K∗f, g⟩µ2
for any f ∈ L2(µ1), g ∈ L2(µ2).

▶ Definition 2.1. k-Glauber dynamics with stationary distribution µ on Ω is the Markov
chain where at each step, if the current sample is x, we choose a subset S uniformly at random
in
(Ω

k

)
(subsets of size k), and resample the coordinates in S according to µ(XS |XSc = xSc).

Let Pµ,k denote the transition operator. For k = 1, we simply call it Glauber dynamics, and
let Pµ denote the Markov kernel.

▶ Definition 2.2. Let 0 ≤ ℓ ≤ k ≤ n. Let µ be a distribution on
([n]

k

)
. Define the

down operator Dk→ℓ and up operator Uℓ→k as Markov kernels
([n]

k

)
×
([n]

ℓ

)
→ R≥0 and([n]

ℓ

)
×
([n]

k

)
→ R≥0, respectively, with

Dk→ℓ(A, B) = 1B⊆A
1(
k
ℓ

) Uℓ→k(B, A) = 1B⊆A
µ(A)∑

A′⊇B µ(A′) .

Let µℓ = µDk→ℓ for 0 ≤ ℓ ≤ k, and define the k ↔ ℓ down-up walk and ℓ↔ k up-down
walk by

P▽
k↔ℓ = Dk→ℓUℓ→k P△ℓ↔k = Uℓ→kDk→ℓ.
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Note that Dk→ℓ does not depend on µ while Uℓ→k does; we suppress the dependency in
the notation. Note that Dk→ℓDℓ→m = Dk→m and Um→ℓUℓ→k = Um→k. As operators,
Dk→ℓ : L2(µℓ)→ L2(µk) and Uℓ→k : L2(µk)→ L2(µℓ) are adjoint.

▶ Definition 2.3. Let µ be a measure on Ω′ = Ω′1 × · · · × Ω′n. Define the homogenization
of µ to be the measure µhom over

(Ω
n

)
, where Ω =

⋃n
i=1 Ω′i × {i} and σ ∈ Ω′ is identified

with {(σ1, 1), . . . , (σn, n)}. (For short, we will write Ω =
⊔n

i=1 Ω′i in the following.) For any
property P defined for measures

(Ω
n

)
, we say that µ satisfies P if µhom satisfies P.

Under this identification, k-Glauber dynamics corresponds to the n↔ n−k down-up walk, as
the down step corresponds to erasing k coordinates and the up step corresponds to restoring
them with the correct conditional probabilities.

2.2 Functional inequalities
▶ Definition 2.4. Let M = (Ω, P ) be an ergodic, reversible Markov chain with stationary
distribution µ. Define the associated Dirichlet form as the inner product

EP (f, g) = ⟨f, (I − P )g⟩µ = 1
2

∑
x,y∈Ω

µ(x)P (x, y)(f(x)− f(y))(g(x)− g(y))

When µ is a distribution on Ω =
∏n

i=1 Ω′i, we write Eµ = EPµ
; we will similarly make other

such replacements without comment.

▶ Definition 2.5. Keeping the assumptions above, we say that P satisfies a Poincaré
inequality with constant C if for all f : Ω→ R,

Varµ(f) ≤ CEP (f, f).

We say µ satisfies a Poincaré inequality with constant C if the Glauber dynamics with
stationary distribution µ, Pµ, satisfies a Poincaré inequality with constant C.

When P is self-adjoint (M is reversible), this is the same as saying that λ2(P ) ≤ 1 − 1
C ,

where λk(·) denotes the kth largest eigenvalue.

▶ Definition 2.6. Let f : R≥0 → R≥0 be a strictly convex function with f(1) = 0. For
measures ν ≪ µ on Ω, define the f-divergence by

Df (ν∥µ) = Ex∼µf

Å
ν(x)
µ(x)

ã
.

In particular, define the χ2 and KL-divergences by Dχ2 = D(x−1)2 and DKL = Dx ln x.

▶ Definition 2.7. We say that Markov kernel P : Ω1 × Ω2 → R satisfies ρ-contraction in
f-divergence with respect to µ1 if for all ν1 ≪ µ1,

Df (ν1P∥µ1P ) ≤ ρDf (ν1∥µ1).

Contraction in χ2 and KL-divergence is also referred to as variance or entropy contraction,
respectively.

▶ Proposition 2.8. Let P : Ω1×Ω2 → R≥0 be a Markov kernel. The following are equivalent,
for C ≤ 1:
1. P satisfies (1− C)2-contraction in χ2-divergence with respect to µ.
2. For all f : Ω1 → R,

VarµP (Pf) ≤ (1− C)2 Varµ(f).
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3. (For Ω1 = Ω2, P reversible) P satisfies a Poincaré inequality with constant 1
C .

4. (For P of the form P = DD∗, e.g., P▽
k↔k−1 = Dk→k−1Uk−1→k) D satisfies (1 − C)-

contraction in χ2-divergence.
5. (For P = DD∗) D∗ satisfies (1− C)-contraction in χ2-divergence.
Here, the adjoint is with respect to the measures µ and µD.

Proof sketch. See full version. ◀

▶ Definition 2.9. A measure µ on
([n]

k

)
satisfies C-approximate tensorization of entropy

if Dk→k−1 satisfies
(
1− 1

Ck

)
-contraction in KL-divergence, i.e., for any ν ≪ µ,

DKL(νDk→k−1∥µDk→k−1) ≤
Å

1− 1
Ck

ã
DKL(ν∥µ).

We have the following alternate characterization for a measure defined on a product space.
Define the entropy of a function f on a probability space by Entµ[f ] = Eµ[f ln f ] −
Eµ[f ] lnEµ[f ].

▶ Proposition 2.10 ([19, Lemma 2.7]). Let µ be a measure on Ω = Ω′1 × · · · × Ω′n. Then µ

satisfies C-approximate tensorization of entropy iff for all f : Ω→ R≥0,

Entµ[f ] ≤ C

n∑
k=1

Eµ

[
Entµ(Xk=·|X∼k=x∼k)[f ]

]
,

where ∼ k denotes the coordinates besides k.

▶ Remark 2.11. Proposition 2.8 shows that for contraction in χ2-divergence, nothing is lost
if we consider P▽

k↔k−1 or Dk→k−1, Uk−1→k separately. However, the distinction is important
for KL, as contraction of P▽

k↔k−1 may not imply contraction of Dk→k−1 or Uk−1→k separately;
hence the definition of approximate tensorization of entropy. Approximate tensorization
of entropy is stronger than the modified log-Sobolev inequality (which implies mixing for
P▽

k↔k−1), but weaker than the log-Sobolev inequality.

2.3 Additional notation
For f :

∏n
i=1 Ω′i → R, and x ∈

∏
i∈Sc Ω′i, define the restriction fx :

∏
i∈S Ω′i by fx(y) = f(x, y)

with (x, y) treated as an element of
∏n

i=1 Ω′i.
Let xi←b denote x with xi set to b. For f : {±1}n, let Di f(x) := 1

2 [f(xi←1)− f(xi←−1)]
and define ∇f : {±1}n → Rn by

∇f(x) = (D1 f(x), . . . , Dn f(x))

and ∇2f : {±1}n → Rn×n by (∇2f(x))i,j = Di Dj f(x) (note (∇2f(x))i,i = 0).
For x ∈ {±1}n and S ⊆ [n], let xS denote

∏
i∈S xi. For a function f : {±1}n → R, we

denote the degree d part of f by f (d), and define f≥d =
∑

p≥d f (p), etc., so that we have the
decomposition

f(x) =
n∑

p=0
f (p)(x) =

n∑
p=0

∑
|I|=p

aIxI

for some coefficients aI . We take f
(d)
x to mean that we take the restriction first and then the

degree-d part.
For a scalar-valued function f and x ∈ Rn, we let f(x) denote coordinate-wise evaluation.
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3 k-Glauber mixes k times as fast

To show that k-Glauber mixes k times more quickly than Glauber dynamics, write Pµ =
Dn→n−1Un−1→n and Pµ,k = Dn→n−1 · · ·Dn−k+1→n−kUn−k→n−k+1 · · ·Un−1→n; the task is
then to show that Dj→j−1, j ≤ n are roughly at least as contractive as Dn→n−1. We note
that this is like the reverse of the usual “local-to-global” argument for high-dimensional
expanders [1] (and will be easier!). We also note this approach relates to inductive arguments
in prior work (e.g., [20, Lemma 11]).

Viewing the problem in this way, we note the similarity to the proximal sampler [16],
each step of which involves adding and removing Gaussian noise; they bound the contraction
in χ2 and KL-divergence of this process based on the Poincaré and log-Sobolev constants of
the original distribution.

As inspiration, we first recall the following fact, which bounds the Poincaré or log-Sobolev
constant of a convolution of two measures on Rn. (The convolution µ1 ∗ µ2 is defined as the
distribution of X + Y where X ∼ µ1 and Y ∼ µ2 are independent.) As we will not cover the
theory of functional inequalities over Rn, this is meant only as a suggestion of how we might
proceed. For details and generalizations, see [14].

▶ Lemma. Suppose that µ1, µ2 are distributions on Rn with Poincaré constants C1, C2,
respectively. Then µ1 ∗ µ2 has Poincaré constant bounded by C1 + C2. The same holds true
for the log-Sobolev constant. In particular, this holds true for µ2 being a Gaussian of variance
C1.

Proof sketch. Let Mm denote multiplication by m. Then µiM
−1
mi

has Poincaré constant
m2

i Ci. By tensorization, µ = µ1M−1
m1
⊗ µ2M−1

m2
has Poincaré constant max

{
C1m2

1, C2m2
2
}

.
Consider the projection π(x1, x2) = x1

m1
+ x2

m2
. When 1

m2
1

+ 1
m2

2
= 1, this can be realized as

projection onto the vector ( 1
m1

, 1
m2

), so the Poincaré constant does not increase: CP(µπ−1) ≤
CP(µ). Note that we exactly have µπ−1 = µ1 ∗ µ2. Choosing 1

m2
1

= C1
C1+C2

and 1
m2

2
= C2

C1+C2
gives the bound. The same argument works for the log-Sobolev constant. ◀

We will carry out the same steps as in this proof: define a tensorization operation which
preserves the Poincaré or approximate tensorization of entropy constant, and a projection
which can only improve it. As in the sketch above, it will help to weight the components
appropriately in the tensorization step.

To obtain the Dk→k−1 operator from the Dn→n−1 operator, we will tensorize with the
appropriate “noise” distribution, which in this case is that of erasing n− k coordiates. We
note that while bit-flip noise is the more natural analogue of gaussian noise, the “denoising”
step is more difficult to implement, while erasure noise connects more nicely with existing
notions.

3.1 Tensorization and projection
The following proposition is similar to classical results on preservation of functional inequalities
under tensorization, which corresponds to taking a product of Markov chains. However, we
need to work with operators between different spaces to obtain contraction for the down
operator, so we need the result given in Proposition 3.1 . As in Remark 2.11, nothing would be
lost for χ2-divergence if we considered the down-up walk – so we could use existing results – but
for KL we need to bound contraction for just the down operator. This is important because we
aim to bound contraction for P▽

n↔n−k = Dn→n−1 · · ·Dn−k+1→n−kUn−k→n−k+1 · · ·Un−1→n,
and in the case of KL, we cannot obtain this by bounding contraction for just operators of
the form P▽

k↔k−1 = Dk→k−1Uk−1→k.

APPROX/RANDOM 2024
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▶ Proposition 3.1 (Contraction under tensorization). Suppose that Pi is a Markov kernel
from Ωi to Ω′i, for i = 1, 2. Let Ii denote the identity kernel on Ωi and define P =
p(P1 ⊗ I2) + (1− p)(I1 ⊗ P2) as a Markov kernel from Ω1 × Ω2 to (Ω′1 × Ω2) ⊔ (Ω1 × Ω′2).

Let Df = DKL or Dχ2 . If Pi satisfies (1− κi)-contraction in f-divergence with respect
to µi, then P satisfies (1 − κ)-contraction in f-divergence with respect to µ1 ⊗ µ2, where
κ = min{pκ1, (1− p)κ2}. In particular, if p = κ2

κ1+κ2
, then κ = κ1κ2

κ1+κ2
= 1

κ−1
1 +κ−1

2
.

Proof. First consider KL-divergence. Let ν be a measure on Ω1 ×Ω2. Let Πi and Π′i denote
the projection kernels to Ωi and Ω′i respectively, for i = 1, 2 (i.e., taking marginals). We
calculate

B : = DKL(pν(P1 ⊗ I2) + (1− p)ν(I1 ⊗ P2)∥p(µ′1 × µ2) + (1− p)(µ1 × µ′2))
= pDKL(ν(P1 ⊗ I2)∥µ′1 × µ2) + (1− p)DKL(µ(I1 ⊗ P2)∥µ1 × µ′2), (2)

since the spaces Ω′1 × Ω2 and Ω1 × Ω′2 are disjoint. Now, by the chain rule of KL-divergence
and entropy contraction,

DKL(ν(P1 ⊗ I2)∥µ′
1 × µ2) = Ex2∼µ2DKL((ν(P1 ⊗ I2))(·|x2)∥µ′

1) +DKL(ν(P1 ⊗ I2)Π2∥µ2)
= Ex2∼µ2DKL(ν(·|x2)P1∥µ′

1) +DKL(νΠ2∥µ2)
≤ (1− κ1)Ex2∼µ2DKL(ν(·|x2)∥µ1) +DKL(νΠ2∥µ2).

By symmetry, the same calculation holds for the second term in (2), giving us

B ≤ p [(1− κ1)Ex2∼µ2DKL(ν(·|x2)∥µ1) +DKL(νΠ2∥µ2)]
+ (1− p) [(1− κ2)Ex1∼µ1DKL(ν(·|x1)∥µ2) +DKL(νΠ1∥µ1)] .

We wish to compare this with

A : = DKL(µ∥µ1 × µ2)
= Ex2∼µ2DKL(ν(·|x2)∥µ1)︸ ︷︷ ︸

C2,1

+DKL(νΠ2∥µ2)︸ ︷︷ ︸
C2

= Ex1∼µ1DKL(ν(·|x1)∥µ2)︸ ︷︷ ︸
C1,2

+DKL(νΠ1∥µ1)︸ ︷︷ ︸
C1

.

By convexity of KL-divergence, C1,2 ≥ C2 and C2,1 ≥ C1. Hence

B ≤ p((1− κ1)C2,1 + C2) + (1− p)((1− κ2)C1,2 + C1)
≤ max{(1− p)(1− κ2) + p, p(1− κ1) + (1− p)}[p(C2,1 + C2) + (1− p)(C1,2 + C1)]
= (1−min{(1− p)κ2, pκ1}) A.

Next consider χ2-divergence. It suffices to prove the following equivalent statement on
contraction of variance (Proposition 2.8): for any f : Ω1 × Ω2 → R, considering P ∗ =
p(P ∗1 ⊗ I2)⊕ (1− p)(I1 ⊗ P ∗2 ), we have

VarµP (P ∗f) ≤ (1− κ) Varµ(f),

which is equivalent to σ2(P ∗) ≤ 1− κ and hence to λ2(PP ∗)2 = σ2(PP ∗)2 ≤ (1− κ)2. Now
PP ∗ = p(P1P ∗1 ⊗ I2) + (1− p)(I1 ⊗ P2P ∗2 ) is exactly the transition matrix of the weighted
product of two Markov chains with λ2(PiP

∗
i ) ≤ 1− κi, so it is well-known that

λ2(PP ∗) ≤ max{p + (1− p)(1− κ2), (1− p) + p(1− κ1)} = 1−max{(1− p)κ2, pκ1}.

(A quick way to see this is as follows: if {fi} are the eigenvectors of P1P ∗1 and {gj} are
the eigenvectors of P2P ∗2 , then {figj} are the eigenvectors of P ∗P , and the second largest
eigenvalue is when fi = 1 or gi = 1.) ◀
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Though we do not do it here, the proofs can be put on the same footing and generalized
using the notion of f -entropy [14].

▶ Proposition 3.2 (Contraction under projection). Suppose that P is a Markov kernel from
Ω1 to Ω2, and µ1, µ2 are measures on Ω1, Ω2 such that µ1P = µ2. Let πi : Ωi → Ω′i be maps
and µ′i = µiπ

−1
i . Define the projected Markov kernel P ′ : Ω′1 × Ω′2 → R≥0 by

P ′(x′1, x′2) =
∑

x1 ∈ Ω1
π1(x1) = x′

1

∑
x2 ∈ Ω2

π2(x2) = x′
2

µ1(x1|π(x1) = x′1)P (x1, x2).

If P satisfies ρ-contraction in f-divergence with respect to µ1, then P ′ also satisfies ρ-
contraction in f -divergence with respect to µ′1.

In words, in the projected Markov chain, given x′1, we draw x1 projecting to x′1 from the
“prior”, move according to P , and then project back down; then the projected kernel always
has at least as much contraction as the original one. See e.g., [37] for the statement for the
Poincaré constant.

Proof. Let ν′1 ≪ µ′1 be a measure on Ω′1. Define ν1(x) = ν′1(π1(x))µ1(X = x|π1(X) = π1(x)).
Then Eµ1(·|π1(X)=x′

1)f
Ä

ν1(x)
µ1(x)

ä
= ν′

1(x′
1)

µ′
1(x′

1) , so

Df (ν′1∥µ′1) = Ex′
1∼µ′

1
f

Å
ν′1(x′1)
µ′1(x′1)

ã
= Df (ν1∥µ1).

By contraction of P and the data processing inequality,

Df ((ν1P )π−1
2 ∥µ′2) ≤ Df (ν1P∥µ2) ≤ ρDf (ν1∥µ1) = ρDf (ν′1∥µ′1).

Finally, note that (ν1P )π−1
2 = ν′1P ′ by definition of P ′. ◀

3.2 Contraction improves going down
We now show that for k < n, contraction in KL and χ2 for Dk→k−1 will only be better than
contraction of Dn→n−1, except up to an additive constant.

▶ Lemma 3.3. Let µ be the uniform distribution on
([n]

k

)
. Then Dk→k−1 has

(
1− 1

k

)
-

contraction in KL, and µ satisfies 1-approximate tensorization of entropy. Moreover, Dk→k−1
and Uk−1→k satisfy

Ä
1− n

k(n−k+1)

ä
-contraction in χ2.

We note that the down-up walk on the uniform distribution on
([n]

k

)
is a rescaling of the

Bernoulli-Laplace diffusion model, for which mixing and functional inequalities have been
extensively studied [21, 33, 27, 13, 43], and we have not attempted to find the best result for
KL.

Proof. Note that µ is log-concave, by the results of [5] and the fact that
([n]

k

)
is a matroid.

Then 1-approximate tensorization of entropy follows from [8, Theorem 5].
To note the improved bound for χ2, note first that the probability of staying at the

same set is 1
n−k+1 , so P▽

k↔k−1 = 1
n−k+1 I + n−k

n−k+1 P∨k↔k−1 where P∨k↔k−1 is the “non-lazy”
walk which swaps an occupied and non-occupied space at random. Hence I − P▽

k↔k−1 =
n−k

n−k+1 (I − P∨k↔k−1). This in turn satisfies

I − P∨k↔k−1 = n(n− 1)/2
k(n− k) ·

2
n− 1 · L

APPROX/RANDOM 2024
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where L is the generator of the Bernoulli-Laplace diffusion model with parameters (n, k) (a
random transposition occurs with rate 1). Here, the 2

n−1 is the scaling factor to convert to
a discrete-time walk and n(n−1)/2

k(n−k) takes into account that we are randomly choosing from
k(n−k) transpositions that move a particle to an unoccupied space, rather than an arbitrary
transposition. By [43], λmin(L) = 1. Hence the spectral gap for P▽

k↔k−1 is

n− k

n− k + 1 ·
n(n− 1)/2
k(n− k) ·

2
n− 1 = n

k(n− k + 1) . ◀

▶ Lemma 3.4. Let µ be a distribution on
∏n

i=1 Ω′i and µhom its homogenization on
(Ω

n

)
,

where Ω =
⊔n

i=1 Ω′i, and µm = µhomDn→m. Let Df = DKL or Dχ2 . For each k, let κk be
the largest number such that Dk := Dk→k−1 satisfies (1 − κk)-contraction in f-divergence
with respect to µk. Suppose that for the uniform distribution

([n]
k

)
that Dk→k−1 satisfies

(1− κBL,k)-contraction in f -divergence. Then

κk ≥
nκnκBL,k

nκn + kκBL,k
≥

{
nκn

k((n−k+1)κn+1) , Df = Dχ2

nκn

k(nκn+1) , Df = DKL.

Proof. Consider the kernel P = p(Dn ⊗ I([n]
k )) + (1 − p)(I(Ω

n) ⊗ Dk) from
(Ω

n

)
×
([n]

k

)
to( Ω

n−1
)
×
([n]

k

)
∪
(Ω

n

)
×
( [n]

k−1
)
, where Dk denotes the down operator

([n]
k

)
×
( [n]

k−1
)
→ R≥0. By

tensorization (Proposition 3.1), for p = κBL,k

κn+κBL,k
and κ = 1

κ−1
n +κ−1

BL,k

, P satisfies (1 − κ)-

contraction in f -divergence with respect to µn ⊗ Uniform
([n]

k

)
. Define the projections π1 :(Ω

n

)
×
([n]

k

)
→
(Ω

k

)
and π2 :

( Ω
n−1
)
×
([n]

k

)
∪
(Ω

n

)
×
( [n]

k−1
)
→
( Ω

k−1
)
∪
(Ω

k

)
both as

π(S, A) = S ∩
⋃
i∈A

Ωi,

i.e., if S corresponds to x ∈
∏n

i=1 Ω′i, we keep only the coordinates in the set A ∈
([n]

k

)
.

We claim the projected kernel as defined in Proposition 3.2 is

P ′ =
Å

1− p(n− k)
n

ã
Dk︸ ︷︷ ︸

(I)

+ p(n− k)
n

I︸ ︷︷ ︸
(II)

from
(Ω

k

)
to
( Ω

k−1
)
∪
(Ω

k

)
. To see this, we first identify xA ∈

∏i∈A

=1 Ω′i with its homogenization
in
( Ω
|A|
)

(Definition 2.3). Then µ1(·|π1(x1) = xA) is the distribution of (x, A) where xAc is
distributed as µ(XAc = xAc |XA = xA). Under the transition P :
1. With probability p, we remove a coordinate i of x. In this case,

a. with probability k
n , i ∈ A, and projection by π2 then gives xA\{i} for a random index i.

b. with probability n−k
n , i ̸∈ A, and projection by π2.

2. With probability 1− p, we remove an element i of A, and projection gives xA\{i} for a
random i ∈ A.

Then (1a) and (2) give the term (I) and (1b) gives the term (II).
Because

Df

Å
νP ′∥

Å
1− p(n− k)

n

ã
µk−1 + p(n− k)

n
µk

ã
=
Å

1− p(n− k)
n

ã
DKL(νDk∥µk−1) + p(n− k)

n
DKL(ν∥µk)
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(the component measures have disjoint support), we have that Dk satisfies (1−κk)-contraction
in f -divergence iff P ′ satisfies

Ä
1− κk

Ä
1− p(n−k)

n

ää
-contraction in f -divergence. Proposi-

tion 3.2 then gives us

κk

Å
1− κBL,k

κn + κBL,k
· n− k

n

ã
≥ 1

κ−1
n + κ−1

BL,k

=⇒ κk ≥
nκnκBL,k

nκn + kκBL,k
.

Plugging in the result of Lemma 3.3 then gives the result. ◀

▶ Theorem 3.5. Let µ be a distribution on Ω =
∏n

i=1 Ω′i, and consider the down and up
operators defined with respect to its homogenization µhom.
1. If Dn→n−1 satisfies (1 − 1

Cn )-contraction in χ2, then Dk→ℓ satisfies∏k
j=ℓ+1

Å
1− 1

j(C+ n−j+1
n )

ã
-contraction in χ2.

2. If Dn→n−1 satisfies (1 − 1
Cn )-contraction in KL (i.e., µ satisfies C-approximate tens-

orization of entropy), then Dk→ℓ and P▽
k↔ℓ satisfy

∏k
j=ℓ+1

Ä
1− 1

j(C+1)

ä
-contraction in

KL.
We note that our tensorization construction in Lemma 3.1 currently depends on µ being a
homogeneous distribution; it would be interesting to extend it beyond this case.

Proof. If Dn→n−1 satisfies
(
1− 1

Cn

)
-contraction in χ2-divergence, then by Lemma 3.4,

Dj→j−1 satisfies
Å

1− 1
j(C+ n−j+1

n )

ã
-contraction in χ2-divergence. If Dn→n−1 satisfies(

1− 1
Cn

)
-contraction in χ2-divergence, then we have

Ä
1− 1

j(C+1)

ä
-contraction in KL-

divergence. Because Dk→ℓ = Dk→k−1 · · ·Dℓ+1→ℓ, taking the product from ℓ + 1 to k

gives the result. ◀

From this, we can conclude that k-Glauber dynamics mixes at least Ω(k) times as fast
in χ2-divergence as Glauber dynamics, and assuming approximate tensorization of entropy,
mixes at least Ω(k) times as fast in KL-divergence.

▶ Corollary 3.6 (k-Glauber mixes k times as fast). Let µ be a distribution on Ω =
∏n

i=1 Ω′i.
1. If µ satisfies a Poincaré inequality with constant Cn, then

λ2(Pµ,k) ≤
Å

1− k

n + 1

ã 1
C+1

= 1− Ω
Å

max
ß

k

(C + 1)n, 1
™ã

and Pµ,k satisfies a Poincaré inequality with constant Ω
Ä

(C+1)n
k

ä
.

2. If µ satisfies C-approximate tensorization of entropy, then Pµ,k satisfies contraction in
KL-divergence with constantÅ

1− k

n + 1

ã 1
C+1

= 1− Ω
Å

max
ß

k

(C + 1)n, 1
™ã

.

Proof. Note that Pµ,k corresponds to P▽
n↔n−k after homogenization. For variance, we

recall Proposition 2.8 which relates the Poincaré constant of Pµ and Dn→n−1, and the
Poincaré constant of Pµ,k and Dn→n−k. The corollary then follows from Theorem 3.5 and
the calculation

APPROX/RANDOM 2024
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n∏
j=n−k+1

Å
1− 1

j(C + 1)

ã
≤ e
− 1

C+1

∑n

j=n−k+1
1
j ≤ e−

1
C+1 ln( n+1

n−k+1 )

=
Å

1− k

n + 1

ã 1
C+1

= 1− Ω
Å

k

(C + 1)n

ã
. ◀

Our theorem also implies contraction for D2→1; this forms a kind of converse to local-to-
global arguments that start with contraction of D2→1 [2].

▶ Corollary 3.7. Let µ be a distribution on Ω =
∏n

i=1 Ω′i, and consider the down and up
operators defined with respect to its homogenization µhom.
1. If Dn→n−1 satisfies (1 − 1

Cn )-contraction in χ2, then D2→1 satisfies
Ä
1− 1

2(C+1)

ä
-

contraction in χ2 and λ2(P△1↔2) ≤ 1− 1
2(C+1) .

2. If Dn→n−1 satisfies (1− 1
Cn )-contraction in KL (i.e., µ satisfies C-approximate tensoriz-

ation of entropy), then D2→1 satisfies
Ä
1− 1

2(C+1)

ä
-contraction in KL.

Proof. This follows from substituting k = 2, ℓ = 1 into Theorem 3.5, appealing to Proposi-
tion 2.8 for the χ2 result. ◀

4 Parallel sampling for Ising models

To apply Corollary 3.6 to the Ising model for ∥J∥ < 1, we use the fact that the Ising model
satisfies approximate tensorization of entropy.

▶ Theorem 4.1. Suppose ∥J∥ < 1. Then µJ,h satisfies approximate tensorization of entropy
with constant 1

1−∥J∥ .

The proof is in Section 4.1. We first introduce a generic guarantee for approximate
rejection sampling in Section 4.2, based on establishing concentration for the difference of
the log-pdfs. In Section 4.3, we show that using an approximating product distribution –
chosen as the solution to a variational problem – is sufficient as a proposal distribution for
µJ,h when ∥J∥F is small enough, using the Hanson-Wright inequality. We put everything
together in Section 4.4, combining the speedup of k-Glauber dynamics, known mixing for
the Ising model, guarantee on the approximate rejection sampler, with a careful analysis of
the recursion in the algorithm.

4.1 Approximate tensorization of entropy for the Ising model
For ∥J∥ < 1, we prove approximate tensorization of entropy for the Ising model µJ,h

(Theorem 4.1) by using the fact that it holds for rank-1 Ising models and using the needle
decomposition in [24]. This is the same way that the modified log-Sobolev inequality is
proved in [24].

▶ Proposition 4.2 ([8, Proposition 32]). Suppose ∥u∥ < 1. Then µuu⊤,h satisfies approximate
tensorization of entropy with constant 1

1−∥u∥2 .

▶ Theorem 4.3 (Needle decomposition of Ising measures [24]). Consider an Ising model
µ = µJ,h on {±1}n with J ⪰ 0. Let f : {±1}n → R be any function. There exists a mixture
decomposition (depending on f)

µ(x) =
ˆ

µu,v(x) dπ(u, v)

where π is a probability measure on R2n such that:
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1. π-almost surely, µu,v is a probability measure of the form

µu,v(x) = 1
Zu,v

exp
Å1

2 ⟨u, x⟩2 + ⟨v, x⟩
ã

,

i.e., a rank one Ising model (“needle”). Furthermore ∥u∥ ≤ ∥J∥.
2. Eµu,v f(X) = Eµf(X) π-almost surely.

Proof of Theorem 4.1. See full version. ◀

4.2 Approximate rejection sampling
Conditional distributions of the Ising model are again Ising models. We will show that with
large probability, if we pick a random subset of not-too-large size, then we can approximate
the distribution of those coordinates with a product distribution, and hence use the product
distribution as a proposal for approximate rejection sampling. We discuss further the choice
of product distribution (given in Algorithm 2) in Section 4.3.

First, we give a generic guarantee for the rejection sampling Algorithm 3, which can be
used whenever the log-ratio between desired and proposal distributions ln dP

dQ has sufficiently
decaying exponential tails. Note that because the normalizing constants are unknown,
we draw two samples and use one as a reference to decide whether to accept the other.
Lemma 4.4 appears as [25, Lemma 2] specialized to the distribution they consider, but holds
more generally. We give the proof for completeness.

Algorithm 2 Quadratic approximate rejection sampler (QuadraticApproxRejectionSampler).

1: Input: Hamiltonian H in the form H(x) = C + ⟨h, x⟩+ 1
2 ⟨x, Ax⟩+ H≥3(x), δ such that∥∥∥A�

∥∥∥
F
≤ δ < c3 and 0 ⪯ A ⪯ (1− c)I, error ε.

2: Let u0 = 0.
3: for t from 1 to T = Θ

Ä
1
c ln
Ä√

n
δ

ää
do

4: Let ut = A� tanh(h + ut−1).
5: end for
6: Let ĥ = uT .
7: Output: ApproxRejectionSampler(q(x) ∝ exp

(
⟨h + ĥ, x⟩, g(x) = H(x)− ⟨h + ĥ, x⟩,

( 2
ε

) δ
c3−δ

)
(See Algorithm 3.)

Algorithm 3 Approximate rejection sampler (ApproxRejectionSampler).

1: Input: Oracle for sampling from Q, function g such that dP
dQ ∝ eg, error parameter c.

2: repeat (For parallel implementation, run ⌈c⌉ times simultaneously and take the first
success.)

3: Draw X, Z ∼ Q.
4: Let R = exp(g(X)− g(Z)).
5: Draw U ∼ Uniform([0, 1]).
6: until U ≤ 1

c R

7: Output: X.

▶ Lemma 4.4. Let “P be the distribution of the output of Algorithm 3. Then

dP

dQ
(X) = E[R|X]

ER

d“P
dQ

(X) = E[min{R, c}|X]
E[min{R, c}] .
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The acceptance probability is paccept = 1
cEmin{R, c} = 1

c (ER− E[(R− c)1R≥c]) and the TV
distance is bounded by

DTV(“P , P ) ≤ E[(R− c)1R≥c]
ER

.

For c ≥ 1, the acceptance probability is at least 1
2c .

Proof. We calculate

E[R|X] = E[eg(X)−g(Z)|X] = eg(X)E[e−g(Z)]

E[R] = E[E[R|X]] = E[eg(X)]E[e−g(Z)],

so E[R|X]
E[R] = eg(X)

E[eg(X)] = dP
dQ (X). Note d“P

dQ (X) is the probability of acceptance given X divided
by the total probability of acceptance, which we calculate:

paccept(X) := P
ï
U ≤ 1

c
R|X
ò

= E
ï
min
ß

R

c
, 1
™
|X
ò

= 1
c
E[min{R, c}|X]

paccept = P
ï
U ≤ 1

c
R

ò
= E
ï
P
ï
U ≤ 1

c
R|X
òò

= 1
c
E[E[min{R, c}|X]] = 1

c
E[min{R, c}].

Dividing gives d“P
dQ = E[min{R,c}|X]

E[min{R,c}] . Then

DTV(“P , P ) ≤ EX∼Q max
®

0,
dP

dQ
(X)− d“P

dQ
(X)
´

≤ EX∼Q max
ß

0,
E[R|X]
ER

− E[min{R, c}|X]
cpaccept

™
≤ EX∼Q max

ß
0,

E[R|X]
ER

− E[min{R, c}|X]
ER

™
because cpaccept ≤ ER

≤ EX∼Q
E[(R− c)1R≥c|X]

ER
= E[(R− c)1R≥c]

ER
.

Finally, note that P(R ≥ 1) ≥ 1
2 by symmetry, so paccept ≥ 1

cP(R ≥ 1) ≥ 1
2c . ◀

4.3 Concentration
To obtain concentration of the ratio in Lemma 4.4, we need a version of the Hanson-Wright
inequality. We first state the classical inequality.

▶ Theorem 4.5 (Hanson-Wright Inequality, [49, Theorem 6.2.1]). There is a constant c such
that the following holds. Let X = (X1, . . . , Xn) ∈ Rn be a random vector with independent,
mean-zero, K-sub-gaussian coordinates. Let A ∈ Rn×n be a matrix. Then for every t ≥ 0,

P (| ⟨X, AX⟩ − E ⟨X, AX⟩ | ≥ t) ≤ 2 exp
ñ
−c min

®
t2

K4 ∥A∥2
F

,
t

K2 ∥A∥

´ô
.

We will use the following version, which is a consequence of [44, Corollary 2] (by taking
Γ(f) = ∥∇f∥ and noting that product distributions on {±1}n satisfy a uniform modified
log-Sobolev inequality) and allows a general function f .

▶ Theorem 4.6 ([44]). There is a constant c such that the following holds. Let X =
(X1, . . . , Xn) ∈ {±1}n be a random vector with independent coordinates. Let f : {±1}n → R
be a function. Then for every t ≥ 0,

P (|f(X)− Ef(X)| ≥ t) ≤ 2 exp
ñ
−c min

®
t2

E[∥∇f∥2]
,

t

maxx∈{±1}n ∥∇2f∥F

´ô
.
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Note the extra term E[∥∇f∥2] compared to Theorem 4.5 which requires the random variables
to be centered. This means that we cannot simply take Q = µh := µO,h and P = µJ,h for the
reason that E[∥∇x(⟨x, Ax⟩)∥2] can be Ω(n), while we need concentration to O(1). Instead,
in order to apply Theorem 4.6 for f = ln dP

dQ , we would like to ∇f to be centered, that is,
EQ∇f = 0. For this, we need to solve the variational problem

Eµh+h∗ A�x = h∗. (3)

We do this by fixed point iteration. Note this is a special case of “gradient” descent for
Lipschitz and strongly monotone operators [15, 36].

▶ Lemma 4.7 (Fixed point iteration). Let (X, d) be a metric space, c > 0, and suppose
F : X → X is (1−c)-Lipschitz (so it is a contraction mapping). Let x0 ∈ X and xt = F (t)(x0).
Then

d(F (xt), xt) ≤ (1− c)td(F (x0), x0)

and hence for t = Ω
Ä

1
c ln
Ä

d(F (x0),x0)
ε

ää
, we have d(F (xt), xt) ≤ ε.

Proof. We have d(F (xt), xt) = d(F (t+1)(x0), F (t)(x0)) ≤ (1− c)td(F (x0), x0) by induction.
Hence, it suffices to choose t such that t ln

Ä
1

1−c

ä
≥ ln

Ä
d(F (x0),x0)

ε

ä
, which gives the result. ◀

▶ Lemma 4.8. Suppose that A is symmetric positive semi-definite with A ⪯ (1− c)I. Let

F (u) = A� tanh(h + u).

Then for t = Ω
Ä

1
c log

Ä√
n

ε

ää
, we have that ĥ := F (t)(0) satisfies∥∥∥Eµ

h+“hA�x− ĥ
∥∥∥ ≤ ε. (4)

Proof. Note that all diagonal entries of A are contained in [0, 1− c], so −(1− c)I ⪯ A� ⪯
(1− c)I. Combining this with the fact that tanh is 1-Lipschitz, we obtain that F is (1− c)-
Lipschitz. Note that ∥F (0)− 0∥ ≤

√
n. The result then follows from Lemma 4.7 and the

fact that F (u) = Eµh+u
A�x. ◀

Using this, for small enough ∥A∥F , we can obtain the exponential tails necessary to bound
the TV-distance in Lemma 4.4. This fits in with the general fact that Ising models with small
∥J∥F are well-approximated by product distributions [31], giving approximation guarantees
for variational methods in this regime. We state the following lemma more generally with a
higher-order term, so that we can also apply it for the p-spin model.

▶ Lemma 4.9. There is a constant c3 such that the following holds. Suppose H(x) =
⟨h, x⟩+ 1

2 ⟨x, Ax⟩+ H≥3(x) where A is symmetric and H≥3(x) =
∑
|I|≥3 aIxI contains the

terms of degree ≥ 3. If δ < c3,

max
x∈{±1}n

∥∥∇2H(x)
∥∥

F
≤ δ and max

x∈{±1}n
∥∇H≥3(x)∥ ≤ δ,

then the output of QuadraticApproxRejectionSampler (Algorithm 2) is at most ε in TV distance
from µ, and the acceptance probability in the call to ApproxRejectionSampler is at least
1
2c = 1

2
(

ε
2
) δ

c3−δ .

In the special case that H≥3(x) = 0, the assumption simplifies to
∥∥∥A�

∥∥∥
F
≤ δ.
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Proof. Let

f(x) = H(x)−
¨
h + ĥ, x

∂
= 1

2 ⟨x, Ax⟩ −
¨
ĥ, x
∂

+ H≥3(x).

To use Theorem 4.6, we calculate E[∥∇f∥2]. First note that Ex∼Uniform({±1}n)∇2H≥3(x) = O

(because for any i, j ∈ [n] and |I| ≥ 3, we have Ex∼Uniform({±1}n)x
I\{i,j} = 0) so by Jensen’s

inequality∥∥∥A�
∥∥∥

F
=
∥∥∥A� + Ex∼Uniform({±1}n)∇2H≥3(x)

∥∥∥
F

≤ Ex∼Uniform({±1}n)

∥∥∥A� +∇2H≥3(x)
∥∥∥

F
≤ max

x∈{±1}n

∥∥∇2H(x)
∥∥

F
≤ δ.

Let x = Eµ
h+“hx. From Lemma 4.8 we have that the output ĥ of fixed point iteration satisfies∥∥∥A�x− ĥ
∥∥∥ ≤ δ. We then have

Eµ
h+“h [∥∇f∥2] = Eµ

h+“h ï∥∥∥A�x− ĥ +∇H≥3(x)
∥∥∥2
ò

≤ 2Eµ
h+“h ï∥∥∥A�(x− x) + A�x− ĥ

∥∥∥2
ò

+ 2Eµ
h+“h î∥∇H≥3(x)∥2ó

= 2Eµ
h+“h ï∥∥∥A�x− ĥ

∥∥∥2
+
∥∥∥A�(x− x)

∥∥∥2
+ ∥∇H≥3(x)∥2

ò
≤ 2
ï∥∥∥A�x− ĥ

∥∥∥2
+
∥∥∥A�

∥∥∥2

F
+ Eµ

h+“h ∥∇H≥3(x)∥2
ò
≤ 6δ2 (5)

using the fact that the entries of x− x are independent, mean 0, with variance at most 1.
Hence, by Theorem 4.6, f(X)− Ef(X) is O(δ)-sub-exponential, and so is f(Z)− f(X), and
there exists c3 so that

P (|f(Z)− f(X)| ≥ t) ≤ 2e−
c3t

δ .

Then for c =
( 2

ε

) δ
c3−δ ,

E[(R− c)1R≥c] ≤
ˆ ∞

ln c

et · P(f(Z)− f(X) ≥ t) dt

≤
ˆ ∞

ln c

et2e−
c3t

δ dt ≤ 2
ˆ ∞

ln c

e−( c3
δ −1)t dt = 2c−( c3

δ −1) = ε. (6)

Moreover, by Jensen’s inequality, ER ≥ eE[f(Z)−f(X)] = 1. Hence by Theorem 4.6, the output
is at most ε in TV distance from µ and the acceptance probability is at least 1

2c . ◀

4.4 Analysis of the Parallel Ising Sampler
▶ Lemma 4.10. Let S ⊆ [n], fix xSc ∈ {±1}Sc , and let P be the distribution on {±1}S with
mass function p(x) = µJ,h(XS = x|XSc = xSc), and let Q be the product distribution in on
{±1}S with mass function q(x) ∝ exp (⟨JS×ScxSc + hS , x⟩). Then the following hold.
1. dP

dQ (x) ∝ exp
( 1

2 ⟨x, JS×Sx⟩
)
.

2. DKL(P∥Q) ≤ ∥JS×S∥ · |S|.

Proof. Because xSc is constant, expanding the quadratic gives

µJ,h(XS = xS |XSc = xSc) ∝ exp
Å1

2(2 ⟨xS , JS×ScxSc⟩+ ⟨xS , JS×SxS⟩) + ⟨hS , x⟩
ã

.

Dividing by q(xS) gives (1).
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For (2), we note that for x ∈ {±1}S ,
∣∣ 1

2 ⟨x, JS×Sx⟩
∣∣ ≤ 1

2 ∥JS×S∥ ∥x∥2 ≤ 1
2 ∥JS×S∥ |S|.

Hence

dP

dQ
(x) =

exp
( 1

2 ⟨x, JS×Sx⟩
)

´
exp

( 1
2 ⟨x, JS×Sx⟩

)
dQ(x)

≤ e
1
2∥JS×S∥|S|

e−
1
2∥JS×S∥|S|

= e∥JS×S∥|S|

and DKL(P∥Q) = EP ln dP
dQ ≤ ∥JS×S∥ |S|. ◀

▶ Lemma 4.11 (Bernstein’s inequality for supermartingales [28, (1.6)]). Let Xn be a martingale
adapted to Fn. Suppose that |Xn+1−Xn| ≤ L and E[|Xn+1−Xn|2|Fn] ≤ σ2 with probability
1. Then

P(Xn −X0 ≥ t) ≤ exp
Å
− t2

2(tL + nσ2)

ã
.

We are now ready to prove our main theorem on the parallel Ising sampler.

Proof of Theorem 1.2. We first note that all lines in Algorithm 1 take logarithmic time
with poly(n) processors (e.g., by a parallel implementation of matrix-vector multiplication).
Note that a random subset of specified size s can be selected by generating a random number
for each index, using a parallel sorting algorithm [11], and then selecting the smallest s

elements. We will ignore logarithmic overhead for the rest of the proof.
Running time is bounded with high probability. We consider a tree associated with a run
of the algorithm, where each node is labeled with a set, constructed as follows. Each node
represents a time that ParallelIsingSampler is called, and each leaf node represents a time
that ApproxRejectionSampler. Start with a root node v1 labeled with S1 = [n]. A node has T

children, where T is the number calculated in line 7 of the algorithm. Each node is labeled
with subset of indices marking out the submatrix JS×S it is given.

Now consider exploring the tree in the following breadth-first manner. We will define a list
Bt which will contain the vertices at the boundary of explored territory and a filtration Ft.
Let B0 = (v1) and F0 be the trivial σ-algebra. Given Bt and Ft, if Bt is non-empty, define
Bt+1 and Ft+1 as follows. Let vt+1 be the first vertex in the list Bt, and let Bt+1 be defined
from Bt by removing vt+1 from Bt and adding its children. Let St+1 denote the set of indices
associated with vt+1, considered as a set-valued random variable, and Ft+1 = σ(Ft, St+1).
Let Mt = |Bt|. We have M1 =

⌊
C2 ln

(
n
ε

)
n
s

⌋
, and wish to bound the first time τ such that

Mτ = 0. We redefine Mτ+k = −k (for sake of making Mt a supermartingale, as we will show
below).

For t ≥ 2, consider Mt −Mt−1|Ft−1. Let v denote the parent of vt, and suppose v is

associated with the set R, with |R| = m. Then |St| = s :=

 c1m(
ln
(

2
εstep

)
+1
)

ln( n
ε )
∥∥∥∥J�

R×R

∥∥∥∥
F

.

(We choose c1 ≤ 1
2 c3 to ensure that we always have s ≤ m.) Let Dt be the number of new

children added. If
∥∥∥J�St×St

∥∥∥
F
≤ c3 or s = 1, then vt is a leaf and Dt = 0. Now consider∥∥∥J�St×St

∥∥∥
F

> c3. In the current call to the algorithm, s′ =

 c1s(
ln
(

2
εstep

)
+1
)

ln( n
ε )
∥∥∥∥J�

St×St

∥∥∥∥
F

.

Then Dt ≤ C2 ln
(

n
ε

)
s
s′ ≤

C2

(
ln
(

2
εstep

)
+1
)

ln( n
ε )2

∥∥∥∥J�
St×St

∥∥∥∥
F

c1
. In either case, Mt−Mt−1 = Dt−1.

We have that

Dt ≤
C2
Ä
ln
Ä

2
εstep

ä
+ 1
ä

ln
(

n
ε

)2
∥∥∥J�St×St

∥∥∥
F
1

[∥∥∥J�St×St

∥∥∥
F

> c3

]
c1

. (7)
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Hence, by Cauchy-Schwarz and Chebyshev’s inequality,

E[Dt|Ft−1] ≤
C2
Ä
ln
Ä

2
εstep

ä
+ 1
ä

ln
(

n
ε

)2

c1
E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò1/2
·

P

∥∥∥J�St×St

∥∥∥
F

>
c3

ln
Ä

2
εstep

ä
+ 1

∣∣∣Ft−1

1/2

≤
C2
Ä
ln
Ä

2
εstep

ä
+ 1
ä

ln
(

n
ε

)2

c1
E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò1/2
·
E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò1/2

c3/
Ä
ln
Ä

2
εstep

ä
+ 1
ä

=
C2
Ä
ln
Ä

2
εstep

ä
+ 1
ä2

ln
(

n
ε

)2

c1c3
E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò
. (8)

Now because St is uniformly chosen at random from subsets of R of size s,

E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò
= E

S∼Uniform(R
s)

ï∥∥∥J�S×S

∥∥∥2

F

ò
=

∑
i,j∈R,i ̸=j

( s

m

)2
J2

ij =
( s

m

)2 ∥∥∥J�R×R

∥∥∥2

F
≤ 4c2

1Ä
ln
Ä

2
εstep

ä
+ 1
ä2

ln
(

n
ε

)2
, (9)

where we use the fact that J�ii = 0, all off-diagonal entries have probability
(

s
m

)2 of being
included in St, and s > 1. Combining (8) and (9) gives

E[Dt|Ft−1] ≤ 4C2c1

c3
.

Choosing c1 small enough (depending on C2, c3), we can ensure that E[Mt −Mt−1|Ft−1] =
E[Dt−1|Ft−1] ≤ − 1

2 , so that Mt + t
2 is a supermartingale for t ≥ 1. By Doob’s decomposition

we can write Mt = At + M ′
t where At+1 ≤ A1 − t

2 is a predictable decreasing sequence and
M ′

t is a martingale.
We now bound the variance. Using (7),

E[(M ′
t −M ′

t−1)2|Ft−1] ≤ E[D2
t |Ft−1]

≤
C2

2

Ä
ln
Ä

2
εstep

ä
+ 1
ä2

ln
(

n
ε

)4

c2
1

E
ï∥∥∥J�St×St

∥∥∥2

F
|Ft−1

ò
≤ 4C2

2 ln
(n

ε

)2
,

where we use the bound (9). Finally, |M ′
t+1 −M ′

t | ≤
C2

(
ln
(

2
εstep

)
+1
)

ln( n
ε )2

c1

∥∥∥J�
∥∥∥

F
with

probability 1. Let T0 be the T computed in line 7 in the first step of the algorithm. By
Bernstein’s inequality for martingales (Lemma 4.11), for t ≥ C ln4 (n

ε

)
max

{∥∥∥J�
∥∥∥

F
, 1
}
≥ T0

for an appropriate constant C (depending on C2, c1, C4),

P(Mt+1 > 0) = P ((Mt+1 −M1) > −T0) ≤ P
Å

M ′
t+1 −M ′

1 >
t

2 − T0

ã
≤ ε

2 .

This shows that with probability ≥ 1− ε
4 , there are at most tmax = C ln4 (n

ε

)
max{∥J∥F , 1}

nodes.
Finally, we note that in the call to ApproxRejectionSampler, the parameter needed to

obtain error εstep is
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c =
Å 2

εstep

ã δ
c3−δ

=
Å 2

εstep

ã 1
log(2/εstep)

= e

and the acceptance probability is ≥ 1
2c = 1

2e .
The number of tries until acceptance is a geometric random variable, which is subexpo-

nential, so standard concentration bounds show that the total number of tries is at most
O(ln

( 1
ε

)
) times the number of calls, with probability ≥ 1− ε

2 . Putting everything together,
we obtain O(max{∥J∥F , 1} poly log

(
n
ε

)
) running time with probability ≥ 1− ε.

Output is close in TV distance. Let A be a large constant to be determined.
Now consider coupling y = y(0) with a sequence of random variables y(1), . . ., defined

inductively as follows. Start with all vertices of the tree of recursive calls unmarked. Now
given y(t), choose a node (in a fixed manner) all of whose children are marked, and mark
it; then replace the output of that call to ParallelIsingSampler by a sample from the true
distribution. We now choose constants so that DTV(D(y(t)),D(y(t+1))) ≤ ε

nA . There are two
kinds of replacements to consider, a leaf node and a non-leaf node.

A leaf node corresponds to a call to ApproxRejectionSampler. If c3 is small enough and
C4 = A, then by Lemma 4.9 and 4.4, the output of ApproxRejectionSampler is within ε

nA of
the µJR×R,h.

A non-leaf node corresponds to T recursive calls to ParallelIsingSampler. Here we must
appeal to mixing for the Ising model. By Theorem 4.1, approximate tensorization of entropy
holds with constant 1

c . Hence by Theorem 3.6, there is a constant C ′0 such that if C0 = C ′0c,
then for any s, t · n

s steps of s-Glauber dynamics results in a distribution νt satisfying

DTV(νt∥µJ,h) ≤
…

1
2DKL(νt∥µJ,h) ≤

…
1
2DKL(ν0∥µJ,h)e−C0t.

With the product initialization, we have by Lemma 4.10(2) (applied to the whole matrix)
that DKL(ν0∥µJ,h) ≤ ∥J∥n ≤ 2n. Hence there exists a constant C ′2 such that if C2 = C ′2A/c,
then with T = C2 ln

(
n
ε

)
n
s steps, DTV(νT ∥µJ,h) ≤ ε

nA . By Lemma 4.10(1), for the Ising
model µJR×R,h the conditional distribution of XS given XR\S = yR\S is exactly the Ising
model µJS×S ,JS×R\SyR\S+hS

. Given that the conditional distributions are sampled exactly,
then the only error is that from not having fully mixed, which we set to be ε

nA .
This chain of coupled random variables establishes DTV(D(y),D(y(t))) ≤ tε

nA . Moreover,
for t > tmax, DTV(D(y(t)), µJ,h) ≤ ε

2 by our high-probability bound, as the root node in y(t)

will have been replaced with a perfect sample with probability ≥ 1− ε
2 . It remains to note

that tmax = C ln4 (n
ε

)
max{∥J∥F , 1} with C depending polynomially on A. Hence we can

choose A such that tmaxε
nA ≤ ε

2 , and this finishes the proof. ◀
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Abstract
In this paper, we study the problem of computing the majority function by low-depth monotone
circuits and a related problem of constructing low-depth sorting networks. We consider both the
classical setting with elementary operations of arity 2 and the generalized setting with operations of
arity k, where k is a parameter. For both problems and both settings, there are various constructions
known, the minimal known depth being logarithmic. However, there is currently no known efficient
deterministic construction that simultaneously achieves sub-log-squared depth, simplicity, and has a
potential to be used in practice. In this paper we make progress towards resolution of this problem.

For computing majority by standard monotone circuits (gates of arity 2) we provide an explicit
monotone circuit of depth O(log5/3

2 n). The construction is a combination of several known and
not too complicated ideas. Essentially, for this result we gradually derandomize the construction of
Valiant (1984).

As one of the intermediate steps in our result we need an efficient construction of a sorting
network with gates of arity k for arbitrary fixed k. For this we provide a new sorting network
architecture inspired by representation of inputs as a high-dimensional cube. As a result we obtain
a simple construction that improves previous upper bound of 4 log2

k n to 2 log2
k n. We prove the

similar bound for the depth of the circuit computing majority of n bits consisting of gates computing
majority of k bits. Note, that for both problems there is an explicit construction of depth O(logk n)
known, but the construction is complicated and the constant hidden in O-notation is huge.
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1 Introduction

More than 50 years ago, Foster and Stockton [10] devised, in modern terms, an O(log n)-depth
Boolean circuits (with AND and OR gates of fan-in 2 and also NOT gates) that, given n

input bits, computes the binary representation of their sum. Their construction is explicit,
that is, the circuit can be computed in deterministic nO(1)-time. Moreover, it is relatively
simple, where the main trick is to compute in constant depth, for any 3 numbers, given in
binary, 2 numbers with the same sum, also given in binary. In about log3/2 n steps, we get
from n input bits to just two numbers, both O(log n)-bit long. After that, one can compute
their sum in depth O(log n), say,by the grade school algorithm.
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An easy consequence of this [20] is that all symmetric Boolean functions (those whose
value is determined by the number of 1s in the input) are in the class NC1, that is, can be
computed by O(log n)-depth fan-in 2 Boolean circuits. It should be noted, however, that
in this construction, it is unavoidable to use NOT gates, even for symmetric functions that
are monotone, like the majority function, outputting 1 if and only if more than half of the
input bits are 1’s. This is because inside the construction we compute the sum of input bits
in binary, and the digits of this sum are non-monotone functions. Thus, if we want, say, a
monotone Boolean circuit (only fan-in 2 AND and OR gates with no NOT gates) for the
majority function that has depth O(log n), we need other ideas.

Monotone Boolean circuits of depth O(log n) for the majority function are known to exist,
but to this day, there is no explicit construction as simple as the construction of Foster and
Stockton. Namely, there are two constructions, one is extremely simple but randomized (due
to Valiant [32]), and the other is explicit but extremely involved (due to Ajtai, Komlós and
Szemerédy [1]).

One can represent the construction of Valiant as a ternary tree of depth C · log n, where
every node computes the majority of its three children [12]. As for the leafs, we simply put
a random input variable to every leaf in the tree, independently for different leafs. It is
relatively easy to show that, for every input x ∈ {0, 1}n and for a large enough absolute
constant C > 0, the probability that the tree computes the value of the majority function on
x is larger than 1 − 2−n. Thus, there exists a choice of putting input variables to leaves that
gives us a circuit, computing the majority function for all inputs.

Derandomizing the Valiant’s construction seems a tempting approach for constructing an
explicit O(log n)-depth monotone circuit for the majority function. Nevertheless, there has
been limited progress in this direction. Hoory, Magen and Pitassi [13] have improved the size
of the Valiant’s construction, but their construction is still randomized. In turn, Cohen et
al. [7] observed how to use hash functions to reduce the number of random bits to O(log n)
but at the cost of having the probability of error about 1/polylog(n), which is not enough
for the complete derandomization.

Using a completely different approach, Ajtai, Komlós and Szemerédy [1] constructed an
explicit (computable in deterministic polynomial time) O(log n)-depth monotone circuit for
the majority function. It is worth mentioning that the approach of [1] uses randomness
as well, however, they derandomize their construction on the later steps. In fact, they did
much more than that – they constructed an explicit sorting network with O(log n) layers. A
sorting network receives on input an array with n numbers and outputs the same array but
with numbers going in the non-decreasing order. In each layer, there is a fixed partition of
the entries of the array into pairs, where to each pair one applies a comparator, swapping
the numbers in a pair if they are not in the non-decreasing order. A sorting network can be
easily turned into a monotone circuit for the majority function whose depth is equal to the
number of layers of the network. This is because on binary inputs, the comparator can be
simulated with one AND gate and one OR gate. The value of the majority function then
can be found as the value of the median entry of the sorted array.

For sorting networks, there are several simple and practical constructions with Θ(log2 n)
layers [16, 2, 22]. The construction of Ajtai, Komlós and Szemerédy [1], usually referred to
as the AKS sorriting network, has O(log n) layers, which is asymptotically optimal. However,
despite some further simplifications by Paterson [24] and Seiferas [26], this construction is
famously very involved with a constant above 1000 before log n. As for the lower bounds,
there is a folklore (2 − o(1)) log2 n lower bound on the number of layers for networks sorting
n numbers. It was improved by Yao [34] and later by Kahale et al. [15] with the current
record about 3.27 log2 n.
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For constructing just an explicit O(log n)-depth monotone circuit for the majority function,
we do not necessarily have to construct a sorting network. This gives us a hope that the
difficulty of the AKS construction can be avoided. In this paper, we make a progress in
this direction, giving the first explicit monotone circuit for the majority function that has
sub-O(log2 n) depth while not using the AKS methodology at all.

▶ Theorem 1. There is a polynomial time constructable monotone circuit for MAJn of
polynomial size and depth O(log5/3 n).

Our proof combines several relatively simple steps. The principle component is a partial
derandomization of the Valiant’s construction, using some ideas of Cohen et al. [7] but with
different setting of parameters. Next, we repeatedly apply two operations to the resulting
randomized circuit. The first operation is a brute-force derandomization, that searches
through all possible random bits of the randomized circuit. The second one is a composition
with a circuit for MAJn that consists of MAJk gates and has depth O(log2

k n). Existence
of such circuits is known [23, 8], but in this paper, we also give a new simple construction,
based on alternative ideas and with better constant before log2

k n.

In fact, all known construction of such circuits, including a new one from this paper,
come from sorting networks with comparators that can simultaneously sort k > 2 positions
of the array. We will call them k-sorting networks. They appear in the literature since the
70s, the setting is mentioned already in the Knuth’s book [16, Problem 5.3.4.54], followed
by numerous works [30, 23, 3, 21, 8, 18, 28, 11, 35]. They are usually studied to better
understand the structure of ordinary sorting networks (for example, a version of AKS sorting
network with improved constant relies on k-sorting network in intermediate constructions [6]).
In particular, k-sorting networks are closely related to recursive constructions of sorting
networks. Having a good construction of a k-sorting network, one can apply it to its own
comparators, getting a construction with smaller k, until eventually k becomes 2, and we get
an ordinary sorting network.

Chvátal shows in his lecture notes [6], the AKS sorting network also generalizes to this
setting, giving a construction of depth O(logk n). However, as with the AKS sorting network
itself, this construction is complicated and impractical. In fact, even constructing a k-network
of depth O(log2

k n) is significantly harder for general k than just for k = 2. Standard O(log2
2 n)

constructions for 2-sorting networks are based on divide and conquer approach, in which we
first recursively sort parts of input and then merge sorted parts together. For the case of
k-sorting networks to get a network of depth O(log2

k n) with the same approach merging step
needs to merge many parts simultaneously and this task becomes non-trivial [19, 27, 25, 5].
We are aware of just two constructions like that: Cypher and Sanz [8] gave a simple and
potentially practical k-sorting network of depth ≤ 5 log2

k n (for k ≥ log4 n) and Parker and
Parbery [23] gave a construction of depth ≤ 4 log2

k n (in case when n is an integral power of
k). As for the lower bounds, any k-sorting network with n inputs must have depth at least
logk n because otherwise outputs cannot be connected to all n inputs. Dobokhotova-Maikova
et al. [9] improved this bound to roughly 2 logk n. They also found optimal values of k for
small values of depth d. More specifically, for sorting networks of depth d = 1, 2 they show
that k cannot be smaller than n, for d = 3 the optimal value is k =

⌈
n
2

⌉
and for d = 4 the

optimal value is k = Θ(n2/3). These results indicate that small depth k-sorting networks
are not enough for iterative approach to sub-log-squared sorting network and we need either
good k-sorting network constructions of depth greater than 4 or additional ideas.

Our second result is a new architecture for k-sorting networks. An application of this
architecture is a k-sorting network of depth 2 log2

k n, improving the constant compared to
the results of [8, 23]. More precisely, we prove the following theorem.
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▶ Theorem 2. For any n and for any k such that log k = ω(log log n) (or, to put it differently,
k is growing faster than any polylog(n)), there exists a k-sorting network of depth at most
(2 + o(1)) log2

k n. The sorting network can be computed in polynomial time.

The key idea behind this construction is to represent the input array as a hypercube of
high dimension and sort various sections of this cube. We note that the idea of representing
an array as a multidimensional structure is not new, for example, Leighton [19] in his
ColumnSort represented the array as a two dimensional table and Cypher and Sanz [8] use
a representation of larger dimension. In our construction it is important that we use the
dimension greater than 2 and that the sections of the cube that are used for sorting have
non-trivial intersection. On the conceptual level, the main novelty in our construction is the
notion of s-sorting. We call the array s-sorted if the whole array is sorted correctly apart
from some interval of length at most s. Most (if not all) log-squared-depth sorting network
constructions adopt the divide and conquer strategy. The O(log2

k n)-depth construction
in [23] is not an exception, to sort an array of size n, they split it into subarrays of size
n/k, sort them recursively and merge them afterward. However, merging k subarrays using
k-sorting network is relatively expensive. To improve over previous construction, we work
with s-sorted subarrays instead. We show how to merge them effectively (using the hypercube
idea) and then show how we can build a recursive construction based on them.

It is not hard to see that all outputs of a comparator with k inputs can be computed by
MAJ2k gates. This means that Theorem 2 yields an (2 + o(1)) log2

k n-depth circuit for MAJn,
consisting of MAJk gates, which is a final component for our construction in Theorem 1

To additionally illustrate applications of our construction, we consider constant depth
sorting networks and circuits for majority. We show that there is a depth-4 MAJk-circuit
for MAJn for k = O(n3/5). As another application we address the question of k-sorting
networks for k = O(n1/2). In [16] Knuth posed a problem of constructing a minimal depth
k-sorting network for the input of size k2. Parker and Parbery [23] gave a construction of
depth 9. We improve this to depth 8 at the cost of using comparators of size O(k) for k2

input size. The results of [9] show that the depth of such a network must be at least 5.
The rest of the paper is organized as follows. In Section 2 we provide necessary preliminary

information. In Section 3 we construct a monotone circuit for majority of depth O(log5/3 n).
In Section 4 we provide a new construction of k-sorting networks and deduce the corollaries.
In Section 5 we discuss some open problems.

2 Preliminaries

We use the standard notation [n] = {1, . . . , n}. We sometimes omit the base of the logarithms,
by default we assume that the base is 2.

2.1 Sorting Networks
A depth-d k-sorting network with n inputs consists of d + 1 arrays A1, . . . , Ad+1, each of
length n. Between any two arrays Ai and Ai+1 there is a layer of comparators (the first
layer is between A1 and A2, the second layer is between A2 and A3, and so on). A layer
of comparators is a partition of the set {1, 2, . . . , n} into subsets of size at most k called
comparators.

The input is given in an array A1 and all other arrays are computed by the network one
by one in the following way. If S ⊆ [n] is a comparator from the ith layer, then it is applied
to the entries {Ai[j] | j ∈ S}. It sorts their values in the non-decreasing order and puts the
results into the entries {Ai+1[j] ∈ Ai+1 | j ∈ S}. We say that a network is sorting if for any
input A1 the array Ad+1 is sorted.
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We reserve the name sorting network for 2-sorting networks.
It is well known that to check that the sorting network sorts all possible inputs, it is

enough to check that it sorts just 0/1-inputs.

▶ Lemma 3 (Zero-one principle [16]). A network with n inputs sorts all integer sequences in
the non-decreasing order if and only if it sorts all sequences from {0, 1}n in the non-decreasing
order.

By this principle, when constructing sorting networks, we can assume that each input
cell receives either 0 or 1.

The following simple observation will be useful to us.

▶ Lemma 4. If the t largest or the t smallest entries in the array are positioned correctly
(i.e., in the last t cells and in the first t cells, respectively), then after the application of
several comparators they are still positioned correctly.

Proof. We can show by induction on i that the smallest and the largest entries do not move
if they are already positioned correctly. The key observation is that if some of these entries
are inputted into one of the comparators S, they will not be moved. ◀

2.2 From Sorting Networks to Majority Circuits
We use the standard notion of Boolean circuits (see, e.g. [14]). As inputs, we allow Boolean
variables and Boolean constants 0 and 1. The size of the circuit is the number of gates in it.

Given a k-sorting network we can get a circuit computing majority from it. More
specifically, restrict the inputs to the network to {0, 1}n and consider one k-comparator S.
Note that its kth output is equal to 1 if and only if there is at least one 1 in the input. In
other words, the kth output is equal to OR of input bits. Its (k − 1)th output is equal to 1 if
and only if there are at least two 1s in the input. More generally, it is easy to see that the
(k − i)th output of the k-comparator outputs a threshold function

THRi
k(x) =

{
1 if |x| > i,

0 otherwise,

where |x| denotes the weight of the vector x ∈ {0, 1}k, that is, the number of 1s in it. We
reserve the notation MAJk(x) for the function THRk/2

k (x).
We can substitute each comparator in the network by k majority functions. Note that by

adding several constants 0 or 1 as inputs to the gate we can convert any THRi
k function into

MAJk′ with k′ ≤ 2k.
Now, it remains to observe that the median bit in the output array computes exactly

MAJn. Thus, as a result, we get the following lemma.

▶ Lemma 5. Any k-sorting network of depth d and size s can be effectively converted into
a circuit of depth d and size ks consisting of MAJ2k gates and computing majority. In the
case k = 2, we get just a monotone circuit consisting of AND and OR.

2.3 Approximate Majority
By ε-approximate majority function MAJε

n we denote the partial function that outputs
MAJn of its input but is defined only on the inputs where the fraction of ones in it is bounded
away by ε from 1/2.

We need the following result by Viola [33] which can be viewed as a derandomization of
the Sipser–Lautemann theorem [29, 17]
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▶ Theorem 6 ([33]). For any constant ε > 0, one can compute MAJε
n explicitly by a

monotone circuit of size poly(n) and depth O(log n).

(Monotonocity condition is implicit in [33] but easily observable from the construction).

2.4 t-Wise Independent Hash Functions
We need the notion of t-wise independent hash functions.

▶ Definition 7. For integers N and t such that t ≤ N , a family of function H =
{h : [N ] → [N ]} is t-wise independent if for all distinct x1, . . . , xt ∈ [N ] the random variables
h(x1), . . . , h(xt) are independent and uniformly distributed in [N ], when h ∈ H is drawn
uniformly.

▶ Theorem 8 ([31]). For every integer n and t such that t ≤ 2n there is a family of t-wise
independent functions H = {h : {0, 1}n → {0, 1}n} such that choosing a random function
from H takes nt random bits and evaluating a function from H takes time poly(n, t).

▶ Theorem 9 ([4]). Let X be the average of N t-wise independent random variables
X1, . . . , XN ∈ [0, 1] for even t. Then for any ε > 0 we have

Pr [|X − E[X]| ≥ ε] ≤ 1.1
(

t

Nε2

)t/2
.

3 Sub-log-squared Circuit for Majority

In this section, we provide a proof of Theorem 1.
Our goal is to compute MAJn by an explicit circuit of polynomial size and o(log2 n)

depth. We assume for convenience that n is odd (for even n we can consider a circuit for
n + 1 and substitute one variable by a constant). We start with some inferior circuit and
perform several operations that allow us to gradually improve the parameters. However, on
our way, we need to consider randomized circuits as well, and apart from size and depth,
we will also be interested in the number of random bits and the error probability. More
specifically, a circuit is an (s, d, r, err)-circuit for majority if its size is at most 2s, depth is at
most d, we can construct a circuit using at most r random bits and the error probability on
each input is at most 2−err. Here all parameters are functions in the number of inputs n (we
write err = ∞ when the circuit is correct with probability 1). All circuits we are going to
consider are effectively constructible: there is an algorithm that given the values of random
bits constructs a circuit in polynomial time in the size of the circuit.

Given a circuit with some parameters, we will use two operations to obtain new circuits.
We are introducing these operations in the next two lemmas. Their effect on the circuit is
summarized in the table below.

Initial circuit Brute-force derandomization Downward self-reduction

s(n) O(s(n) + r(n)) O(log n) + s(2k)

d(n) d(n) + O(r(n)) O

((
log2 n

log2 k

)2
d(2k)

)
r(n) 0 r(2k)

err(n) ∞ err(2k) − O(log n)



N. Dobrokhotova-Maikova, A. Kozachinskiy, and V. Podolskii 50:7

▶ Lemma 10 (Brute-force derandomization). If there is an (s, d, r, 2)-circuit C, then there is
an (O(s + r), d + O(r), 0, ∞)-circuit.

This lemma allows us to get rid of randomness but increases the depth and the size of
the circuit if r is large.

Proof. Consider a randomized circuit Cy(x), where x ∈ {0, 1}n is an input and y ∈ {0, 1}r

is the sequence of random bits. Assume Cy(x) has the parameters, as in the statement of the
lemma. Consider circuits Cy(x) for all possible values of y and observe that for any x the
fraction of circuits that output MAJn(x) is at least 1 − 1/4 = 3/4. Thus, if we feed Cy(x)
for all y into a circuit from Theorem 6 computing MAJε

2r , the output is exactly MAJn(x).
The size of the resulting circuit is at most 2r ·2s+poly(2r), where the first term corresponds

to computing Cy(x) for all y and the second term corresponds to computing MAJε
2r . Thus,

the size is 2O(s+r). Since all Cy(x) can be computed in parallel, the depth of the circuit is at
most d + O(r). The resulting circuit does not use random bits and is always correct. ◀

▶ Lemma 11 (Downward self-reduction). If there is an (s(n), d(n), r(n), err(n))-circuit C, then
for any k < n there is an (O(log n)+s(2k), O(log2

k n ·d(2k)), r(2k), err(2k)−O(log n))-circuit.

This operation increases the depth (if d(n) is sub-log-squared), but allows to reduce other
parameters.

Proof. Consider a k-sorting network of depth O(log2
k n), given by [23] or by our Theorem 2

(the latter allows only for limited values of k, but the values we will actually use in the
construction below are within the limits). By Lemma 5 this network gives us a monotone
circuit with the same parameters consisting of MAJ2k gates computing MAJn, denote this
circuit by C(x), where x ∈ {0, 1}n.

Consider a (s(2k), d(2k), r(2k), err(2k))-circuit Cy on k inputs, where y ∈ {0, 1}r(2k). Fix
y and substitute each MAJ2k gate in C by Cy. Denote the resulting circuit by Dy(x). This is
a standard monotone Boolean circuit, its size is poly(n) · 2s(2k), its depth is O(log2

k n · d(2k))
and the number of random bits is r(2k).

It remains to show that the error probability is not too large. For this fix some input
x ∈ {0, 1}n. Consider all MAJ2k gates in C(x) and denote their inputs when x is fed to C

by z1, z2, . . . , zt. Here t is the size of C and is polynomial in n.
For each zi the probability over random y that Cy(zi) computes MAJ2k(zi) incorrectly

is at most 2−err(2k). By union bound, with probability at least 1 − t2−err(2k) we have
Cy(zi) = MAJk(zi) for all i and thus Dy(x) computes MAJn(x) correctly. Thus, the
probability of error of the resulting circuit is at most

t · 2−err(2k) = 2−err(2k)+O(log n). ◀

Now we describe our starting circuit. Interestingly, it is constructed as a partial deran-
domization of Valiant’s construction.

▶ Lemma 12. There is an explicit circuit for majority with parameters
(O(log n), O(log n), O(log3 n), Ω(log2 n)).

We provide the proof of Lemma 12 in Section 3.1 below, but before that, we explain how
to finish the construction of the desired circuit for MAJn.

Starting with the circuit provided by Lemma 12, we first apply downward self-reduction
with the parameter k satisfying log k = C

√
log n for some big enough constant C > 0, then

we apply brute-force derandomization, and then we apply downward self-reduction again
with k satisfying log k = log2/3 n. We summarize the changes in the parameters after each
step in the table below.
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Initial circuit Step 1 Step 2 Step 3

Self-reduction
with
log k =

√
log n

Brute-force
derandomization

Self-reduction
with
log k = log2/3 n

s(n) O(log n) O(log n) O(log3/2 n) O(log n)

d(n) O(log n) O(log3/2 n) O(log3/2 n) O(log5/3 n)

r(n) O(log3 n) O(log3/2 n) 0 0

err(n) Ω(log2 n) Ω(log n) ∞ ∞

▶ Remark 13. Note that with the two operations in hand, there are not that many options to
apply them to a given initial construction. It is not hard to check that applying downward
self-reduction two times in a row is not better than applying it once with the appropriate
value of k. Clearly, there is no need to apply the derandomization step twice. From this,
it is not hard to see that our sequence of operations is actually optimal. Once the optimal
sequence of operations is established, it is not hard to check that our choice of parameters in
downward self-reductions is optimal as well.

3.1 Proof of Lemma 12
In this subsection, we are going to prove Lemma 12. The high-level idea is to partially
derandomize Valiant’s construction. To make the presentation self-contained we first recall
the idea behind this construction.

Suppose we have independent random bits x, y, z that are equal to 1 with probability
p and consider MAJ3(x, y, z). It is not hard to see that it outputs 1 with probability
f(p) = p3 + 3p2(1 − p). Consider p = 1

2 + ε for some ε > 0 and denote ε′ = f(p) − 1
2 . Then

ε′ = f(p) − 1
2 = f(p) − f(1

2) = f ′(α)
(

p − 1
2

)
= f ′(α)ε

for some α ∈ [ 1
2 , p]. Note that f ′(p) = 6p − 6p2 = 6p(1 − p). It is easy to see that for

α ∈ [ 1
2 , 2

3 ] we have f ′(α) ≥ 4
3 . Thus, for ε ∈ [0, 1

6 ] we have ε′ ≥ 4
3 ε.

Now, we can use this in the following way. Consider MAJn for odd n and consider its
arbitrary input x. Without loss of generality, assume that MAJn(x) = 1. If we draw one
variable from x uniformly at random, it is equal to 1 with probability at least 1

2 + 1
n . Consider

a MAJ3 gate and feed to it three independently and uniformly drawn input variables. By
the analysis above the output of such a MAJ3 gate is equal to 1 with probability at least
1
2 + 4

3 · 1
n . Now we can repeat this: consider three such MAJ3 gates and feed their outputs

to another MAJ3 gates. The result is equal to 1 with probability 1
2 +

( 4
3
)2 1

n . After O(log n)
many iterations, we get a O(log n)-depth randomized circuit consisting of MAJ3 gates that
output the correct value with probability at least 2

3 . Valiant’s argument further improves
this probability, but we will not need this part of the argument.

The randomized circuit above uses too many random bits. Now we are going to modify
the construction in a way, that uses randomness more efficiently. We will use some ideas
from [7].
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Construct the following circuit consisting of MAJ3 gates. The circuit contains Θ(log n)
layers, each containing N = n3 gates. The bottom layer consists of input variables, each
repeated N

n = n2 times (it is redundant to copy variables several times, we do this exclusively
for the sake of uniformity of the construction). In other layers, each gate computes the
MAJ3 function of some gates from the previous layer. To assign the inputs to each gate, for
each layer j we draw three fresh (and independent of each other) t-wise independent hash
functions fj , gj , hj : [N ] → [N ] for t = Θ(log n). For a gate with number i in layer j we set
its inputs to be gates with numbers fj(i), gj(i) and hj(i) in layer (j − 1).

Before we finish the construction of the circuit, let us analyze the current part. Consider
some input x ∈ {0, 1}n, assume without loss of generality that MAJn(x) = 1. Denote by
1
2 + εi the fraction of gates on level i that output 1. For i = 1 we have ε1 ≥ 1

n .
Each gate on level i receives three independent inputs from the previous level. Thus, the

probability that it outputs 1 is at least 1
2 + 4

3 εi−1 (we have shown this above only for εi−1 ≤ 2
3 ,

but these values of εi−1 are enough for our construction as well). Thus, the expected fraction
of ones in level i is also at least 1

2 + 4
3 εi−1.

Now we would like to use concentration inequality to show that with high probability
the fraction of correct values is not much smaller than its expectation. Note that once the
outputs of the gates on level i − 1 are fixed, the outputs of the gates on level i are t-wise
independent.

Let ε = 1
6n and denote by Xi the output of i-th gate. Then by Theorem 9 we have

Pr
[∣∣∣∣∣∑

i

Xi/N − (1
2 + (4/3)εj−1)

∣∣∣∣∣ ≥ ε

]
≤ 1.1

(
t

Nε2

)t/2
= 2−Θ(log2 n).

By union bound the probability that on each level εj ≥ 4
3 εj−1 − ε is at least

1 − O(log n) · 2−Θ(log2 n) = 1 − 2−Θ(log2 n).

Thus, we can show by induction on j that with probability at least 1 − 2Θ(log2 n) we have

εj ≥ 4
3εj−1 − ε ≥ 7

6εj−1 + 1
6εj−1 − 1

6n
≥ 7

6εj−1,

where in the last inequality we use that by induction hypothesis we have εj−1 ≥
( 7

6
)j−1 ·ε1 ≥

1
n .

Thus, just like in Valiant’s argument, after O(log n) iterations, with probability 1 −
2−Θ(log2 n), we have εj ≥ 2

3 . At this point, it remains to apply to the last layer a circuit from
Theorem 6.

It is easy to see that the size of the resulting circuit is poly(n), the depth is O(log n),
error probability is 2−Θ(log2 n). As for the random bits, note that in the construction we
need O(log n) t-wise independent hash functions from [N ] to [N ]. By Theorem 8 there are
families of such functions defined using O(t log N) random bits. In total we need

O(log n) · O(t log N) = O(log3 n)

random bits.
This finishes the proof of Lemma 12.

▶ Remark 14. Instead of applying a circuit for Approximate Majority to the last layer,
we could do the following: sample m = O(log2 n) gates from the last layer uniformly at
random and then compute the majority on these m gates using some simple circuit of depth
O(log2 m). By Chernoff’s inequality, this adds at most 2−Ω(m) = 2−Θ(log2 n) to the error
probability, and we need O(log3 n) random bits. In turn, the increase in depth and size is
negligible.
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4 k-Sorting Network Construction

4.1 Proof Strategy
Before we proceed to the proof we would like to illustrate the idea considering some specific
value of k. For convenience, we assume that n is a perfect cube.

▶ Lemma 15. Assume that n = t3 for natural t. Then there is a depth-4 k-sorting network
with k = 2t2 = 2n2/3.

We present the proof using a geometric interpretation of an input array as a three-
dimensional cube. However, note that a similar result is implicit in [19] and it is essentially
the same construction, just stated in different terms. We also note that it is known that this
is the optimal (up to a constant factor) value of k for depth-4 sorting networks [9].

y

x

z

(a) Input array.

y

x

z

(b) Step 1: cut the cube into ver-
tical slices.

y

x

z

(c) Step 2: cut the cube into ver-
tical slices in the other direction.

y

x

z

(d) Step 3: cut the cube into horizontal slices
of width 2.

y

x

z

(e) Step 4: horizontal slices with a shift.

Figure 1 Sorting network for k = 2n2/3 (here n = 125, k = 50 and t = 5).

Proof.
Step 1 – construction. We represent entries of an input array as a 3-dimensional cube
with the side t (see Figure 1a). We place the first t2 entries of an array in the bottom layer
of the cube, the next t2 entries in the second layer of the cube and so on. In each layer the
entries are positioned row by row.

To be more precise, assume that the array A is enumerated as [a1, . . . , an]. We reenumerate
the same array as

[a111, a112, . . . , a11t, a121, . . . , a12t, . . . , attt].
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That is, entries of an array are enumerated by sequences (x, y, z) ∈ {1, . . . , t}3 in the
lexicographic order. In Figure 1 axyz corresponds to a subcube with coordinates (x, y, z).

In the first layer of the sorting network we split the cube into vertical slices of width 1 and
feed each slice to a t2-comparator (see Figure 1b). To be more precise, for each i = 1, . . . , t

we feed entries axyi for all x, y into one comparator. On the second layer of the network
we split the cube into vertical slices of width 1 in another direction and feed each slice to
a t2-comparator (see Figure 1c). In other works, for each i = 1, . . . , t we feed entries axiz

for all x, z into one comparator. On the third layer we split the cube into horizontal slices
of width 2 (for odd t the last slice is of width 1) and feed the slices to comparators of arity
at most 2t2 (see Figure 1d). Finally, on the fourth layer of the network we split the cube
into horizontal slices of width 2 again, but now the first slice is of width 1 (for even t the
last slice is of width 1 as well). Thus, the slices on this layer are shifted compared to the
previous one (see Figure 1e).
Step 2 – correctness. It remains to prove that this sorting network sorts correctly. Consider
any input x ∈ {0, 1}n. Note that the cube consists of t2 vertical columns with t entries in
each column: each column Ayz is obtained by fixing y and z in axyz and considering all
possible x. We are interested in the weight wyz of each column, that is the number of 1s
in it. For the input A the weights of the columns can be any numbers from 0 to t. Now
consider the array after the first layer of the network. Note that now each vertical slice of
the first layer of the network is sorted. This means that in each of these slices in the first
several rows (from bottom to top) there are only 0s, then there might be a row containing
both 0s and 1s, and then all remaining rows contain 1s. In particular, the weights of two
columns in the same slice differ by at most 1.

Now consider the second layer of the network and consider two different slices Si =
{ax,i,z | x, z ∈ [t]} and Sj = {ax,j,z | x, z ∈ [t]}. Note that each of them contains exactly one
column from each slice of the first layer. We know that the weights of the columns in the
same slice of the first layer differ by at most 1. Thus, in total, the number of 1s in two slices
of the second layer differ by at most t. In other words, for each z the first slice contains the
column Aiz and the second slice contains the column Ajz. We know that on the input of the
second layer of the network |wiz − wjz| ≤ 1. Thus,

|
∑

z

wiz −
∑

z

wjz| ≤ t.

Denote by ri the number of rows in slice Si that consists of only 1s after the second layer of
the network. We just showed that the slice Si can have one more extra row of 1s, one less
row of 1s or something in between. Overall, for the number rj of rows consisting of 1s in Sj

we have |ri − rj | ≤ 1. As a result, the weights of columns in slices Si and Sj can differ by at
most 2. Since this is true for any i and j, we have that the weights of all columns in the
cube after the second layer of the sorting network differ by at most 2.

To put it another way, there is a horizontal slice of width 2, such that below this slice we
have only 0s and above this slice we have only 1s. Thus it remains to sort entries of this slice.
Note that on layers 3 and 4 of the network there is a comparator that sorts exactly this slice.
Note that by Lemma 4 all other comparators of layers 3 and 4 do not harm the sorting. ◀

This argument can be extended to the cubes of arbitrary dimension d. More specifically,
for n = td and for k = (d−1)td−1 we can represent entries of an input array as a d-dimensional
cube with side d, sort “vertical” slices (we need to fix one of the coordinates in d-dimensional
space as vertical) in all d − 1 directions and then sort horizontal slices. This results into
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(d − 1) layers of the sorting network and for horizontal slices we need recursive calls for the
arrays of size approximately 2dtd−1. Actually, it is expensive to make two recursive calls for
horizontal layers, instead we use an additional trick to make just one recursive call.

Although our k-sorting network construction can be expressed in terms of high dimensional
hypercubes, we prefer to give a more general exposition, using a concept of s-sorted arrays.

4.2 Merging s-Sorted Arrays
The following definition plays a key role in our sorting network construction.

▶ Definition 16. A 0/1-array A of length n is s-sorted if there is an integer interval
I = {i, . . . , i + s − 1} ⊆ [n], such that A[j] = 0 for j < i and A[j] = 1 for j ≥ i + s. We call
I unsorted interval.

As an immediate corollary of Lemma 4, we get the following.

▶ Corollary 17. Suppose a sorting network gets an s-sorted array with unsorted interval I.
Then the output is also s-sorted with I as an unsorted interval.

We give a construction of a depth-1 sorting network that “merges” p arrays of length
n that are already s-sorted into one array which is (sp + O(np2/k))-sorted, where k is the
arity of the sorting network.

▶ Lemma 18. Assume that k ≥ tp for some integers t and p. Suppose we have p s-sorted
arrays of size n each. Assume additionally that n is divisible by t. Then there is a depth-1
k-sorting network that merges these arrays into one array of size np that is (sp + 2 np

t )-sorted.
If additionally we assume that s is divisible by n/t, then the resulting array is (sp+ np

t )-sorted.

Proof. Represent each array as a table with n
t columns and t rows. We assume the following

ordering on the entries of this table: to compare two entries, we first compare the indices of
their rows, and then the indices of their columns. Position the tables one under another in
a unified table with tp rows. Note that tp ≤ k and apply k-comparator to each column in
parallel. We claim that the resulting array in the large table is (sp + 2 np

t )-sorted.
To see that observe, that in each small table, an unsorted interval of length at most s

occupies at most
⌈

st
n

⌉
+ 1 rows (any other row either consists entirely of 0s or entirely of 1s).

In the large table, this gives us at most p
(⌈

st
n

⌉
+ 1

)
non-constant rows. After sorting each

column individually, 0-rows will move to the top, 1-rows will move to the bottom and all
other p

(⌈
st
n

⌉
+ 1

)
rows will be in between on them. They constitute an unsorted interval

and the size of it is at most

n

t
· p

(⌈
st

n

⌉
+ 1

)
.

For general s we can upper bound this as follows

n

t
· p

(⌈
st

n

⌉
+ 1

)
≤ n

t
· p

(
st

n
+ 2

)
= sp + 2np

t
.

If s is divisible by n/t, note that we can just drop the rounding operation and the size of
an unsorted interval is at most

n

t
· p

(⌈
st

n

⌉
+ 1

)
= n

t
· p

(
st

n
+ 1

)
= sp + np

t
. ◀

Applying previous lemma several times we get the following.
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▶ Lemma 19. Consider arbitrary n and k and denote t = ⌊
√

k⌋. Then there is a k-sorting
network of depth ⌈logt n⌉ − 1 that on any input outputs an s-sorted array for s ≤ 2⌈logt n⌉n

t .

Proof. Denote d = ⌈logt n⌉ and observe that n ≤ td. Introduce the following notation:

ni =
{

ti+1 for i = 1, . . . , d − 2,

td−1p for i = d − 1,

where p is such that td−1(p − 1) < n ≤ td−1p. In particular, since p ≥ 2, we have p − 1 ≥ p/2
and

n > td−1(p − 1) ≥ td−1p/2.

For the convenience of presentation, we add td−1p − n dummy inputs equal to 1 to the end
of the array to make the size of the input to be equal to td−1p. By Lemma 4 these inputs
will never change their position and can be removed from the sorting network.

We start with an unsorted array as an input. Applying Lemma 18 several times, we get
the array consisting of blocks that are s-sorted for some s. More specifically, after level i of
the network we get the blocks of size ni that are si sorted for

si =
{

(i − 1)ti for i = 1, . . . , d − 2,

(d − 2)td−2p for i = d − 1.

On the first step we split the input into blocks of size t2 and apply comparators to them, the
resulting blocks are 0-sorted.

On the i-th step for i = 2, . . . , d − 1 we already have blocks of size ni−1 = ti from the
previous step that are si−1-sorted for si−1 = (i − 2)ti−1. Note that ni−1 = ti is divisible by
t and si−1 is divisible by ni/t = ti−1. We apply Lemma 18 and for i < d − 1 get blocks of
size ni−1t = ni that are s-sorted for s = si−1t + ni−1 = (i − 1)ti. For i = d − 1 we have just
p subarrays to merge and after the step we get the whole array of size td−1p that is s-sorted
for s = (d − 3)td−2p + td−1p

t = (d − 2)td−2p.
Finally, observe that

s ≤ (d − 2)td−2p ≤ d
2n

t

as desired. ◀

4.3 Computing Majority
Before constructing a sorting network we solve a simpler task of computing majority function.

▶ Theorem 20. For any n and for any k such that log k = ω(log log n) (or, to put it
differently, k is growing faster than any polylog(n)), there exists a MAJk-circuit for MAJn

of depth at most (2 + o(1)) log2
k n.

The rest of the section is devoted to the proof of Theorem 20.
First observe that to compute MAJn correctly by a monotone circuit it is enough to

compute it correctly on minterm and maxterm inputs: the computation on other inputs
follows by monotonicity. Thus, we can assume in our construction that the input contains
almost the same number of 0s and 1s. We will construct a sorting network that sorts all such
inputs correctly. From the sorting network we get the circuit of the same depth.
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Suppose we need to sort an array of size n with approximately the same number of 0s
and 1s. We apply Lemma 19 to the array. This results in a Y -sorted array for Y = 2⌈logt n⌉n

t

for t = ⌊
√

k⌋. Since the number of 0s and 1s in the array is approximately equal, the smallest
n
2 − Y and the largest n

2 − Y elements are sorted correctly (otherwise, the length of the
unsorted interval is larger than Y ). Thus, it remains to sort a specific interval of length 2Y

and we can do this recursively.
Overall, we get the following recursive relation.

T (n) ≤ ⌈logt n⌉ − 1 + T (2Y ) ≤ logt n + T

(
4⌈logt n⌉n

t

)
.

To solve this recursive relation we use the following lemma.

▶ Lemma 21. Assume that log k = ω(log log n). Suppose that T (n) = const for n up to some
constant and

T (n) ≤ 2 logk n + C + T

(⌈
D(logk n)n√

k

⌉)
for some constants C and D > 0. Then T (n) ≤ (2 + o(1)) log2

k n.

Proof. To simplify the presentation, we ignore rounding of the argument of T first, and
address it later. Denote α =

√
k

D logk n .
We have

T (n) ≤ 2 logk n + C + T
( n

α

)
≤ 2 logk n + C + 2 logk

n

α
+ C + T

( n

α2

)
≤ 2

logα n∑
i=0

(
logk

n

αi
+ C

)
= 2 (logk n + (logk n − logk α) + (logk n − 2 logk α) + . . . + 0) + 2C logα n

≤ 2 logk n

logk α

logk n

2 + 2C logα n = log2
k n logα k + 2C logα n.

It is easy to see that the term 2C logα n is negligible, since α ≫ k1/3.
We analyze logα k factor separately:

logα k = log √
k

D logk n

k = log2 k

log2

√
k

D logk n

≤ log2 k
1
2 log2 k − D − log2 logk n

= log2 k
1
2 log2 k − D − log2 log2 n + log2 log2 k

.

For log k = ω(log log n) this term is 2 + o(1) and we have

T (n) ≤ (2 + o(1)) log2
k n.

To address the rounding operation, note that
⌈

n
α

⌉
≤ n

α + 1 ≤ 2n
α for n

α ≥ 1. Thus, in the
presence of rounding we will have

∑
i logk

2n
α in the calculation above instead of

∑
i logk

n
α .

This amounts to substituting D by 2D and does not change the result of the calculation
since D is an arbitrary constant. ◀
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4.4 Constructing Sorting Network
In this section, we finish the proof of Theorem 2.

We adopt the same strategy as for the computation of majority. More specifically, we
apply Lemma 19 recursively to get s-sorted array for smaller and smaller s. However, now
our task is more tricky. In the proof of Theorem 20 when we get to an s-sorted array we
know exactly where the unsorted interval is located (in the middle of the array). However,
now we need to sort arbitrary input arrays and an unsorted interval can be anywhere.

We construct the network recursively. We assume that at the beginning of each step, we
have an s-sorted array (at the beginning of the process s = n). Denote the unsorted interval
by A, |A| ≤ s. Split the array into consecutive blocks B1, . . . , Bp of size s (the last block Bp)
might be smaller.

The recursive step consists of two stages. In the first stage, we split the array into blocks
B1 ∪ B2, B3, ∪B4, and so on, each block of size 2s (one last block might be smaller). In the
second stage, we split the array into blocks B1, B2 ∪ B3, B4 ∪ B5, and so on (again the last
block might be smaller than 2s). Before describing each of the stages, observe that either in
the first stage or in the second stage (or in both) the interval A falls completely into one of
the blocks. Indeed, A can intersect with at most two consecutive blocks Bi, Bi+1 and in one
of the stages, they form a single block.

In the first stage, we apply Lemma 19 to each of the blocks B1 ∪B2, B3, ∪B4, . . . separately.
As a result, each block is s′-sorted for s′ ≤

4⌈log⌊
√

k⌋ n⌉s

⌊
√

k⌋
. Moreover, if the block consisted of

only 0s and 1s, then it does not change.
If A is contained in one of the blocks of the first stage, we are already done: there is only

one initially unsorted block that by Lemma 19 after the step is s′-sorted. By Corollary 17
this property remains true after the additional comparators we apply for the other case.

If A is split between two blocks of the first stage, then after the stage we have two
consecutive unsorted blocks, each of them is s′-sorted. Denote unsorted parts by C1, C2.
Note that by Corollary 17 C1, C2 ⊆ A and thus, C1 and C2 fall into one block of the second
stage. It is tempting to apply Lemma 19 to the blocks of the second stage as well. However,
this application is too expensive and will not result in the desired bound.

Instead we do the following. We represent each block of the second stage (of size at most
2s) as a table with p = ⌈2s/k⌉ columns and k rows, filled in row by row from top to bottom.
For convenience, if the last row is not complete, add dummy variables equal to 1 to complete
the row.

Each of the intervals C1, C2 occupy at most ⌈s′/p⌉ + 1 rows. There might be another row
that contain a switch between blocks Bi and Bi+1. Each other row consist either entirely of
0s, or entirely of 1s. Denote the number of all 0 rows by a and the number of all 1 rows by b.

We apply a comparator to each column separately. As a result, each column will contain
a zeros in the beginning, b ones in the end and some part in between. The number of rows
in the middle part is at most 2 ⌈s′/p⌉ + 3. The number of entries in these rows is at most

s′′ = p(2 ⌈s′/p⌉ + 3) ≤ 2s′ + 5p ≤ 3s′

for large enough input size. Thus, after the second stage we get s′′-sorted array and we are
done with the recursion step.

Thus, we get that s′′ ≤ 12 ⌈logt n⌉s
t and we get the following recursive relation

T (n) ≤ logt n + T

(
12⌈logt n⌉n

t

)
.

We apply Lemma 21 again to get T (n) ≤ (2 + o(1)) log2
k n.

This finishes the proof of Theorem 2.
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4.5 Other Applications
In this section we give two more examples of results that follow from our construction.

▶ Lemma 22. There is a MAJk-circuit of depth 4 computing MAJn for k = O(n3/5).

Proof. Denote r = ⌈n1/5⌉. For simplicity we pad the input with constants 0 and 1 to make
the size of the array r5 without changing the output of majority. We will use k-sorters for
k = 4r3.

As in the proof of Theorem 20 it is enough to compute MAJn on minterms and maxterms,
thus we can assume that there are approximately equal number of 0s and 1s in the input.

We will build a k-sorting network and the existence of the circuit follows. On the first
layer of the network we split the input into blocks of size r3 and sort them. On the second
layer we use Lemma 18 with p = r and t = r2. As a result we get blocks of size r4 that are
r2-sorted. On the third level we apply Lemma 18 again with the same values of p and t. As
a result we have that the whole input is now 2r3-sorted. On the last layer of the network
just as in the proof of Theorem 20 we apply 4r3-comparator to the middle of the array. ◀

In [16] Knuth posed a problem of constructing a minimal depth k-sorting network for the
input of size k2. Parker and Parbery [23] gave a construction of depth 9. Here we slightly
improve on this at the cost of using comparators of size O(k).

▶ Lemma 23. There is a k-sorting network of depth 8 that sorts an array of size n with
k = O(n1/2).

Proof. As usual pad an array with constants to make n = r4 for some integer r. Thus
k = O(r2).

We follow the same strategy as in Section 4.4. First we apply Lemma 19 that uses three
layers of network and results in a s-sorted array for s = O(r3). Then, we apply Lemma 19
again to the blocks of size O(r3) to get a network of depth 2 that results in each block being
O(r2)-sorted. Then we apply one more layer to merge unsorted intervals in different blocks
to get the array that is O(r2)-sorted. Finally, we again split the array into blocks, this time
of size O(r2) to complete the sorting using two layers. In total we use 3 + 2 + 1 + 2 = 8
layers. ◀

5 Conclusion

The obvious open problems are to come up with explicit constructions of sorting networks
and monotone circuits for majority of smaller depth. One specific problem is to extend our
O(log5/3 n) construction to sorting networks. The obstacle that we encountered is that there
is no randomized construction of a low-depth sorting network that we can use as a start.
Another interesting question is to extend our O(log5/3 n) construction to get a MAJk-circuit
for MAJn of depth O(log5/3

k n). Such a construction can be used instead of O(log2
k n)-depth

circuit in downward self-reduction to further improve the upper bound. Again, the obvious
obstacle is that it is not clear how to get a starting construction.
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A central open question within meta-complexity is that of NP-hardness of problems such as MCSP
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randomized reductions. In this work, we give consequences of randomized NP-hardness reductions
for both approximating and exactly computing time-bounded and time-unbounded Kolmogorov
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In the setting of approximate Kpoly complexity, our results are as follows.
1. Under a derandomization assumption, for any constant δ > 0, if approximating Kt complexity

within nδ additive error is hard for SAT under an honest randomized non-adaptive Turing
reduction running in time polynomially less than t, then NP = coNP.

2. Under the same assumptions, the worst-case hardness of NP is equivalent to the existence of
one-way functions.

Item 1 above may be compared with a recent work of Saks and Santhanam [39], which makes the
same assumptions except with ω(log n) additive error, obtaining the conclusion NE = coNE.
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3. If computing Kt complexity is hard for SAT under reductions as in Item 1, then the average-case

hardness of NP is equivalent to the existence of one-way functions. That is, “Pessiland” is
excluded.

Finally, we give consequences of NP-hardness of exact time-unbounded Kolmogorov complexity
under randomized reductions.
4. If computing Kolmogorov complexity is hard for SAT under a randomized many-one reduction

running in time tR and with failure probability at most 1/(tR)16, then coNP is contained in
non-interactive statistical zero-knowledge; thus NP ⊆ coAM. Also, the worst-case hardness of
NP is equivalent to the existence of one-way functions.
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1 Introduction

Meta-complexity aims to determine the computational complexity of the tasks to compute
various intrinsic complexity measures of given binary strings. Two prominent examples of
such complexity measures are the minimum circuit size of a given truth table of a Boolean
function, and the minimum time-bounded Kolmogorov complexity (denoted Kt) of a given
binary string. The corresponding meta-complexity problems are the Minimum Circuit Size
Problem (MCSP):

given a binary string x ∈ {0, 1}2n and a parameter s ≤ 2n, decide if there is an n-input
boolean circuit of size at most s whose truth table equals x,

and the Minimum Kt Problem (MKtP):

given a binary string x ∈ {0, 1}n, and a parameter s ≤ n, decide if there is a binary
input w of length at most s such that some fixed universal Turing machine U on input
w prints x within t time steps.

The history of these two problems goes back to at least the 1950s and ’60s. In the
Soviet Union, during that period, those involved in “theoretical cybernetics” were keenly
interested in problems related to switching circuits and Kolmogorov’s new theory of the
complexity of strings. It was widely suspected that one could not avoid perebor (exhaustive
search) in the solution of the corresponding minimization problems. Levin’s interest in
perebor, culminating in his discovery of NP-completeness in the early 1970s, was motivated
in particular by questions about the complexity of time-bounded Kolmogorov complexity
[40]. Since then, both MCSP and MKtP have resisted categorization as efficiently decidable
or as NP-complete, a somewhat uncommon state of affairs for natural problems in NP.

In 2000, Kabanets and Cai took up the study of circuit minimization again, with a result
suggesting that NP-hardness of MCSP may be very difficult to resolve: if MCSP is NP-hard
under a deterministic many-one reduction such that output length depends only on input
length, then one gets the lower bound E ⊈ P/poly [32]. At least, if MCSP is NP-hard, then
showing its hardness would seem to require different techniques than those applied in the past,
barring any further major breakthroughs. A line of work has continued to push further in this
negative direction, progressively obtaining (1) “stronger” consequences, and (2) consequences
of NP-hardness under more powerful forms of reducibility. An example of the former is
a result of Murray and Williams, which obtains NP ⊈ P/poly from NP-hardness of MCSP
under log-time uniform AC0 reductions [35]. An example of the latter is a result of Hitchcock
and Pavan, which obtains EXP ̸= ZPP from NP-hardness of MCSP under deterministic
non-adaptive Turing reductions [27]. There are many more examples of this kind of work
relying essentially on the determinism of the reductions in question; see, e.g., [6, 38, 8, 26].1

In contrast to the negative line of work for deterministic reductions, there is a positive line
of work obtaining NP-hardness of variants of MCSP and MKtP that seem to come progressively
closer to the standard definitions of these problems. Examples include [29, 23, 30, 28]. A
common feature of these results is their employment of randomness in the NP-hardness
reductions. An impressive example of such a result is Hirahara’s recent proof of NP-hardness
of partial-function versions of MCSP and MKtP [23]. Additionally, from [5], MCSP is hard

1 One result of [26] deals with one-query randomized reductions to MCSPO working for every oracle
O, which may be seen as an exception. Other results of that work give consequences of deterministic
reductions to, for example, approximating circuit size and Levin’s Kt complexity.
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for SZK (statistical zero-knowledge) under randomized reductions, which is the strongest
unconditional hardness known for MCSP. All of this begs the question whether randomness
is the key ingredient for the hardness of problems in meta-complexity: most barriers apply to
deterministic reductions, whereas most progress has been made via randomized reductions.

As for the negative direction for randomized reductions, there has been far less headway.
In fact, prior to this work, only two such results were known for MCSP and MKtP. Murray and
Williams ruled out NP-hardness of MCSP in the very restrictive setting of poly-logarithmic-
time randomized projections [35]. More recently, Saks and Santhanam showed that NE =
coNE if approximating Kt-complexity is NP-hard under randomized non-adaptive polynomial-
time reductions (with some caveats, including a derandomization assumption and that
the time-bound t in the superscript of Kt must be greater than the running time of the
reduction) [39].

Of course, any NP-hardness of MKtP or MCSP would be a major breakthrough for
complexity theory, including hardness under a non-black-box reduction. In that sense, the
kind of reduction in question is hardly important in itself. That being said, obtaining
consequences of restricted forms of reduction can certainly help guide the “search for NP-
hardness”. For example, a recent work of Ilango proved that approximating Kt within Ω(n)
additive error is NP-hard in the random oracle model [29]. As mentioned in that paper, the
reduction circumvents the barrier of [39] by requiring more time than the superscript t. As
with much of complexity theory, one can always take negative results as putting into focus
the space for positive progress.

In this paper, we advance in the negative direction for randomized reductions, obtaining
results with stronger consequences and from reductions to harder problems compared to
prior work.

2 Main Results

We show a number of consequences of the assumptions that there exist restricted randomized
NP-hardness reductions for the exact and approximate variants of the problem to determine
the (time-bounded) Kolmogorov complexity of a given binary string.

In addition to the problem MKtP introduced above, we shall also consider its time-
unbounded version, MKP, where given a binary string x ∈ {0, 1}n and a threshold parameter
s ≤ n, one needs to decide if there is a string w ∈ {0, 1}≤s such that a fixed universal TM
U(w) outputs x. We also consider the probabilistic variant of Kt, denoted by pKt, where
pKt(x) is defined as the minimum length s such that, for each of at least 2/3 of random
strings r, there exists some input wr ∈ {0, 1}≤s such that U(wr, r) outputs x within t time
steps. The corresponding Minimum pKt Problem is denoted by MpKtP. For g : N → N
and µ ∈ {K, pK}, Approxg-µt refers to the problem of approximating µt complexity of a
given x ∈ {0, 1}n to within a g(n) additive error. Approxg-K[s] refers to the problem of
approximating K complexity except with threshold parameter fixed to s.

2.1 Consequences of showing the NP-hardness of an approximation to
pKt or Kt

Informally, our first results show that NP-hardness of Approxnδ -pKt under honest non-adaptive
randomized reductions with runtime sufficiently smaller than t implies that

NP ⊆ coAM (and hence, the polynomial-time hierarchy collapses [12]), and
if, in addition, no one-way functions exist, then NP ⊆ BPP;

APPROX/RANDOM 2024
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here “honest” reductions are those that make queries of length at least some polynomial of the
input to the reduction. We also get a similar result for Approxnδ -Kt, under a derandomization
assumption that E requires exponential-size nondeterministic circuits.

More precisely, we show that under the same NP-hardness assumptions, there is a black-
box non-adaptive reduction from SAT to inverting an auxiliary input one-way function.2
Moreover, this reduction is of a restricted form in which the oracle only needs to invert the
function on auxiliary input φ, where φ is the input to SAT; this is called a “fixed-auxiliary-
input reduction” [9]. The “γ-honesty” condition below means that all queries q ∈ {0, 1}∗

made by the reduction are such that |q| ≥ nγ , where n is the length of the input to the
reduction.

▶ Theorem 1 (Collapsing the Polynomial Hierarchy). For any constants δ, γ > 0, there is a
polynomial p such that, for any t, tR : N → N satisfying p(tR(n)) ≤ t(n) for all n ∈ N, we
have the following.
1. If Approxnδ -pKt is hard for SAT under a γ-honest non-adaptive randomized reduction

running in time tR, then there is a black-box non-adaptive fixed-auxiliary-input reduction
from SAT to inverting an auxiliary-input OWF. The latter implies that

NP ⊆ coAM.

2. Assume E ⊈ io-NSIZE[2o(n)]. If Approxnδ -Kt is hard for SAT under an honest non-adaptive
randomized reduction running in time tR, then

NP = coNP.

As a consequence of the above non-adaptive black-box reduction from SAT to inverting
an auxiliary-input one-way function, we further obtain from the hypothesis of Theorem 1
that the existence of a standard one-way function can be based on the worst-case hardness of
NP. That is, proving NP-hardness of Approxnδ -Kt (under restricted randomized reductions)
is as hard as achieving the “holy grail of cryptography”.

We obtain both adaptive black-box and non-adaptive BPP-black-box3 reductions from
SAT to the problem of inverting a standard OWF. The former follows immediately from our
Theorem 1 and a recent work of Nanashima [36], and the latter is implicit in [24], though we
provide a short, self-contained proof building on Theorem 1.

▶ Theorem 2 (Excluding Pessiland and Heuristica). For any constants δ, γ > 0, there is a
polynomial p such that, for any tR, t : N → N satisfying p(tR(n)) ≤ t(n) for all n ∈ N, we
have the following.
1. If Approxnδ -pKt is hard for SAT under a γ-honest non-adaptive randomized reduction run-

ning in time tR, then there exist both (I) a black-box adaptive randomized polynomial-time
reduction, and (II) a BPP-black-box non-adaptive randomized polynomial-time reduction,
from SAT to inverting a OWF. As a consequence, we get

NP ⊈ BPP ⇐⇒ ∃ OWF.

2. Assume E ⊈ io-NSIZE[2o(n)]. If Approxnδ -Kt is hard for SAT under an honest non-adaptive
randomized reduction running in time tR, then

NP ̸= P ⇐⇒ ∃ OWF.

2 We consider auxiliary input functions f = {fφ}φ∈{0,1}∗ as defined in [37].
3 As defined by [18], a BPP-black-box reduction R from a problem L to a problem L′ is an efficient oracle

Turing machine that correctly decides L, given any oracle A ∈ BPP such that A decides L′.
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With a similar argument, we also get the following statement for Levin’s Kt complexity.

▶ Corollary 3. For any constant δ > 0, we have the following. Assume E ⊈ io-NSIZE[2o(n)].
If Approxnδ -Kt is hard for SAT under an honest non-adaptive randomized reduction, then
NP = coNP. Moreover, if no one-way functions exist, then NP = P.

2.2 Consequences of showing the NP-hardness of Kt

Though the conclusions of Theorems 1 and 2 are incomparable, one may find NP ⊆ coAM
unbelievable, in which case Theorem 2 would not appear to yield a promising route for
actually excluding Pessiland and Heuristica. Indeed, the earlier barrier result of [39] was
part of Hirahara’s motivation to introduce a harder “distributional” variant of Kt complexity
in a recent work [24], delineating an intact positive approach for excluding Impagliazzo’s
worlds via NP-hardness of meta-complexity.

As a counterpoint, building on a work of Liu and Pass [33], we show that NP-hardness of
exact Kt complexity would still suffice to exclude Pessiland while circumventing the barrier
of Theorem 1 (and [39]). As noted in [33], problems of exact and approximate Kt complexity
are qualitatively different: approximating Kt within ω(log n) additive error is unconditionally
easy on average (in the “error-prone” sense) over the uniform distribution, but the argument
fails in the setting of exact Kt. Thus, there is still room for optimism with regard to excluding
Pessiland via NP-hardness of standard Kt complexity.

▶ Theorem 4 (Excluding Pessiland). There is a polynomial p such that, for any t, tR : N → N
satisfying t(n) ≥ p(tR(n)) for all n ∈ N, we have the following.
1. If MpKtP is hard for SAT under an honest non-adaptive randomized reduction running

in time tR, then there is a black-box average-case reduction from SAT to inverting OWFs.
As a consequence, we get that

DistNP ⊈ HeurBPP ⇐⇒ ∃ OWF.

2. Assume E ⊈ io-NSIZE[2o(n)]. If MKtP is hard for SAT under an honest non-adaptive
randomized reduction running in time tR, then

DistNP ⊈ HeurP ⇐⇒ ∃ OWF.

2.3 Consequences of showing the NP-hardness of K
Finally, we show that NP-hardness of Kolmogorov complexity under randomized many-one
reductions would imply NP ⊆ coAM and a collapse of the polynomial hierarchy. To the
best of our knowledge, this is the first evidence against NP-hardness of exact Kolmogorov
complexity under randomized many-one reductions. We also get under the same assumption
that if NP ̸⊆ BPP then one-way functions exist.

▶ Theorem 5 (Collapsing the Polynomial Hierarchy). There is a polynomial p such that,
for any tR : N → N, we have the following. If MKP is hard for SAT under a randomized
polynomial time many-one reduction running in time tR(n) and with failure probability at
most 1/p(tR(n)), then

NP ⊆ coAM.

If, in addition, no one-way functions exist, then NP ⊆ BPP.

APPROX/RANDOM 2024



51:6 Consequences of Randomized Reductions from SAT to Kolmogorov Complexity

2.4 Robustness of reductions to K
In fact, we can get a stronger result than that stated above: namely, we show that if a
decidable language L reduces to MKP as in Theorem 5, then L ⊆ NISZK, where NISZK is
the class of promise problems admitting non-interactive statistical zero-knowledge proofs. In
particular, we prove the following.

▶ Theorem 6. For any polynomial tR and decidable language L, if MKP is hard for L under
a randomized many-one reduction running in time tR(n) and with failure probability at most
1/tR(n)16, then L ⊆ NISZK.

Since it is known that NISZK ⊆ SZK ⊆ AM ∩ coAM [17, 14, 1], where SZK is the class of
problems admitting statistical zero-knowledge proofs, Theorem 6 captures Theorem 5. It
also improves on the following statement implicit in a previous work of Allender et al. [7].

▶ Theorem 7 ([7]). For any decidable language L, if Approxω(log n)-K[n/2] is hard for L

under an honest randomized many-one reduction with failure probability at most 1/nω(1),
then L ⊆ NISZK.

Note that Theorem 6 improves on Theorem 7 in three respects: we do not require the
reduction to be honest, we do not require an ω(log n) approximation term, and we do not
require the threshold parameter to be fixed.

Combining the above with a converse provided in [7], we show that hardness of MKP under
randomized many-one reductions (with sufficiently small failure probability) is remarkably
robust with respect to approximation error, failure probability, honesty, and threshold
parameter (fixed or unfixed). For instance, if MKP is NP-hard under a tR(n)-time many-one
reduction with failure probability 1/poly(tR(n)), then it is also NP-hard under a polynomial-
time many-one reduction with exponentially small failure probability. More specifically,

▶ Theorem 8. There is a polynomial p such that for any decidable language L and polynomial
tR, the following are equivalent.
1. L ⊆ NISZK;
2. MKP is hard for L under a randomized many-one reduction running in time tR(n) and

with two-sided failure probability at most 1/p(tR(n));
3. Approxno(1)-K[n/2] is hard for L under an honest randomized many-one reduction with

one-sided failure probability at most 2−poly(n).

3 Related Work

Saks and Santhanam obtain a barrier result similar to our Theorem 1, Item 2, for the regime
of super-logarithmic additive error. Specifically, they prove the following.

▶ Theorem 9 ([39]). Assume E ⊈ io-NSIZE[2o(n)]. There is a polynomial p satisfying the
following. For any t, tR : N → N such that p(tR(n)) ≤ t(n), if Approxω(log n)-Kt is hard for
SAT under an honest, fixed query length, non-adaptive randomized reduction running in time
tR, then NE = coNE.

Here, “fixed query length” means that the lengths of all queries made in the reduction
are identical and depend only on the length of the input to the reduction, independent of
randomness. In comparison, at the cost of increasing the approximation error term from
ω(log n) to nδ for any constant δ > 0, we obtain the stronger (and presumably less believable)
consequence NP = coNP. Moreover, we do not require that the reduction have fixed query
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length: in our case, the length of queries need not be the same, and they can depend on
the input and the randomness of the reduction. The honesty condition is identical in this
work and [39]. We also note that our proof techniques can be made to capture the regime of
ω(log n) additive error, in which case we recover the statement of [39] improved to reductions
without fixed query length.

Our Theorem 2 is related to a recent work of Hirahara [24], which introduces a “distribu-
tional” variant of Kt complexity, denoted dKt, defined as follows: for a string x ∈ {0, 1}∗, a
time bound t ∈ N, and a distribution D,

dKt(x | D) = min
s∈N

{
∃d ∈ {0, 1}s

∣∣∣ Pr
r∼D

[U(d, r) halts and outputs x within t steps] ≥ 2/3
}

.

Using the techniques of that work, it is possible to recover a part of our Theorem 2 exactly:
namely, the existence of a BPP-black-box non-adaptive reduction from SAT to inverting a
OWF. This is essentially due to the fact that if, for example, approximating Kt is NP-hard,
then approximating dKt is also NP-hard, since dKt captures Kt when the provided distribution
D always outputs the empty string. A probabilistic variant of dKt is also introduced in [24],
which similarly generalizes pKt.

However, our proof of Theorem 2 takes a partly different approach to that implicit in [24].
In particular, though both our proof and that work employ a non-black-box worst-case to
average-case reduction as in [19, 20, 16], the latter approach would use this kind of reduction
in two places: once to reduce NP to inverting an auxiliary-input one-way function, and once
to obtain NP ⊈ BPP =⇒ DistNP ⊈ AvgBPP. To accommodate the reduction to inverting an
auxiliary-input OWF, Hirahara introduces a new kind of mildly black-box reduction, which
is more restrictive than the standard notion of a class-specific black-box reduction [18]. In
contrast, as an intermediate step, we obtain a completely black-box non-adaptive reduction
from NP to inverting an auxiliary-input OWF. We employ a class-specific worst-to-average
reduction only to obtain NP ⊈ BPP =⇒ DistNP ⊈ AvgBPP.

As noted above, we could alternatively simply combine our Theorem 1 with [36] to obtain
the statement

NP ⊈ BPP =⇒ ∃OWF.

However, we provide in [15] a self-contained proof of a BPP-black-box non-adaptive reduction.
This is for completeness and to clarify the connection to Theorem 1.

Finally, we mention a few previous works related to our Theorem 5. Interestingly, by
Allender et al., computing Kolmogorov complexity is known to be hard for PSPACE under
deterministic adaptive Turing reductions [4]. This was improved by Hirahara to show that
Kolmogorov complexity is hard for EXPNP under deterministic adaptive Turing reductions and
hard for NEXP under randomized non-adaptive reductions [21]. Thus, Theorem 5 indicates a
sharp contrast between the power of randomized many-one reductions and more powerful
reductions with respect to the hardness of Kolmogorov complexity. Saks and Santhanam also
prove that NP-hardness of approximating Kolmogorov complexity within ω(log n) additive
error under honest randomized non-adaptive reductions would imply NP ⊆ coAM [39]. Note
that Theorem 5 does not assume honesty.

4 Techniques

In this section, we give an overview of the techniques used to prove our main results. Formal
details can be found in the full version of the paper [15].

APPROX/RANDOM 2024
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4.1 Proof sketch of Theorem 1
As a warm-up, first consider the case of a deterministic length-increasing many-one reduction.
In particular, let R be such a reduction from SAT to Approxnδ -Kt mapping inputs φ ∈ {0, 1}n

to outputs (x, 1s) with |x| ≥ n2/δ and with the superscript t greater than the running time
of R. It is easy to see that, for any output (x, 1s) of R(φ),

Kt(x) ≤ |φ| + O(log n)
≤ |x|δ

≤ s + |x|δ.

This follows from the procedure that, given φ hard-coded, simulates R(φ) and returns its
output. Accordingly, a reduction of this kind cannot exist: since all of its outputs are
Yes-instances, it would imply φ ∈ SAT for every formula φ.

When moving to the more general case of a randomized many-one reduction, one can
think of R(φ) as a distribution over instances of Approxnδ -Kt, and a given output x is made
with probability according to R(φ). Observe that in the deterministic case, it held trivially
that with high probability over x ∼ R(φ),

Kt(x) ≲ s ⇐⇒ Pr[R(φ) = x] > β,

for any choice of β ∈ (0, 1). We would like to show that something similar is true in the
randomized setting. That is, there is still a correspondence between the Kt complexity of
outputs and their probability under R(φ). This means that Approxnδ -Kt (and thereby SAT)
will reduce to a problem of probability estimation.

There exists unconditionally a coAM protocol A that, given (φ, x, β) as input, accepts iff
Pr[R(φ) = x] is roughly greater than β, with high probability over x ∼ R(φ) [14, 11]; see also
[25, Appendix A]. Under our derandomization assumption, A can be implemented in coNP.
For simplicity, assume that every output (x, 1s) of R has the same threshold parameter s ∈ N,
so we may omit this part of the outputs. Define a parameter

β = 1
2s · poly(n) .

We claim that for every φ ∈ {0, 1}n, A(φ, x, β) will work well at deciding Approxnδ -Kt on
outputs x of R(φ).

On one hand, we will show that with high probability over x ∼ R(φ), if Kt(x) ≤ s, then
Pr[R(φ) = x] > β. The idea is to use a counting argument, giving an upper bound on x such
that Kt(x) ≤ s, to show that R(φ) must be “concentrated” on these inputs. In particular,
the probability over x ∼ R(φ) that Kt(x) ≤ s and Pr[R(φ) = x] ≤ β is roughly at most

2s · β = 1
poly(n) .

So, with high probability over x ∼ R(φ), if x is a Yes-instance of Approxnδ -Kt, then
Pr[R(φ) = x] > β, in which case A(φ, x, β) correctly outputs 1.

On the other hand, we will show that if an output x has probability greater than β

under R(φ), then x must have Kt complexity roughly upper-bounded by s. In the realm of
time-unbounded Kolmogorov complexity, we could rely on the well-known Coding Theorem
to prove a statement of this kind. Namely, for any samplable distribution D, it holds that

K(x) ≤ log(1/D(x)) + O(log n).
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Similarly, if D is samplable given some non-uniform input φ, then

K(x) ≤ log(1/D(x)) + |φ| + O(log n).

Observe that our distribution R(φ) is samplable in polynomial time given φ as input. Thus,
if x is samplable with probability greater than β under R(φ), then it holds that

K(x) < log(1/β) + |φ| + O(log n)
≤ s + |φ| + O(log n)
≤ s + |x|δ.

Of course, bounding K-complexity does not suffice for our purposes. Instead, we apply a
recent work of Lu, Oliveira, and Zimand [34], which gives unconditionally a coding theorem
for probabilistic Kt complexity, denoted pKt. Specifically, we use a version of the coding
theorem for distributions samplable in polynomial time given an auxiliary non-uniform input.
For some polynomial psc and time-bound t0 = poly(n) at least the running time of R, this
yields

pKpsc(t0)(x) ≤ s + |φ| + O(log n).

Roughly speaking, pKt-complexity refers to the time-bounded Kolmogorov complexity
of a string in the presence of some uniform randomness. This notion is in some sense
intermediate between Kt complexity and K complexity. Moreover, under the derandomization
assumption E ⊈ io-NSIZE[2o(n)], pKt and Kt turn out to be nearly equal: for some polynomial
p0, Kp0(t)(x) ≤ pKt(x) + log p0(t) [16]. So, for t ≥ p0(psc(t0)), the above implies

Kt(x) ≤ s + |φ| + O(log n)
≤ s + |x|δ.

To summarize, with a sufficiently large t = poly(n) and a derandomization assumption, we
obtain an auxiliary-input coding theorem for Kt complexity. This yields the required converse,
namely, that high probability under R(φ) implies bounded Kt.4

We conclude that the coNP procedure A can be used to decide SAT. Therefore, NP ⊆
coAM = coNP.

To obtain Theorem 1 for honest reductions rather than polynomially length-increasing
reductions, we can simply rely on the “paddability” of SAT. That is, given a SAT-instance
φ ∈ {0, 1}n, it is trivial to append some terms to φ in a way that does not affect its
satisfiability but increases its length as desired. Since our assumed reduction R is honest, for
some constant γ > 0, for any query x of R(φ), it holds that |x| ≥ |φ|γ . If we let R′ be the
reduction that, on input φ ∈ {0, 1}n, pads to obtain φ′ ∈ {0, 1}nc/γ and then runs R(φ′) to
obtain x, we will now have |x| ≥ |φ′|γ = nc. To summarize, if there is an honest reduction
from SAT to some language L, then there is also a polynomially length-increasing reduction
from SAT to L.5

For the full statement of Theorem 1, we need techniques that can handle randomized
non-adaptive Turing reductions. We exploit the fact from [31] that the non-existence of
a one-way function would provide an algorithm A for probability estimation as described
above. In particular, for any distribution D ∈ PSAMP, for some poly-time computable

4 We note that the use of the coding theorem for pKt is the main reason why we need to require that the
runtime of our randomized NP-hardness reductions for Approxnδ -Kt must be polynomially smaller than
the parameter t.

5 A similar application of padding is in [24].
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function f , there is an oracle algorithm A such that AI(x) outputs an estimate of Pr[D = x]
with high probability over x ∼ D, where I is any inverter for f . Thus, in the presence of a
non-adaptive reduction from SAT to Approxnδ -Kt, we also get a non-adaptive reduction from
SAT to the inversion of a one-way function. It was shown in [2, 3], with the construction of
a sophisticated protocol building on techniques from [13, 11], that such a reduction would
imply SAT ∈ coAM. However, as mentioned above, our distributions of interest R(φ) are
not in PSAMP, but require φ as a non-uniform input. Luckily, a result of [9] transposes [2]
to this non-uniform setting. Specifically, we have a reduction from SAT to the inversion of
an auxiliary-input function f = {fφ}φ∈{0,1}∗ , where on input φ to SAT, the reduction only
needs to invert f on auxiliary input φ; given this, [9] yields SAT ∈ coAM. This completes
our overview of the proof of Theorem 1.

4.2 Proof Sketch of Theorem 2
Our proof of Theorem 2 builds on that of Theorem 1, making use of a few more ideas to
obtain a reduction from NP to inversion of a standard OWF. The first idea is the fact that
any inverter for an appropriate function can be used as an errorless average-case inverter
for a desired auxiliary-input function. In particular, let f = {fφ}φ∈N be an auxiliary-input
function, and define g to be the function that randomly samples φ from a distribution D′

and then applies fφ to a uniformly random input z. It is not hard to show by an averaging
argument that any inverter for g works as an inverter for fφ with high probability over
φ ∼ D′. Moreover, crucially, if the inverter fails to invert some fφ, then it can be made to
output a special failure symbol ⊥ when given the auxiliary input φ, with high probability.
This is due to the fact that successful inversion can be verified in poly-time: given a candidate
pre-image y of some string z under fφ, simply run fφ(y) to verify; see [24, Theorem 10.3].
This, along with a reduction from SAT to inverting an auxiliary-input OWF, yields an
errorless randomized heuristic for SAT over any distribution D′ ∈ PSAMP.

The final piece of Theorem 2 is a worst-case to average-case reduction. The goal is to
obtain

(SAT, D′) ∈ AvgBPP =⇒ SAT ∈ BPP,

which will complete the proof given the discussion above. To that end, we employ tools
from [19] and follow-up works. A difficulty is that, from (SAT, D′) ∈ AvgBPP, the available
worst-case to average-case reductions only yield

Gapτ,nδ pKt ∈ BPP.

The promise-problem Gapτ,nδ pKt is potentially easier than Approxnδ -pKt, since it involves a
polynomial gap τ between time-bounds in Yes-instances and No-instances. As a result, the
gap version may not be NP-hard, so its easiness would not yield SAT ∈ BPP. Fortunately, by
a different application of the coding theorem for pKt, we are able to show that NP-hardness
of Approxnδ -pKt implies NP-hardness of Gapτ,nδ pKt. Roughly, with high probability over
the randomness of the reduction from SAT to Approxnδ -pKt, the pKt complexity of queried
strings will be somewhat close to their time-unbounded K complexity. Thus, granted the
leeway of the nδ approximation term, the difference in time-bounds between t and τ(t) does
not affect the correctness of the (slightly modified) reduction when we use Gapτ,nδ pKt as an
oracle in lieu of Approxnδ -pKt.

To summarize, an outline of the proof is as follows.
1. Arguing as in Theorem 1, we get a black-box non-adaptive fixed-auxiliary input reduction

from SAT to inverting an auxiliary-input function, f = {fφ}φ∈{0,1}∗ .
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2. Under our assumption of the non-existence of OWFs, we get, for any polynomial-time
samplable distribution D, a PPT machine that inverts fφ with high probability over
φ ∼ D. Combined with step (1), this yields that (SAT, D) ∈ AvgBPP.

3. From the worst-case to average-case reduction of [19] (and subsequent works [22] and [16]),
for some distribution D′ ∈ PSAMP, there is a BPP-black-box non-adaptive randomized
polynomial-time reduction from Gapτ,O(log n)pKt to the average-case problem of solving
SAT over D′. That is,

(SAT, D′) ∈ AvgBPP =⇒ Gapτ,O(log n)pKt ∈ BPP

for a sufficiently large polynomial τ depending on the running time of the heuristic for
SAT. Combined with step (2), we get that Gapτ,O(log n)pKt ∈ BPP.

4. For a sufficiently large t, if Approxnδ -pKt is NP-hard, then Gapτ,O(log n)pKt is also NP-hard.
Combined with step (3), this yields NP ⊆ BPP.

4.3 Proof Sketch of Theorem 4
For the proof of Theorem 4 in the setting of exact pKt and Kt, the approach discussed above
does not work; recall that the approximation term nδ was critical at a number of points.
Thus, our starting point is the following statement from a recent work of Liu and Pass [33].

Assuming E ⊈ io-NSIZE[2o(n)], if {MKtP} × SAMP[tD(n)] ⊈ HeurP for some time
bound tD polynomially less than t, then one-way functions exist.

That is, the average-case hardness of MKtP with respect to any distribution samplable within
some polynomial running time smaller than t would suffice to imply one-way functions.

Our goal now is to show that if MKtP is NP-hard, then {MKtP}×SAMP[tD(n)] is “hard for
distributional NP”: namely, if MKtP is easy on average over every distribution D samplable
in time tD, then every distributional problem (L, D′) ∈ NP × PSAMP is likewise easy on
average. Combining this with the statement from [33], we would get

DistNP ⊈ HeurP =⇒ {MKtP} × SAMP[tD(n)] ⊈ HeurP
=⇒ ∃OWF.

To show the distributional NP-hardness of MKtP, we reduce from an arbitrary distributional
problem (L, D′) ∈ DistNP. Under the assumed NP-hardness of MKtP, there is a randomized
non-adaptive reduction R from L to MKtP. With a large enough choice of the polynomial t,
we can ensure that the reduction from L to MKtP runs in time polynomially less than t. In
particular, we get that the following distribution Q is samplable in time at most tD:

Sample x ∼ D′, and then output a sample from the query distribution of R(x).

From there, it is not too hard to show that, if H is a heuristic for MKtP working over Q, then
the algorithm RH (that simulates R and answers any oracle queries with H) is a heuristic
for L over D′. This yields the desired result.

4.4 Proof Sketch of Theorem 5
Finally, the proof of Theorem 5 proceeds along the lines of that of Theorem 1, but with
several important changes.6 The main challenge is that the Coding Theorem for K only gives
us an approximate equality between K(x) and log(1/D(x)) for x’s sampled from a distribution

6 As mentioned above, we actually give two different proofs of Theorem 5. We describe the first one here.
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D. This was not a problem for Theorem 1 as it dealt with an approximate version of Kt,
and we could absorb some slack of the Coding Theorem into an approximation error of Kt.
But Theorem 5 is for the exact version of K, and we cannot apply the same strategy here.
Instead, we show that this slack can be absorbed by a different argument, crucially relying
on the fact that the randomized reductions R in the assumption of Theorem 5 are many-one
and have the error probability inverse-polynomially small in their runtime tR.

Namely, for φ ∈ {0, 1}n, consider the distribution of queries (x, 1s) made by the reduction
R(φ). We call such a query “heavy” if its probability (according to R(φ)) is at least
1/(poly(tR(n)) · 2s).

Our SAT algorithm (using a probability estimation protocol as in Theorem 1) essentially
behaves as follows:

On input φ, sample a query (x, 1s) according to R(φ), and accept if (x, 1s) is heavy.

For φ ̸∈ SAT (which is the difficult case to analyze), heavy queries will cause our SAT
algorithm to make a mistake by incorrectly accepting φ. We bound the error probability of
our SAT algorithm by upperbounding the total probability mass of such heavy queries.

Roughly speaking, we upperbound the total probability mass of “heavy” queries (x, 1s)
by

poly(tR(n)) · Pr[K(x) ≤ s].

Note that, since φ ̸∈ SAT, we have by the condition of correctness of the many-one reduction
R that R(φ) must place a very small γ probability on its queries that are Yes-instances of
MKP, i.e., Pr[K(x) ≤ s] ≤ γ. Hence, the error probability of our SAT algorithm is at most
poly(tR(n)) ·γ, which can be made sufficiently small if the error probability γ of the reduction
R is inverse-polynomially small in the runtime tR(n).

5 NP-hardness of (Kt vs. K) and (Kt vs. K)∗

In this section, we examine promise problems of the form (Kt vs. Kt′), for time bounds
t, t′ ∈ N, in comparison with the “partial function” versions (Kt vs. Kt′)∗ recently shown
NP-complete by Hirahara [23]. While NP-hardness of (Kt vs. K) would imply NP ⊆ coAM
via our proof techniques above, the consequence does not seem to follow in the partial
setting, as we discuss further below. We then show that NP-hardness via deterministic
Turing reductions of either (Kt vs. Kt′) or (Kt vs. Kt′)∗ (with appropriate settings of t and
t′) would imply NP = P. It follows that these problems are NP-intermediate with respect to
deterministic Turing reductions, provided the existence of one-way functions.

5.1 Randomized Reductions
We start with formal definitions of the partial version of Kt complexity and the promise
problems mentioned above.

▶ Definition 10 (Partial (Time-bounded) Kolmogorov Complexity). For a time bound t ∈ N, a
string x ∈ {0, 1, ∗}∗, and a complexity measure µ ∈ {pKt, Kt, K}, the partial (t-time-bounded,
probabilistic) Kolmogorov complexity of x, denoted (µ)∗(x), is equal to

min {µ(x′) | x′ consistent with x} ,

where a string x′ ∈ {0, 1}∗ is said to be consistent with x ∈ {0, 1, ∗}∗ if |x′| = |x| and, for
every index i ∈ [|x|] such that x[i] ̸= ∗, it holds that x[i] = x′[i].
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▶ Definition 11 ((Kt vs. Kt′)). Let t, t′ : N → N. For µ1 ∈ {Kt, pKt} and µ2 ∈ {Kt′
, pKt′

, K},
(µ1 vs. µ2) is the following promise problem.

ΠY = {(x, 1s) | µ1(x) ≤ s}
ΠN = {(x, 1s) | µ2(x) > s}

(µ1 vs. µ2)∗ is defined analogously, with the partial complexity measures (µ1)∗ and (µ2)∗

in place of the standard (“complete function”) ones.

By a proof analogous to that of Theorem 5, we get the following statement.

▶ Lemma 12. Let t : N → N be arbitrary and tR : N → N a polynomial. If (Kt vs. K) is
NP-hard under a randomized many-one reduction running in time tR(n) and with failure
probability at most 1/(tR(n))7, then NP ⊆ coAM.

One may contrast Lemma 12 with Hirahara’s recent proof that (Kt vs. K)∗ is in fact NP-
hard under a randomized many-one reduction with the same properties. This suggests that
the techniques of [23] will not extend to the setting of standard (Kt vs. K) without leveraging
some more powerful notion of reducibility. Viewed another way, to obtain NP-hardness of
MKtP complexity under randomized many-one reductions, one would need techniques that
apply more narrowly to smaller-gap versions of the problem.

Note that the statement gives NP-hardness of MKtP∗ under a randomized reduction even
when t ∈ N is arbitrarily larger than the running time of the reduction. In the case of a
randomized reduction, it is not unreasonable to make the assumption that t ≫ tR, as is done
in [39] and in this work. This is because randomized reductions may easily sample strings
of maximum Kolmogorov complexity, so it is easy to generate No-instances of MKtP (or
MKtP∗) within time tR. Note that this would be impossible for a deterministic reduction.

▶ Lemma 13 (Implicit in [23]). There exists a polynomial tR : N → N such that for any
constant c ∈ N and any sufficiently large polynomial t : N → N, (Kt vs. K)∗ is NP-hard under
a randomized many-one reduction running in time tR(n) and with failure probability at most
1/tR(n)c.

Proof sketch. One needs to verify that the failure probability of the reduction is at most
1/nc for an arbitrary large constant c ∈ N. Recall that in the proof of [23] Lemma 8.3, the
reduction samples random strings fi ∼ {0, 1}λ·w(i) for i ∈ [n], where n ∈ N is the number
of variables in the input CMMSA instance, w : [n] → N is a weight function, and λ is some
fixed polynomial in n. The reduction succeeds provided, for every T ⊆ [n], for some constant
c ∈ N,

K(fT ) ≥ λ · w(T ) − c · |T | · log n. (1)

This is used in the “soundness” part of the proof to argue that the set B ⊆ [n] is not authorized.
In particular, one must prove that w(B) < θ from the fact that K(fB) ≤ o(λ · w(B)) + |M |,
where |M | is an arbitrary program of size λθ/2. To see that Eq. (1) is sufficient for this
purpose, observe that for any c ∈ N,

λ · w(B) − c · |B| · log n ≤ K(fB)
≤ o(λ · w(B)) + |M |

implies that

λ · w(B) ≤ c · |B| · log n + o(λ · w(B)) + |M |
≤ o(λ · w(B)) + |M |,
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since c · |B| · log n ≤ cn log n = o(λ). Thus,

w(B) · λ · (1 − o(1)) ≤ |M |
≤ λ · θ/2,

which implies that w(B) < θ, as desired.
Now we will show that, for any c ∈ N, Eq. (1) holds with probability at least 1 − 1/nc−2.

First observe that by a standard counting argument, with probability 1 − 1/nc−2,

K(f[n]) ≥ λ · w([n]) − (c − 2) · log n.

Moreover,

K(f[n]) ≤ K(fT ) + λ · w([n]\T ) + 2 · |T | · log n,

since one may describe f[n] by describing fT , hard-wiring f[n]\T , and describing the set
T ⊆ [n] itself. Thus,

K(fT ) ≥ K(f[n]) − λ · w([n]\T ) − 2 · |T | · log n

≥ λ · w([n]) − (c − 2) · log n − λ · w([n]\T ) − 2 · |T | · log n

≥ λ · w(T ) − c · |T | · log n,

so the reduction does not fail in this case. ◀

One may wonder why the barrier of Lemma 12 does not apply to the partial Kt setting.
The primary issue is that a correspondence between the compressibility of queries and their
probability under the query distribution Qφ appears to be missing. As a result, we cannot
apply our central proof technique of reducing meta-complexity to a problem of probability
estimation.

Roughly speaking, there is a difference between the Kolmogorov complexity K(z) of the
description of a query z := (x, 1s) with x ∈ {0, 1, ∗}∗ and the partial complexity K∗(x) of
x. By the Coding Theorem for K, we still have an approximate correspondence between
the logarithm of the inverse probability of (the description of the query) z output by the
randomized reduction and the complexity K(z). However, K∗(x) can differ significantly from
K(z). For example, consider a string y = 0n, and let y′ be a uniformly random string in
{0, ∗}n. Since y′ is a uniformly random string over the binary alphabet {0, ∗}, it’s almost
certainly true that K(y′) ≥ n − O(log n). On the other hand, K∗(y′) ≤ K(y) ≤ O(log n).

More concretely, for example, consider a reduction from SAT to the problem of approxim-
ating (Kt)∗ (with a fixed threshold parameter s ∈ N). Here, the queries x ∈ {0, 1, ∗}∗ may
contain unspecified “∗” positions. On one hand, we can use a standard coding theorem (adap-
ted appropriately) to show that a query x having probability greater than β ≈ 1/(2s ·poly(n))
under the query distribution Qφ would imply that (Kt)∗(x) ≲ s.

However, the converse does not seem to hold. Previously we showed that, for strings
queried in the reduction, it was unlikely for a string to be both of low complexity and low
probability. This followed from a counting argument and a union bound: there are roughly at
most 2s strings x ∈ {0, 1}∗ with Kt(x) ≤ s, so the cumulative probability of strings with both
this property and Qφ(x) ≤ β is at most 1/poly(n). In the case of partial Kt, it is no longer
true that there are “few” strings of low complexity. In particular, any one short description
d ∈ {0, 1}s can witness (Kt)∗(x) ≤ s for 2n distinct strings x ∈ {0, 1, ∗}n (unlike standard
Kt, where one description only “maps” to one string). Thus, partial Kt complexity is not
readily connected to probability under efficiently samplable distributions, which was the key
connection exploited in the previous sections.
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5.2 Deterministic Reductions
As another point of comparison, in Lemmas 15 and 16, we show that if either of (Kt vs. Kt′)
or (Kt vs. Kt′)∗ is NP-hard with respect to deterministic adaptive Turing reductions (for a
sufficiently large exponential function t′), then one obtains the stronger consequence that
NP = P. This implies that if one-way functions exist, (Kt vs. Kt′) and (Kt vs. Kt′)∗ are both
NP-intermediate with respect to deterministic Turing reductions.7

Note that Lemmas 15 and 16 hold for Turing reductions with arbitrary polynomial running
time (i.e., less than or greater than the time-bound t), and there is no honesty requirement.
After this, we show similar results for honest reductions and superpolynomial t′.

We will use the “dream-breaker” of Bogdanov et al. [10].

▶ Lemma 14 ([10]). Suppose NP ̸= P. There is an algorithm B and a universal constant
d with the following properties. Let A be any poly-time algorithm that attempts to solve
search-SAT and only errs by incorrectly outputting ⊥.8 For infinitely many n ∈ N, B(A, 1n)
outputs a formula φ ∈ {0, 1}n and a witness a such that φ(a) = 1 but A(φ) = ⊥. Moreover,
if A runs in time at most nb on inputs of length n, then B(A, 1n) runs in time at most (nb)d.

▶ Lemma 15. For every constant c, there is a constant c′ with the following property. Let
t, t′ : N → N be such that for all n ∈ N, t(n) ≤ nc and t′(n) ≥ 2c′n. Then (Kt vs. Kt′) is
NP-hard under deterministic polynomial-time Turing reductions iff NP = P.

Proof. Let M be a Turing reduction from search-SAT to (Kt vs. Kt′) running in time at
most nb on inputs of length n ∈ N. Define a machine M ′ that on input φ ∈ {0, 1}n simulates
M(φ) and answers its queries as follows. If the query (x, 1s) is such that s ≤ 4b log n and
s ≤ 2|x|, answer the query by brute force; otherwise simply accept the query. Note that M ′

runs in time at most n6bc.
Let B be the refuter of Lemma 14, and let n ∈ N and φ ∈ {0, 1}n be such that

B(M ′, 1n) = (φ, a) with M ′(φ) = ⊥ but φ(a) = 1.
Clearly, if a query (x, 1s) is such that s ≤ 4b log n or 2|x| < s, M ′ answers it correctly. We

now claim that for every query (x, 1s) of M ′(φ), it holds that Kt′(x) ≤ 4b log n. In particular,
one may compute x from advice (n, i), where x is the ith query of M ′(φ), in time at most(

n6bc
)d + n6bc < 2c′·|x|,

assuming 2|x| ≥ s > 4b log n and choosing c′ = 4cd, where d is the constant from Lemma 14.
For t′ : N → N such that t′(m) ≥ 2c′m, this implies

Kt′
(x) ≤ s.

Thus, M ′(φ) answers all of its queries correctly with respect to (Kt vs. Kt′), and

M ′(φ) = M (Kt vs. Kt′
)(φ) = search-SAT(φ),

a contradiction. ◀

The following statement for (Kt vs. Kt′)∗ indicates that Lemma 13 makes essential use of
randomness, unless NP = P.

7 Since either of these problems could be used to break a cryptographic PRG, the existence of OWFs
means they must not be efficiently decidable.

8 Note that any poly-time algorithm may be transformed into such an algorithm by verifying any candidate
satisfying assignment to the input before returning it.
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▶ Lemma 16. For every constant c, there is a constant c′ with the following property. Let
t, t′ : N → N be such that for all n ∈ N, t(n) ≤ nc and t′(n) ≥ 2c′n. Then (Kt vs. Kt′)∗ is
NP-hard under deterministic polynomial-time Turing reductions iff NP = P.

Proof sketch. The proof is nearly identical to that of Lemma 15. One may still compute a
string consistent with x from advice (n, i) by simulating the reduction, obtaining the query
x, and replacing any ∗’s in x with 0’s. Let x̃ be the string x with all *’s replaced by 0’s. It is
easy to verify that (Kt′)∗(x) ≤ Kt′(x̃) ≤ 4b log n. ◀

Note that we could prove the above lemmas for (Kt vs. K) and (Kt vs. K)∗ (that is, with
time-unbounded K and K∗ in ΠN ) without the use of a dreambreaker. If we additionally
assume that the NP-hardness reductions are honest, we obtain the same results but with t′

any superpolynomial function.

▶ Lemma 17. Let t : N → N be polynomial and t′ : N → N superpolynomial. (Kt vs. Kt′) is
NP-hard under honest deterministic polynomial-time Turing reductions iff NP = P.

Proof. Argue as in Lemma 15. Since the reduction is honest, we have

|x| ≥ nγ

for some constant γ > 0, for any string x queried in the reduction M . Recall that any such
x of M may be computed from advice (n, i) in time at most(

n6bc
)d + n6bc < n7bcd

≤ |x|7bcd/γ

< t′(|x|),

as desired. ◀

▶ Lemma 18. Let t : N → N be polynomial and t′ : N → N superpolynomial. (Kt vs. Kt′)∗ is
NP-hard under honest deterministic polynomial-time Turing reductions iff NP = P.

6 Open Questions

We have shown various consequences of (time-bounded) Kolmogorov complexity being NP-
hard under randomized notions of reducibility. Some of these consequences may be taken
optimistically (Theorem 4), while others may be viewed as barriers to the kinds of NP-
hardness in question (Theorems 1, 5), which include kinds of reduction that have previously
been used to show NP-hardness of variants of Kt complexity (e.g., [23]).

This work leaves open a number of directions; here, we indicate a few.
1. Can we remove the requirement, in Theorems 1, 2, and 4, that the time bound t in the

superscript be larger than the running time of the reduction? Recall that this requirement
was due to our use of the coding theorem for pKt.

2. Can we show consequences of randomized NP-hardness reductions to MKTP or MCSP
(i.e., minimization problems for Allender’s KT complexity or boolean circuit size)?

3. Can we extend Theorems 1, 2, or 4 to adaptive randomized Turing reductions? Note that
this kind of extension is unlikely in the case of Theorem 5, given the prior work discussed
in Section 3 [4, 21].

4. Can we improve Theorem 5 to hold for randomized many-one reductions with constant
failure probability? In particular, can we improve the “robustness” of many-one reductions
to K, as in Theorem 8, to hold for constant failure probability and exponentially small
failure probability?
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Abstract
The goal of trace reconstruction is to reconstruct an unknown n-bit string x given only independent
random traces of x, where a random trace of x is obtained by passing x through a deletion channel.
A Statistical Query (SQ) algorithm for trace reconstruction is an algorithm which can only access
statistical information about the distribution of random traces of x rather than individual traces
themselves. Such an algorithm is said to be ℓ-local if each of its statistical queries corresponds to
an ℓ-junta function over some block of ℓ consecutive bits in the trace. Since several – but not all
– known algorithms for trace reconstruction fall under the local statistical query paradigm, it is
interesting to understand the abilities and limitations of local SQ algorithms for trace reconstruction.

In this paper we establish nearly-matching upper and lower bounds on local Statistical Query
algorithms for both worst-case and average-case trace reconstruction. For the worst-case problem,
we show that there is an Õ(n1/5)-local SQ algorithm that makes all its queries with tolerance
τ ≥ 2−Õ(n1/5), and also that any Õ(n1/5)-local SQ algorithm must make some query with tolerance
τ ≤ 2−Ω̃(n1/5). For the average-case problem, we show that there is an O(log n)-local SQ algorithm
that makes all its queries with tolerance τ ≥ 1/poly(n), and also that any O(log n)-local SQ algorithm
must make some query with tolerance τ ≤ 1/poly(n).

2012 ACM Subject Classification Mathematics of computing → Probabilistic inference problems

Keywords and phrases trace reconstruction, statistical queries, algorithmic statistics

Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2024.52

Category RANDOM

Funding Xi Chen: Supported by NSF grants CCF-1703925, IIS-1838154, CCF-2106429 and CCF-
2107187.
Anindya De: Supported by NSF grants CCF-1926872, CCF-1910534 and CCF-2045128.
Chin Ho Lee: Supported by Madhu Sudan’s and Salil Vadhan’s Simons Investigator Awards while at
Harvard University.
Rocco A. Servedio: Supported by NSF grants IIS-1838154, CCF-2106429, CCF-2211238 and by the
Simons Collaboration on Algorithms and Geometry.

1 Introduction

In the trace reconstruction problem, the goal is to reconstruct an unknown string x ∈ {0, 1}n

given access to independent random traces of x, where a random trace of x is a string obtained
by passing x through a deletion channel that independently deletes each bit with probability
δ and concatenates the surviving bits. Trace reconstruction has been a well-studied problem
since the early 2000s [30, 29, 2], and some combinatorial variants of the problem were already
considered in the 1970s [26]. Over the past decade, a wide range of algorithmic results and
lower bounds have been established for many variants of the trace reconstruction problem,
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52:2 Trace Reconstruction from Local Statistical Queries

including worst-case [32, 19, 36, 22, 10, 11], average-case [37, 23, 24, 38], and smoothed
analysis [13] versions, the low deletion rate regime [12], approximate trace reconstruction
[18, 8, 9, 14], coded trace reconstruction [16, 6], variants in which different bits of the
source string have different deletion probabilities [21], circular trace reconstruction [35], trace
reconstruction on trees [17, 5], population recovery variants [1, 33, 34], connections to other
problems such as mixture distribution learning [28], and more [20, 39].

The original, and arguably most fundamental, versions of the problem are the “worst-case”
and “average-case” versions with constant deletion rate δ ∈ (0, 1). In the worst-case problem
the source string x is an arbitrary (worst-case) element of {0, 1}n, and in the average-case
problem the source string x is selected uniformly at random from {0, 1}n; equivalently, an
average-case algorithm is only required to succeed for a 1 − on(1) fraction of all 2n possible
source strings x ∈ {0, 1}n. These two problems are the focus of our work, so in the rest
of this paper we consider worst-case and average-case trace reconstruction and we always
assume that the deletion rate δ is an arbitrary (known) constant in (0, 1).

Despite much effort, there are mildly exponential gaps between the best known upper
bounds and lower bounds for both worst-case and average-case trace reconstruction. Improv-
ing on earlier 2Õ(n1/2)-trace and 2Õ(n1/3)-trace algorithms of [25, 19, 36], in [11] Chase gave
an algorithm for worst-case trace reconstruction that uses 2Õ(n1/5) traces. The best known
lower bound, also due to Chase [10], is Ω̃(n3/2) traces (improving on earlier Ω̃(n5/4) and Ω(n)
lower bounds [22, 2]). For the average-case problem, improving on earlier exp(O((log n)1/2))-
trace and exp(O((log n)1/3))-trace algorithms [37, 23, 24], Rubinstein [38] recently gave
an exp(Õ((log n)1/5))-trace algorithm. The best known average-case lower bound, due to
Chase [10], is Ω̃((log n)5/2) traces, improving on an earlier Ω̃((log n)9/4) lower bound [22].

These substantial gaps naturally suggest the study of restricted classes of algorithms for
trace reconstruction, with the hope that it may be possible to obtain sharper results. This is
the starting point of our work: we propose to study the trace reconstruction problem from
the vantage point of statistical query algorithms. As our main contribution we obtain fairly
sharp upper and lower bounds on local statistical query algorithms for trace reconstruction,
as described below.

Statistical Query trace reconstruction algorithms. The Statistical Query (SQ) model [27]
was first introduced by Kearns as a means to obtain PAC learning algorithms that can
tolerate random classification noise. In the decades since then, the SQ model has emerged as
a major topic of study in its own right in computational learning theory and related fields
such as differential privacy and optimization. An attractive feature of the SQ model is that
it is powerful enough to capture state-of-the-art algorithms in a variety of different settings,
yet it is also amenable to proving unconditional lower bounds.

SQ algorithms can only access data through noisy estimates of the expected values of user-
generated query functions. In the context of trace reconstruction, an SQ oracle takes as input
a bounded query function q : {0, 1}n → [−1, 1] and a tolerance parameter τ ∈ (0, 1) that are
provided by the reconstruction algorithm. It returns a value P̂q which satisfies |P̂q − Pq| ≤ τ ,
where Pq is the expected value of q on a random trace, i.e. Pq := Ey∼Delδ(x)[q(y)].1 Thus an
SQ algorithm for trace reconstruction does not receive any actual traces of x; rather, it can
only use aggregate statistical information about the overall distribution of traces.

1 Since the length of each trace is at most n, we view each trace y as padded with a suffix of n − |y| zeros,
so the argument to q is actually y0n−|y|. This is equivalent to assuming that the n-bit source string x
is padded with an infinite suffix of 0-bits.
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To the best of our knowledge, the current paper is among the first works that explicitly
considers the trace reconstruction problem from the perspective of statistical queries (see
also [15], which we discuss in more detail below). However, in hindsight the earliest nontrivial
algorithms for worst-case trace reconstruction [25, 19, 36] already made it evident that SQ
algorithms – in fact, SQ algorithms which use extremely simple query functions – could be
effective for trace reconstruction. The algorithms of [25, 19, 36] all work by using the traces
from Delδ(x) only to obtain high-accuracy estimates of the n values Ey∼Delδ(x)[yi] for i ∈ [n]
and then doing some subsequent computation on those estimated values; thus they correspond
to SQ algorithms in which each query function is simply a Boolean dictator function, i.e. a
1-junta. On the other hand, the highly efficient average-case trace reconstruction algorithms
of [37, 23, 24, 38], which use a sub-polynomial number of traces, involve various “alignment”
routines which attempt to identify locations in individual received traces that correspond
to specific locations in the source string. These algorithms seem to make essential use of
individual traces and do not seem to be compatible with the SQ model. So given that some,
but not all, known trace reconstruction algorithms correspond to SQ algorithms, it is of
interest to study both the abilities and limitations of SQ algorithms for trace reconstruction.

In this work we consider a natural class of SQ algorithms, which we call ℓ-local SQ
algorithms. An ℓ-local query function q : {0, 1}n → [−1, 1] is an ℓ-junta over some ℓ

consecutive bits of its input string, i.e. for all y, q satisfies q(y) = q′(yi, yi+1, . . . , yi+ℓ−1) for
some index i and some function q′ : {0, 1}ℓ → [−1, 1]. We say that an algorithm is an ℓ-local
SQ algorithm with tolerance τ0 if all of its calls to the SQ oracle are made with ℓ-local query
functions and the tolerance parameter for each call is at least τ0.

The results of [19, 36] already show that 1-local SQ algorithms with tolerance τ0 =
2−Õ(n1/3) can successfully perform worst-case trace reconstruction, and moreover [19, 36]
additionally show that tolerance τ0 = 2−Ω̃(n1/3) is required for any 1-local SQ worst-case
trace reconstruction algorithm. Thus, in analyzing the abilities and limitations of ℓ-local
algorithms for trace reconstruction for a particular value of ℓ, our goal is to determine the
tolerance which is necessary and sufficient for such algorithms to succeed in worst-case or
average-case trace reconstruction. A simple argument which we give in Section 2.1 shows that
any ℓ-local SQ algorithm (which may be adaptive) using tolerance τ0 can be converted to a
nonadaptive SQ algorithm that makes at most n2ℓ queries, all of which are ℓ-local “subword”
queries (defined in Section 2.1) of tolerance τ02−ℓ. Moreover, a standard argument shows
that any nonadaptive SQ algorithm which makes M statistical queries, each with tolerance
at least τ0, can be simulated in the obvious way by a standard trace reconstruction algorithm
that uses poly(log M, 1/τ0) independent traces from Delδ(x). Thus, we will be particularly
interested in identifying the value ℓ of the locality parameter for which tolerance (roughly)
2−ℓ is both necessary and sufficient for trace reconstruction. As we explain next, our main
results do precisely this, for both worst-case and average-case trace reconstruction.

1.1 Our results
We give upper and lower bounds on local SQ algorithms for both worst-case and average-case
trace reconstruction. Our upper and lower bounds match each other up to fairly small factors
for both the worst-case and average-case versions of the problem.

The worst-case problem. Our main lower bound is the following result, which gives a
lower bound on the tolerance for n1/5-local SQ algorithms performing worst-case trace
reconstruction:

APPROX/RANDOM 2024
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▶ Theorem 1 (Worst-case lower bound, informal version of Theorem 6). Fix any constant
deletion rate 0 < δ < 1. For ℓ = Θ̃(n1/5), any ℓ-local SQ algorithm for worst-case trace
reconstruction must have tolerance τ0 = exp(−Ω̃(n1/5)).

Our algorithmic result for the worst-case problem shows that this lower bound is essentially
optimal:

▶ Theorem 2 (Worst-case upper bound, informal version of Theorem 15). Fix any constant
deletion rate 0 < δ < 1. There is a Õ(n1/5))-local SQ algorithm for the worst-case trace
reconstruction problem with tolerance τ0 = exp(−Õ(n1/5)).

The average-case problem. As mentioned earlier, the state-of-the-art average-case trace
reconstruction algorithms of [37, 23, 24, 38] do not seem to be compatible with the SQ model.
Recall that those algorithms use 2O((log n)c) traces, for c ∈ {1/5, 1/3, 1/2}, and thus any
SQ analogue of those algorithms would have tolerance ≈ 2−O((log n)c). We show that no
O(log n)-local (or even n0.49-local) SQ algorithm for average-case trace reconstruction can
succeed with such a coarse tolerance parameter:

▶ Theorem 3 (Average-case lower bound, informal version of Theorem 23). Fix any constant
deletion rate 0 < δ < 1. Any ℓ-local SQ algorithm for average-case trace reconstruction must
have tolerance τ0 ≤ ℓ/

√
n.

Finally, we give an average-case O(log n)-local SQ algorithm that has inverse polynomial
tolerance:

▶ Theorem 4 (Average-case upper bound, informal version of Theorem 25). Fix any constant
deletion rate 0 < δ < 1. There is an O(log n)-local SQ algorithm for average-case trace
reconstruction with tolerance τ0 = 1/poly(n).

Our results can be summarized as follows: As discussed immediately before Section 1.1, we
may say that an ℓ-local SQ algorithm with tolerance τ0 has overall complexity poly(n2ℓ, 1/τ0).
Theorems 1 and 2 together say that the optimal complexity of worst-case local SQ trace
reconstruction is 2Θ̃(n1/5), and Theorems 3 and 4 together say that the optimal complexity
of average-case local SQ trace reconstruction is nΘ(1).

1.2 Discussion and techniques
The worst-case setting. Theorem 1 and Theorem 2 should be contrasted with recent results
of Cheng et al. [15], which consider a restricted class of local SQ algorithms known as ℓ-mer
based algorithms. As defined by Mazooji and Shomorony [31], the ℓ-mer density map is a
certain vector of statistics about the frequency of length-ℓ subwords2 of the source string
x ∈ {0, 1}n. [31] gave an algorithm which, for constant deletion rate 0 < δ < 1/2, constructs
an ε-accurate (in ℓ∞ distance) estimate of the ℓ-mer density map using poly(n, 2ℓ, 1/ε) traces.
Cheng et al. [15] defined a trace reconstruction algorithm to be ℓ-mer based if it only uses the
ℓ-mer density map of x, and observed that the algorithm of [31] (see in particular Lemma 6
of [31] and its proof) only uses local statistical information about traces, and hence is a local
SQ algorithm.

2 Recall that a subword of x is a sequence of bits that occur consecutively in x, i.e. xixi+1 · · · xi+ℓ−1,
whereas a substring of x is a subsequence of bits that need not occur consecutively, i.e. xi1 xi2 · · · xiℓ .
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The main result of Cheng et al. is a proof that any n1/5-mer based algorithm for worst-case
trace reconstruction must have tolerance τ0 = 2−Ω̃(n1/5). Our Theorem 1 generalizes this
result because it gives a lower bound for the entire class of n1/5-local SQ algorithms, which
includes the class of n1/5-mer based algorithms by the results described above. We remark
that Theorem 1 also has a shorter and simpler proof than Theorem 2 of [15].

At a high-level, we obtain Theorem 1 by a reduction to proving a 1-local SQ lower bound
on n-bit source strings that are “gappy.” These are strings in which every two 1s are separated
by ≫ n1/5 zeros (see Definition 8 for the precise definition). The intution here is that for a
gappy string, any n1/5-bit subword in its traces is very unlikely to contain two 1s, and so all
the useful information is contained in subword queries of Hamming weight at most 1, which
can then be further reduced to 1-bit queries. Then we can adapt the lower bound arguments
in [19] to gappy strings to obtain our lower bound.

Turning to Theorem 2, Cheng et al. observed that the 2Õ(n1/5)-trace algorithm of [11]
for worst-case trace reconstruction can be interpreted as a Õ(n1/5)-mer based algorithm
with tolerance τ0 = 2−Õ(n1/5). By the earlier observation of Cheng et al. mentioned in the
first paragraph and the [31] algorithm, which works provided that the deletion rate δ lies in
(0, 1/2), this means that Chase’s algorithm can be expressed as a Õ(n1/5)-local SQ algorithm
which has tolerance τ0 = 2−Õ(n1/5) when δ ∈ (0, 1/2). Our Theorem 15 is based on a similar
observation about Chase’s algorithm, but applied directly to the local SQ model without
going through the notion of k-mer statistics. Our approach is based on techniques and
arguments from [13]; using these techniques allows our argument to apply more generally to
the entire range of deletion rates δ ∈ (0, 1).

Average-case. The average-case lower bound of Theorem 3 is proved using a fairly simple
argument based on “hiding” a bit which might be either 0 or 1 in the middle of the source
string. We turn to the average-case upper bound.

The average-case SQ algorithm described in Theorem 4 is obtained by adapting an
algorithm for smoothed trace reconstruction to the SQ model. The [13] paper gives an
algorithm for “smoothed” trace reconstruction, which is a generalization of the average-case
trace reconstruction problem. While the algorithm of [13] only interacts with the input traces
by using them to form empirical estimates of subword frequencies in traces, it is not trivially
an SQ algorithm. This is because the [13] algorithm estimates these subword frequencies
across a range of different deletion probabilities δ, δ + ∆, δ + 2∆, . . . up to (δ + 1)/2. In the
usual (non-SQ) trace reconstruction setting where traces are available, it is trivial to simulate
access to Delδ′(x) given access to Delδ(x) for any δ′ > δ, simply by drawing y ∼ Delδ(x)
and deleting each bit of y independently with probability 1−δ′

1−δ . But in the SQ setting, we
only have access to statistical queries of traces drawn from Delδ(x) rather than individual
traces. We circumvent this issue by showing that any algorithm that makes ℓ-local statistical
queries with tolerance τ to Delδ′(x), for δ′ > δ, can be simulated by an algorithm that
makes only ℓ′-local statistical queries with tolerance τ ′ to Delδ(x), where (roughly speaking)
ℓ′ ≈ ℓ/(1 − δ′) and τ ′ = Θ(τ). With this ingredient in hand, the algorithm of [13] is easily
adapted to give Theorem 4.

1.3 Future work
Several natural questions suggest themselves for future work. Perhaps the foremost among
these is the following: Given Theorem 2, the current state-of-the-art unrestricted algorithm
for the general worst-case trace reconstruction problem is an Õ(n1/5)-local SQ algorithm.
Might it be the case that this is in fact an optimal algorithm for trace reconstruction? We
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currently seem quite far from being able to resolve this (recall that the state of the art in
lower bounds for unrestricted worst-case trace reconstruction algorithms is only Ω̃(n3/2)
traces [11]).

A partial step towards answering the above bold question would be to establish lower
bounds on general SQ algorithms for worst-case trace reconstruction, i.e. SQ algorithms that
are not assumed to have bounded locality. It is difficult to imagine how queries that depend
on far-separated portions of an input trace could be useful, but proving this seems quite
challenging.

As a concrete first goal along these lines, a generalization of the notion of an ℓ-local SQ
is the notion of a size-s SQ. A size-s SQ is an SQ which asks for the expected value of some
s-junta function q′(yi1 , . . . , yis

) of a random trace y, but unlike an ℓ-local SQ the input bits
of the junta do not need to form a consecutive block of positions in y. Similar to Lemma 5, a
size-s SQ algorithm can be assumed without loss of generality to use only query functions of
the form 1 [yi1 , . . . , yis

] = w as (i1, . . . , is) ranges over
([n]

s

)
and w ranges over {0, 1}s. Even

the following goal appears to be quite challenging:

Show that any SQ algorithm for the worst-case trace reconstruction problem that
makes only size-2 queries must have tolerance τ = 1/nω(1).

We believe that this is an interesting target problem for future work.

2 Preliminaries

Notation. Given integers a ≤ b we write [a : b] to denote {a, . . . , b}. It will be convenient
for us to index a binary string x ∈ {0, 1}n using [0 : n − 1] as x = (x0, . . . , xn−1). We write
ln to denote natural logarithm and log to denote logarithm to the base 2. We write |x| to
denote the length of a string x.

We denote the set of non-negative integers by Z≥0. We write Dr(z) to denote the closed
disk in the complex plane of radius r centered at z ∈ C, and ∂Dr(z) to denote the circle
which is the boundary of that disk.

Subwords. Fix a string x ∈ {0, 1}n and an integer k ∈ [n]. A k-subword of x is a (contiguous)
subword of x of length k, given by (xa, xa+1, . . . , xa+k−1) for some a ∈ [0 : n − k]. Given
such a string x and integers 0 ≤ a < b ≤ n − 1, we write x[a : b] to denote the subword
(xa, xa+1, . . . , xb). For a string w ∈ {0, 1}k, let #(w, x) denote the number of occurrences of
w as a subword of x.

Distributions. We use bold font letters to denote probability distributions and random
variables, which should be clear from the context. We write “x ∼ X” to indicate that random
variable x is distributed according to distribution X.

Deletion channel and traces. Throughout this paper the parameter δ : 0 < δ < 1
denotes the deletion probability, and we write ρ to denote the retention probability ρ = 1 − δ.
Given a string x ∈ {0, 1}n, we write Delδ(x) to denote the distribution of the string
that results from passing x through the δ-deletion channel (so the distribution Delδ(x) is
supported on {0, 1}≤n), and we refer to a string drawn from Delδ(x) as a trace of x. Recall
that a random trace y ∼ Delδ(x) is obtained by independently deleting each bit of x with
probability δ and concatenating the surviving bits. 3

3 For simplicity in this work we assume that the deletion probability δ is known to the reconstruction
algorithm.
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For x ∈ {0, 1}n (recall that we index the bits of x as (x0, . . . , xn−1)) we view a draw of a
trace y ∼ Del(x) as corresponding to a ρ-biased random draw of a subset R ⊆ [0 : n − 1],
where the elements of R are the bits that are retained in x to obtain y. So if the sorted
elements of R are R = {r0 < r1 < · · · < rm−1} for some m ≤ n, then the bits of the trace
y = (y0, y1, . . . , ym−1) are y0 = xr0 , y1 = xr1 , and so on.

2.1 Local Statistical Query algorithms
As described earlier, an ℓ-local query function q : {0, 1}n → [−1, 1] is a function

q(y) = q′(yi, yi+1, . . . , yi+ℓ−1)

for some index i and some function q′ : {0, 1}ℓ → [−1, 1], i.e. a real-valued bounded ℓ-junta
over consecutive input variables. An algorithm is an ℓ-local SQ algorithm with tolerance τ0
if all of its calls to the SQ oracle are made with ℓ-local query functions and the tolerance
parameter for each call is at least τ0.

Let us say that an ℓ-local query function is a subword query if it is of the form

q′(y) = 1 [(yi, . . . , yi+ℓ−1) = w] (1)

for some string w ∈ {0, 1}ℓ. The following simple lemma shows that without loss of generality,
every ℓ-local SQ algorithm makes at most n2ℓ (non-adaptive) queries, corresponding to all
possible length-ℓ subword queries:

▶ Lemma 5. Let A be an ℓ-local SQ algorithm with tolerance τ0 (note that A may make any
number of calls to the SQ oracle and may be adaptive, i.e. the choice of later queries may
depend on the responses received on earlier queries). Then there is an algorithm A′ with the
same behavior as A which makes n2ℓ queries (all possible length-ℓ subword queries), each
with tolerance τ0/2ℓ.

Proof. The algorithm A′ makes all n2ℓ subword queries of the form given in Equation (1),
where i ranges over [n] and w ranges over {0, 1}ℓ. It makes each such subword query with
tolerance parameter τ0/2ℓ. Let pi,w = Pry∼Del(x)[(yi, . . . , yi+ℓ−1) = w] and let p̂i,w be the
value received from the SQ oracle in response to the query (1), so |p̂i,w − pi,w| ≤ τ0/2ℓ.

Let (q, τ0) be any (query function, tolerance) pair that A may make in the course of
its execution. We show that a ±τ0-accurate estimate P̂q of Pq can be computed from the
responses to the n2ℓ queries of A′. This is easily seen to imply the lemma.

Since A is ℓ-local, the expected value Pq is

Pq = E
y∼Delδ(x)

[q′(yi, . . . , yi+ℓ−1)]

for some q′ : {0, 1}ℓ → [−1, 1] and some i ∈ [n]. Since

Pq =
∑

w∈{0,1}ℓ

pi,w · q′(w),

by setting P̂q to be

Pq =
∑

w∈{0,1}ℓ

p̂i,w · q′(w),
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recalling that |q′(w)| ≤ 1 for all w, the triangle inequality gives

|P̂q − Pq| =

∣∣∣∣∣∣
∑

w∈{0,1}ℓ

(p̂i,w − pi,w) · q′(w)

∣∣∣∣∣∣ ≤ max
w

|q′(w)| ·
∑

w

|p̂i,w − pi,w| ≤
∑

w

τ0/2ℓ ≤ τ0

as desired. ◀

3 Worst-case lower bounds

In this section we prove the following lower bound on local SQ algorithms for the worst-case
trace reconstruction problem:

▶ Theorem 6 (Worst-case lower bound). Fix any constant deletion rate 0 < δ < 1. For a
suitable absolute constant c0, any c0n1/5/(log n)2/5-local SQ algorithm for worst-case trace
reconstruction must have tolerance τ0 < exp(−Ω(n1/5/(log n)2/5)).

Setup. Fix any 0 < δ < 1. For notational clarity let us write ℓ := c0n1/5/(log n)2/5. Given
an n-bit source string x, an index i ∈ [0 : n − 1], and an ℓ-bit string w, we define the value

px,i,w := Pr
y∼Delδ(x)

[(yi, . . . , yi+ℓ−1) = w], (2)

so px,i,w is the probability that a random trace of x has w as the subword starting in position
i. We refer to the vector (px,i,w)i∈[0:n−1],w∈{0,1}ℓ as the ℓ-subword signature of x.

We will prove the following:

▶ Lemma 7. For a suitable absolute constant c0, there are distinct n-bit strings a ≠ a′ ∈
{0, 1}n whose ℓ-subword signatures are very close to each other in ℓ∞-distance: more precisely,

For all i ∈ [0 : n − 1], w ∈ {0, 1}ℓ, we have |pa,i,w −pa′,i,w| ≤ exp(−2c0n1/5/(log n)2/5). (3)

To see why Lemma 7 implies Theorem 6, let A be any ℓ-local SQ algorithm with tolerance
exp(−c0n1/5/(log n)2/5). By Lemma 5, there is an algorithm A′ with the same behavior as
A which makes only subword queries for subwords of length ℓ, where each query of A′ has
tolerance exp(−c0n1/5/(log n)2/5)/2ℓ > exp(−2c0n1/5/(log n)2/5). By Equation (3), a query
for the value of px,i,w can be answered with the value qi,w = pa,i,w+pa′,i,w

2 whether the source
string x is a or a′. But this means that it is impossible for A to be an algorithm which
successfully solves the worst-case trace reconstruction problem.

In the rest of this section, we focus on establishing Lemma 7.
We require the following simple definition:

▶ Definition 8. Given t > 1, we say that a string x ∈ {0, 1}n is t-gappy if it is of the form

x = b00t−1b10t−1 · · · bn/t−10t−1

for some string b0, b1, . . . , bn/t−1 ∈ {0, 1}n/t.

Recall ρ = 1 − δ. Fix

t := 100 log(n)ℓ
ρ

= Θ(n1/5(log n)3/5). (4)

The two strings a, a′ whose existence is asserted by Lemma 7 will both be t-gappy. (We note
that the argument of Cheng et al. [15] also used gappy strings.)
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One reason that gappy strings are useful for us because they make it very easy to handle
almost all of the ℓ-bit strings w ∈ {0, 1}ℓ that we need to consider in order to establish
Lemma 7. To see this, observe that any string w containing at least two ones is very unlikely
to be a length-ℓ subword of a random trace y: since the source string is t-gappy, we expect
consecutive ones in a random trace y to be at least ρt ≫ ℓ positions apart from each other.
More precisely, we have the following lemma:

▶ Lemma 9. Let x ∈ {0, 1}n be any t-gappy string, and let w ∈ {0, 1}ℓ be any string with at
least two ones. Then for any i ∈ [0 : n − 1] we have px,i,w ≤ 1/n49ℓ.

Proof. Fix 0 ≤ α < β ≤ ℓ − 1 to be any two positions in w such that wα = wβ = 1, and let
y ∼ Delδ(x). Observe that we have px,i,w ≤ Pr[yi+α = yi+β = 1].

Let R = {r0 < r2 < · · · < rm−1} ⊆ [0 : n − 1] be the ρ-biased random subset of
[0 : n − 1] consisting of the indices that are retained in x to obtain y. We may view the draw
of R as being carried out sequentially in independent stages 0, 1, . . . , where in each stage
s the element s is included in R with probability ρ. Fix any outcome of stages 0, 1, . . . up
until ri+α has been included in R. Even supposing that xri+α

= 1 (so that yi+α = 1), the
probability that xri+β

= 1 (which equals Pr[yi+β = 1]) is at most (writing k for β − α)∑
j≥1

Pr[exactly k of the jt indices in ri+α + 1, . . . , ri+α + jt are retained] (5)

=
∑
j≥1

(
jt

k

)
ρkδjt−k

≤
∑
j≥1

(ρjt)k · δjt/2 = (ρt)k
∑
j≥1

jkδjt/2 (since k ≤ jt/2)

≤ (ρt)ℓ
∑
j≥1

jℓ(1 − ρ)jt/2 (using k ≤ ℓ)

≤ (100 log(n)ℓ)ℓ
∑
j≥1

jℓe−50 log(n)ℓj . (by the choice of t, and using (1 − ρ)1/ρ ≤ e−1)

When j = 1 the first term of the sum
∑

j≥1 jℓe−50 log(n)ℓj is e−50 log(n)ℓ. The ratio of
successive terms of the sum is

(j + 1)ℓe−50 log(n)ℓ(j+1)

jℓe−50 log(n)ℓj
≤ 2ℓe−50 log(n)ℓ = (2/n50)ℓ ≪ 1/2.

So the sum
∑

j≥1 jℓe−50 log(n)ℓj is at most 2e−50 log(n)ℓ = 2/n50ℓ, and since 100 log(n)ℓ < n

for n sufficiently large, we get that (5) ≤ 1/n49ℓ. It follows that px,i,w ≤ Pr[yi+α = yi+β =
1] ≤ 1/n49ℓ as claimed. ◀

Given Lemma 9 it remains to argue about the ℓ + 1 strings w ∈ {0, 1}ℓ of Hamming
weight 0 or 1. We handle the weight-1 strings by reducing their analysis to the analysis of
one-bit strings as follows: fix any α ∈ [0 : ℓ − 1] and let w = eα ∈ {0, 1}ℓ be the string with
a single 1 coordinate in position α. The following lemma, which we prove using Lemma 9,
shows that for any gappy source string x the value of px,i,eα

is very close to the expected
value of a single location in a random trace. (A sharper bound could be obtained with a bit
more work, but the bound given by Lemma 10 is sufficient for our purposes.)

▶ Lemma 10. Let x ∈ {0, 1}n be any t-gappy string, and let w = eα ∈ {0, 1}ℓ be the string
containing a single 1 in coordinate α. Then for any i ∈ [0 : n − 1] we have∣∣∣∣ Pr

y∼Delδ(x)
[yi+α = 1] − px,i,eα

∣∣∣∣ ≤ 2ℓ−1/n49ℓ.
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Proof. We have

Pr
y∼Delδ(x)

[yi+α = 1] =
∑

w∈{0,1}ℓ:wα=1

px,i,w, so

0 ≤ Pr
y∼Delδ(x)

[yi+α = 1] − px,i,eα
=

∑
w∈{0,1}ℓ:wα=1,|w|≥2

px,i,w ≤ (2ℓ−1 − 1)/n49ℓ

where the inequality is Lemma 9. ◀

The one remaining ℓ-bit string to consider is w = 0ℓ. However, if all 2ℓ − 1 other strings
have been handled successfully then this string is automatically handled as well:

▶ Lemma 11. Fix a, a′ ∈ {0, 1}n and i ∈ [0 : n − 1]. Suppose that for all w ∈ {0, 1}ℓ \ {0ℓ}
we have |pa,i,w − pa′,i,w| ≤ κ. Then |pa,i,0ℓ − pa′,i,0ℓ | ≤ (2ℓ − 1)κ.

Proof. This is an immediate consequence of
∑

w∈{0,1}ℓ px,i,w = 1, which holds for every x

and i. ◀

Thus, it suffices to construct two t-gappy strings a, a′ whose one-bit statistics are very
close:

▶ Lemma 12. For x ∈ {0, 1}n and i ∈ [0 : n − 1] define

px,i := Pr
y∼Delδ(x)

[yi = 1]. (6)

Suppose that a ≠ a′ ∈ {0, 1}n are two t-gappy strings such that for each i ∈ [0 : n − 1] we
have |pa,i − pa′,i| ≤ exp(−Ω(n1/5/(log n)2/5)). Then for all i ∈ [0 : n − 1], w ∈ {0, 1}ℓ we
have

|pa,i,w − pa′,i,w| ≤ 2ℓ · exp(−Ω(n1/5/(log n)2/5)) + 4ℓ/n49ℓ ≤ exp(−2c0n1/5/(log n)2/5).

Proof. Lemma 9 gives |pa,i,w − pa′,i,w| ≤ 1/n49ℓ for |w| ≥ 2. Lemma 10 and the assumption
on |pa,i −pa′,i| gives |pa,i,w −pa′,i,w| ≤ exp(−Ω(n1/5/(log n)2/5))+2ℓ/n49ℓ for |w| = 1. Given
these bounds, Lemma 11 gives |pa,i,0ℓ −pa′,i,0ℓ | ≤ 2ℓ ·exp(−Ω(n1/5/(log n)2/5))+4ℓ/n49ℓ. ◀

3.1 Establishing closeness of one-bit statistics
Let us write px = (px,0, . . . , px,n−1) to denote the n-dimensional vector in [0, 1]n whose
coordinates are given by Equation (6). From the results in the previous subsection it suffice
to prove the following:

▶ Lemma 13. There are two distinct t-gappy strings a, a′ ∈ {0, 1}n such that for all
i ∈ [0 : n − 1] we have ∥pa − pa′∥∞ ≤ exp(−Ω(n1/5/(log n)2/5)).

This is very similar to the main lower bound statement that was established in the two
works [19, 36] (independently of each other); those papers considered “one-bit statistics”
which correspond precisely to our px,i quantities, and showed that there are two distinct
strings x, x′ ∈ {0, 1}n (not restricted to be gappy) such that |px,i − px′,i| ≤ exp(−Ω(n1/3))
for all i ∈ [0 : n − 1]. In what follows we adapt their techniques to deal with t-gappy source
strings.

Following [19], given a pair of source strings a, a′ ∈ {0, 1}n we define the corresponding
deletion-channel polynomial (over C) to be

Pa,a′(z) :=
n−1∑
i=0

(pa,i − pa′,i) · zi. (7)
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We have

∥pa − pa′∥∞ ≤ ∥pa − pa′∥1 ≤
√

n max
z∈∂D1(0)

|Pa,a′(z)|, (8)

where the second inequality is by Proposition 3.5 of [19] (the proof is a simple and standard
computation about complex polynomials). Thus our goal is to establish the existence of two
distinct t-gappy strings a ̸= a′ ∈ {0, 1}n for which maxz∈∂D1(0) |Pa,a′(z)| is small. To do this,
we begin by observing that since bit j of a source string ends up in location i of a trace with
probability

(
j
i

)
ρi+1δj−i, we have

pa,i = Pr
y∼Delδ(a)

[yi = 1] =
n−1∑
j=0

(
j

i

)
ρi+1δj−iaj , and hence pa,i −pa′,i =

n−1∑
j=0

(aj −a′
j)
(

j

i

)
ρi+1δj−i.

Hence (following [19, 36]) we get

Pa,a′(z) =
n−1∑
i=0

n−1∑
j=0

(aj − a′
j)
(

j

i

)
ρi+1δj−i

 zi = ρ
n−1∑
j=0

(aj − a′
j)δj

n−1∑
i=0

(
j

i

)(ρz

δ

)i

= ρ
n−1∑
j=0

(aj − a′
j)wj (taking w = 1 − ρ + ρz) (9)

where the last line used the binomial theorem and δ = 1 − ρ. Now, let us write the t-gappy
strings a, a′ as

a := b00t−1b10t−1 · · · bn/t0t−1, a′ := b′
00t−1b′

10t−1 · · · b′
n/t0t−1 (10)

for some b, b′ ∈ {0, 1}n/t. From Equation (9) we get that

Pa,a′(z) = ρ ·
n/t−1∑

j=0
(bj − b′

j)wjt (11)

(the structure afforded by Equation (11) is another reason why t-gappy strings are useful for
us). Since 0 < ρ = 1 − δ < 1 is a constant, recalling Equation (8) our goal is to establish the
existence of a string 0n/t ̸= v = (v0, . . . , vn/t−1) ∈ {−1, 0, 1}n/t such that

max
θ∈(−π,π]

∣∣∣∣∣∣
n/t−1∑

j=0
vj

(
(1 − ρ + ρeiθ)t

)j

∣∣∣∣∣∣ (12)

is small.
As described in Theorem 6.2 of [19], a result of Borwein and Erdélyi [3] (specifically, the

first proof of Theorem 3.3 in the “special case” on p. 11 of [3]) establishes the following:

▶ Theorem 14 ([3]). There are universal constants c1, c2, c3 > 0 such that the following
holds: For all 0 < a ≤ c1 there exists an integer 2 ≤ k ≤ c2/a2 and a nonzero vector
u ∈ {−1, 0, 1}k+1 such that maxw∈D6a(1) |

∑k
j=0 ujwj | ≤ exp(−c3/a).

Let m = n1/5/(log n)2/5 = 1/a, so a = 1/m = (log n)2/5/n−1/5. Recalling Equation (4),
we have that c2/a2 = c2m2 ≪ n/(2t), so we get that there exists a vector 0n/(2t) ≠ u ∈
{−1, 0, 1}n/(2t) such that

max
w∈D6/m(1)

∣∣∣∣∣∣
n/(2t)−1∑

j=0
ujwj

∣∣∣∣∣∣ ≤ exp(−c3m). (13)
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Routine geometry shows that if |θ| ≤ 1
mt then |1 − (1 − ρ + ρeiθ)t| ≤ 6/m, so we get that

max
|θ|≤1/(mt)

∣∣∣∣∣∣
n/(2t)−1∑

j=0
uj

(
(1 − ρ + ρeiθ)t

)j

∣∣∣∣∣∣ ≤ exp(−c3m). (14)

Now we can describe our final desired string v ∈ {−1, 0, 1}n/t: it is obtained by padding
u with a prefix of n/(2t) many zeros. We thus have

(12) = max
θ∈(−π,π]

n/t−1∑
j=0

vj

(
(1 − ρ + ρeiθ)t

)j

= max
θ∈(−π,π]


A︷ ︸︸ ︷

(1 − ρ + ρeiθ)n/2 ·

B︷ ︸︸ ︷
n/(2t)−1∑

j=0
uj

(
(1 − ρ + ρeiθ)t

)j

 . (15)

Since |1 − ρ + ρeiθ| ≤ 1 for all θ ∈ (−π, π], we have that |A| is always at most 1 and |B| is
always at most n/(2t). We bound Equation (15) by considering two possible ranges for |θ|. If
|θ| ≤ 1/(mt), then since |A| ≤ 1, from Equation (14) we have that (15) ≤ 1·|B| ≤ exp(−c3m).
On the other hand, if |θ| > 1/(mt) then since |B| ≤ n/(2t) and ρ is a constant between 0
and 1, we get that |1 − ρ + ρeiθ| ≤ 1 − cρ

(mt)2 , and hence

(15) ≤ n

2t
· |A| ≤ n

2t
·
(

1 − cρ

(mt)2

)n/2
≤ exp(−c′

ρn/(mt)2)

for two constants cρ, c′
ρ > 0 that depend only on ρ. Since m = n1/5/(log n)2/5 and n/(mt)2 =

Θ(n1/5/(log n)2/5), for all θ ∈ (−π, π] we have that (12) ≤ exp(−Ω(n1/5/(log n)2/5)), so the
proof of Lemma 13 and hence of Theorem 6 is complete.

4 Worst-case upper bounds

In this section we will give a local SQ algorithm for worst-case trace reconstruction, proving
Theorem 2.

▶ Theorem 15 (Worst-case upper bound). Fix any constant deletion rate 0 < δ < 1. There is
a worst-case SQ trace reconstruction algorithm that makes only (O(n1/5 log5 n))-local queries
with tolerance τ = 2−O(n1/5 log5 n).

Overview. As discussed in the introduction, [15] showed that the state-of-the-art worst-case
trace reconstruction algorithm of Chase [11] can be interpreted as a Õ(n1/5)-mer based
algorithm, and further observed that the work [31] implicitly showed that for deletion rate
δ < 1/2, any k-mer based algorithm only relies on local statistics of random traces. The
same observation can also be inferred from the work [13]; more generally, that work implicitly
showed that for any deletion rate 0 < δ < 1 (not just δ < 1/2), Chase’s algorithm can be
interpreted as a local SQ algorithm. We obtain Theorem 15 by making this interpretation
explicit, without going through the notion of k-mer statistics.

In the case of δ < 1/2, the observation in [13, 31] is the following. Chase’s algorithm
is based on estimating (from below) a certain univariate polynomial Qx(z0) at some point
z0 inside the shifted complex disc D := { z−δ

1−δ : |z| ≤ 1}. Moreover, the degree-ℓ coefficient
of Qx can be estimated using ℓ-local statistics. When δ is bounded away from 1/2, these
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works observed that the magnitude of the degree-ℓ term of Qx decays exponentially in ℓ, and
so the contribution from the high-degree terms is negligible and can be truncated from the
evaluation.

In the case of δ ≥ 1/2, a point in D can have magnitude 1 or more, and so the high-degree
terms in Qx need not decay in magnitude. Instead of evaluating the polynomial on some
point in D, [13] applies a result by Borwein, Erdélyi, and Kós [4] (see Lemma 18 below)
which shows that there exists a value t0 in the real interval [δ, 1

4 + 3
4 δ] such that Qx(t0) is

almost as large as Qx(z0), and as a result, we can estimate the truncation of Qx(t0) instead.

We now proceed to a detailed proof of Theorem 15. Let ℓ := 2n1/5. Our (O(n1/5 log5 n))-
local SQ algorithm in Theorem 15 is based on the following two lemmas. (Throughout this
section, it will be more convenient for us to phrase various quantities in terms of the retention
rate ρ = 1 − δ.) For a source string x ∈ {0, 1}n and an ℓ-bit pattern w ∈ {0, 1}ℓ, let Px,w(z, t)
be the following bivariate polynomial:

Px,w(z, t) :=
∑

0≤i1<···<iℓ≤n−1

ℓ∏
k=1

1 [xik
= wk] zi1 · tiℓ−i1−(ℓ−1).

▶ Lemma 16. For every deletion rate δ ∈ (0, 1), there is a constant Cρ such that the following
holds. For every distinct pair of source strings x, x′ ∈ {0, 1}n, there is a pattern w ∈ {0, 1}ℓ,
a point z0 ∈ {eiθ : |θ| ≤ n−2/5} ∪ [1 − ρ, 1 − 3

4 ρ], and a real value t0 ∈ [1 − ρ, 1 − 3
4 ρ], such

that

|Px,w(z0, t0) − Px′,w(z0, t0)| ≥ exp
(
−Cρn1/5 log5 n

)
.

▶ Lemma 17. For every deletion rate δ ∈ (0, 1), there exists an SQ algorithm that makes
Cρn1/5 log5 n-local queries with tolerance exp(−Cρn1/5 log5 n) such that for every w ∈ {0, 1}ℓ,
z ∈ {eiθ : |θ| ≤ n−2/5}∪ [1−ρ, 1− 3

4 ρ], and t ∈ [1−ρ, 1− 3
4 ρ] it outputs an estimate P̂x,w(z, t)

of Px,w(z, t) that is accurate to within ±0.1 · exp(−Cρn1/5 log5 n).

Our ℓ-local SQ algorithm (Proof of Theorem 15 assuming Lemmas 16 and 17)

Given an unknown source string x ∈ {0, 1}n, our reconstruction algorithm enumerates every
pair of distinct strings x1 ̸= x2 ∈ {0, 1}n. For each such pair, it considers the triple (w, z0, t0)
for that pair whose existence is given by Lemma 16. (Hence there are at most 22n many
such triples (w, z0, t0) considered in total.) Then it uses the SQ algorithm in Lemma 17 to
obtain an accurate estimate P̂x,w(z0, t0) of Px,w(z0, t0) for each w within an additive factor
of ±0.1 · exp(−Cρn1/5 log5 n), and outputs the x′ such that P̂x,w(z0, t0) and Px′,w(z0, t0) are
±0.5 · exp(−Cρn1/5 log5 n)-close to each other for every w, z0, t0. The correctness follows
immediately from Lemma 16, because if x′ ≠ x, then by that lemma there is some (w, z0, t0)
such that by the triangle inequality we have

|P̂x,w(z0, t0) − Px′,w(z0, t0)| ≥ |Px,w(z0, t0) − Px′,w(z0, t0)| − |P̂x,w(z0, t0) − Px,w(z0, t0)|

≥ 0.9 · exp(−Cρn1/5 log5 n).

4.1 Proof of Lemma 16
In this subsection we prove Lemma 16. We first recall the following result from [4].

▶ Lemma 18 (Theorem 5.1 in [4]). There are constants c1, c2 > 0 such that for every analytic
function f on the open unit disc {z : |z| < 1} with |f(z)| < 1

1−|z| and every a ∈ (0, 1], we
have

|f(0)|
c1
a ≤ exp(c2/a) sup

t∈[1−a,1− 3
4 a]

|f(t)|.
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Note that polynomials with coefficients bounded by 1 are clearly analytic and satisfy the
condition that |f(z)| < 1

1−|z| on the open unit disc {z : |z| < 1}.
We note that in the actual statement in [4, Theorem 5.1], the interval containing t is

[1 − a, 1]. However, a close inspection of the proof reveals that the interval can be restricted
to be [1 − a, 1 − 3

4 a]. Specifically, their Theorem 5.1 is based on their Corollary 5.3, which in
turn is based on their Corollary 5.2, where the interval is taken to be [1 − a, 1 − a + 1

4 a]. A
self-contained proof using essentially the same argument can also be found in [13, Theorem 9].

We further note that the difference between [1 − a, 1] and [1 − 3
4 a] is crucial in showing

that the contribution of the high-degree terms of the relevant polynomial (Equation (16)) is
negligible. Had t been 1, then t−(1−ρ)

ρ = 1 and there would have been no exponential decay
in the high-degree terms.

Lemma 16 follows from two cases below.

Case 1: xi ̸= x′
i for some 0 ≤ i ≤ ℓ − 1

In this case, we consider the ℓ-bit pattern w := x[0 : ℓ−1]. Note that Px,w(0, 0)−Px′,w(0, 0) =
1 [x[0 : ℓ − 1] = w] − 1 [x′[0 : ℓ − 1] = w] = 1. We now apply Lemma 18 twice. The first
application is to the polynomial Q1(z1) := Px,w(z1, 0) − Px′,w(z1, 0), which implies that there
exists some z0 ∈ [1 − ρ, 1 − 3

4 ρ] such that

|Q1(z0)| ≥ e−c2/ρ|Q1(0)|c1/ρ = e−c2/ρ|Px,w(0, 0) − Px′,w(0, 0)|c1/ρ = e−c2/ρ.

We now apply Lemma 18 again to the polynomial

Q2(z2) := Px,w(z0, z2) − Px′,w(z0, z2)(
n
ℓ

) .

Note that all coefficients in Q2 have magnitude at most 1. This implies the existence of some
t0 ∈ [1 − ρ, 1 − 3

4 ρ] such that

|Px,w(z0, t0)−Px′,w(z0, t0)|=
(

n

ℓ

)
|Q2(t0)| ≥

(
n

ℓ

)
e−c2/ρ|Q2(0)|c1/ρ =

(
n

ℓ

)
e−c2/ρ

(
|Q1(z0)|(

n
ℓ

) )c1/ρ

≥ e
− c2

ρ
− c1c2

ρ2(
n
ℓ

) c1
ρ

−1
≥ e−Ωρ(ℓ log n) = e−Ωρ(n1/5 log n),

where the last inequality used
(

n
ℓ

)
≥ (n/ℓ)ℓ, and the last equality follows from our choice of

ℓ = 2n1/5. To conclude, there exists some (z0, t0) ∈ [1 − ρ, 1 − 3
4 ρ]2 such that |Px,w(z0, t0) −

Px′,w(z0, t0)| ≥ Ωρ(
(

n
ℓ

)−c1/ρ).

Case 2: xi = x′
i for all 0 ≤ i ≤ ℓ − 1

For this case, [11, Corollary 6.1] (with the interval [1 − 2ρ, 1] replaced with [1 − ρ, 1 − 3
4 ρ])

can be restated, using Lemma 18 in a similar fashion as Case 1, as follows:

▶ Lemma 19 (Corollary 6.1 in [11], slightly rephrased and refined). For every ρ > 0, there exists
a constant Cρ such that the following holds. Let ℓ = 2n1/5. For every distinct x, x′ ∈ {0, 1}n

where xi = x′
i for every 0 ≤ i < ℓ − 1, there exists a pattern w ∈ {0, 1}ℓ, a z0 = eiθ for some

θ ∈ [−n−2/5, n−2/5] and a t0 ∈ [1 − ρ, 1 − 3
4 ρ] such that

|
∑

0≤i1<···<iℓ≤n−1

( ℓ∏
k=1

1 [xik = wk] −
ℓ∏

k=1

1
[
x′

ik
= wk

])
zi1

0 · t
iℓ−i1−(ℓ−1)
0 | ≥ exp

(
−Cρn1/5 log5 n

)
.

Combining the two cases proves Lemma 16.
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4.2 Proof of Lemma 17
We now prove Lemma 17. We first state the following identity relating two multivariate
polynomials, each of which is defined in terms of an arbitrary f : {0, 1}ℓ → C. One of these
involves the evaluation of f on the ℓ-bit (not necessarily consecutive) substrings of the source
string x, and the other involves the expectation of f evaluated on the ℓ-bit substrings of a
random trace y ∼ Delδ(x). This identity has now appeared in several places such as [13, 11]
(see [13, Section 5.2] for a proof).

▶ Fact 20. For every f : {0, 1}ℓ → C, x ∈ {0, 1}n, ρ ∈ [0, 1], and z ∈ Cℓ,

ρℓ
∑

0≤i1<···<iℓ≤n−1
f(xi1 , . . . , xiℓ

)
(
(1 − ρ) + ρz1

)i1
ℓ∏

k=2

(
(1 − ρ) + ρzk

)ik−ik−1−1

=
∑

0≤j1<···<jℓ≤n−1
E

y∼Del1−ρ(x)

[
f(yj1 , . . . , yjℓ

)
]
zj1

1

ℓ∏
k=2

z
jk−jk−1−1
k .

Letting f(u1, . . . , uℓ) be the indicator function 1 [u = w] for some pattern w ∈ {0, 1}ℓ,
then performing a simple change of variable zi 7→ zi−(1−ρ)

ρ , and then identifying the variables
z3, . . . , zℓ with the variable z2, we obtain the following corollary.

▶ Corollary 21. For every ρ ∈ (0, 1], x ∈ {0, 1}n, w ∈ {0, 1}ℓ, and (z1, z2) ∈ C2,

Px,w(z1, z2) =

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1

E
y∼Del1−ρ(x)

[ ℓ∏
k=1

1
[
yjk

= wk

]](z1 − (1 − ρ)
ρ

)j1(z2 − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
.

(16)

Let Q(z1, z2) be the bivariate polynomial on the right hand side of Equation (16). Observe
that for every fixed z1, viewing Q(z1, z2) as a univariate polynomial in z2, its z2-coefficient
of degree d (a univariate polynomial in z1) can be estimated using d-local SQs. We will first
prove that Q, as a univariate polynomial in the second variable z2, is close to its low-degree
truncation Q≤d (for a suitable choice of d), defined by

Q≤d(z1, z2) :=

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1:
jℓ−j1−(ℓ−1)≤d

E
y

[ ℓ∏
k=1

1
[
yjk

= wk

]](z1 − (1 − ρ)
ρ

)j1(z2 − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
, (17)

when both z1, z2 belong to the domain in Lemma 16.

▷ Claim 22. Let C ′′
ρ be a constant, and d0 ≥ C ′′

ρ (ℓ + n1/5) + 2 log n. For every z ∈ {eiθ :
|θ| ≤ n−2/5}∪ [1 −ρ, 1− 3

4 ρ] and t ∈ [1 −ρ, 1− 3
4 ρ], we have |Q≤d0(z, t) −Q(z, t)| ≤ 4 · 2−d0/2.

Proof. It suffices to show that for every d ≥ d0, the homogeneous degree-d (in the variable t)
term of Q, that is,

ρ−ℓ
∑

0≤j1<···<jℓ≤n−1
0≤jℓ−j1−(ℓ−1)=d

E
[ ℓ∏

k=1
1
[
yjk

= wk

]](z − (1 − ρ)
ρ

)j1( t − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
, (18)

is bounded by 2−d/2, as then we have |Q(z, t) − Q≤d0(z, t)| ≤
∑

d>d0
2−d/2 = 4 · 2−d0/2, as

desired.
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We now bound Equation (18) as follows. First, the expectation in each term of the
summation can be bounded by 1. Second, writing z as eiθ for some |θ| ≤ n−2/5, and using
|cos θ| ≥ 1 − θ2/2, we have

|z − (1 − ρ)|2 =
(
cos θ − (1 − ρ)

)2 + sin2 θ = 1 − 2(1 − ρ) cos θ + (1 − ρ)2

= 2(1 − ρ)(1 − cos θ) + ρ2 ≤ (1 − ρ)θ2 + ρ2.

Using |θ| ≤ n−2/5 and j1 ≤ n, when z = eiθ for some |θ| ≤ n−2/5 we have that

∣∣∣z − (1 − ρ)
ρ

∣∣∣j1
≤
(

1 + (1 − ρ)
(θ

ρ

)2
)j1/2

≤ eC′
ρn1/5

(19)

for some constant C ′
ρ. And when z ∈ [1 − ρ, 1 − 3

4 ρ] we have 0 ≤ z−(1−ρ)
ρ ≤ 1/4 and so

Equation (19) is again satisfied (with room to spare). Similarly, for t ∈ [1 − ρ, 1 − 3
4 ρ] we

have 0 ≤ t−(1−ρ)
ρ ≤ 1/4, and so |

(
t−(1−ρ)

ρ

)d

| ≤ 4−d.
Finally, the number of indices 0 ≤ j1 < · · · < jℓ ≤ n − 1 with jℓ − j1 − (ℓ − 1) = d is at

most n ·
((ℓ−2)+d

ℓ−2
)

≤ n · 2d+(ℓ−2). So the degree-d term (18) can be bounded by

ρ−ℓ · n · 2d+ℓ−2 · eC′
ρn1/5

· 4−d ≤ n · (2/ρ)ℓ · eC′
ρn1/5

· 2−d,

which is at most 2−d/2 whenever d ≥ C ′′
ρ (ℓ + n1/5) + 2 log n, for some constant C ′′

ρ . ◁

We now describe our local SQ algorithm to approximate the low-degree polynomial
Q≤d(z, t), for any (z, t) ∈ {eiθ : |θ| ≤ n−2/5} ∪ [1 − ρ, 1 − 3

4 ρ] × [1 − ρ, 1 − 3
4 ρ]. Set

d0 := C ′′
ρ n1/5 log5 n ≥ C ′′

ρ (ℓ + n1/5) + 2 log n. Our d0-local algorithm makes the following
d0-local queries:

E
y∼Del1−ρ(x)

[
1 [y[j : j + d0 − 1] = u]

]
for every u ∈ {0, 1}d0 and j ∈ {0, . . . , n − 1}.

Let p̂u,j be the estimate of E[1 [y[j : j + d0 − 1] = u]] that is received as a response to the
query. For every fixed tuple 0 ≤ j1 < · · · < jℓ ≤ n − 1 such that jℓ − j1 − (ℓ − 1) ≤ d0, using
the identity

E
[ ℓ∏

k=1
1
[
yjk

= wk

]]
=

∑
u∈{0,1}d0 :∀k∈[ℓ]:ujk−j1+1=wk

E
[
1 [y[j1 : j1 + d0 − 1] = u]

]
,

which is a sum of 2d0−ℓ terms, the algorithm computes the estimate ̂pu,j1,...,jℓ
of

E
[∏ℓ

k=1 1
[
yjk

= wk

]]
(using the estimates p̂u,j1 of E[1 [y[j1 : j1 + d0 − 1] = u]]) by

̂pw,j1,...,jℓ
:=

∑
u∈{0,1}d0 :∀k∈[ℓ]:ujk−j1+1=wk

p̂u,j1 ,

for each w ∈ {0, 1}ℓ and tuple of indices 0 ≤ j1 < · · · < jℓ ≤ n−1 such that jℓ−j1−(ℓ−1) ≤ d0.
If the tolerance for each query is τ0, then the error of each estimate ̂pw,j1,...,jℓ

is ±2d0−ℓ · τ0.
Finally, the algorithm computes the estimate Q̂≤d0(z, t) of Q≤d0(z, t) using Equation (17), as

Q̂≤d0(z, t) := ρ−ℓ
∑

0≤j1<···<jℓ≤n−1:
jℓ−j1−(ℓ−1)≤d0

̂pw,j1,...,jℓ

(z − (1 − ρ)
ρ

)j1( t − (1 − ρ)
ρ

)jℓ−j1−(ℓ−1)
.
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There are at most n ·
(

d0+(ℓ−1)
ℓ−1

)
≤ n · 2d0+(ℓ−1) such tuples. So the total error is n · 2d0+(ℓ−1) ·

2d0−ℓ · τ0 ≤ n · 22d0 · τ0.
By Claim 22, we have that for every (z, t) in the domain specified in Lemma 17

|Q̂≤d0(z, t) − Px,w(z, t)| = |Q̂≤d0(z, t) − Q(z, t)|

≤ |Q̂≤d0(z, t) − Q≤d0(z, t)| + |Q≤d0(z, t) − Q(z, t)|

≤ n · 22d0 · τ0 + 4 · 2−d0/2

= 22C′′
ρ n1/5 log5 nτ0 + exp(−C ′′

ρ n1/5 log5 n).

Setting the tolerance parameter τ0 to be exp(−Cρn1/5 log5 n) proves Lemma 17.

5 Average-case lower bounds

▶ Theorem 23 (Average-case lower bound). Fix any constant deletion rate 0 < δ < 1. Any
ℓ-local SQ algorithm for average-case trace reconstruction must have tolerance τ0 ≤ O(ℓ/

√
n).

Let x be an arbitrary fixed string in {0, 1}n and let x′ be the string obtained from x by
flipping the bit xn/2 in the middle. Let q : {0, 1}n → [−1, 1] be any ℓ-junta query (which is
not necessarily ℓ-local), i.e., there are 0 ≤ i1 < . . . < iℓ < n such that q(x) = q′(xi1 , . . . , xiℓ

)
for some q′ : {0, 1}ℓ → [−1, 1]. We will prove the following claim:

▷ Claim 24. Let Pq := Ey∼Delδ(x)[q(y)] and P ′
q := Ey∼Delδ(x′)[q(y)]. Then |Pq − P ′

q| ≤
O(ℓ/

√
n).

Proof. Let R be a ρ-biased random draw of a subset of [0 : n−1] with R = {r0, r1, . . . , rm−1}
for some m ≤ n. Given that the only difference between x and x′ is the middle bit, we have∣∣Pq − P ′

q

∣∣ ≤ 2 · PrR
[
rij

= n/2 for some j ∈ [ℓ]
]

≤ 2
∑
j∈[ℓ]

PrR
[
rij

= n/2
]

.

Since δ ∈ (0, 1) is a constant, PrR[ri = n/2] ≤ O(1/
√

n) for any i, from which the claim
follows. ◁

We now prove Theorem 23:

Proof. (of Theorem 23) Indeed we will show that any SQ algorithm for average-case trace
reconstruction that uses ℓ-junta queries with tolerance τ must satisfy τ ≤ O(ℓ/

√
n). To

see this, consider any SQ algorithm for trace reconstruction that uses ℓ-junta queries with
tolerance τ that is larger than the O(ℓ/

√
n) in Claim 24. It follows from Claim 24 that, for

any string x ∈ {0, 1}n, such an algorithm cannot distinguish between x and x′. As a result,
such an algorithm fails to reconstruct x ∼ {0, 1}n with probability at least 1/2. ◀

6 Average-case upper bounds

▶ Theorem 25 (Average-case upper bound). Fix any constant deletion rate 0 < δ < 1. There
is an SQ algorithm for average-case trace reconstruction that uses ℓ = O(log n)-local queries
with tolerance τ = 1/poly(n).

We will prove Theorem 25 by showing that the algorithm in [14] can be simulated with
local SQ queries. To do so, we will need to recall the smoothed analysis model.
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52:18 Trace Reconstruction from Local Statistical Queries

▶ Definition 26. Let xworst be an unknown and arbitrary string in {0, 1}n and 0 < σ < 1 be
a “smoothening parameter.” Let x be generated by flipping every bit of xworst independently
with probability σ.

For parameters η, τ > 0, a (T, η, τ)-trace reconstruction algorithm in the smoothed
analysis model (with smoothening parameter σ) has the following guarantee: With probability
at least 1 − η (over the random generation of x from xworst), it is the case that the algorithm,
given access to independent traces drawn from Delδ(x), outputs the string x with probability
at least 1 − τ (over the random traces drawn from Delδ(x)). The time complexity as well as
the number of traces is bounded by T .

Observe that the average case trace reconstruction setting corresponds to the smoothed
analysis setting with σ = 1/2 and xworst set to the all zeros string (though any fixed choice of
xworst works equally well).

[14] gave a polynomial-time algorithm for trace reconstruction in the smoothed analysis
setting. Taking σ = 1/2, the main result of [14] gives the following:

▶ Theorem 27 (Theorem 1 in [14]). There is an algorithm for trace reconstruction which for
any η, τ and δ > 0, has the following guarantee: With probability 1−η over x drawn uniformly
at random from {0, 1}n, it is the case that the algorithm, given access to independent traces
drawn from Delδ(x), outputs the string x with probability at least 1 − τ (over the random
traces drawn from Delδ(x)). Its running time and sample complexity are upper bounded by

T =
(

n

η

)O
(

1
(1−δ) ·log

(
2

(1−δ)

))
.

We begin with a short description of the algorithm in [14] (page 27 of the Arxiv version of
[14]), giving only the level of detail necessary for the current paper. We set the following
parameters:

k = O(log(n/η)), κ =
(

1
n

·
(

1 − δ

2

)k)O(1/(1−δ))
, θ = (1 − δ)2/2,

d = C

θ

(
ln n + k ln C

θ

)
, ∆ = κ

2d2 · n ·
(

d+k−2
k−2

) . (20)

Set L to be the largest integer such that δ + L · δ ≤ (1 + δ)/2.
Given two strings x ∈ {0, 1}n and w ∈ {0, 1}k, [14] define a univariate polynomial

SWx,w(·). The precise formal definition of this polynomial is not important for us; rather,
the following relation (Equation 6 in the Arxiv version of [14]) is sufficient for our purposes:

E
y∼Delδ′ (x)

[#(w, y)] = (1 − δ′)k · SWx,w(δ′), (21)

where #(w, y) is the number of times w appears a subword of y. We remark to the reader
that #(w, y) is a sum of k-local query functions (we will elaborate on this shortly). The
algorithm in [14] proceeds as follows:
1. Define set S := {δ, δ + ∆, δ + 2∆, . . . , δ + L∆}.
2. For every w ∈ {0, 1}k and δ′ ∈ S, the algorithm computes ±κ-accurate estimates of

SWx,w(δ′), using Equation (21).
3. With these estimates of SWx,w(δ′) (for δ′ ∈ S and w ∈ {0, 1}k), the algorithm runs a

linear program followed by a greedy algorithm to reconstruct the original string.
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In particular, excluding the part of Step (2) in which the estimates of SWx,w(δ′) are computed,
the rest of the reconstruction algorithm is deterministic and does not use the traces. Note
that the reason why the [14] algorithm does not immediately translate to a local SQ algorithm
for us is the following: in our model the permissible statistical queries are with respect to
y ∼ Delδ(x), whereas the [14] algorithm, as sketched above, uses estimates of probabilities
corresponding to statistical queries over y ∼ Delδ′(x) for various values of δ′ > δ.

Thus, to obtain a local SQ algorithm, it suffices to show that the values
{SWx,w(δ′)}δ′∈S, w∈{0,1}k can be estimated using local SQ queries corresponding to Delδ(x).
More precisely, we have the following claim whose proof is immediate from the description of
the above algorithm and (21).

▷ Claim 28. For any δ′ ∈ S, to compute SWx,w(δ′) to error κ, it is sufficient to estimate
the value of Ey∼Delδ′ (x)[#(w, y)] up to error τ ′, where

τ ′ :=
(

1
n

(
1 − δ

2

)k)O(1/(1−δ))
. (22)

Proof. We need to compute SWx,w(δ′) for δ′ ∈ S to error κ. By (21), it suffices to compute
Ey∼Delδ′ (x)[#(w, y)] to error κ · (1 − δ′)k; noting that δ′ ≤ (1 + δ)/2, the claim follows. ◁

The main technical lemma of this section is the following.

▶ Lemma 29. For the parameters defined as above, the following holds: Given the values
of all subword queries of length ℓ with tolerance τ ′/2 (with τ ′ defined in (22)) corresponding
to Delδ(x), we can compute SWx,w(δ′) for all δ′ ∈ S and w ∈ {0, 1}k to within error ±κ.
Here ℓ is defined to be

ℓ = Θ
(

k

1 − δ
· ln
(

2
1 − δ

)
+ ln n

(1 − δ)

)
.

Before proving this lemma, we observe that Theorem 25 follows immediately from the lemma:

Proof. (of Theorem 25) For any constant 0 < δ < 1 and η = n−Θ(1), by our choice of
parameters we have k = O(log n) (see (20)). With this choice, ℓ = O(log n) and τ ′ = n−Θ(1).
By Lemma 29, using the values of all subword queries of length ℓ (with tolerance τ ′/2), we
can compute SWx,w(δ′) for all δ′ ∈ S and w ∈ {0, 1}k to within error ±κ. By the guarantee
of the algorithm in [14], this suffices to recover x. Thus, we get Theorem 25. ◀

6.1 Proof of Lemma 29
We start with the following observation.

▶ Fact 30. For δ′ ≥ δ, let 0 ≤ βr = (1 − δ′)/(1 − δ) ≤ 1. Then Delδ′(x) = Delβr
(Delδ(x)).

In other words, we can simulate traces from the deletion channel Delδ′(·) by first getting a
trace from Delδ(·) and then passing it through the deletion channel Delβr

.

As stated earlier, we will assume that our original string x is padded with infinitely many
0-symbols to its right. This means that for any i, the ith position of the trace is well-defined.
We now consider the process of getting a trace y from Delδ′(x) given a trace z ∼ Delδ(x).
We will do this by thinking of Delβr (·) as a “selector process”. We start with the following
definition.
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▶ Definition 31. For a parameter p ∈ (0, 1) and integers k > 0 and ℓ ≥ 0, we define the
distribution Hypernb(p, k, ℓ) as follows: Define an infinite random string w = (w0, . . . ) in
{0, 1}∗ where each bit is independently 0 with probability p and 1 with probability (1 − p).
Let is be the location of the sth one in w. Then a sample from Hypernb(p, k, ℓ) is given by
(ik, . . . , ik+ℓ−1).

Finally, we say that an outcome from Hypernb(p, k, ℓ) is t-bounded if |ik+ℓ−1 − ik| ≤ t.

We note that for any fixed s, the process generating is is memoryless, in the sense that
for any fixed r and s (with r ≥ s), the random variable ir − is is distributed as a negative
binomial random variable.

With the above definition, we can now state the following claim:

▷ Claim 32. Fix δ′ ≥ δ, k ≥ 1, and ℓ ≥ 0. Let y ∼ Delδ′(x) and z ∼ Delδ(x). For
βr = (1 − δ′)/(1 − δ), let (ik, . . . , ik+ℓ−1) ∼ Hypernb(βr, k, ℓ). Then the distribution of
(yk, . . . , yk+ℓ−1) is identical to the distribution of (zik

, . . . , zik+ℓ−1).

Proof. The proof is essentially obvious from Fact 30 and Definition 31. In particular,
from Fact 30, given z ∼ Delδ(x), to get y ∼ Delδ′(x), we need to simulate the deletion
channel Delβr

on the string z. By definition of the deletion channel Delβr
, the location

of the positions (k, . . . , k + ℓ − 1) is given by (ik, . . . , ik+ℓ−1) sampled from Hypernb(p, k, ℓ).
This finishes the proof. ◁

We next need a lower bound on the probability that Hypernb(p, k, ℓ) is bounded. To
obtain this, we first state a tail bound on negative binomial random variables:

▷ Claim 33 ([7]). Let Negbin(m, p) be a negative binomially distributed random variable with
parameters m and p, i.e. it is the number of trials needed to get m heads from independent
coin tosses with heads probability p. Then E[Negbin(m, p)] = m/p and furthermore, for any
t > 1,

Pr
[
Negbin(m, p) > tm/p

]
≤ exp

(
− tm(1 − 1/t)2

2

)
.

From this we can obtain the following claim which lower bounds the probability that
Hypernb(βr, k, ℓ) is s-bounded.

▷ Claim 34. For any k, an outcome (ik, . . . , ik+ℓ−1) ∼ Hypernb(βr, k, ℓ) is s-bounded with
probability at least 1 − ξ for s = t(ℓ − 1)/βr, where ξ = exp(−t(ℓ − 1)/8) for t ≥ 2.

Proof. The gap ik+ℓ−1 − ik is a negative binomial random variable which is distributed as
Negbin(ℓ − 1, βr). Thus, by Claim 33, it follows that

Pr
[
ik+ℓ−1 − ik >

t(ℓ − 1)
βr

]
≤ exp

(
−t(ℓ − 1)(1 − 1/t)2

2

)
.

For t ≥ 2, we can simplify the upper bound as

Pr
[
ik+ℓ−1 − ik >

t(ℓ − 1)
βr

]
≤ exp

(
−t(ℓ − 1)

8

)
.

Defining ξ as exp( −t(ℓ−1)
8 ), we get the claim. ◁

We now state the following technical claim.
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▷ Claim 35. Given the value of all ℓ-local subword queries for deletion channel Delδ(x)
with tolerance η, we can compute the value of all ℓ′-local subword queries for Delδ′(x) with
tolerance τ ′ where

η = τ ′/2; ℓ = C ·
(

ℓ′

1 − δ′ · ln
(

2
1 − δ

)
+ ln n

(1 − δ′)

)
, for a suitably large constant C.

Proof. Fix any w ∈ {0, 1}ℓ′ and consider the quantity

p′
x,k,w := Pr

y∼Delδ′ (x)
[(yk, . . . , yk+ℓ′−1) = w].

Then, by Claim 32, it follows that

p′
x,k,w := Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)∼Hypernb(βr,k,ℓ′)
[zi1 , . . . , zik+ℓ′−1 = w], (23)

where βr = (1 − δ′)/(1 − δ). Define the parameter t = C ·
(

1
1−δ · ln

(
2

1−δ

)
+ ln n

ℓ′(1−δ)

)
, where

the constant C is set so that exp
(

t(ℓ′−1)
8

)
= τ ′

2 . As ℓ = t(ℓ′ − 1)/βr, by Claim 34 we have

Pr[iℓ′+k−1 − iℓ′ > ℓ] ≤ exp
(

t(ℓ′ − 1)
8

)
= τ ′

2 . (24)

Now, define E as the event (over the samples (ik, . . . , ik+ℓ′−1)) that |ik+ℓ′−1 − ik| ≤ ℓ. We
now re-express

p′
x,k,w = Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]
+ Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]
.

From the bound (24), the second term is at most τ ′/2 in magnitude and thus,∣∣∣p′
x,k,w − Pr

z∼Delδ(x),(ik,...,ik+ℓ′−1)

[
zi1 , . . . , zik+ℓ′−1 = w ∧ E

]∣∣∣ ≤ τ ′/2.

Furthermore, for any particular outcome of (ik, . . . , ik+ℓ′−1) for which event E happens, the
quantity Prz∼Delδ(x)[zi1 , . . . , zik+ℓ′−1 = w] is a ℓ-local subword query. Since we have the
value of all ℓ-local subword queries up to error τ ′/2, we can compute p′

x,k,w to error τ ′. ◁

Proof. (of Lemma 29) By Claim 32, to compute SWx,w(δ′) to error ±κ, it suffices to compute
Ey∼Delδ′ (x)[#(w, y)] for every w ∈ {0, 1}ℓ′ up to error ±τ ′ where τ ′ is defined in (22). Now,
by Claim 35, for any given δ′ ≥ δ, to compute Ey∼Delδ′ (x)[#(w, y)] to error τ , it suffices to
have the value of all ℓ-local subword queries to error τ ′/2 where

ℓ = C ·
(

ℓ′

1 − δ′ · ln
(

2
1 − δ

)
+ ln n

(1 − δ′)

)
.

Since δ′ ≤ (1 + δ)/2, it follows that

ℓ ≤ C ·
(

2ℓ′

1 − δ
· ln
(

2
1 − δ

)
+ 2 ln n

(1 − δ)

)
.

Thus, if we have the value of all k-local subword queries to error τ ′/2, where k is set to

k = Θ
(

ℓ′

1 − δ
· ln
(

2
1 − δ

)
+ ln n

(1 − δ)

)
,

we can recover x. This finishes the proof. ◀
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Abstract
The Gilbert–Varshamov (GV) bound is a classical existential result in coding theory. It implies that
a random linear binary code of rate ε2 has relative distance at least 1

2 − O(ε) with high probability.
However, it is a major challenge to construct explicit codes with similar parameters.

One hope to derandomize the Gilbert–Varshamov construction is with code concatenation: We
begin with a (hopefully explicit) outer code Cout over a large alphabet, and concatenate that with
a small binary random linear code Cin. It is known that when we use independent small codes for
each coordinate, then the result lies on the GV bound with high probability, but this still uses a
lot of randomness. In this paper, we consider the question of whether code concatenation with a
single random linear inner code Cin can lie on the GV bound; and if so what conditions on Cout are
sufficient for this.

We show that first, there do exist linear outer codes Cout that are “good” for concatenation in
this sense (in fact, most linear codes codes are good). We also provide two sufficient conditions for
Cout, so that if Cout satisfies these, Cout ◦ Cin will likely lie on the GV bound. We hope that these
conditions may inspire future work towards constructing explicit codes Cout.
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1 Introduction

An error correcting code (or just a code) is a subset C ⊆ Σn, for some alphabet Σ. We
think of a code C being used to encode messages in Σk for k = log|Σ| |C|. That is, for any
m ∈ Σk, we can identify m with a codeword C(m) ∈ C.1 The idea is that encoding m into the

1 Here and throughout the paper, we will abuse notation and use C both as the code itself (a subset of
Σn) and also as an encoding map C : Σk → Σn.
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codeword C(m) will introduce redundancy that can later be used to correct errors. In this
work we focus on linear codes C, which are codes where Σ = F is a finite field and C ⊆ Fn is
a linear subspace of Fn.

Two important properties of error correcting codes are the rate R and the relative distance
δ. For a code C ⊆ Σn, the rate is defined as R = log|Σ| |C|

n = k
n , and it quantifies how large the

code is. The rate is between 0 and 1, and typically we want it to be as close to 1 as possible;
this means that the encoding map does not introduce much redundancy. The (relative)
distance of C ⊆ Σn is defined as δ = 1

n minc̸=c′∈C ∆(c, c′), where ∆(·, ·) is Hamming distance.
Again, the relative distance is between 0 and 1, and again we typically want it to be as close
to 1 as possible; this means that the code can correct many worst-case errors.

These two quantities – rate and distance – are in tension. The larger the rate is, the
smaller the distance must be. For binary codes (that is, codes where Σ = F2), it is a major
open question to pin down the best trade-off possible between rate and distance. However,
we know that good trade-offs are possible: The best known possibility result in general is
the Gilbert–Varshamov (GV) bound (Theorem 2.1 in the full version).

In this paper we focus on low rate codes. In this parameter regime, the GV bound implies
that there exist binary linear codes with relative distance 1−ε

2 and rate Ω(ε2), for small ε > 0.
In fact, Varshamov’s proof shows that a random binary linear code achieves this with high
probability.

Constructing such codes explicitly, hopefully accompanied by an efficient decoding
algorithm, has been subject to extensive and fruitful research in the past decades (e.g., [24,
2, 3, 6, 11, 28, 7]), with several exciting breakthroughs in recent years. These breakthroughs
include explicit constructions of codes with distance δ = 1−ε

2 and rate R = Ω(ε2+o(1)), even
with efficient algorithms (see Section 1.1). However, there are still open questions. For
example, we do not know how to attain δ = 1−ε

2 and R = Ω(ε2) (without any o(1) term)
explicitly, and we do not have explicit constructions approaching the GV bound with rates
bounded away from zero. Motivated by these questions, we consider concatenated codes,
possibly with some randomness, which we discuss next.

Concatenated Codes, and Our Question

A natural candidate for explicit (for low randomness) codes on the GV bound are concatenated
linear codes. These codes are built out of two ingredients: a (hopefully explicit) linear outer
code Cout ⊆ Fn

q with dimension k for some large q; and a smaller inner binary linear code
Cin ⊆ Fn0

2 , with dimension k0 = log2 q. We define the concatenated code C = Cout◦Cin ⊆ Fn0·n
2

by first encoding a message m ∈ Fk
q (which can also be thought of as m ∈ Fk0·k

2 ) with Cout.
Then, we encode each symbol of the resulting codeword using Cin. That is, for a message m,

C(m) = (Cin(Cout(m)1), Cin(Cout(m)2), · · · , Cin(Cout(m)n)) ∈ Fn0·n
2 .

It is not hard to see that the rate of C is the product of the rates of Cin and Cout, and that
the distance of C is at least the product of the distances of Cin and Cout.

The natural approach to constructing a good concatenated code is to choose Cout and
Cin with the best known trade-offs: Since Cout is over a large alphabet, we know explicit
constructions of codes with optimal rate-distance trade-off2; and if n0 is sufficiently small,
we can find a Cin on the GV bound either deterministically by brute force or else with low
randomness, depending on the size of n0.

2 For codes over large alphabets, the best possible trade-off is the Singleton bound, or R = 1 − δ. This is
achievable, for example, by Reed–Solomon codes.
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However, in general this approach will not achieve the GV bound. If we do not assume
any additional properties of Cout and Cin, and simply use the concatenation properties, then
setting the parameters so that C = Cout ◦ Cin has distance 1−ε

2 , the rate of C will be at most
roughly ε3. This is known as the Zyablov bound [31] (see also [14]). As we discuss more in
Section 1.1, concatenation has been a popular approach to obtain fully explicit codes with
good rate-distance trade-offs, but none of these constructions are known to beat the Zyablov
bound.

Instead of using a single inner code, several works have focused on a related construction
originally due to Thommesen [29], which uses multiple inner codes. More precisely, this
construction uses i.i.d. random linear inner codes for each coordinate. It can be shown [29]
that the resulting code does lie on the GV bound with high probability, and if Cout is chosen
appropriately there are even efficient decoding algorithms for it [10, 27, 15]. However, this
approach relies heavily on the fact that the inner codes are independent, and as a result uses
a lot of randomness.

This state of affairs motivates the following question (also asked in the title of this paper):

▶ Question 1. Are there concatenated linear codes Cout ◦ Cin (with a single random linear
inner code Cin) that meet the GV bound with high probability over Cin?3 If so, are there
sufficient conditions on Cout that will guarantee this?

In this paper, we show that yes, there are concatenated codes that meet the GV bound,
and we also give two sufficient conditions on Cout for this to hold. Our existential result
is non-constructive, but it is our hope that our sufficient conditions will lead to explicit
constructions of appropriate Cout-s, which would lead to explicit (or at least pseudo-random,
depending on the alphabet size of Cout) concatenated codes on the GV bound.

▶ Remark 1 (Motivation for Question 1). Above, we have motivated Question 1 as an avenue
towards explicit or pseudo-random binary codes on the GV bound, and indeed this is our
original motivation. But we point out that Question 1 is also interesting in its own right.
Concatenated codes are a classical construction, going back to the 1960’s [9], and have been
used in many different settings over the decades. It seems like a fundamental question to
understand when these codes can attain the GV bound.

▶ Remark 2 (Focus on Linear Codes). In Question 1 and in this paper, we focus on linear
codes. This is because if we used, say, a uniformly random non-linear code as the inner code,
it would require exponentially more randomness than a random linear inner code, so this
does not seem like a hopeful avenue for derandomization. We note however that the question
is much easier for non-linear codes. For example, suppose that Cout is a Reed–Solomon code
of rate ε so that each symbol is additionally tagged with its evaluation point: that is, the
symbol corresponding to α ∈ Fq is (α, f(α)) ∈ F2

q. For the inner code, we use a completely
random (non-linear) code of rate ε. Then since all of the symbols in each outer codeword
are different by construction, each codeword is essentially uniformly random, and it is not
hard to show that the result is close to the GV bound in the sense that a code of rate O(ε2)
will have distance 1/2 − O(ε) with high probability. This same argument will not work
when Cin is linear, since the different symbols of codewords of Cout will still have F2-linear
relationships.

3 Of course, if the length of either the inner code or the outer code is 1, this question reduces to the
non-concatenated setting; we are interested in parameter regimes where n0 is non-trivial.
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Our Contributions

Our main results are:
1. Existence of concatenated codes on the GV bound. We answer the first part of

Question 1: there are concatenated codes Cout ◦ Cin that achieve the GV bound, in a wide
variety of parameter regimes. In particular, we show that most codes Cout are actually
good:
▶ Theorem 3 (Informal; Theorem 4.2 in the full version). Suppose that Cout ⊆ Fn

q and
Cin ⊆ Fn0

2 are random linear codes of rate ε, so that q ≥ 2Ω(ε−3). Then C = Cout ◦ Cin has
rate ε2, and with high probability, the relative distance of C is at least 1/2 − O(ε).
While Theorem 3 seems intuitive (in the sense that a random linear code lies on the GV
bound with high probability, so why not concatenated random linear codes?), to the
best of our knowledge it has not appeared in the literature before, and the proof was
not obvious (to us).4 One challenge is that a codeword c ∈ Cout ◦ Cin is not uniformly
random in FN

2 . In particular, the natural strategy of “show that each non-zero codeword
has high weight with high probability and union bound” that is used to establish the
Gilbert–Varshamov bound will not work in this setting, as we do not have enough
concentration.

2. Sufficient conditions for Cout. Our existence result above uses a random linear code as
the outer code, which does not help in the quest for explicit constructions. However, our
proof techniques inspire two sufficient conditions on Cout. That is, if Cout satisfies these
conditions, then Cout ◦ Cin will meet the GV bound with high probability when Cin is a
random linear code. Our hope is that formalizing these will lead to explicit constructions
in the future.
We give an overview and intuition for our two sufficient conditions here. We note that
both conditions are only sufficient when the alphabet size q for Cout is suitably large
(exponential in 1/ poly(ε)); see Theorems 5.1 and 6.2 in the full version for details.

Sufficient Condition 1: A soft-decoding-like condition on C⊥
out. Our first

sufficient condition, formalized in Theorem 5.1 in the full version, is a soft-list-decoding-
like condition on C⊥

out. More precisely, we define a distribution D5 on the alphabet Fq;
the condition is that

Pr
x∼Dn

[x ∈ C⊥
out \ {0}] ≤ 1

qk
(1 + ∆) (1)

for some small ∆. Note that 1/qk is the probability that a completely random vector
is in C⊥

out, so this condition is saying that if the coordinates of x are drawn i.i.d. from
the same distribution D, then x not much more likely to be in C⊥ than in a uniformly
random vector. We show that if this holds, then Cout ◦ Cin lies on the GV bound with
high probability over the choice of a random linear inner code Cin.
It’s not hard to see (Remark 8 in the full version) that this condition holds in expectation
for a random linear code Cout, and in particular there exist linear codes Cout that have
this property.

4 We note that earlier work by Barg, Justesen and Thomessen [4] also addresses random linear outer codes
concatenated with an arbitrary (fixed) inner code, using very different techniques than we do. They do
not explicitly state a statement like Theorem 3 above, though it is plausible that their techniques could
be used to prove something similar. We discuss their techniques and the relationship to our work in
Section 1.1.

5 The distribution D is intuitively defined as follows. Let Cin be the inner code, and suppose that it has a
generator matrix G0 ∈ Fn0×k0

2 . Then to sample from D, we take a random sparse linear combination of
the rows of G0 (over F2), and interpret the result in Fk0

2 as an element of Fq, which we return.
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This condition is reminiscent of C⊥
out being list-decodable from soft information (e.g.,

[20]). In soft-list-decoding, one typically gets a distribution Di for each i ∈ [n],
interpreted as giving “soft information” about the i’th symbol. If one can show that a
vector drawn from D1 × · · · × Dn is unlikely to be in the code, this implies that there
are not too many codewords that are likely given the soft information we hare received.
However, there are several differences between existing work on soft list-decoding and
our work, notably that our distribution D is a particular one and is the same for all i,
and also there are some differences in the parameter settings.
This condition can also be seen as a soft form of list-recovery, where we have the same
list in each coordinate.6 In more detail, if the support of D is concentrated on a small
set S (which ours is for reasonable settings of n0, ε, see Remark 7 in the full version),
then the condition in Theorem 5.1 is related to asking that the number of codewords
that lie in the combinatorial rectangle given by S × S × · · · × S is about what it should
be. Unfortunately, the definition of “small” here does not seem to be small enough
for existing constructions of list-recoverable codes (for example folded RS codes or
multiplicity codes) to yield any results.
Sufficient Condition 2: Cout has good min-entropy. Our second sufficient
condition, formalized in Theorem 6.2, requires the codewords of Cout to be “smooth”,
meaning, roughly, that every nonzero codeword has a fairly uniform distribution of
symbols from Fq. To illustrate why a smoothness condition is desirable, let us consider
two extreme cases.
The bad extreme is when there exists a codeword c that is supported on very few
symbols, say even on a single symbol. If c = (σ, σ, . . . , σ) for some σ ∈ Fq, then
the relative weight of c ◦ Cin, for a random binary inner code Cin of rate ε, might be
1
2 − Ω(

√
ε), much worse than the 1

2 − O(ε) that we would want for the GV bound.
The good (possibly unrealistic) extreme is where each nonzero codeword of Cout has
a symbol distribution that is uniform over Fq. In this case it is not hard to see that
Cout ◦ Cin will be close to the GV bound with high probability over a random linear
code Cin. (For this, all we need is that Cin has about the “right” weight distribution,
which a random linear code will have with high probability).
The natural question is thus how smooth the codewords of Cout should be in order for
C to have distance 1

2 − O(ε). In Section 6 in the full version, we quantify this by the
smooth min-entropy of the codewords’ empirical distributions on symbols. We show
in Theorem 6.2 that if this smooth min-entropy is large enough for all c ∈ Cout, then
C = Cout ◦ Cin is likely to lie near the GV bound when Cin is a random linear binary
code.
How large is “large enough”? For this informal discussion, we give one example of
the parameter settings from Theorem 6.2: It is enough for every non-zero codeword
c ∈ Cout to have a symbol distribution that has Θ(εn) copies of the same symbol (say,
the zero symbol), while the remaining symbols in c are uniformly distributed over a
set of size only q1−ε. By some metrics this is still a fairly “spiky” distribution, but it
is “smooth enough” for our purposes.
Note that while our soft-decoding-like condition considers C⊥

out, our smooth min-entropy
condition here considers Cout itself.

6 Informally, a code C ⊆ Σn is said to be list-recoverable if for any small sets S1, . . . , Sn ⊆ Σ, there are
not too many codewords c ∈ C so that ci ∈ Si for many values of i.
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1.1 Related Work

Explicit Concatenated Codes

Concatenation (with a single inner code) has been a common approach to obtain explicit
codes close to the GV bound. Here we mention a few such places this comes up. Choosing
Cout to be the Reed–Solomon code, and Cin to be the Hadamard code, gets a code of length
O(k2/ε2) for any dimension k [3], and replacing Reed–Solomon with the Hermitian code gets
length O((k/ε)5/4) [6]. Choosing a different AG code for Cout can result in non-vanishing
rate and in fact approach rate ε3 (see [28]). Moreover, concatenating Reed–Solomon with the
Wozencraft ensemble gives the Justesen code [19], having constant relative rate and constant
relative distance. Note that none of these concatenation-based constructions thus far have
beat the Zyablov bound.

Concatenated Codes with Random Linear Cout

Relevant to Theorem 3, [4] studies a random linear code Cout concatenated with a fixed inner
code Cin. (See also [5], which applies the same techniques for an application in compressive
sensing). The work [4] derives bounds on the distance of Cout ◦ Cin in terms of (moments of)
the weight distribution of Cin. These bounds imply that Cout ◦ Cin approaches the GV bound
in some cases, but doesn’t seem to immediately imply Theorem 3.

Before discussing their techniques more, we note that the biggest difference between
[4] and our work is that their question is about the behavior of random linear codes, and
so naturally their approach crucially uses the fact that Cout is random. In contrast, the
motivation for our work is to find deterministic sufficient conditions on Cout, and we invoke
a random linear outer code as a proof of concept that our approach is realizable.

Next, we briefly describe the techniques and implications of [4], relative to Theorem 3.
The key result of [4] is an expression of the limiting trade-off between the rate R and the
distance δ of Cout ◦ Cin, in terms of the function ϕ(τ) = lnEX [eτX ], where X is the weight of
a random codeword from Cin and where τ ≤ 0 parameterizes the trade-off.7 They show that
this trade-off meets the GV bound when Cin is the identity (trivial) code, and investigate
how it behaves when Cin is a non-trivial code. Towards this, one can use their trade-off
to work out the Taylor series for R around δ = 1/2. It is not hard to see that under mild
conditions on Cin, the first two terms of this Taylor expansion vanish and hence we obtain
R = Θ(ε2) + OCin(ε3) when δ = 1/2 − ε, where the OCin(·) notation hides constants that
depend on Cin. This implies that if n0 is a constant, independent even of ε, then Cout ◦ Cin
approaches the GV bound. However, if n0 is growing relative to ε (which it is in our case,
as we take Cin to have rate ε), then the “constant” terms hiding in the OCin(ε3) term may
depend on n0, which in turn may depend on ε. It seems plausible that when Cin is a random
linear code, this dependence is mild8 and something like Theorem 3 could be established
with these techniques, but to the best of our knowledge such a proof has not appeared in the
literature and does not seem to follow immediately.

7 In more detail, this trade-off is given by R = 1
n0 ln(2) (τϕ′(τ) − ϕ(τ)) and δ = ϕ′(τ)

n0
, for τ ≤ 0.

8 In particular, as pointed out in [4], the first d⊥ − 1 terms of the Taylor series will agree with the GV
bound, where d⊥ is the dual distance of Cin, which for a random linear code Cin is quite large.
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Non-Concatenation-Based Explicit Constructions

As mentioned above, there have been several breakthroughs in the past few years obtaining
explicit constructions of binary codes near the GV bound, and even efficient algorithms
for them. In a breakthrough result, Ta-Shma [28] constructed explicit linear codes of
relative distance 1−ε

2 having rate ε2+o(1). Ta-Shma’s codes are also ε-balanced, i.e., ∆(x, y) ∈[ 1−ε
2 , 1+ε

2
]
, and thus give rise to explicit ε-biased sample spaces, which are ubiquitous in

pseudorandomness and derandomization. Works that followed gave efficient decoding of
Ta-Shma codes and their variants [1, 16, 17, 26, 18] (see also [7] for a different, randomized,
construction that slightly improves upon the rate of [28], and admits efficient decoding). We
note that these codes are graph-based, and do not in general have a concatenated structure.

Results with Multiple i.i.d. Inner Codes

Thommesen showed that when the outer code is a Reed–Solomon code, and it is concatenated
with n different random linear codes, one for each coordinate, chosen independently, then
the resulting code lies on the GV bound with high probability [29]. Guruswami and Indyk
devised efficient decoding algorithms for these codes, based on list-recoverability of the outer
code [10]. That work used a Reed–Solomon code as the outer code, which is list-recoverable
up to the Johnson bound. Later, Rudra [27] observed that the parameters could be improved
by swapping out the Reed–Solomon code for a code that can be list-recovered up to capacity,
for example a Folded Reed–Solomon code. Later work obtained nearly-linear-time decoding
algorithms by swapping out the outer code for a capacity-achieving list-recoverable code with
near-linear-time list-recovery algorithms [15, 21]. Codes with multiple i.i.d. inner codes have
also been studied in [32, 8].

We also mention the work of Guruswami and Rudra [13], who show that the same
construction (a list-recoverable code concatenated with n different i.i.d. random linear codes)
is list-decodable up to capacity with high probability. In the results [10, 27, 15, 21] mentioned
above, list-recovery of the outer code was needed for algorithms, not the combinatorial result
(which follows already from [29]). In contrast, in [13], the list-recoverability of the outer
code is needed for the combinatorial result itself. In that sense, the flavor is similar to our
sufficient condition in Section 5 in the full version, although the techniques are very different,
and in our work we only use one inner code.

Further Low-randomness Constructions of Binary Codes on GV Bound

If one’s goal is to explicitly construct a binary code that achieves that GV bound, at least
two types of partial results may be considered as subgoals. In the first class of results, one
seeks explicit codes whose rate vs. distance tradeoff is as close to the GV bound as possible.
This includes the works discussed in the first two paragraphs of Section 1.1 above. A second
path is to seek codes that fully attain the GV bound, and strive to minimize the amount of
randomness used in their construction.

Varshamov’s classic result [30] is that a random linear code likely achieves the GV bound.
Constructing such a code of length n and rate R requires sampling either a random generating
matrix or a random parity-check matrix, and thus O

(
min{R, 1 − R} · n2)

random bits are
needed. Two classical elementary constructions – the Wozencraft ensemble [22] and the
random Toeplitz Matrix construction (e.g., [14, Exercise 4.6]) – are able to reduce the needed
randomness to O(n).

So far, no codes achieving the GV bound using o(n) randomness are known. Moreover,
there is a certain natural obstacle, which we now describe, that needs to be tackled before
sublinear randomness can be achieved. Say that a random code C ⊆ Fn

2 is uniform if
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every x ∈ Fn
2 \ {0} appears in the code with the same probability, namely, pR,n = 2Rn−1

2n−1 .
It is not hard to prove via a union bound that a uniform linear code achieves the GV
bound with high probability (this is exactly Varshamov’s observation). To the best of our
knowledge, every known GV-bound construction to date, including the linear randomness
constructions mentioned above, is uniform. Unfortunately, a uniform code ensemble with
sublinear randomness cannot exist as long as R is bounded away from 1. Indeed, to have
events that occur with probability pR,n, at least log2

1
pR,n

≈ (1 − R)n random bits are
required. Therefore, a code construction obtaining the GV bound with sublinear randomness
would have to do so without being uniform (see also [23, Section 5]). We have hope that our
sufficient conditions in Theorems 5.1 and 6.2 could be attained by non-uniform codes. For
example, as discussed above, the soft-decoding-like condition of Theorem 5.1 is reminiscent
of results on soft-list-decoding and soft-list-recovery, which in different parameter regimes
can even be achieved by deterministic codes.

A related line of work [12, 25, 23] attempts to construct codes that enjoy a broad class
of desirable combinatorial properties similar to those of random linear codes using as little
randomness as possible. Such properties include not just the GV bound, but also list
decodability up to the Elias bound (see [23]), list recoverability, and, more generally, local
similarity (see [23, Definition 2.14]) to a random linear code.

1.2 Technical Overview
In this section we give an overview of the main technical ideas. This section also serves as an
outline of the full version of the paper.

Section 3: A moment-based framework

In Section 3, we set up a framework that will be useful for the results in Section 4 and
Section 5. We describe this approach here.

Suppose that we are trying to encode a message m ∈ Fk
q with our concatenated code

C = Cout ◦ Cin, to obtain C(m) = w ∈ Fn·n0
2 . Each symbol of w is indexed by some α ∈ [n]

and some β ∈ [n0]; this symbol is equal to

(Cin(Cout(m)α))β = ⟨Cout(m)α, bβ⟩,

where bβ is the β’th row for a generator matrix G0 ∈ Fn0×k0
2 for Cin, and where the ⟨·, ·⟩

notation denotes the dot product over F2. This motivates the definition of a variable Xm ∈ R
defined by

Xm =
∑

α∈[n]

∑
β∈[n0]

(−1)⟨Cout(m)α,bβ⟩.

Indeed, Xm is the bias of w = C(m); the weight of w is at least 1
2 − O(εN) if and only if Xm

is at most O(εN). Thus, to show that the code C has distance at least 1
2 − O(εN), it suffices

to show that

max
m∈Fk

q \{0}
Xm = O(εN).

Our strategy will be to consider a large moment of Xm over the choice of a random
nonzero message m:

Em∼Fk
q \{0}[Xr

m]
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for some appropriate r. If we can show that this is smaller than (cεN)r/qk, then Markov’s
inequality will imply that

Pr
m∼Fk

q \{0}
[Xm ≥ cεN ] ≤

Em∼Fk
q \{0}[Xr

m]
(cεN)r

<
1
qk

,

and in particular that there are no messages m so that Xm ≥ cεN .
In Lemma 3.3, we take a Fourier transform in order to re-write E[Xr

m] as a quantity
involving C⊥

out. This quantity can be thought of as follows. For every integer-valued matrix9

V ∈ Zn0×n
≥0 with entries that sum to r, we consider a vector gV ∈ Fn

q defined by considering
the matrix GT

0 · V ∈ Fk0×n
2 and then treating it as a vector gV ∈ Fn

q by identifying each of
the columns in Fk0

2 with elements of Fq. Then the quantity in Lemma 3.3 has to do with the
number of these vectors gV that are in C⊥

out. The exact expression doesn’t matter too much
for this informal discussion; instead we explain below how we use this re-writing to prove
Theorem 4.2 and Theorem 5.1.

Section 4: Most codes Cout are good

Theorem 4.2 informally says that if Cout is a random linear code, then with high probability
Cout ◦ Cin is near the GV bound. In the proof, we use our framework from Section 3, and
show that with high probability over Cout, the moment Em[Xr

m] is small for an appropriate
r. To do this, we need to count the number of matrices V described above that are likely
to land in C⊥

out. Since Cout is a random linear code, so is C⊥
out, and so the probability of any

particular non-zero gV landing in it is small (about 1/qk), while of course the probability
that 0 is contained in C⊥

out is 1. Thus, the challenge is understanding how many gV -s are
actually zero. There are two ways that a matrix V as described above could lead to gV = 0:
Either V = 0 mod 2, or else V is non-zero mod 2 but GT

0 V = 0. The first case can be
counted straightforwardly. For the second, we leverage the weight distribution that the inner
code Cin is likely to have. We note that this is the only place (in any of our arguments) that
we need Cin to be a random linear code: We just need it to have approximately the “right”
weight distribution.

Section 5: A soft-decoding-like sufficient condition

The expression that we get for Em[Xm
r ] in Lemma 3.3 directly inspires our soft-decoding-like

sufficient condition in Theorem 5.1. One can view the task of counting the matrices V so
that gV ∈ C⊥

out as choosing a random V and asking about the probability that gV ∈ C⊥
out. If

the columns of V were independent, then this would be the same as choosing the coordinates
of gV i.i.d. from some distribution D. Thus we would get a requirement on Prx∼Dn [x ∈ C⊥

out],
similar to the condition in Equation (1) that we end up with.

Of course, the coordinates are not independent (because the total weight of V is fixed
to be r), but this can be solved. In more detail, we choose r to be a Poisson random
variable, which in this setting makes the columns of V independent. One hiccup is that
the “Poisson-ized” distribution turns out to be meaningfully different than the original
distribution, in the sense that it is much more likely that gV = 0 in the Poisson-ized version.
This means that the “natural” soft-decoding-like condition that one would get out of this is
not realizable: The probability that gV ∈ C⊥

out is much bigger than we want it to be, for any

9 In the actual quantity, the entries of this matrix are ordered, and we denote it V instead of V ; we ignore
the ordering in this discussion for simplicity.
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Cout, just because gV is too likely to be zero. Fortunately, this seems to be the only obstacle:
as in Equation (1), we separate out the gV = 0 term (using the analysis from Section 4) to
arrive at a condition that is realizable. We explain why the condition is realizable – that is,
why there exists a Cout that meets it – in Remark 8.

Section 6: A smoothness condition on Cout

For our second sufficient condition, we depart from our moment-based framework and work
from first principles. Our main theorem in Section 6 is Theorem 6.2, which informally says
that if the elements of Cout have “smooth” enough distributions of symbols, in the sense that
they each have large enough min-entropy, that C = Cout ◦ Cin will lie near the GV bound with
high probability. The basic idea is to consider a worst-case assignment of symbols in Fq to
codewords in Cin; this assignment need not be linear and can depend on a particular codeword
c ∈ Cout. Such a worst-case assignment would simply assign the lowest-weight codewords
in Cin to the most frequent symbols in a codeword c ∈ Cout. Using the weight distribution
that Cin is likely to have, along with the min-entropy assumption, we can show that this
worst-case assignment will still result in codewords w ∈ C of weight at least 1

2 − O(ε).
We note that, unlike our sufficient condition from Section 5, we don’t have a proof of

feasibility for our smoothness condition. That is, as far as we know, there may not be any
linear code Cout that is smooth in this sense. However, as a proof of concept we mention
in Remark 9 that a random linear code will have a similar property with high probability.
Moreover, we find it plausible that codewords of algebraically structured codes (say, Folded
Reed–Solomon codes, Folded Multiplicity, or even large sub-codes of plain Reed–Solomon
codes), would satisfy this property, even if a random code does not.
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1 Introduction

We study k-player one-round games and the effect on the value of the game when we repeat
the game in parallel.

In a k-player game G, a verifier chooses k questions (x1, x2, . . . , xk) from a distribution µ

on the set of questions X1 × X2 × . . . × Xk and sends xi to player i. Player i responds to the
verifier’s question by sending an answer ai ∈ Ai without communicating with the other players.
The verifier accepts the answers based on a fixed predicate V ((x1, x2, . . . , xk), (a1, a2, . . . , ak)).
The value of the game, denoted by val(G), is the maximum, over the players’ strategies,
accepting probability of the verifier.

The n-fold parallel repetition of G, denoted by G⊗n, is defined as follows. The verifier
sends questions x⃗i = (xi

1, xi
2, . . . , xi

n) to the k players where for each j ∈ [n], (x1
j , x2

j , . . . , xk
j )

is sampled from the original distribution µ independently. The ith player responds with
answers a⃗i ∈ An

i . The verifier accepts the answers iff V ((x1
j , x2

j , . . . , xk
j ), (a1

j , a2
j , . . . , ak

j )) = 1
for each j ∈ [n].
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If val(G) = 1, then it is easy to observe that val(G⊗n) is also 1. Also, val(G⊗n) ⩾ val(G)n

as the players can achieve value val(G)n in the game G⊗n by simply repeating an optimal
strategy for the game G independently in all the n coordinates. The question of interest is
how does the quantity val(G⊗n) decay with n if the value of the game G is less than 1?

Verbitsky [30] showed that for any k-player game G, if val(G) < 1, then val(G⊗n) ⩽ 1
α(n)

where α(n) is an inverse Ackermann function. This result uses the Density Hales-Jewett
Theorem [15, 27] as a black box. For 2-player games, Raz [29] showed that if val(G) < 1, then
val(G⊗n) ⩽ 2−ΩG(n), where we use ΩG(·) to clarify that the constant depends on the game
G. There have been many improvements that improve the constants in the bounds, and even
get better bounds based on the value val(G) of the initial game [21, 28, 12, 7]. These results
on parallel repetition of 2-player games have found many applications in probabilistically
checkable proofs and hardness of approximation [4, 13, 23].

Mittal and Raz [26] showed that a strong parallel repetition theorem (i.e., the value of
G⊗n decays exponentially in n in a certain strong sense) for a particular class of more than
2-player games implies super-linear lower bounds for Turing machines in the non-uniform
model. For any k ⩾ 2, Dinur, Harsha, Venkat, and Yuen [10] showed that for a large class of
k-player games, called the connected games, the exponential decay indeed holds. The class of
connected games is defined as follows: define the graph HG, whose vertices are the ordered
k-tuples of questions to the k-players, and there is an edge between questions q and q′ if they
differ in the question to exactly one of the k players, and are the same for the remaining
k − 1 players. The game is said to be connected if the graph HG is connected.

A special 3-player (non-connected) game, called the GHZ Game [10], has received much
attention. The GHZ game, first introduced by Greenberger, Horne, and Zeilinger [19], is a
central game in the study of quantum entanglement. Holmgren and Raz [22] gave the first
polynomial decay in the parallel repetition of the GHZ game. Girish, Holmgren, Mittal, Raz,
and Zhan [16] later gave a simpler proof of the polynomial decay. Very recently, Braverman,
Khot, and Minzer [8], using a much simpler proof, improved these previous results and
showed an exponential decay in the GHZ game.

Girish, Holmgren, Mittal, Raz, and Zhan [17] considered the problem of parallel repetition
for 3-player games with binary questions and answers and showed polynomial decay for these
games. This was later improved by a subset of the authors [18] to all 3-player games over
binary questions and arbitrary answer lengths. They also study [17] player-wise connected
games G that are defined as follows. For each player i, define the graph Hi(G), whose vertices
are the possible questions for player i, and two questions x and x′ are connected by an edge
if there exists a vector y of questions for all other players, such that both (x, y) and (x′, y)
are asked by the verifier with non-zero probability. The game G is player-wise connected
if, for every i, the graph Hi(G) is connected. Girish et al. [17] showed polynomial decay
in the value of n-fold parallel repetition of all player-wise connected games. Observe that
the notion of player-wise connectedness is more general than the notion of connected games
defined above.

In this paper, we will study a special type of k-player games, that we refer to as projection
games. The formal definition is as follows.

▶ Definition 1. For any k ⩾ 2, a k-player game G is called a projection game if for every
k-tuple of question q = (x1, x2, . . . , xk), there is Dq ⩾ 1 and projections σi

q : Ai → [Dq]
for i ∈ [k], such that V ((x1, x2, . . . , xk), (a1, a2, . . . , ak)) is true iff σi

q(ai) = σi′

q (ai′) for any
i ̸= i′.

For every question q = (x1, x2, . . . , xk), consider a k-partite hypergraph Hq on the vertex
set (A1, A2, . . . , Ak) where (a1, a2, . . . , ak) is an hyperedge if and only if V ((x1, x2, . . . , xk),
(a1, a2, . . . , ak)) is true. Then, the projection property means that for every k-tuple of
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questions q in the support of µ, each connected component in Hq is a complete k-partite
hypergraph. Note that this definition of projection games is slightly more general than the
usual notion of projection 2-player games [29, 28] where one of the maps σi

q (either σ1
q or σ2

q )
is an injective map.

Our main theorem shows that if the value of a projection game G is less than 1, then the
value of n-fold parallel repetition of G decays exponentially in n.

▶ Theorem 2. For any k ⩾ 2, a projection k-player game G and ε > 0, if val(G) = 1 − ε,
then val(G⊗n) ⩽ exp(−Ωε,G(n)).

Projection games are a natural subclass of general games. They played a key role in
the development [2, 3, 14] of Probabilistically Checkable Proofs (PCPs). In fact, parallel
repetition from 2-player projection games had been useful in proving many [20, 25, 24, 9, 11]
tight hardness of approximation results, starting with the work of Arora, Babai, Stern, and
Sweedyk [1], Bellare, Goldreich, and Sudan [4], and Håstad [23].

Feige [13] used a k-player projection game, and parallel repetition of the game, to show
almost tight hardness of approximating the Set-Cover problem. The decay in the value of a
parallel-repeated game, in that case, follows easily from the parallel-repetition theorem for
the 2-player game, as the subgame restricted to any two players has a value less than 1.

There are k-player projection games where the decay in the value of a parallel-repeated
game does not trivially follow from the parallel-repetition theorem for the 2-player game. To
give a concrete example, consider a simultaneous Max-3-SAT instance problem defined in [6]:
the instance consists of n variables X = {x1, x2, . . . , xn} and k instances, ϕ1, ϕ2, . . . , ϕk, of
Max-3-SAT defined over the same set of variables X. The verifier chooses a variable x ∈ X

at random and selects clauses Ci ∈ ϕi independently such that x ∈ Ci for all i ∈ [k]. The
verifier sends clause Ci to player i and expects a satisfying assignment from {0, 1}3 to Ci from
player i. The verifier checks if the assignments returned by the players agree on x. Consider
the scenario when it is possible to satisfy any (k − 1) out of k instances of Max-3-SAT
simultaneously, but there is no assignment to X that will satisfy all the k instances. In this
case, the value of the game is less than 1. For any k′-player subgame, where k′ < k, the
value of the subgame is 1. Therefore, we cannot use the parallel repetition of 2-player games
to conclude that the value of n-fold parallel repetition of projection games decays with n.

1.1 Proof outline
As mentioned in the introduction, Dinur, Harsha, Venkat, and Yuen [10] showed that for any
connected k-player games H with val(H) < 1, the exponential decay holds for the value of
H⊗n. We start with a k-player game G which is not connected to begin with. At a high
level, we transform the game G to another game H where H is connected. While doing such
a transformation, we want to make sure we have the following two properties.
1. If val(G) < 1, then val(H) < 1.
2. There is a way to relate val(G⊗n) with val(H⊗n), possibly with a small loss in the

constants in the exponent.
As H is connected, we have val(H⊗n) = exp(−ΩH(n)) and this will complete the proof.

There is a trivial transformation that makes any game connected – add all possible k-tuple
of questions, play the game G on the original questions, and accept all the newly added
questions by default. It is easy to see that if val(G) < 1, then the value of the transformed
game is less than 1. However, in this case, there does not seem to be an easy way to relate
val(G⊗n) to the value of n-fold parallel repetition of the transformed game.
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In order to overcome the issue, we make the game G connected gradually. More concretely,
we start with a game G0 = G and iteratively, we convert the game Gℓ to Gℓ+1 for ℓ = 0, 1, . . .

with the following three properties.
1. For every ℓ ⩾ 0, the game Gℓ is a k-player game with the questions from the set

X1 × X2 × . . . × Xk.
2. The game Gℓ+1 is richer than the game Gℓ. In our case, we would be interested in

increasing the support of distribution on questions, i.e., supp(µ(Gℓ+1)) ⊋ supp(µ(Gℓ))
(unless, of course, supp(µ(Gℓ)) is full).

3. We can relate the value of the game G⊗n
ℓ to the value of the game G⊗n

ℓ+1 up to a fixed
polynomial factor. Furthermore, val(Gℓ+1) < 1 if val(Gℓ) < 1.

Let us see that this is enough to prove our main theorem. Using properties 1 and 2, for some
t ⩾ 1, which only depends on the size of the game G, we can conclude that the game Gt

has full support and hence is connected. Using property 3, we have val(G⊗n) ≈ val(G⊗n
t )Ct ,

where Ct > 0 is a constant that only depends on t, and furthermore val(Gt) < 1 if val(G) < 1
to begin with. Finally, using the result by Dinur, Harsha, Venkat, and Yuen [10] on connected
games, we have, val(G⊗n

t ) = exp(−Ωε,Gt
(n)), and hence val(G⊗n) = exp(−Ωε,t,G(n)) if

val(G) < 1.

The transformation Gℓ to Gℓ+1

The key idea is to use the path-trick from [5] to transform the game Gℓ (and G⊗n
ℓ ) to another

game Gℓ+1 (and G⊗n
ℓ+1) such that the support of the transformed game is potentially larger

than the original game. We illustrate the idea of such a transformation in a 3-player game
Gℓ.

We start with the game Gℓ and let µ(Gℓ) be the distributions on the questions in Gℓ.
For every pair of question-triples q = (x, y, z) and q′ = (x′, y′, z′) from supp(µ(Gℓ)) such
that x = x′, we add a question triple Π3((q, q′)) := (x, y, z′) to the game Gℓ+1. Note
that in this case, we took two question-triples (q, q′) that share player 1’s question and
generate a question-triple in the new game with the first two players’ questions from q and
player 3’s question from q′. We now state the set of accepting assignments for Π3((q, q′)) as
follows. If q ̸= q′, then accept the question Π3((q, q′)) by default, otherwise accept Π3((q, q′))
according to the verifier from the original game Gℓ on the question q(= q′).1 We call such
a transformation T 1

3 – the superscript stands for the common player’s question from (q, q′)
and the subscript 3 stands for taking player 3’s question from q′ and rest of the questions
from q in generating the question-triple in the new game. Succinctly, we write Gℓ+1 as the
game T 1

3 (Gℓ). Likewise, we can define transformations T i
p for any 1 ⩽ i, p ⩽ 3.

We show the following key properties of these transformations.
1. If val(Gℓ) < 1, then val(T i

p (Gℓ)) < 1. Furthermore, T i
p (Gℓ) remains a projection game if

Gℓ is a projection game.
2. For every n ⩾ 1, val(G⊗n

ℓ ) ⩽ val(T i
p (Gℓ)⊗n)1/2, if Gℓ is a projection game.

The first property is trivial – in the game T i
p (Gℓ), we are still playing the game Gℓ as a

subgame, and hence its value is less than 1 if val(Gℓ) < 1. For the furthermore part, we are
either accepting everything by default or using the same predicate as in the original game,
and hence, this transformation maintains the projection property of the game.

1 Note that the way the game Gℓ+1 is defined, the set of accepting answers for the same question-triple
changes based on the underlying pair of questions (q, q′). For simplicity, we ignore this issue in this
proof overview, and it will be handled in the main proof.
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For the second property, we crucially use the projection property of the game Gℓ. We
show that for any strategy (α1, α2, α3), where αi : X n

i → An
i , for the game G⊗n

ℓ with value ε,
the same strategy gives value at least ε2 to the game T i

p (Gℓ). We illustrate this for the game
T 1

3 (Gℓ). Let µ be the distribution of questions from Gℓ and µ|1 be the marginal distribution
on player 1’s questions, we have

ε2 ⩽ E
(x,y,z)∼µ⊗n

[V ((x, y, z), (α1(x), α2(y), α3(z)))]2

=

 E
v∈µ⊗n|1

 E
(x,y,z)∼µ⊗n,

x=v

[V ((x, y, z), (α1(x), α2(y), α3(z)))

2

⩽ E
v∈µ⊗n|1

 E
(x,y,z)∼µ⊗n,

x=v

[V ((x, y, z), (α1(x), α2(y), α3(z)))

2

(Cauchy-Schwarz)

= E
v∈µ⊗n|1

E
(x,y,z)∼µ⊗n,

(x′,y′,z′)∼µ⊗n,
x=x′=v

[
V ((x,y,z),(α1(x),α2(y),α3(z)))·

V ((x′,y′,z′),(α1(x′),α2(y′),α3(z′)))

]

Now, if we look at the triple (x, y, z′) sampled according to the above distribution, then for
each j ∈ [n], we have that the triple (xj , yj , z′

j) is distributed according to the game T 1
3 (Gℓ)

independently. In the game, T 1
3 (Gℓ), for any j ∈ [n] such that (xj , yj , zj) ̸= (x′

j , y′
j , z′

j) the
new verfier is accepting by default. As for j ∈ [n] such that (xj , yj , zj) = (x′

j , y′
j , z′

j), the
new verifier is accepting according to the original verifier on the question (xj , yj , zj). In
this case, suppose (α1(x)j , α2(y)j , α3(z)j) and (α1(x′)j , α2(y′)j , α3(z′)j) are two satisfying
assignments to the same question (xj , yj , zj) according to the original game Gℓ with α1(x)j =
α1(x′)j (as x = x′), then because of the projection property of the game, we have that
(α1(x)j , α2(y)j , α3(z′)j)) must be a satisfying assignment for (xj , yj , zj). As in the game
T 1

3 (Gℓ)⊗n, we are precisely checking this for all such j ∈ [n], we get that the same strategy
(α1, α2, α3) gives

val(T 1
3 (Gℓ)⊗n) ⩾ ε2.

Putting everything together

Using the above two properties of the transformations T i
p , we conclude that if val(G) < 1,

then for any t ≥ 1 and vectors i⃗, p⃗ ∈ [3]t,

val(G⊗n) ⩽ val(T it
pt

(. . . (T i2
p2

(T i1
p1

(G))))⊗n)1/2t

, and T it
pt

(. . . (T i2
p2

(T i1
p1

(G))) < 1.

Finally, we show that there exist t ≥ 1 and vectors i⃗, p⃗ ∈ [3]t, where t depends on the size of
the game G, such that the game T it

pt
(. . . (T i2

p2
(T i1

p1
(G))) is connected (in fact, has full support).

This implies that

val(G⊗n) ⩽ val(T it
pt

(. . . (T i2
p2

(T i1
p1

(G))))⊗n)1/2t

⩽ exp(−Ωt,G(n)),

where the last inequality follows from the result of a parallel repetition theorem [10] on
connected games.
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2 Preliminaries

We start with a few notations. We use µ(G) to denote the distribution on the questions in
the game G. For i ∈ [k], let µ|i be the marginal distribution on the questions to player i.
For a k-tuple of questions q = (x1, x2, . . . , xk), we denote the question to player i by q|i, i.e.,
q|1 = x1, q|2 = x2, and so on. For an assignment α := (α1, α2, . . . , αk) to the game G, where
αi : Xi → Ai, and any question q = (x1, x2, . . . , xk), we use the notation α|q to denote the
assignment-tuple (α1(x1), α2(x2), . . . , αk(xk)).

The size of the game G is referred to as the quantity k · M ·
∏k

i=1 |Xi||Ai|. Here, the
probability of every atom in supp(µ(G)) is a multiple of 1/M , where M is a finite integer.
We note that as far as proving exponential decay in the n-fold repeated value of the game
G with val(G) < 1, the last assumption is without loss of generality. For instance, see [18,
Lemma 3.14] which lets us assume that the distribution of questions in G is uniform on the
support without loss of generality.

2.1 Parallel repetition of connected games
As mentioned earlier, Dinur, Harsha, Venkat, and Yuen [10] showed that for a large class of
k-player games, called connected games, the exponential decay indeed holds. Here, we define
the notion of connected games for k-player games formally.

▶ Definition 3 (Connected game). A game G is called connected if for every two ques-
tion pairs (x1, x2, . . . , xk) and (x′1, x′2, . . . , x′k) from supp(µ(G)), there is an ordered list
of questions from supp(µ(G)), ((x1

ℓ , x2
ℓ , . . . , xk

ℓ ))t
ℓ=1 for some t ⩾ 1, such that the pairs

((x1, x2, . . . , xk), (x1
1, x2

1, . . . , xk
1)), ((x1

t , x2
t , . . . , xk

t ), (x′1, x′2, . . . , x′k)), and ((x1
ℓ , x2

ℓ , . . . , xk
ℓ ),

(x1
ℓ+1, x2

ℓ+1, . . . , xk
ℓ+1)) for all 1 ⩽ ℓ ⩽ t − 1 differ in only one out of the k questions.

We will relate the value of G⊗n, where G is a projection game, with a value of n-fold
parallel repetition of another game H that is connected. The following theorem shows
that for connected games with a value less than 1, the value of repeated games goes down
exponentially in n.

▶ Theorem 4 ([10]). For any k ⩾ 2 and ε > 0, if H is a connected k-player game with
val(H) = 1 − ε, then val(H⊗n) ⩽ exp(−Ωε,H(n)).

2.2 Variants of multiplayer games
In this section, we simplify the class of games that we study. Towards this, we define the
notion of loosely-connected games as follows.

▶ Definition 5 (Loosely-connected game). A game on the question set X1 × X2 × . . . × Xk

is loosely-connected if it is not possible to partition Xi = X ′
i ∪ X ′′

i for all i ∈ [k], so that all
k-tuple of questions from the support of µ(G) are in X ′

1 ×X ′
2 × . . .×X ′

k or X ′′
1 ×X ′′

2 × . . .×X ′′
k .

The following lemma states that we can assume without loss of generality that the game
G is loosely-connected.

▶ Lemma 6. If the exponential decay in the k-player parallel repetition holds for all projection
loosely-connected games, then it also holds for all projection games.

Proof. The proof of this lemma is similar to the proof of [18, Lemma 2.7]. We include the
proof of this lemma here for completeness.



A. Bhangale, M. Braverman, S. Khot, Y. P. Liu, and D. Minzer 54:7

Let G be any projection game that is not loosely-connected with val(G) = 1 − ε for some
ε > 0. Without loss of generality, we can assume that there are partitions Xi = X ′

i ∪ X ′′
i for

all i ∈ [k] such that all the questions from the support of µ(G) are from X ′
1 × X ′

2 × . . . × X ′
k

or X ′′
1 × X ′′

2 × . . . × X ′′
k , and furthermore, the game restricted to X ′

1 × X ′
2 × . . . × X ′

k (call it
G′) and X ′′

1 × X ′′
2 × . . . × X ′′

k (call it G′′) are loosely-connected individually. The verifier’s
distribution µ(G) on the question-tuples can be thought of as µ = (1 − δ)µ′ + δµ′′ where the
support of µ′ is from X ′

1 × X ′
2 × . . . × X ′

k and the support of µ′′ is from X ′′
1 × X ′′

2 × . . . × X ′′
k .

Now, since the value of the game G is at most 1−ε, we have min{val(G′), val(G′′)} ⩽ 1−ε.
Without loss of generality, suppose we have val(G′) ⩽ 1 − ε. Let the value of G⊗n be η. We
will show that the value of the game G′⊗n′ is also at least η − 2−Ωδ(n) for some n′ = Ωδ(n).
This will finish the proof of the lemma as we have val(G′⊗n′) ⩽ exp(−Ωε(n′)) using the fact
that G′ is a loosely-connected projection game.

Fix a strategy (α1, α2, . . . , αk) for G⊗n with value η. The k-tuple questions from G can
be alternatively sampled as follows. First sample a set T ⊆ [n] by adding i ∈ T independently
with probability (1 − δ). Then for each i ∈ T , sample a k-tuple question from the distribution
µ′ independently. Similarly, for each i /∈ T , sample a k-tuple question from the distribution
µ′′ independently. We have,

E
T ⊆1−δ[n]

(x⃗1|
T

,...,x⃗k|
T

)∼µ′′⊗|T |

E
(x⃗1|T ,...,x⃗k|T )∼µ′⊗|T |

[
V ((x⃗1, x⃗2, . . . , x⃗k), (α1(x⃗1), α2(x⃗2), . . . , αk(x⃗k)))

]
= η.

From this, by the Chernoff Bound and an averaging argument, it follows that there exists
T ⊆ [n] such that |T | ⩾ (1 − δ)n/2 and (y⃗1, y⃗2, . . . , y⃗k) ∼ µ′′⊗|T | such that

E
(x⃗1,x⃗2,...,x⃗k)∼µ′⊗|T |

[
V (((y⃗1, x⃗1), . . . , (y⃗k, x⃗k)), (α1((y⃗1, x⃗1)), . . . , αk((y⃗k, x⃗k))))

]
⩾ η − 2−Ωδ(n).

Here, the string (y⃗, x⃗) is formed by plugging y⃗ in the coordinates T and x⃗ in the coordinates
T . The distribution of the questions in the expectation above precisely corresponds to the
game G′⊗|T |. Thus, the strategy α′i(x⃗) := αi(y⃗, x⃗) for all i ∈ [k] gives the value at least
η − 2−Ωδ(n) for the game G′⊗|T |. ◀

We also consider a slight variation in the definition of k-player games, which we call
random-predicate k-player games, where we allow a verifier to use a random predicate instead
of a fixed predicate during verification.

▶ Definition 7 (Random-predicate game). A random-predicate game G is defined as follows.
There exists R ⩾ 1 such that the verifier chooses the k-tuple of questions (x1, x2, . . . , xk)
according to the distribution µ(G) on the set of questions and r ∈ [R] uniformly at random,
sends xi to player i. The player i responds with the answer ai. Finally, the verifier accepts
the answers based on a fixed predicate Vr((x1, x2, . . . , xk), (a1, a2, . . . , ak)). We denote such
games by (G, µ, [R]).

The following lemma states that for this variation of connected k-player games G the
exponential decay from [10] still holds.

▶ Lemma 8. For any connected random-predicate k-player game H and ε > 0, if val(H) =
1 − ε, then val(H⊗n) ⩽ exp(−Ωε,H(n)).

Proof. We can think of a random-predicate k-player game H as a (k + 1)-player game
H ′ as follows. In H ′, the verifier selects the questions (x1, x2, . . . , xk) from the game H

and r ∈ [R] uniformly at random. The verifier sends xi to players i for i ∈ [k], and
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sends r to player k + 1. The player i ∈ [k + 1] responds with the answer ai (ak+1 can be
anything). The verifier’s predicate in H ′ is V ((x1, x2, . . . , xk, r), (a1, a2, . . . , ak, ak+1)) :=
Vr((x1, x2, . . . , xk), (a1, a2, . . . , ak)).

It is easy to observe that if the game H ′ is connected then the game H is connected.
Furthermore, we have val(H⊗n) = val(H ′⊗n) for any n ⩾ 1. Using this, the lemma follows
from Theorem 4. ◀

We can also add the projection property to a random-predicate game. The formal
definition is as follows.

▶ Definition 9 (Random-predicate projection game). For any k ⩾ 2, a random-predicate
k-player game (G, µ, [R]) is called a random-predicate projection game if for every k-tuple of
question q = (x1, x2, . . . , xk) and r ∈ [R], there is Dq,r ⩾ 1 and projections σi

q,r : Ai → [Dq,r]
for i ∈ [k], such that Vr((x1, x2, . . . , xk), (a1, a2, . . . , ak)) is true iff σi

q,r(ai) = σi′

q,r(ai′) for
any i ̸= i′.

From this point onwards, we will incorporate the property of random-predicate whenever
we refer to projection games.

In our proof, we will encounter random-predicate games where the choice of the verifier’s
predicate Vr is not uniform and may depend on the question q. The following claim says
that we can assume that the distribution on verifier’s predicate is uniform from a set of
predicates and independent of the questions. This transformation preserves the support of
the question-distribution.

▷ Claim 10. Suppose G is a random-predicate k-player game where on the k-tuple of
question q ∈ X1 × X2 × . . . × Xk, the distribution on the verifier’s predicate Vr is sampled
according to some distribution νq over [R], then there is another game H with the same
distribution on the questions as in G such that the verifier for H samples a random predicate
Ṽm where m ∈ [M ] is distributed uniformly over [M ], and such that val(G⊗n) = val(H⊗n)
for all n ⩾ 1. Furthermore, a) M only depends on the size of the game G, and b) if G is a
random-predicate projection game, then H is also a random-predicate projection game.

Proof. Let M ∈ Z+ be a number such that for every question q from the game G, each atom
from supp(νq) has probability weight c/M for 1 ⩽ c ⩽ M . In the game G, for a question q if
νq(r) = c/M , then in game H, we make c copies Ṽi1(q, ·), Ṽi2(q, ·), . . . , Ṽic

(q, ·) of the verifier
predicate Vr(q, ·) for the same question q. Thus, for a given question q, the verifier in H

samples a random m ∈ [M ] and decides based on the predicate Ṽm(q, ·).
The a) and b) from the furthermore part follow the above construction. ◁

3 Proof of Theorem 2

Throughout this section, we fix a random-predicate k-player projection game (G, µ, [R]),
succinctly written as G, on the questions from the set X1 × X2 × . . . × Xk and let µ(G) be
the distribution on the questions in G. Using Claim 10, we can assume without loss of
generality, that along with the k-tuple questions (x1, x2, . . . , xk) ∼ µ, the verifier selects
r ∈ [R] uniformly at random, and after getting answers (a1, a2, . . . , ak) from the players,
applies the predicate Vr((x1, x2, . . . , xk)), (a1, a2, . . . , ak)).

The key idea is to use the path-trick from [5] to relate the value of the game G (and G⊗n)
to another game H (and H⊗n) which is connected.
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3.1 The path-trick and the i-links
In this section, we define the notion of a link which is analogous to the notion of the path-
trick [5] that was used in connection to studying dictatorship tests towards showing hardness
of approximation of constraint satisfaction problems.

Fix a player i ∈ [k]. An i-link from a game G is an ordered pair of original k-tuple of
questions from G with possible repetition. We will induce the following distribution on i-links
from G.

Pick a question v to player i according to the distribution of µ|i and sample two k-tuple
of questions q = (x1, x2, . . . , xk) and q′ = (y1, y2, . . . , yk), independently from µ but
conditioned on xi = yi = v and output (q, q′).

We denote the above distribution on the i-links with Li(G).
To see the utility of i-links, the following claim shows that the distribution Li(G⊗n) on

the i-links in G⊗n is the same as the product distribution on the i-links from G.

▷ Claim 11. For every game G, i ∈ [k], and n ⩾ 1, the following two distributions are
identical.
1. The distribution Li(G⊗n).
2. The distribution Di on the i-links from G⊗n defined as follows:

For each j ∈ [n], independently sample (qj , q′
j) from the distribution Li(G) where

qj = (x1
j , x2

j , . . . , xk
j ) and q′

j = (y1
j , y2

j , . . . , yk
j ).

Let q⃗ = (q1, q2, . . . , qn) and q⃗′ = (q′
1, q′

2, . . . , q′
n). Output (q⃗, q⃗′).

Proof. Note that q⃗ and q⃗′, sampled from Di, are the following k-tuple of questions

(x1
1, x1

2, . . . , x1
n) (y1

1 , y1
2 , . . . , y1

n)
(x2

1, x2
2, . . . , x2

n) (y2
1 , y2

2 , . . . , y2
n)

...
...

(xk
1 , xk

2 , . . . , xk
n)︸ ︷︷ ︸

q⃗

(yk
1 , yk

2 , . . . , yk
n)︸ ︷︷ ︸

q⃗′

For each j ∈ [n], the pair of k-tuple of questions (x1
j , x2

j , . . . , xk
j ) and (y1

j , y2
j , . . . , yk

j ) share
a common pivot question pj = xi

j = yi
j . This means that the question-pair (q⃗, q⃗′) share a

common n-tuple question p⃗ from player i, where we think of q⃗, q⃗′ as questions from the game
G⊗n. This precisely corresponds to the distribution Li(G⊗n). ◁

Consider the game G the assignments αi : Xi → Ai for i ∈ [k]. We say that the link
(q, q′) from the game G is r-consistent with respect to the global assignments (α1, α2, . . . , αk)
if q as well as q′ are satisfied by the predicate Vr on the assignments (α1, α2, . . . , αk).

▷ Claim 12. Let n ⩾ 1, (α1, α2, . . . , αk) be a strategy for (G, µ, [R]) with val(G) ⩾ ε.
Then with probability at least ε2, the link (q, q′) is r-consistent with the assignments
(α1, α2, . . . , αk), where the probability is over (q, q′) sampled according to Li(G) and r ∈ [R]
uniformly at random.

Proof. Fix the provers’ strategies αi : Xi → Ai for i ∈ [k] with value at least ε. We have,

E
(x1,x2,...,xk)∼µ,

r∈[R]

[Vr((x1, x2, . . . , xk), (α1(x1), α2(x2), . . . , αk(xk)))] ⩾ ε.
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Using the Cauchy-Schwarz inequality, we have,

ε2 ⩽ E
(x1,x2,...,xk)∼µ,

r∈[R]

[Vr((x1, x2, . . . , xk), (α1(x1), α2(x2), . . . , αk(xk)))]2

=

 E
v∈µ|i

r∈[R]

 E
(x1,x2,...,xk)∼µ

xi=v

[Vr((x1, x2, . . . , xk), (α1(x1), α2(x2), . . . , αk(xk)))




2

⩽ E
v∈µ|i

r∈[R]

 E
(x1,x2,...,xk)∼µ

xi=v

[Vr((x1, x2, . . . , xk), (α1(x1), α2(x2), . . . , αk(xk)))]


2

(Cauchy-Schwarz)

= E
v∈µ|i

r∈[R]

 E
(x1,x2,...,xk)∼µ,

(y1,y2,...,yk)∼µ,

xi=yi=v

[
Vr((x1, x2, . . . , xk), (α1(x1), α2(x2), . . . , αk(xk)))·
Vr((y1, y2, . . . , yk), (α1(y1), α2(y2), . . . , αk(yk)))

]
 .

The expression inside the expectation above is precisely the probability that the i-link
((x1, x2, . . . , xk), (y1, y2, . . . , yk)) sampled from the distribution Li(G) is r-consistent with
respect to the assignments (α1, α2, . . . , αk). This shows that

Pr
(q,q′)∼Li(G)

r∈[R]

[
(q, q′) is r-consistent with respect to the assignments (α1, α2, . . . , αk)

]
⩾ ε2,

and this completes the proof. ◁

3.2 The transformations T i
p

We are now ready to define the transformation on the game G that was alluded to at the
beginning of this section. We denote the transformed games by T i

p (G) for 1 ⩽ i, p ⩽ k.
The distribution on the k-tuple of questions in the game T i

p (G) is over X1 × X2 × . . . × Xk

which is defined as follows.
1. The verifier samples a link (q, q′) ∼ Li(G) where q = (x1, . . . , xk) and q′ = (y1, . . . , yk).
2. The verifier constructs a question-tuple by taking xp from q and (y1, . . . , yp−1, yp+1, . . . , yk)

from q′. Succinctly, we denote this operation as (y1, . . . , yp−1, xp, yp+1, . . . , yk) :=
Πp((q, q′)) (the p stands for taking player p’s question from the first question and
the remaining players’ questions from the second question).

Before we define the set of satisfying assignments in the transformed game, we first
define the set of r-consistent assignments, where r ∈ [R], to an i-link. An assignment to a
link (q, q′) is an assignment to both q and q′ (note that each k-tuple of question receives
a separate assignment from A1 × A2 × . . . × Ak). For an i-link (q, q′), we define the set of
r-consistent assignments to (q, q′) as follows. An r-consistent assignment to an i-link (q, q′)
is an assignment σ to the link such that

the verifier accepts σ|q on q and σ|q′ on q′ according to the predicate Vr, and
σ|q|i

= σ|q′|i
, i.e., σ gives the same value to the common question v to the player i from

q and q′.
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Note that an i-link (q, q′) may share more than one common question with the players, but
the r-consistency only cares about the question to player i.

We now define the set of accepting assignments for a k-tuple of questions in the random-
predicate transformed game. The verifier chooses r ∈ [R] uniformly at random. Suppose a
k-tuple of questions q̃ = (z1, z2, . . . , zk) is coming from an i-link (q, q′), i.e., q̃ = Πp((q, q′)),
then

Case 1: If q ̸= q′, then accept by default.
Case 2: If q = q′, then q̃ = q. In this case, accept according to the verifier’s predicate Vr

from the game G on question q̃.

Note that the game T i
p (G) is a random-predicate k-player game (the accepting answers

for a question q̃ depends on the underlying sampled link as well as the sampled r ∈ [R]),
and as described, the distribution on the underlying predicate is not uniform among the set
of predicates. However, using Claim 10, without loss of generality, we can assume that the
underlying distribution on the predicate that the verifier applies in T i

p (G) is uniform from a
set of predicates (and independent of the questions). We need this as we will be applying a
series of these transformations on the original game, and the transformation above is only
defined on games where the verifier’s predicate is uniform and independent of the question q.

In the transformed game, the verifier either accepts all the answers or accepts answers
based on the predicates from the original game G. We have the following simple, but
important, fact.

▶ Fact 13. If G is a random-predicate k-player projection game, then for every i, p ∈ [k],
the game T i

p (G) is also a random-predicate projection game.

3.2.1 Properties of the transformations T i
p

We start with the first claim that shows that the value of the transformed games is less than
1 if the value of G is less than 1.

▷ Claim 14. Fix any k-player game (G, µ, [R]). For every ε ∈ (0, 1) and i, p ∈ [k], if
val(G) = 1 − ε, then val(T i

p (G)) = 1 − ε′ where ε′ > 0 that depends on ε and the size of the
game G.

Proof. First, observe that for every question-tuple q = (x1, x2, . . . , xk) from the game G,
the i-link (q, q) is present in the support of Li(G). Therefore, for every question-tuple
q = (x1, x2, . . . , xk) from the game T i

p (G) that is given by the i-link (q, q), the verifier of the
transformed game selects r ∈ [R] uniformly at random and uses the predicate Vr. Therefore,
the transformed game T i

p (G) is a convex combination of the original game G and another
game G′. Let µ̃ be the distribution on question-tuples in T i

p (G), then it can be written as
µ̃ = δµ + (1 − δ)µ′, where µ′ corresponds to the distribution of questions from game G′ and
δ ∈ (0, 1] that depends on the size of the game G. Thus,

val(T i
p (G)) ⩽ δ · val(G) + (1 − δ) = δ(1 − ε) + (1 − δ) = 1 − εδ < 1. ◁

The following claim relates the value of the original game with the value of the transformed
games. This claim crucially uses the fact that the original game G is a projection game.

▷ Claim 15. For any k-player projection game (G, µ, [R]), n ⩾ 1, and i, p ∈ [k], we have
val(T i

p (G)⊗n) ⩾ val(G⊗n)2.
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Proof. As the statement of the claim is symmetric with respect to p ∈ [k], we prove the claim
when p = 1. For other p, the proof is similar.

Using Claim 11, the game T i
1 (G)⊗n can be described as follows: Sample an i-link (q⃗, q⃗′)

from the distribution Li(G⊗n), sample r⃗ ∈ [R]n uniformly at random, and for every j ∈ [n]
such that qj = q′

j , apply the predicate Vrj
for the question Π1((qj , qj)).

Let’s fix the players’ strategy α := (α1, α2, . . . , αk) for the game G⊗n that gives the value
val(G⊗n). For an i-link (q⃗, q⃗′) from G⊗n, consider the assignments α|q⃗ and α|q⃗′ to the link
(q⃗, q⃗′). Using Claim 12, for a random r⃗ ∈ [R]n and a randomly selected i-link (q⃗, q⃗′), (q⃗, q⃗′)
is r⃗-consistent with respect to the global assignment α with probability at least val(G⊗n)2.
When this happens, we show that the assignment α satisfies the constraint on Π1((q⃗, q⃗′))
from the game T i

1 (G)⊗n. Indeed, pick any j ∈ [n] such that the jth coordinate of the link
(q⃗, q⃗′) is (qj , qj) (i.e, the same question-tuple). Here, the verifier is using the predicate Vrj

on
the question qj in the game T i

1 (G)⊗n. If the link (q⃗, q⃗′), is r⃗-consistent with respect to the
global assignment α, then we have the following

Vrj
((qj |1, qj |2, . . . , qj |k), (α1(q⃗|1)j , α2(q⃗|2)j , . . . , αk(q⃗|k)j)) = 1,

Vrj ((qj |1, qj |2, . . . , qj |k), (α1(q⃗′|1)j , α2(q⃗′|2)j , . . . , αk(q⃗′|k)j)) = 1.

In the game T i
1 (G)⊗n, the verifier is checking the following condition in the coordinate j.

Vrj ((qj |1, qj |2, . . . , qj |k), (α1(q⃗|1)j , α2(q⃗′|2)j , . . . , αk(q⃗′|k)j)) = 1.

As G and the predicates Vr satisfy the projection property, and q⃗|i = q⃗′|i because (q⃗, q⃗′) is an
i-link, we see that if (α1(q⃗|1)j , α2(q⃗|2)j , . . . , αk(q⃗|k)j) and (α1(q⃗′|1)j , α2(q⃗′|2)j , . . . , αk(q⃗′|k)j)
are the accepting answers for a question according to the predicate Vrj

, then it can be
seen easily that (α1(q⃗|1)j , α2(q⃗′|2)j , . . . , αk(q⃗′|k)j) is also an accepting answer for the same
question according to the same predicate Vrj

. This shows that the assignment α passes the
verifier’s check on all j ∈ [n] such that the jth coordinate of the link (q⃗, q⃗′) is (qj , qj). For
the other coordinates, the game T i

1 (G) always accepts.
Hence the same players’ strategy α gives val(T i

1 (G)⊗n) ⩾ val(G⊗n)2. ◁

Finally, we compose these transformations to get a connected game, starting with a loosely-
connected game. Towards this, for any string β ∈ ([k] × [k])m, where βj = (β1

j , β2
j ) ∈ [k] × [k],

define the transformation T β(G) as the following transformation

T β1
m

β2
m

(. . . (T β1
2

β2
2

(T β1
1

β2
1

(G)))).

For a string β of length m, define a string βT as a T repeated copy of β. We have the
following claim.

▷ Claim 16. Let β be any permutation of the set [k] × [k]. For large enough T ⩾ 1, the
game T βT (G) is connected (in fact, has full support) if G is loosely-connected to begin with.
Furthermore, T ⩽

∏k
i=1 |Xi| which only depends on the size of the game G.

Proof. First, any transformation T i
p does not shrink the support of the questions of the

previous game. By looking closely at the transformation T i
p , we conclude the following:

if (x1, x2, . . . , xk) and (y1, y2, . . . , yk) are both in the support of µ(G) with xi = yi, then
the following question (y1, . . . , yp−1, xp, yp+1, . . . , yk) will be in the support of µ(T i

p (G)).
Using this, we also observe that if we start with any game H with the property that the
series of transformations T β(H) does not change the support of the questions, then no
future transformations will change the support on the questions (as β contains every possible
transformation T i

p ).
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From the above discussion, we conclude that after some finite (only depends on the size
of the game G) series of such transformations T βT (.), the support of the questions does
not increase after another series of transformations T β . We denote the saturated game by
Gfinal := T βT (G) and the underlying distribution on the questions by µfinal. We show that
µfinal has full support on X1 × X2 × . . . × Xk.

Suppose towards a contradiction, the support of µfinal is not full. For any tuple q of
length k and S ⊆ [k], define the tuple q|S by taking the S entries from q. Take the smallest
i ∈ [k] such that there is an i-tuple (z1, z2, . . . , zi) where (z1, z2, . . . , zi) ̸= q|[i] for any
q ∈ supp(µfinal). Let z⋆ := (z1, z2, . . . , zi−1). For each i ⩽ ℓ ⩽ k, define the following sets.

Sℓ = {x ∈ Xℓ | ∃q ∈ supp(µfinal) s.t. (z⋆, x) = q|[i−1]∪{ℓ}}.

In other words, Sℓ is a set of all x ∈ Xℓ that (z⋆, x) can be extended to a valid question tuple
from the game Gfinal. Note that by the definition of z⋆, Si ⊊ Xi and furthermore Si′ ̸= ∅ for
any i′ ⩾ i, as by the minimality of i, there is a valid question q in Gfinal such that q|[i−1] = z⋆,
and hence q|i′ ∈ Si′ for all i′ ⩾ i.

▷ Claim 17. There is no q ∈ supp(µfinal) such that q|i ∈ Si and for some i′ > i, q|i′ ∈ Si′ .

Proof. Suppose there is such a question q ∈ supp(µfinal) such that q|i ∈ Si and for some
i′ > i, q|i′ ∈ Si′ . Consider a question q′ = (z1, z2, . . . , zi−1, ∗, ∗, . . .) where q′|i′ = q|i′ . Note
that such a q′ is in the supp(µfinal) from the definition of the set Si′ . Furthermore, (q, q′)
is an i′-link in the game Gfinal. Therefore, the question Πi((q, q′)) will be present in the
game T i′

i (Gfinal). Recall that Πi((q, q′)) = (z1, z2, . . . , zi−1, q|i, ∗, . . .). However, the question
(z1, z2, . . . , zi−1, q|i, ∗, . . .) is not in supp(µfinal) as q|i ∈ Si. This means that the game Gfinal
is not saturated, which is a contradiction. ◁

This claim implies that Si′ ⊊ Xi′ for all i′ > i . Indeed, if Si′ = Xi′ for some i′ > i, then the
above claim shows that every question q ∈ supp(µfinal), q|i ∈ Si. Hence, Gfinal (and hence G)
is not a loosely-connected game.

This claim also implies that for every question q ∈ supp(µfinal) such that q|i ∈ Si, we have
q|i′ ∈ Si′ for every i′ > i. Consider the partition of the players’ question sets Xℓ = X ′

ℓ ∪ X ′′
ℓ

such that
For all ℓ ⩽ i − 1, X ′

ℓ = {zℓ}, and X ′′
ℓ = Xℓ \ X ′

ℓ ,
for all t ⩾ ℓ, X ′

ℓ = Sℓ, and X ′′
ℓ = Xℓ \ X ′

ℓ .

Because G (and hence Gfinal) is loosely connected, there must be a question q ∈ supp(µfinal)
such that q|i′ ∈ Si′ for every i′ ⩾ i and q|t = zt for some 1 ⩽ t ⩽ i − 1. Consider a question
q′ = (z1, z2, . . . , zi−1, ∗, ∗, . . .) such that q′ is in the supp(µfinal). Now, the pair of questions
(q′, q) is an t-link in the game Gfinal, furthermore, for a questions q′′ := Πi((q, q′)), we have
q′′ = (z1, z2, z3, . . . , zi−1, q|i, . . .) where q|i ∈ Si. As Gfinal is saturated, q′′′ ∈ supp(µfinal) but
this contradicts the definition of Si. ◁

3.3 Finishing the proof
Let us see why these claims above are enough to prove Theorem 2.

Proof of Theorem 2

We start with a projection game G with val(G) = 1−ε for some ε > 0. First, using Lemma 6,
we can assume without loss of generality that G is loosely-connected. Let (⃗i, p⃗) ∈ ([k]× [k])T k2

with (⃗i, p⃗) = βT , i.e., (it, pt) is the tth entry from the string βT , where β and T are from
Claim 16. Let T ′ = T · k2.
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Using Claim 15 on the (random-predicate) projection game G with i1, p1 ∈ [k], we have

val(G⊗n) ⩽ val(T i1
p1

(G)⊗n)1/2.

Fact 13 shows that T i1
p1

(G) is a projection game, and hence applying Claim 15 on the
projection game T i1

p1
(G) with i2, p2 ∈ [k], we get

val(T i1
p1

(G)⊗n) ⩽ val(T i2
p2

(T i1
p1

(G))⊗n)1/2.

Repeating this process T ′ times, we get

val(G⊗n) ⩽ val(T iT ′
pT ′ (. . . (T i2

p2
(T i1

p1
(G))))⊗n)1/2T ′

.

Using Claim 14 repeatedly, we have

val(T iT ′
pT ′ (. . . (T i2

p1
(T i1

p1
(G))))) ⩽ 1 − ε′,

where ε′ > 0, that only depends on ε, T ′, and the size of the game G. Finally, using Claim 16,
we have that the game T iT ′

pT ′ (. . . (T i2
p2

(T i1
p1

(G)))) is connected and hence by Lemma 8,

val(T iT ′
pT ′ (. . . (T i2

p2
(T i1

p1
(G))))⊗n) ⩽ exp(−Ωε,T,G(n)).

Overall, we get val(G⊗n) ⩽ exp(−Ωε,T,G(n)) and the proof is completed as T only depends
on the size of the original game G.
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Abstract
We study algorithms for the Schatten-p Low Rank Approximation (LRA) problem. First, we show
that by using fast rectangular matrix multiplication algorithms and different block sizes, we can
improve the running time of the algorithms in the recent work of Bakshi, Clarkson and Woodruff
(STOC 2022). We then show that by carefully combining our new algorithm with the algorithm of
Li and Woodruff (ICML 2020), we can obtain even faster algorithms for Schatten-p LRA.

While the block-based algorithms are fast in the real number model, we do not have a stability
analysis which shows that the algorithms work when implemented on a machine with polylogarithmic
bits of precision. We show that the LazySVD algorithm of Allen-Zhu and Li (NeurIPS 2016) can
be implemented on a floating point machine with only logarithmic, in the input parameters, bits
of precision. As far as we are aware, this is the first stability analysis of any algorithm using
O((k/

√
ε) poly(log n)) matrix-vector products with the matrix A to output a 1 + ε approximate

solution for the rank-k Schatten-p LRA problem.
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1 Introduction

Low Rank Approximation (LRA) is an important primitive in large scale data analysis.
Given an m× n matrix A, and a rank parameter k, the task is to find a rank-k matrix B

that minimizes ∥A − B∥ where ∥ · ∥ is some matrix norm. Typically, we also require that
the algorithms output a factorization B = XY such that X ∈ Rm×k and Y ∈ Rk×n. Such a
factorization lets us compute the product Bz with an arbitrary vector z in time O(k(n + m))
which can be significantly smaller than the nnz(A) time required to multiply a vector with
the original matrix A. Here nnz(A) denotes the number of non-zero entries of the matrix A.
Thus, replacing A with a low rank approximation can make downstream tasks much faster.
Additionally, if the matrix A has a low rank structure but is corrupted by noise, a low rank
approximation of A can recover the underlying structure under suitable assumptions on the
noise. We note that many low rank approximation algorithms, including ours, compute a
rank-k orthonormal matrix W such that ∥A(I −WW ⊤)∥ is small and then define X = AW

and Y = W ⊤.
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In this paper, the error metric we consider is given by the Schatten-p norm for p ≥ 1.
Given a matrix M , the Schatten-p norm of M denoted by ∥M∥Sp

is defined as (
∑

i σi(M)p)1/p

where σi(M) denotes the i-th singular value of M . Note that Schatten-2 norm is the same
as the Frobenius norm, denoted by ∥M∥F = (

∑
i,j M2

ij)1/2 and the Schatten-∞ norm is the
same as the operator norm, denoted by ∥M∥2 = maxx ̸=0 ∥Mx∥2/∥x∥2. In the presence of
outliers, the Schatten-1 norm,

∑
i σi(M), is considered to be more robust since the errors

introduced by the outliers are not “squared” as it is done in the case of the Frobenius norm.
The Schatten-p norm low rank approximation problem asks to find a rank-k matrix B

that minimizes ∥A−B∥Sp . As the Schatten-p norms are unitarily invariant, we have from
Eckart-Young-Mirsky’s theorem that ∥A − Ak∥Sp

= minrank-k B ∥A − B∥Sp
for all p ≥ 1,

where Ak is the matrix obtained by truncating the Singular Value Decomposition (SVD) of
A to only the top k singular values. This implies that a single matrix Ak is a best rank-k
approximation for A for all values of p. However, computing the SVD of an m× n matrix
takes O(min(mnω−1, nmω−1)) time (see Appendix A), where ω is the matrix multiplication
exponent. This time complexity is prohibitive when m and n are large. Thus, we relax the
requirements and ask for a rank-k matrix B satisfying ∥A−B∥Sp ≤ (1 + ε)∥A−Ak∥Sp in
the hope of obtaining faster algorithms than the SVD.

While a single matrix Ak is a best low rank approximation for A in all Schatten-p
norms, it is not the case for approximate solutions, i.e., if B is a rank-k matrix that satisfies
∥A − B∥Sp

≤ (1 + ε)∥A − Ak∥Sp
for some p, it may not be the case that ∥A − B∥Sq

≤
(1 + ε)∥A−Ak∥Sq for q ̸= p. Thus, many approximation algorithms for Schatten-p LRA are
tailored to the particular value p. There are two different lines of works for Schatten-p LRA
in the literature: (i) Sketching based algorithms of Li and Woodruff [9] and (ii) Iterative
algorithms of Bakshi, Clarkson and Woodruff [2]. We summarize the running times of the
algorithms in Table 1. The sketch-based algorithms are usually non-adaptive and the iterative
algorithms adaptively pick their matrix-vector product queries depending on the results in
the previous round which makes them powerful as we can see from the superior running time
over sketch-based algorithms when we desire solutions with small ε.

Sketching Algorithms. Li and Woodruff [9] gave (almost) input-sparsity time algorithms
for Schatten-p LRA, extending the earlier input-sparsity time algorithms for Frobenius norm
LRA from [4]. For p < 2, their algorithm runs in Õ(nnz(A) + max(m, n) · poly(k/ε)) time
and for p > 2, their algorithm runs in Õ(nnz(A) + max(m, n) ·min(m, n)αp poly(k/ε)) time,
where αp = (ω − 1)(1− 2/p). Note that for the current value of ω ≈ 2.37, their algorithm
runs in Ω(mn) time for p ≥ 7.4 and hence is not an “input-sparsity time” algorithm but
for all constant p, k, ε, their algorithm runs in o(min(mnω−1, nmω−1) time and therefore is
faster than computing the SVD.

Table 1 Running times for 1 + ε rank-k Schatten-p LRA algorithms for m × n matrices assuming
m ≥ n.

Time Complexity

Li and Woodruff [9] (p ∈ [1, 2)) O(nnz(A) log n) + Õp(mk2(ω−1)/p/ε(4/p−1)(ω−1))
+Õp(k2ω/p/ε(4/p−1)(2ω+2))

Li and Woodruff [9] (p > 2) O(nnz(A) log n) + Õp(nω(1−2/p)k2ω/p/ε2ω/(p+2))
+Õp(mn(ω−1)(1−2/p)(k/ε)2(ω−1)/p)

Bakshi et al. [2] O(p1/6ε−1/3 nnz(A)k log(n/ε) + mp(ω−1)/6kω−1ε−(ω−1)/3)
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Iterative Algorithms. Recently, Bakshi, Clarkson, and Woodruff [2] gave an iterative al-
gorithm for Schatten-p LRA. Their algorithm runs the Block Krylov iteration algorithm of
Musco and Musco [11] at two different block sizes for different number of iterations respectively.
They show that the algorithm succeeds in computing a low rank approximation at one of the
block sizes and show how to compute which block size succeeds in computing the approxima-
tion. For Schatten-p LRA, their algorithm requires O(kp1/6 poly(log n)/ε1/3) matrix-vector
products with the matrix A and hence can be implemented in Õ(nnz(A)kp1/6/ε1/3) time. At
a high level, their algorithm runs the Block Krylov iteration algorithm with block size k for
O(p1/6ε−1/3 poly(log n)) iterations and with block size O(p−1/3ε−1/3k) for O(√p poly(log n))
iterations. They set these parameters such that the algorithm requires an overall same number
of matrix-vector products with A at both block sizes. They argue that for a matrix with a
“flat” spectrum, the low rank approximation computed by the block size k algorithm is a
1 + ε approximation and for a matrix with a “non-flat” spectrum, the solution computed by
block size O(p−1/3ε−1/3k) algorithm is a 1 + ε approximation.

Comparison. As we can see from Table 1, the running times of these algorithms depend in
a quite complicated way on the parameters nnz(A), m, n, ε and p. Throughout the paper, we
assume that m = n, nnz(A) = n2 (i.e., the matrix A is dense) and k ≤ nc for a small constant
c so that k ≪ n. In some cases, where sparsity in the datasets cannot be well exploited, such
as when processing the datasets using GPUs, it is natural to analyze the time complexities
of the algorithms and compare the performances assuming that the inputs are dense.

For p ∈ [1, 2), we have that the time complexity of the algorithm of [9] is O(n2 log n +
n poly(k)/ε(4/p−1)(ω−1) + poly(k)/ε(4/p−1)(2ω+2)) and the time complexity of the algorithm
of [2] is O(ε−1/3n2k log(n) + n poly(k)/ε(ω−1)/3). We see that only when

1/ε > n
1

(4/p−1)(ω+1)−1/6 ,

the algorithm of [2] is faster than the sketching based algorithm of [9]. For ω ≈ 2.371 and
p = 1, the above is achieved only when 1/ε ≥ n≈0.1. Hence, in the high accuracy regime, the
algorithm of [2] is faster than that of the sketching based algorithm of [9]. For other values
of p ∈ [1, 2), ε has to be even smaller than 1/n0.1 for the algorithm of [2] to be faster than
the algorithm of [9].

For comparing the algorithms in the case p > 2, first we pick ε to be a constant and obtain
that the running time of the algorithm of [9] is O(n2 log n + n1+(ω−1)(1−2/p) poly(k)) and the
algorithm of [2] has a running time of O(p1/6n2k log(n)). Thus, as long as (ω−1)(1−2/p) ≤ 1,
the sketch-based algorithm is faster than the iterative algorithm. We call p such that
(ω − 1)(1− 2/p) ≤ 1, the crossover point from “sketch” to “iterative”. For the current value
of ω ≈ 2.371, the crossover point is ≈ 7.39.

Now consider the case of ε = 1/n and constant p. The iterative algorithm of [2] has a
running time of O(n2+1/3k log(n)) and the sketch based algorithm of [9] has a running time
of O(nω poly(k)) and thus offers no improvement over the naïve SVD algorithm. This again
shows that in the high precision regime, the small dependence on ε in the running time
of the algorithm of [2] is crucial to obtain better than O(nω) time algorithm. Overall, we
summarize the comparison between the algorithms in Table 2.

Our Improvements. We first improve the time complexity of the iterative algorithm of [2] for
all parameter regimes. While the focus of their paper was to minimize the number of matrix-
vector products required, we observe that by using fast rectangular matrix multiplication
algorithms, we can obtain even faster algorithms using their technique of running the block

APPROX/RANDOM 2024
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Table 2 In the case of m = n, nnz(A) = n2 and k = no(1), the table lists which of the previous
works is asymptotically faster for the current value of ω ≈ 2.371. Iterative algorithm refers to the
algorithm of [2] and the Sketching algorithm refers to the algorithm of [9]. In the above, crossover
≈ 7.4.

Small ε (≈ 1/n) Large ε

p ∈ [1, 2) Iterative Sketching
2 < p < crossover Iterative Sketching
p > crossover Iterative Iterative

Krylov iteration algorithm at different block sizes. Fast rectangular matrix multiplication
algorithms let us obtain a different block-size vs iteration trade-off giving us faster algorithms.
This algorithm directly achieves the fastest running times for small ε since we improve upon
[2] in all regimes.

We saw above that for constant ε, the sketch based algorithm takes only O(n2 log n)
time when p ≲ 7.4 and hence cannot be improved upon over asymptotically by more than
polylog(n) factors in that regime. We show that using a combination of our fast iterative
algorithm and the algorithm of [9] gives an algorithm that runs in near-linear time1 for all
p ≲ 22 for appropriate ε values extending the values of p for which a Schatten-p LRA can be
computed in O(n2 log n) time, when the rank parameter k ≤ nc.

Our combined algorithm works as follows: to solve a sub-problem in the algorithm of [9],
we run our improved iterative algorithm for Schatten-p LRA with accuracy parameter ε = 1/n.
As our improved iterative algorithm has a better dependence on ε than earlier algorithms,
we obtain a faster algorithm for solving the sub-problem and hence obtain an O(n2 log n)
time algorithm for all p ≲ 22. Thus, improving the performance of iterative algorithms in
the small ε regime let us obtain faster algorithms overall in the large ε regime!

Numerically Stable Algorithms

While the algorithm of [2] and our modification give fast algorithms for Schatten-p Low
Rank Approximation, it is not known if the Block Krylov iteration algorithm is stable when
implemented on a floating point machine with O(log(n/ε)) bits of precision. It is a major
open question in numerical linear algebra to show if the Block Krylov iteration algorithm
is stable. Obtaining fast algorithms that provably work on finite precision machines is a
tricky problem in general. We note that until the recent work of Banks, Garza-Vargas,
Kulkarni and Srivastava [3], it was not clear if an eigendecomposition of a matrix could be
computed in Õ(nω) time on a finite precision machine. Building on these ideas, another recent
work [14] obtains fast and stable algorithms for the generalized eigenvalue problem. The
sketch-and-solve methods, such as the algorithm of [9], are usually stable as the operations
do not blow up the magnitude of the entries. As we note above, for large p, the algorithms in
[9] are not input-sparsity time and hence an important question is if there are any stable
input-sparsity time algorithms for large p. We answer this question in affirmative by showing
that the LazySVD algorithm of [1] can be stably implemented on a floating point machine
with O(log mκ/ε) bits of precision where κ = σ1(A)/σk+1(A). The LazySVD algorithm
computes a low rank approximation for all p ≥ 2.

1 Note the near-linear here means Õ(n2) as the input-matrix is assumed to have n2 nonzero entries.
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Similar to the Block Krylov iteration algorithm, LazySVD also needs O(k poly(log n)/
√

ε)
matrix-vector products with A. Additionally, the factorization output by LazySVD is simultan-
eously a 1+ε approximation for all p ≥ 2. To find a rank-k approximation of A, the LazySVD
algorithm first computes a unit vector v which is an approximation to the top eigenvector
of A⊤A. Then the algorithm deflates A⊤A and forms the matrix (I − vv⊤)A⊤A(I − vv⊤)
and proceeds to find an approximation to the top eigenvector of (I − vv⊤)A⊤A(I − vv⊤)
and so on for a total of k rounds. The authors show that the span of k vectors found
across all the iterations contains a 1 + ε approximation if the eigenvector approximations
satisfy an appropriate condition. Thus, to implement the LazySVD algorithm on a floating
point machine, we first need a stable routine that can compute approximations to the top
eigenvector of a given matrix. We show that such a routine can be implemented stably using
the Lanczos algorithm [12]. We additionally modify the LazySVD algorithm and show that
the modification allows us to compute matrix-vector products with the deflated matrix to a
good enough approximation which lets the Lanczos algorithm compute an approximation to
the top eigenvector of the deflated matrix. Our slight modification to LazySVD turns out to
be important in making the stability analysis go through.

The novelty of our stability analysis is that instead of showing each of the vectors
ṽ1, . . . , ṽk computed by a finite precision algorithm are close to the vectors v1, . . . , vk that
would be computed by an algorithm with unbounded precision, we essentially argue that for
all i, the projection matrices onto the subspaces spanned by ṽ1, . . . , ṽi and v1, . . . , vi are close
using induction. This change makes the stability analysis work with only a polylogarithmic
number of bits of precision whereas showing all ṽis are individually close to corresponding
vis would require polynomially many bits of precision.

1.1 Our Results
In the following, α denotes the constant such that an arbitrary n×n matrix can be multiplied
with an arbitrary n× nα matrix using O(n2+η) arithmetic operations for any constant η > 0.
The matrix multiplication exponent ω is the smallest constant such that an arbitrary n× n

matrix can be multiplied with an arbitrary n×n matrix using O(nω+η) arithmetic operations
for any constant η > 0. For simplicity, we ignore the constant η, and write as if the matrices
can be multiplied in O(nω) time. We define β := (ω − 2)/(1− α). Note that β ≤ 1.2

▶ Theorem 1 (Informal, Theorem 5). Given an n× n matrix A, a rank parameter k and an
accuracy parameter ε, there is an algorithm that outputs a rank-k orthonormal matrix W

that with probability ≥ 0.9 satisfies, ∥A(I −WW ⊤)∥Sp
≤ (1 + O(ε))∥A−Ak∥Sp

. If k ≤ ε ·nα,
then the algorithm runs in Õ(√pn2+η) time for any constant η > 0.

Combining the algorithm in the above theorem and the algorithm of [9], we obtain the
following result:

▶ Theorem 2 (Informal, Theorem 8). Given an n× n matrix A, a rank parameter k inde-
pendent of n and any constant η > 0, there is a randomized algorithm that runs in time
Õ((n1−2/p)2+η+(1−α)β/(1+2β) poly(1/ε) + n2) and outputs a rank-k projection Q̂ that satisfies
∥A(I − Q̂)∥p

Sp
≤ (1 + ε)∥A−Ak∥p

Sp
, with probability ≥ 0.9

The above theorem shows that for all p at most a suitable constant, the algorithm runs in
Õ(n2) time for ε > 1/ncp for a small enough constant cp and hence is faster than using the
algorithm of [9] or the algorithm in Theorem 1.

2 See Section 2.2.

APPROX/RANDOM 2024



55:6 Schatten-p Low Rank Approximation

The following result shows that our modification of LazySVD can be stably implemented
on a floating point machine.

▶ Theorem 3 (Informal, Theorem 11). Given an n × d matrix A with condition number
κ(A) = σ1(A)/σk+1(A), an accuracy parameter ε, a rank parameter k and probability
parameter η, if the machine precision εmach ≤ poly(εη/nκ(A)), then there is an algorithm
that outputs a d × k matrix Vk such that κ(Vk) ≤ 4 and with probability ≥ 1 − η, for all
p ∈ [2,∞],

∥A(I − Projcolspace(Vk))∥Sp
≤ (1 + O(ε))∥A−Ak∥Sp

,

and runs in time O( nnz(A)k√
ε

poly(log(dκ(A)/εη)) + d poly(k, log(dk/ηε))).

In the above theorem, Projcolspace(M) denotes the orthogonal projection matrix onto the
column space of M .

1.2 Implications to Practice
While the theoretical fast rectangular matrix multiplication algorithms are not practically
efficient, the message of this paper is that by optimizing for the number of matrix-vector
products as in [2], we are leaving a lot of performance on the table. In modern computing
architectures, multiplying an n× n and an n× b matrix is, for example, much faster than b

times the time required to multiply the n×n and an n×1 vector because of data locality and
the opportunities for parallelization. Thus, in the algorithm of [2], running the block size k

version for fewer iterations while increasing the larger block size b can give faster algorithms
in practice than using the parameters that optimize for the number of matrix-vector products.
We include a small experiment in the appendix which compares the time required to compute
the product of an n× n matrix with matrices that have different numbers of columns.

LazySVD with our stability analysis uses a similar number of matrix vector products as
the widely used Block Krylov iteration algorithm while requiring only polylogarithmic bits of
precision. While as mentioned above, block-based algorithms such as Block Krylov iteration
can be much faster than single-vector algorithms such as LazySVD and our modification of
it, it is only the case when the matrix is directly given to us. When the matrix is implicitly
defined in other ways (for e.g., as the Hessian of a neural network where we can efficiently
compute Jacobian-Vector products), the difference in performance between block-based
algorithms and single-vector algorithms is less pronounced. When guarantees of stability are
required, the fastest algorithms in practice for Low Rank Approximation should use some
combination of sketching as in [9] to reduce dimension stably and then use our modification
of LazySVD algorithm to find the necessary top k subspace.

2 Preliminaries

2.1 Notation
For a positive integer n, we use [n] to denote the set { 1, . . . , n }. We use the notation
Õ(f(n)) to denote O(f(n) poly(log(f(n)))) and Õq(f(n)) to hide the multiplicative factors
that depend only on the parameter q. For a vector x, we use ∥x∥2 = (

∑
i |xi|2)1/2 to denote

the Euclidean norm of x. Given an m× n matrix A, we use Ai,j to denote the entry in the
index (i, j) of A. We use Ai∗ to denote the i-th row of A and A∗j to denote the j-th column.
We identify the multiplication of an m× n matrix with an n× k matrix with the notation
[m, n, k]. For a matrix A, we use colspace(A) to denote the vector space {Ax | x ∈ Rn}. For
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any vector space V ∈ Rn, we use ProjV to denote the linear operator which maps a vector
x to the projection of x in the subspace V i.e., the nearest vector to x in V in terms of
Euclidean distance. If the columns of X are an orthonormal basis for V , then ProjV = XX⊤.

Let A = UΣV ⊤ be the singular value decomposition (SVD) of A and let σ1 ≥ · · · ≥ σn

(recall m ≥ n) denote the singular values of A. For k ≤ n, let Ak :=
∑k

i=1 σiU∗i(V ⊤)i∗ be
the matrix obtained by truncating the SVD of A to the top k singular values.

We use ∥A∥F to denote the Frobenius norm (
∑

i,j A2
i,j)1/2 and ∥A∥2 to denote the operator

norm maxx ̸=0 ∥Ax∥2/∥x∥2. For p ≥ 1, we define ∥A∥Sp
= (
∑n

i=1 σp
i )1/p to be the Schatten-p

norm. As ∥ · ∥Sp
defines a norm, we have ∥A + B∥Sp

≤ ∥A∥Sp
+ ∥B∥Sp

for any two m× n

matrices A and B. Additionally, we have ∥A⊤∥Sp = ∥A∥Sp and for any unitary matrices
U ′, V ′, we have ∥U ′AV ′∥Sp

= ∥A∥Sp
.

2.2 Fast Rectangular Matrix Multiplication
Let ω denote the best matrix multiplication exponent. The current upper bound on ω is
≈ 2.371 [5] and for γ < 1, let ω(γ) denote the exponent such that the product of an n× n

with an n × nγ matrix can be computed using O(nω(γ)+η) arithmetic operations for any
constant η > 0. There exists α > 0.31 [8, 6] such that for all γ < α, ω(γ) = 2 and for all
γ ≥ α,

ω(γ) ≤ 2 + (ω − 2)γ − α

1− α
.

See [7, 10] for the above bound on ω(γ). Recall β := ω−2
1−α . We now observe that n1−αn2 ≥ nω

since a matrix product of the form [n, n, n] can be computed using n1−α matrix products of
the form [n, n, nα]. Hence, 1− α ≥ ω − 2, which implies β ≤ 1.

3 Schatten-p LRA using Fast Matrix Multiplication

Algorithm 1 Block Krylov Iteration Algorithm [11].

Input: An n× n matrix A, rank parameter k, block size b and number q of iterations
Output: An orthonormal matrix Z ∈ Rn×k

1 Π ∼ N (0, 1)n×b

2 K ←
[
AΠ (AA⊤)AΠ · · · (AA⊤)qAΠ

]
// The Krylov Matrix

3 Orthonormalize columns of K to get an n× qb matrix Q

4 Compute M := Q⊤AA⊤Q

5 Set Uk to the top k singular vectors of M

6 return Z = QUk

3.1 Block Krylov Iteration Algorithm
The block Krylov Iteration algorithm of Musco and Musco [11] is stated as Algorithm 1. For
any b, let T (n, b) be the time to multiply an n× n matrix with an n× b matrix. The Block
Krylov iteration algorithm with rank parameter k, block size b ≥ k and iteration count q

(with bq ≤ n) runs in time at most (2q + 1)T (n, b) + n(qb)ω−1 + 3T (n, qb) + (qb)ω + T (n, k).3

3 Assuming that SVD of the qb × qb matrix M in Algorithm 1 can be computed in time O((qb)ω).

APPROX/RANDOM 2024
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Using the fact that T (n, qb) ≤ qT (n, b) and qb ≤ n, we obtain that the time complexity of
the algorithm is O(qT (n, b) + n(qb)ω−1). We now have T (n, b) ≥ (b/n)nω since otherwise the
matrix product of the form [n, n, n] can be computed quicker than in nω time by computing
the n/b products of the form [n, n, b]. Hence, qT (n, b) ≥ qbnω−1 ≥ n(qb)ω−1 using qb ≤ n.
Thus, we obtain that the time complexity of the Block Krylov Iteration algorithm with
parameters k, b, q satisfying b ≥ k and bq ≤ n is O(qT (n, b)). We now state a few properties
of the Block Krylov algorithm that we use throughout the paper.
▶ Theorem 4. With a large probability over the Gaussian matrix Π, the following properties
hold for the matrix Z computed by Algorithm 1:
1. There is a universal constant c such that for all i ∈ [k],

σi(Z⊤A)2 ≥ ∥A⊤(Z)∗i∥2
2 ≥ σ2

i − (c log2 n/q2)σ2
k+1.

This follows from the per-vector error guarantee of Theorem 1 in [11].
2. If gap := (σk/σb+1)− 1 and q ≥ C log(n/ε)/

√
min(1, gap) for a large enough constant C,

then for all i ∈ [k], σi(Z⊤A)2 ≥ ∥A⊤(Z)∗i∥2
2 ≥ σ2

i − εσ2
k+1.

The second guarantee in the above theorem follows from the gap-dependent error bounds in
Theorem 11 in [11]. Note the logarithmic dependence of q on 1/ε.

Algorithm 2 Schatten-p Norm Subspace Approximation.

Input: An n× n matrix A, rank parameter k and an accuracy parameter ε

Output: Approximate Solution to the Schatten-p Norm Subspace Approximation
problem

1 q ←


√

p k ≤ ε · nα

max(√p, p
1

2(1+2β) (k/nαε)
β

1+2β ) ε · nα ≤ k ≤ nα

max(√p, p
1

2(1+2β) /ε
β

1+2β ) k ≥ nα

2 b′ ← ⌈(3/2) max(1, k/q2ε)⌉
3 Z1 ← BlockKrylov(A, rank = k, block size = k, iterations = O(q log(n))
4 Z2 ← BlockKrylov(A, rank = k, block size = b′ + k, iterations = O(√p log(n/ε))
5 W1 ← colspan(A⊤Z1)
6 W2 ← colspan(A⊤Z2)
7 W ← W2 if σ̂k ≥ (1 + 1/2p)σ̂b′+k and W1 otherwise // These approximations to

σk and σb′+k can be computed using the M matrix computed in
Algorithm 1

3.2 Main Theorem
▶ Theorem 5. Given an n× n matrix A, a rank parameter k and an accuracy parameter
ε, Algorithm 2 outputs a k dimensional orthonormal matrix W that with probability ≥ 0.9
satisfies, ∥A(I −WW ⊤)∥Sp

≤ (1 + O(ε))∥A−Ak∥Sp
. For any constant η > 0, the running

time of the algorithm is as follows:
1. For k ≤ εnα, the algorithm runs in time Õ(√pn2+η).
2. For εnα ≤ k ≤ nα, the algorithm runs in time

Õ(max(√pn2+η, p
1

2(1+2β) n2+η(k/nαε)β/(1+2β))).
3. For k ≥ nα, the algorithm runs in time Õ((p1/2ε−β)1/(1+2β)n2+η−αβkβ).
Assuming p is a constant independent of ε, the dependence on ε is at least better than ε−1/3

as β ≤ 1 which implies β/(1 + 2β) ≤ 1/3. The proof of this theorem is similar to that of [2].
We include the proof in the full version.
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4 Comparison with the Algorithm of Li and Woodruff [9]

For n × n matrices and p > 2, the algorithm of [9] for the Schatten-p norm Subspace
Approximation problem, shown in Algorithm 3 runs in time

O(n2 log n) + Õp

(
nω(1−2/p)k2ω/p

ε2ω/p+2 + n1+(ω−1)(1−2/p)(k/ε)2(ω−1)/p

)
. (1)

Let K = k + ε/η1 = k + n1−2/pk2/p/ε2/p. To obtain the above running time, they use a ridge
leverage score sampling algorithm to compute a matrix S with s = O(ε−2K log n) rows that
satisfies (2) with a large probability. The same guarantee can instead be obtained by using the
Sub-sampled Randomized Hadamard Transform (SRHT) [16] with s = O(ε−2K log n) rows
and the matrix-product SA can be computed in time O(n2 log n). To obtain the subspace
embedding guarantee for T as required in Algorithm 3, we can let the matrix T again be
an SRHT with r = O(ε−2s log n) columns and the product SAT can be computed in time
O(ns log s) = O(ε−2n(k + n1−2/pk2/p/ε2/p)).

The singular value decomposition of the matrix SAT can be computed in O(rsω−1) =
O(ε−2ω(k + n1−2/pk2/p/ε2/p)ω polylog(n)) time and a basis for the rowspace of W ⊤SA can
be computed in O(skn) time. Overall, for constant k and ε, the algorithm of [9] runs in time
Õ(n2 + (n1−2/p)ω). For p > 2ω/(ω − 2), their algorithm runs in n2+cp time for a constant
cp > 0 that depends on p. For the same parameters, our algorithm runs in Õ(n2) time and
hence we have an improvement. For k ≤ nα and ε = 1/n, their algorithm runs in time Ω(nω)
which means that computing the SVD of A is already faster whereas our algorithm runs in
time Õ(n2+ (1−α)β

1+2β ) = o(nω) if ω > 2. Hence, our algorithm improves upon the algorithm of
[9] for a wide range of parameters. We note that computing the SVD of SAT turns out to
be the most expensive step for large p. In the next subsection, we show that our Algorithm 2
can be used to sidestep the computation of the SVD of SAT , thereby giving an even faster
algorithm.

We call p∗ = 2ω/(ω − 2), the crossover point. For p > p∗, our Algorithm 2 is faster than
the algorithm of [9]. For the current value of ω ≈ 2.37, p∗ ≈ 12.8. For p < p∗, the leading
order term in the time complexity of Algorithm 3 is O(n2 log n) for ε > n−cp for a constant
cp depending on p, and hence is faster than Algorithm 2.

Algorithm 3 Schatten-p Norm Low Rank Approximation for p > 2 [9].

Input: A matrix A ∈ Rm×n and an accuracy parameter ε

Output: A rank-k orthonormal projection Q satisfying
∥A(I −Q)∥Sp

≤ (1 + ε)∥A−Ak∥Sp

1 η1 ← O(ε1+2/p/k2/pn1−2/p)
2 S be a matrix with s rows that satisfies

(1− ε)A⊤A− η1∥A−Ak∥2
F · I ⪯ A⊤S⊤SA ⪯ (1 + ε)A⊤A + η1∥A−Ak∥2

F · I.

(2)
3 T ← Subspace embedding for s-dimensional subspaces with error O(ε)
4 W ← Top k left singular vectors of SAT

5 Z ← Matrix whose columns are an orthonormal basis for the row space of W ⊤SA

6 Q← ZZ⊤

APPROX/RANDOM 2024
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4.1 Further Improving the running time of [9] using our algorithm
Given an n× n matrix A, p ≥ 1 and r ≤ n, let ∥A∥(p,r) = (

∑r
i=1 σi(A)p)1/p. We can show

that ∥ · ∥(p,r) is a norm over n× n matrices. As ∥ · ∥(p,r) is unitarily invariant, we have by
Eckart-Young-Mirsky’s theorem that ∥A−Ak∥(p,r) = minrank-k B ∥A−B∥(p,r). In Lemma 4.2
of [9], they show that for S satisfying (2), if Q̂ is a rank-k projection matrix with

∥SA(I − Q̂)∥(p,r) ≤ (1 + ε) min
rank-k

projections Q

∥SA(I −Q)∥(p,r), (3)

then ∥A(I − Q̂)∥p
Sp
≤ (1 + Cpε)∥A−Ak∥p

Sp
, for a constant Cp that only depends on p. They

show that the matrix Q returned by Algorithm 3 satisfies (3) and then conclude that the
matrix Q is a 1 + O(ε) approximation to the Schatten-p norm low rank approximation
problem. We will now argue that there is a faster algorithm for computing a projection that
satisfies (3). The algorithm does not require the computation of the SVD of the matrix SAT

and hence does not incur the Op,k,ε(n(1−2/p)ω) term in the running time. We first show that
a 1 + ε approximate solution to the Schatten-p norm subspace approximation problem, is a
1 + εn/r approximation to the (p, r) subspace approximation problem.

▶ Lemma 6. For an arbitrary m× n matrix A (m ≤ n), if Q̂ is a rank-k projection matrix
satisfying ∥A(I − Q̂)∥p

Sp
≤ (1 + ε)∥A− Ak∥p

Sp
and colspan(Q̂) ⊆ rowspan(A), then for any

r ≤ n,

∥A(I − Q̂)∥p
(p,r) ≤ (1 + ε ⌈(m− k)/r⌉)∥A−Ak∥p

(p,r).

Proof. Let Q̂ be a rank-k projection such that

∥A(I − Q̂)∥p
Sp
≤ (1 + ε) min

rank-k projections Q
∥A(I −Q)∥p

Sp
= (1 + ε)

n∑
i=k+1

σi(A)p.

Note that ∥A(I − Q̂)∥p
Sp

=
∑m−k

i=1 σi(A(I − Q̂))p since the matrix A(I − Q̂) has rank at
most m− k from our assumption that colspan(Q) ⊆ rowspan(A). Now, ∥A(I − Q̂)∥p

(p,r) =∑r
i=1 σi(A(I − Q̂))p and therefore,

∥A(I − Q̂)∥p
(p,r) = ∥A(I − Q̂)∥p

Sp
−

m−k∑
i=r+1

σi(A(I − Q̂))p

≤ (1 + ε)
m∑

i=k+1
σi(A)p −

m−k∑
i=r+1

σi(A(I − Q̂))p.

Since the matrix AQ̂ has rank at most k, by Weyl’s inequality, σi(A(I − Q̂)) ≥ σi+k(A)
which implies

∥A(I − Q̂)∥p
(p,r) ≤

k+r∑
i=k+1

σi(A)p + ε∥A − Ak∥p
Sp

+

(
m∑

i=k+r+1

σi(A)p −
m−k∑

i=r+1

σi(A(I − Q̂))p

)
≤ min

rank-k projections Q
∥A(I − Q)∥p

(p,r) + ε∥A − Ak∥p
Sp

.

Finally, using the fact that ∥A−Ak∥p
Sp
≤ ⌈(m− k)/r⌉∥A−Ak∥p

(p,r), we obtain

∥A(I − Q̂)∥p
(p,r) ≤ (1 + ε⌈(m− k)/r⌉)∥A−Ak∥p

(p,r). ◀
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Finally, we have the following lemma which shows how to find an approximate solution to
the (p, r) Low Rank Approximation problem.

▶ Lemma 7. Let A ∈ Rm×n be an arbitrary matrix with m ≤ n. Given parameters k, p, r

and ε, there is a randomized algorithm to find a rank-k projection Q̂, that with probability
≥ 9/10 satisfies,

∥A(I − Q̂)∥p
(p,r) ≤ (1 + ε)∥A−Ak∥p

(p,r).

For constant p and k ≤ mα and any constant η > 0, the randomized algorithm runs in time
Õ(m2+η+(1−α)β/(1+2β)kβ/(1+2β) poly(1/ε) + nm + nkω−1) and for k ≥ mα, the algorithm
runs in Õ(m2+η−αβ+ β

1+2β kβ poly(1/ε) + nm1−αβkβ + nkω−1) time.

Proof. First we note that

min
rank-k projections Q

∥A(I −Q)∥p
(p,r) = min

rank-k projections W
∥(I −W )A∥p

(p,r) = ∥A−Ak∥p
(p,r).

Let T be an SRHT matrix with O(ε−2m polylog(n)) rows. With a large probability, T is an
ε subspace embedding for the rowspace of matrix A. Then

(1− ε)AA⊤ ⪯ ATT ⊤A⊤ ⪯ (1 + ε)AA⊤

and further for all rank-k projections W ,

(1 − ε)(I − W )AA⊤(I − W ) ⪯ (I − W )AT T ⊤A⊤(I − W ) ⪯ (1 + ε)(I − W )AA⊤(I − W ).

We then have for all i that σi((I − W )AT ) = (
√

1± ε)σi((I − W )A). Therefore, ∥(I −
W )AT∥p

(p,r) = (1± ε)p/2∥(I −W )A∥p
(p,r) for all rank-k projections W . Let Algorithm 2 be

run on the matrix T ⊤A⊤ with rank parameter k and approximation parameter ε/pm. By
Theorem 5, we obtain a rank-k projection Ŵ satisfying

∥T ⊤A⊤(I − Ŵ )∥p ≤ (1 + ε/pm) min
rank-k projections W

∥T ⊤A⊤(I −W )∥p

Using, Lemma 6, we obtain that

∥T ⊤A⊤(I − Ŵ )∥p
(p,r) ≤ (1 + ε) min

rank-k projections W
∥T ⊤A⊤(I −W )∥p

(p,r).

By using the relation between ∥(I −W )AT∥p
(p,r) and ∥(I −W )A∥p

(p,r) for all projections W ,
we get

∥A⊤(I − Ŵ )∥p
(p,r) ≤

(1 + ε)p/2+1

(1− ε)p/2 min
rank-k projections W

∥A⊤(I −W )∥p
(p,r)

≤ (1 + O(εp))∥A−Ak∥p
(p,r).

Now, ∥A − A(ŴA)+(ŴA)∥p
(p,r) ≤ ∥A − ŴA∥p

(p,r) = ∥(I − Ŵ )A∥p
(p,r) ≤ (1 + O(εp))∥A −

Ak∥p
(p,r). Scaling ε, we obtain the result.

Runtime Analysis. The matrix AT can be computed in time O(mn log n). For constant
p, Algorithm 2 runs on the matrix T ⊤A in time Õ(m2+η+(1−α)β/(1+2β)kβ/(1+2β) poly(1/ε))
for k ≤ mα and in time Õ(m2+η−αβ+ β

1+2β kβ poly(1/ε)) for k ≥ mα. Finally, the rowspace of
Ŵ ⊤A can be computed in time O(nm + nkω−1) for k ≤ mα and O(nm1−αβkβ + nkω−1) for
k ≥ mα. ◀
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Using the above lemma, we can find a rank-k projection Q̂ that satisfies

∥SA(I − Q̂)∥p
(p,r) ≤ (1 + ε)∥A−Ak∥p

(p,r)

in time Õ((n1−2/p)2+η+(1−α)β/(1+2β) poly(1/ε) + n2) for constant k improving on the Õ(n2 +
(n(1−2/p))ω poly(1/ε)) running time of [9] for the current value of ω since 2 + (1−α)β

1+2β =
2 + ω−2

1+2β < ω if β ̸= 0. We thus have the following theorem.

▶ Theorem 8. Given a dense n × n matrix A, a constant rank parameter k

and any constant η > 0, there is a randomized algorithm that runs in time
Õ((n1−2/p)2+η+(1−α)β/(1+2β) poly(1/ε) + n2) and outputs a rank-k projection Q̂ that, with
probability ≥ 9/10, satisfies ∥A(I − Q̂)∥p

Sp
≤ (1 + ε)∥A−Ak∥p

Sp
.

For this algorithm, the crossover point is p̃ = 4(1+2β)
ω−2 + 2 i.e., only when p > p̃, Algorithm 2

is faster than the algorithm in the above theorem for constant k and ε. For current values of
ω, α, we have p̃ ≈ 22. In particular, for constant k and ε > n−cp , for p ≲ 22, the algorithm
has a time complexity of only Õ(n2).

5 Stability of LazySVD

5.1 Finite Precision Preliminaries
Following the presentation of [12], we say that a floating point machine has precision εmach if
it can perform computations to relative error εmach. More formally, let fl(x◦y) be the result of
the computation x◦y on the floating point machine where ◦ ∈ {+,−,×,÷}. We say that the
floating point machine has a precision εmach if for all x and y, fl(x ◦ y) = (1 + δ)(x ◦ y) where
|δ| ≤ εmach. Additionally, we also require fl(

√
x) = (1 + δ)

√
x for some δ with |δ| ≤ εmach.

Ignoring overflow or underflow, a machine which implements the IEEE floating point standard
with ≥ log2(1/εmach) bits of precision satisfies the above requirements (see [12, Section 5]).
Given matrices A and B with at most n rows and columns, we can compute a matrix C, on
a floating point machine, that satisfies ∥C −A ·B∥2 ≤ εmach poly(n)∥A∥2∥B∥2 by directly
computing Cij as fl(

∑
k AikBkj).

5.2 Stability Analysis

Algorithm 4 LazySVD [1].

Input: A positive semidefinite matrix M ∈ Rd×d, k ≤ d, ε, εpca, η

Output: Vectors v1, . . . , vk

1 M0 ←M and V0 ← []
2 for s = 1, . . . , k do
3 v′

s ← AppxPCAε/2,εpca,η/k(Ms−1)
4 vs ← (I − Vs−1V ⊤

s−1)v′
s/∥(I − Vs−1V ⊤

s−1)v′
s∥2

5 Vs ← [Vs−1 vs]
6 Ms ← (I − VsV ⊤

s )M(I − VsV ⊤
s ) // The matrix Ms is not computed as we

only need matrix vector products with Ms

7 return Vk

The LazySVD algorithm (Algorithm 4) of [1] crucially requires a routine called AppxPCA
that computes an approximation to the top eigen vector of the given positive semidefinite
matrix. While they use a particular AppxPCA algorithm in their results, any routine that
satisfies the following definition can be plugged into the LazySVD algorithm.
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▶ Definition 9 (AppxPCA). We say that an algorithm is AppxPCA with parameters ε, εpca and
η if given a positive semidefinite matrix M ∈ Rd×d with an orthonormal set of eigenvectors
u1, . . . , ud corresponding to eigenvalues λ1 ≥ · · · ≥ λd ≥ 0, the algorithm outputs a unit
vector w such that with probability ≥ 1− η,

∑
i∈[d]:λi≤(1−ε)λ1

⟨w, ui⟩2 ≤ εpca.

We now show that Lanczos algorithm can be used to stably compute a vector that satisfies
the AppxPCA guarantee.

▶ Lemma 10. If for any vector x, we can compute a vector y such that

∥y −Msx∥2 ≤ O(εmach poly(n)κ)∥Ms∥2∥x∥2

and if εmach ≤ poly(εpcaη/nκ), then we can compute a unit vector v such that
with probability ≥ 1 − η,

∑
i:λi(Ms)≤(1−ε)λ1(Ms)⟨v, ui(Ms)⟩2 ≤ ε. The algorithm uses

O( 1√
ε

poly(log(d/εηεpca))) matrix vector products with Ms.

Proof. Let z be a d dimensional random vector with each coordinate being an independent
Gaussian random variable. Let Ms =

∑
i λiuiu

⊤
i be the eigendecomposition. Let r be the

largest index such that λr ≥ (1− ε)λ1. Consider the vector Mq
s z for a q we choose later. We

have

y = Mq
s z =

d∑
i=1

λq
i ⟨ui, z⟩ui.

Consider ⟨u1, z⟩. By 2-stability of Gaussian random variables, ⟨u1, z⟩ ∼ N(0, ∥u1∥2
2) =

N(0, 1). Hence with probability 1 − η, |⟨u1, z⟩| ≥ η. We also have that with probability
≥ 1 − η, for all i = 1, . . . , d |⟨ui, z⟩| ≤ O(

√
log d/η). Condition on these events. Now,

∥y∥2
2 =

∑d
i=1 λ2q

i ⟨ui, z⟩2 ≥ λ2q
1 ⟨u1, z⟩2 ≥ λ2q

1 η2. Define ŷ = y/∥y∥2. Let i > r so that
λi < (1− ε)λ1 by definition of r. We have

|⟨ui, ŷ⟩| = |⟨ui, y⟩|
∥y∥2

≤ λq
i |⟨u1, z⟩|

λq
1η

≤
λq

i

√
log d/η

λq
1η

≤ (1− ε)q C
√

log d/η

η
.

If q ≥ Cε−1 log(d/εpcaη) for a large enough constant C, we get |⟨ui, ŷ⟩| ≤ poly(εpca/d). Thus,∑d
i=r+1 |⟨ui, ŷ⟩|2 ≤ poly(εpca).
Now define f(x) = xq so that f(Ms)z = y and define ρ = λ1/q. From [13, Chapter 3]

there is a polynomial p(x) of degree
√

2q log 1/γ such that for all x ∈ [−ρ, λ1 + ρ],

|p(x)− xq| ≤ eγλq
1.

As we can compute matrix-vector products with Ms up to an additive error of
O(εmach poly(n)κ), using Theorem 1 of [12] as long as εmach ≤ ε′ρ/(poly(n)κ∥Ms∥2) ≤
ε′/ poly(n)κ, we can compute a vector y′ on a floating point machine, using

√
2q log 1/γ

iterations such that

∥y− y′∥2 = ∥(Ms)qz− y′∥2 ≤ ((7eγ
√

2q log 1/γ)λq
1 + ε′λq

1)∥z∥2

≤ O(γ
√

2q log 1/γ + ε′)λq
1
√

d.

where we used that ∥z∥2 ≤ O(
√

d) with high probability. As ∥y∥2 ≥ λq
1η, we further obtain

that

∥y− y′∥2 ≤ O(γ
√

2q log 1/γ + ε′)
√

d∥y∥2/η.
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We set γ = poly(εpcaη/dq) and ε′ = poly(εpcaη/d) to obtain that ∥y − y′∥2 ≤
poly(εpca/d)∥y∥2. Thus,

∥ŷ− y′/∥y′∥2∥2 ≤ ∥y/∥y∥2 − y′/∥y′∥2∥2 ≤ poly(εpca/d).

On a floating point machine, we can normalize the vector y′ to obtain a vector ŷ′ such that
∥ŷ′∥2 = (1± εmach poly(d)) and ∥ŷ′ − y′/∥y′∥2∥2 ≤ εmach poly(d). By triangle inequality, we
then obtain ∥ŷ− ŷ′∥2 ≤ poly(ε/d) + εmach poly(d). Finally, for i > r

|⟨ui, ŷ′⟩| ≤ |⟨ui, ŷ⟩|+ ∥ŷ− ŷ′∥2 ≤ poly(εpca/d) + εmach poly(d)

which then implies that as long as εmach ≤ poly(εpca/d), we get
∑d

i=r+1⟨ui, ŷ⟩2 ≤ poly(εpca).
Thus, we overall obtain that if εmach ≤ poly(εpcaη/dκ), we can obtain a vector ŷ′

by running the Lanczos method for O( 1√
ε

poly(log(d/εpcaηε))) iterations such that with
probability ≥ 1− η, ∥ŷ′∥2 = (1± εmach poly(d)) and∑

i:λi(Ms)≤(1−ε)λ1(Ms)

⟨ŷ′, ui⟩2 ≤ εpca.

Overall, the algorithm uses O( 1√
ε

poly(log(d/εηε))) matrix vector products with Ms and
uses an additional O( d√

ε
poly(log(d/εpcaηε))) floating point operations. ◀

Finally, we modify the LazySVD algorithm (see Algorithm 5) to make it more stable when
implemented on a floating point machine. The modification preserves the semantics of the
algorithm in the real number model while allowing the stability analysis to go through. For
the matrices that we need to run the routine AppxPCA on, we show that we can compute very
accurate matrix-vector products so that the Lanczos algorithm can be used to approximate
the top eigenvector to obtain the following theorem:

▶ Theorem 11. Given an n× d matrix A with condition number κ(A) = σ1(A)/σk+1(A),
an accuracy parameter ε, a rank parameter k and probability parameter η, if εmach ≤
poly(εη/nκ(A)), there is an algorithm that outputs a d× k matrix Vk such that κ(Vk) ≤ 4
and for all p ∈ [2,∞],

∥A(I − Projcolspace(Vk))∥Sp ≤ (1 + O(ε))∥A−Ak∥Sp

and runs in time O( nnz(A)k√
ε

poly(log(dκ(A)/εη)) + d poly(k, log(dk/ηε))).

Algorithm 5 Modified LazySVD.

Input: A positive semidefinite matrix M ∈ Rd×d, k ≤ d, ε, εpca, η

Output: Vectors v′
1, . . . , v′

k

1 M0 ←M and V0 ← []
2 for s = 1, . . . , k do
3 v′

s ← AppxPCAε,εpca,η/k((I − Projcolspace(Vs−1))M(I − Projcolspace(Vs−1)))
4 Vs ← [Vs−1 v′

s]
5 return Vk

For convenience, we denote any algorithm that satisfies Definition 9 as AppxPCAε,εpca,η. We
abuse notation and say that if a unit vector w satisfies

∑
i∈[d]:λi(M)≤(1−ε)λ1(M)⟨w, ui(M)⟩2 ≤

εpca, then “w is AppxPCAε,εpca
(M)”.
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In [1], the authors show that if εpca = poly(ε, 1/d, λk+1/λ1), then with probability ≥ 1−η

(union bounding over the success of all k calls to the AppxPCA routine), the orthonormal
matrix Vk output by Algorithm 4 satisfies
1. ∥(I − VkV ⊤

k )M(I − VkV ⊤
k )∥2 ≤ λk+1(M)

(1−ε) ,
2. (1− ε)λk(M) ≤ v⊤

k Mvk ≤ 1
1−ε λk(M) and

3. for every p ≥ 1, ∥(I − VkV ⊤
k )M(I − VkV ⊤

k )∥Sp
≤ (1 + O(ε))(

∑d
i=k+1 λp

i )1/p.

Since, the modified algorithm (Algorithm 5) has the same semantics as Algorithm 4, the
properties 1 and 3 continue to hold for the modified LazySVD algorithm.

The advantage of the modification is that given any vector x, we can compute (I −
Projcolspace(Vs

))x very accurately on a floating point machine using stable algorithms for the
least squares problem, thereby obtaining a vector y on a floating point machine that is a
very good approximation to Msx = (I − Projcolspace(Vs))M((I − Projcolspace(Vs)))x for any
given x. Below we have a result that states the stability of solving the Least Squares problem
on a floating point machine.

▶ Theorem 12 (Theorem 19.1 of [15]). The algorithm for solving the least squares problem
minx ∥Ax − b∥2

2 using Householder triangulation is backwards stable in the sense that the
solution x̃ satisfies

∥(A + δA)x̃− b∥2
2 = min

x
∥(A + δA)x− b∥2

2

for some matrix δA satisfying ∥δA∥2 ≤ O(εmach∥A∥2).

Let x∗ = A+b and from the above theorem, we have x̃ = (A + δA)+b. Assuming εmach ≤
1/2κ(A), we have A + δA is full rank and therefore (A + δA)+ = ((A + δA)⊤(A + δA))−1(A +
δA)⊤ using which we obtain that ∥Ax̃ − Ax∗∥2 ≤ O(εmach poly(κ(A))∥b∥2). Note that
Ax∗ = Projcolspace(A)b. Thus, given a matrix A and a vector x, we can compute a vector y

on a floating point machine such that ∥y − Projcolspace(A)x∥2 ≤ O(εmach poly(κ(A), d)∥x∥2).
Finally, we can compute another vector y′ satisfying ∥y′ − (I − Projcolspace(A))x∥2 ≤

O(εmach poly(κ(A), d)∥x∥2). Thus, given any vector x, if operations are computed using
machine precision εmach and if we assume that for any arbitrary vector x, we can compute a
vector y satisfying ∥y −Mx∥2 ≤ εM∥M∥2∥x∥2, then given any vector x, we can compute
a vector y on a floating point machine satisfying ∥y −Msx∥2 ≤ O(εmach poly(κ(Vs), d) +
εM )∥M∥2∥x∥2.

We now bound κ(Vs). Assume that the vector v′
s satisfies ∥v′

s∥2 = (1± poly(d)εmach). If
the vector v′

s is AppxPCAε,εpca
(Ms−1), then

∥Projcolspace(Vs−1)v
′
s∥2

2 ≤
∑

i∈[d]:λi(Ms−1)≤(1−ε)λ1(Ms−1)

⟨v′
s, ui(Ms)⟩2 ≤ εpca

where the first inequality follows from the fact that colspace(Vs−1) is spanned by the
eigenvectors of Ms−1 corresponding to zero eigenvalues. Using the above inequality, we can
upper bound σmax(Vs) and lower bound σmin(Vs).

▶ Lemma 13. Suppose Vs−1 is a d × (s − 1) matrix such that σmax(Vs−1) = αs−1 and
σmin(Vs−1) = βs−1. Let v′

s be a vector with ∥v′
s∥2 = (1 ± poly(d)εmach) and satisfies

∥Projcolspace(Vs−1)v
′
s∥2

2 ≤ εpca. Let Vs = [Vs−1 v′
s]. Then σmax(Vs) ≤ max(σmax(Vs−1), 1 +

poly(d)εmach) +√εpca and

σmin(Vs) ≥
√

max(0, min(σmin(Vs−1)2, 1− poly(d)εmach)− σmax(Vs−1)√εpca).
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Proof. Let Q be an orthonormal basis for the column space of Vs−1 and let Vs−1 = QR for
a matrix R with σmax(R) = σmax(Vs−1) = αs−1 and σmin(R) = σmin(Vs−1) = βs−1. We have
that ∥Q⊤v′

s∥2
2 = ∥QQ⊤v′

s∥2
2 = ∥Projcolspace(Vs−1)v

′
s∥2

2 ≤ εpca. Let x ∈ Rs be an arbitrary unit
vector. Let x1 ∈ Rs−1 and x2 ∈ R be such that x = (x1, x2). Now,

∥Vsx∥2
2 = ∥QRx1 + v′

sx2∥2
2 = ∥Rx1∥2

2 + x2
2∥v′

s∥2
2 + (2x2)x⊤

1 R⊤Q⊤v′
s

≤ α2
s−1∥x1∥2

2 + (1 + poly(d)εmach)x2
2 + (2|x2|)αs−1∥x1∥2

√
εpca

≤ max(α2
s−1, 1 + poly(d)εmach) + αs−1

√
εpca(∥x1∥2

2 + |x2|2)

which implies that ∥Vs∥2 ≤ max(αs−1, 1 + poly(d)εmach) +√εpca. Similarly,

∥Vsx∥2
2 = ∥QRx1 + v′

sx2∥2
2 = ∥Rx1∥2

2 + x2
2∥v′

s∥2
2 + (2x2)x⊤

1 R⊤Q⊤v′
s

≥ β2
s−1∥x1∥2

2 + (1− poly(d)εmach)x2
2 − 2|x2|∥x1∥2αs−1

√
εpca

≥ min(β2
s−1, 1− poly(d)εmach)− αs−1

√
εpca.

Hence, σmin(Vs) ≥
√

max(0, min(σmin(Vs−1)2, 1− poly(d)εmach)− σmax(Vs−1)√εpca). ◀

Conditioned on the event that ∥Projcolspace(Vs−1)v
′
s∥2

2 ≤ εpca and ∥v′
s∥2

2 = (1± poly(d)εmach)
for all s = 1, . . . , k, from the above lemma, we obtain that ∥Vs∥2 ≤ 1+poly(d)εmach +k

√
εpca.

If εpca ≤ 1/ poly(k) and εmach ≤ 1/ poly(d), then ∥Vs∥2 ≤ 2 for all s = 1, . . . , k which in turn
implies that for all s = 1, . . . , k, σmin(Vs) ≥

√
1− poly(d)εmach − 2k

√
εpca ≥ 1/2 assuming

εpca ≤ 1/ poly(k) and εmach ≤ 1/ poly(d).
Hence, κ(Vs) ≤ 4 for all s = 1, . . . , k in Algorithm 5 conditioned on the success of all the

calls to AppxPCA. Thus, we can assume that given any vector x, we can compute a vector
y on a floating point computer with precision εmach ≤ 1/ poly(d) such that ∥y −Msx∥2 ≤
O(εmach poly(d) + εM )∥M∥2∥x∥2.

Let A ∈ Rn×d be an arbitrary matrix with n ≥ d. Define M = A⊤A to be a d ×
d matrix. Given any vector x, we can compute a vector y satisfying ∥A⊤Ax − y∥2 ≤
O(εmach poly(n)∥A∥2

2∥x∥2). As ∥A∥2
2 = ∥M∥2, we thus have that for any x, we can compute

y satisfying O(εmachine poly(d)∥M∥2∥x∥2). Thus, εM as defined above can be taken as
εmach poly(d). Let κ = λ1(M)/λk+1(M). By definition of eigenvalues, for any matrix V with
at most k columns, we have ∥(I − Projcolspace(V ))M(I − Projcolspace(V )))∥2 ≥ λk+1. Hence
for all s = 1, . . . , k, ∥Ms∥2 ≥ ∥M∥2/κ. Thus, given any vector x, we can compute a vector y

satisfying ∥y −Msx∥2 ≤ O(εmach poly(n)κ)∥Ms∥2∥x∥2.

Finally, we have the main theorem showing the stability of the LazySVD algorithm.

Proof of Theorem 11. Note that the algorithm in Lemma 10 satisfies the AppxPCAε,εpca,η

definition. Thus, if εpca ≤ poly(ε/dκ), by Theorem 4.1 of [1], Algorithm 5 when run on
the d × d matrix A⊤A outputs a matrix Vk such that with probability ≥ 1 − η, ∥(I −
Projcolspace(Vk))A⊤A(I − Projcolspace(Vk))∥2 ≤ 1

1−ε σk+1(A)2 and for all p′ ≥ 1,

∥(I − Projcolspace(Vk))A⊤A(I − Projcolspace(Vk))∥Sp′ ≤ (1 + O(ε))(
d∑

i=k+1
σi(A)2p′

)1/p′
.

Thus, we have ∥A(I − Projcolspace(Vk))∥2 ≤ (1 + O(ε))σk+1(A) and using the fact that
∥A⊤A∥p

Sp
= ∥A∥2p

S2p
, for all p ≥ 2, ∥A(I − Projcolspace(Vk))∥Sp ≤ (1 + O(ε))∥A − Ak∥p. We

additionally have κ(Vk) ≤ 4 from Lemma 13.
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Runtime Analysis. In each iteration of Algorithm 5, we require O(ε−1/2 poly(log(dκ/ηε)))
matrix vector products with the matrices A and A⊤. For iterations s = 1, . . . , k, we solve
O(ε−1/2 poly(log(dκ/ηε))) least squares problems on a fixed d× s matrix and different label
vectors. Thus, the overall time complexity of the algorithm is

O

(
nnz(A)k√

ε
poly(log(dκ/ηε)) + d poly(k, log(dκ/ηε))

)
. ◀
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A Time Complexity of SVD in the Real RAM model

Consider an m× n matrix A where m ≤ n. We can compute the matrix M = A⊤A in time
O(nmω−1), where ω is the matrix multiplication exponent. Using the eigendecomposition
algorithm of [3], we can then compute a matrix V and a diagonal matrix D satisfying
∥M − V DV −1∥2 ≤ ∥M∥2/ poly(n) in time Õ(mω). Although the matrix M is symmetric,
the matrix V output by the algorithm may not be orthonormal. In the real RAM model, we
can perform the following changes to their algorithm:
1. The Ginibre perturbation step is replaced with the symmetric Gaussian Orthogonal

Ensemble perturbation as mentioned in Remark 6.1 of [3].
2. In step 5 of the algorithm EIG in [3], after computing the orthonormal matrices Q̃+

and Q̃−, we modify Q̃− to an orthonormal basis of the column space of the matrix
(I − Q̃+Q̃⊤

+)Q̃−. This ensures that Q̃⊤
+Q̃− = 0, while preserving the properties of Q̃−

guaranteed by the algorithm DEFLATE. Note that the matrix Q̃− can be updated in time
Õ(nω) in the real RAM model.

Thus, the algorithm of [3] can be used to compute an orthonormal matrix V and a diagonal
matrix D such that ∥M − V DV ⊤∥2 ≤ ∥M∥2/ poly(n) in Õ(nmω−1) time in the real RAM
model.

If we define U = AV · D−1/2, then U, D1/2, V ⊤ is an approximate singular value de-
composition of the matrix A, where the matrices U, V are orthonormal up to a 1/ poly(n)
error. Since the matrix AV can be computed in Õ(nmω−1), we obtain that SVD of a well
conditioned matrix can be computed in Õ(nmω−1) time.

B An Experiment

We consider multiplying an n × n matrix with an n × d matrix while varying d. We set
n = 10,000 and vary d to take values in the interval [10, 100]. If td is the median amount of
time (over 5 repetitions) to compute the product of an n×n matrix with an n×d matrix, we
obtain a color map (Figure 1) of the values (j/i)/(tj/ti) for j ≥ i. If (j/i)/(tj/ti) is large then
tj is much smaller than ti(j/i) which is what we would expect if the matrix-multiplication
time scales linearly with the dimension.

The experiment was performed using NumPy on a machine with 2 cores. We see that fixing
an i, as we increase j, tj becomes smaller compared to ti · (j/i). Hence, it is advantageous
to run with larger block sizes if it means that it reduces the number of iterations for which
the smaller block size is to be run. In the proof of Theorem 5, we see that if we increase the
larger block to 4 times the original, then the number of iterations the smaller block size is to
be run decreases to 0.5x the original. Based on the characteristics of the machine, we can
obtain significant improvements over the parameters obtained by optimizing for matrix-vector
products.

https://doi.org/10.48550/arXiv.2311.10459
https://doi.org/10.48550/arXiv.2311.10459
https://doi.org/10.1137/1.9780898719574
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Figure 1 Color Map of (j/i)/(tj/ti).
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take exponential time to mix. Our techniques involve showing spectral independence in the fixed-
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states in the Ising model with external field on random regular graphs.
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1 Introduction

The Ising model on a finite graph G = (V, E) is the following probability distribution on
Ω = {+1, −1}V :

µG,β,λ(σ) = λ|σ|+
eβmG(σ)

ZG(β, λ) (1)

where |σ|+ = |{σ−1(+1)}| is the number of vertices assigned a +1 spin under σ which we call
the size of σ, and mG(σ) is the number of monochromatic edges in G under the 2-coloring
given by σ ∈ Ω. The measure µG,β,λ is called the Gibbs measure on G with inverse temperature
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56:2 Fast and Slow Mixing of the Kawasaki Dynamics

β ≥ 0 and external field λ ≥ 0. The normalizing constant ZG(β, λ) =
∑

σ∈Ω λ|σ|+
eβmG(σ)

is the partition function of the Ising model. Throughout this paper, we focus on the
ferromagnetic case, β ≥ 0, in which agreeing spins on edges are preferred.

Spin models on graphs are the source of many interesting computational problems.
Questions about the tractability of approximate counting (estimating the partition function)
and approximate sampling (from the Gibbs distribution) are studied extensively.

In the case of the ferromagnetic Ising model, Jerrum and Sinclair [35] showed that there
is a polynomial-time approximation algorithm on all graphs at all temperatures, and Randall
and Wilson [42] gave an efficient sampling algorithm.

In other cases, such as the anti-ferromagnetic Ising model (β < 0) and the hard-core model
of weighted independent sets, approximate counting and sampling can be computationally
hard (e.g., no polynomial-time algorithm exists unless NP=RP). For the class G∆ of graphs
of maximum degree ∆, these two models exhibit computational thresholds: as the activity or
external field parameter λ varies, there is a sharp threshold between tractability (efficient
approximate counting and sampling) and intractability (NP-hardness) [28, 46–48]. Moreover,
the critical value λc = λc(∆, β) is the phase transition point of the corresponding model on
the infinite ∆-regular tree T∆ (more precisely, it is the threshold for the uniqueness of Gibbs
measure on T∆, a notion which we discuss shortly). Thus there is a remarkable connection
between computational thresholds and statistical physics phase transitions. Even further,
the threshold λc has recently been shown to be a dynamical threshold: it is the threshold
for rapid mixing of the Glauber dynamics, a natural Markov chain for sampling from spin
models like the Ising or hard-core models, on graphs in G∆ [2, 15,41,48]. So in these cases,
three different thresholds (computational, dynamical, uniqueness on the tree) coincide.

A very similar picture has emerged for the model of a uniformly random independent set
of a given size. For the class of graphs G∆, there is a critical density αc(∆) so that if α < αc,
there are efficient algorithms to approximately count and sample independent sets of density
α, while if α > αc no such algorithms exist unless NP=RP [22]. Jain, Michelen, Pham, and
Vuong [33] recently proved that this computational threshold αc also marks the dynamical
threshold – for α < αc, the natural “down-up” random walk on independent sets of a given
size mixes rapidly. The threshold αc(∆) is closely connected to a uniqueness threshold on
the tree: it is the smallest expected density of an independent set in the hard-core model on
G ∈ G∆ at activity λc(∆).

Returning to the ferromagnetic Ising model (β ≥ 0), the picture is fundamentally different
and not completely understood. While there is no computational threshold (there are efficient
algorithms for all parameters) one can still ask about the relationship between uniqueness
and dynamical thresholds. The natural dynamics in this setting are the Glauber dynamics,
a Markov chain on the state space Ω with stationary distribution µG,β,λ which at each
step chooses a uniformly random vertex and updates its spin according to the conditional
distribution given the spins of its neighbors. For the case λ = 1 (“no external field”) the
dynamical threshold has been identified, and it coincides with the uniqueness threshold. For
∆ ≥ 3, let the critical inverse temperature of the Ising model on T∆ be denoted by

βu(∆) := ln
(

∆
∆ − 2

)
.

The value βu(∆) is the Gibbs uniqueness threshold for the Ising model (with λ = 1) on T∆
(see e.g. [6] and below in Section 2.1 for a precise definition). Mossel and Sly [40] proved that
for 0 ≤ β < βu and any λ, the Glauber dynamics are rapidly mixing for any G ∈ G∆. This
threshold in β is sharp due to the analysis of the random ∆-regular graph in [23, 31]: for
β > βu and λ = 1, the Glauber dynamics for the Ising model take exponential time to mix.
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For general λ ≥ 0, in the regime β > βu, the threshold landscape is not as well understood.
Note that the model is symmetric around λ = 1 by swapping the role of + and − spins and
so for each threshold, its inverse is also a threshold; for clarity we will define thresholds for
the case λ ≥ 1. Let λu(∆, β) be the Gibbs uniqueness threshold of the ferromagnetic Ising
model on T∆; that is, λu is the smallest λ0 ≥ 1 so that there is a unique Gibbs measure for
the Ising model on T∆ with inverse temperature β and external field λ, for all λ > λ0 (again
see [6] and Section 2.1 for details). The value of λu can be given implicitly as the solution to
an equation involving ∆, β, and λ. Unlike in the above mentioned examples, while λu marks
a phase transition on the tree, it does not mark a computational transition (since sampling
from the ferromagnetic Ising model is tractable on all graphs and all parameters) and it has
not been established as a dynamical threshold (though this also has not been ruled out).
Below in Theorem 2 we show that the worst-case mixing time of Glauber dynamics over G∆
is exponential when | log λ| < log λu.

The complementary result (fast mixing of the Glauber dynamics for G ∈ G∆ when
| log λ| > log λu) is not known to hold. Instead, sufficient conditions for fast mixing have
been given that require λ to be somewhat larger than λu. An interesting insight is that
upper bounds on the dynamical threshold are often connected to zero-freeness of the map
λ 7→ ZG(β, λ) considered as a complex polynomial. Throughout this paper, we particularly
focus on the analytic threshold λa(∆, β), defined by the following requirement: for all G ∈ G∆,
every compact D ⊂ (λa(∆, β), ∞) and every partial spin assignment τU : U → {−1, +1},
U ⊂ V it holds that ZτU

G (β, λ) (the partition function restricted to configurations that are
consistent with τU ) is non-zero for all λ in some uniform complex neighborhood of D. A
formal definition of λa is given in Section 2.5. In contrast to the uniqueness threshold,
λa(∆, β) has not been determined. It is known that λa(∆, β) ≥ λu(∆, β) and the best known
upper bound is

λa(∆, β) ≤ min
{

(∆ − 2)e2β − ∆
eβ(2−∆) , eβ∆

}
=: λ̄a . (2)

The first expression in the minimum of (2) was proven by Shao and Sun [44], and the second
bound of eβ∆ (which is smaller than the first expression for ∆ ≥ 4 and β large enough) was
proven by Shao and Ye [45].

It turns out that this analytic threshold λa is closely related to the dynamical threshold.
More precisely, Chen, Liu, and Vigoda [17] proved that the first bound in (2) can be
used to define a regime in which the ferromagnetic Ising model satisfies ℓ∞-independence
(see Section 2.4), a stronger version of spectral independence that implies rapid mixing of
Glauber dynamics. Their derivation of the threshold used techniques similar to those of
Shao and Sun [44] which resulted in coinciding bounds, but a more systematic connection
was provided by Chen, Liu and Vigoda in [16]. They showed that for a broad class of spin
systems, sufficiently strong zero-freeness assumptions imply ℓ∞-independence. With small
adjustments, we use their technique to argue that the ferromagnetic Ising model satisfies
ℓ∞-independence for all | log λ| > log λa(∆, β) (see Theorem 22).

The main focus of this paper is on dynamical thresholds of the fixed-magnetization Ising
model with inverse temperature β and magnetization η. The magnetization (per vertex) of

an Ising configuration σ is η(σ) :=
∑

v∈V (G)
σv

|V (G)| . A configuration σ of magnetization η has
size (number of +1 spins) exactly k = ⌊n η+1

2 ⌋. We denote by Ωk the configurations of size k.
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56:4 Fast and Slow Mixing of the Kawasaki Dynamics

The fixed-magnetization Ising model with inverse temperature β ≥ 0 and magnetization
η ∈ [−1, 1] is then a probability distribution defined similarly to (1) but on Ωk, where
k = ⌊n η+1

2 ⌋, as

µ̂G,β,η(σ) = eβmG(σ)

ẐG,η(β)
,

where

ẐG,η(β) =
∑

σ∈Ωk

eβmG(σ)

is the fixed-magnetization partition function. Here we use floors to avoid restricting to values
of η where n η+1

2 is an integer. The distribution µ̂G,β,η is exactly that of µG,β,λ conditioned
on the event {σ ∈ Ωk}. Note that the external field plays no role in the fixed-magnetization
model since λ|σ|+ is constant on Ωk.

In statistical physics, the fixed-magnetization Ising model is the canonical ensemble while
the Ising model is the grand canonical ensemble. The fixed-magnetization model on lattices
is studied in, e.g., [13, 24], where interesting geometric behavior is described; the behavior of
the Kawasaki dynamics (the natural analogue of Glauber dynamics) on Zd has been studied
extensively in, e.g., [9–11, 38]. Here we focus on dynamical behavior over the class of all
graphs of maximum degree ∆.

To understand algorithmic and dynamical thresholds in the fixed-magnetization Ising
model, we need to define some further parameters. The mean magnetization of the + measure
on T∆ (explained in detail in Section 2.1) is

η+
∆,β,λ := tanh (L∗ + artanh(tanh(L∗) tanh(β/2)))

where L∗ is the largest solution to

L = log(λ) + (∆ − 1)artanh(tanh(L) tanh(β/2)) .

We are specifically interested in the following three quantities:

ηc(∆, β) = η+
∆,β,1 ηu(∆, β) = η+

∆,β,λu
ηa(∆, β) = η+

∆,β,λa
.

For β > βu, we have 0 < ηc < ηu ≤ ηa. It is not known if the last inequality is strict or not
(just as it is not known if λa = λu).

Carlson, Davies, Kolla, and Perkins [12] showed recently that the fixed-magnetization
Ising model exhibits quite different algorithmic behavior than the Ising model: it exhibits
a computational threshold. In particular, for β < βu and any η, as well as for β > βu and
|η| > ηc, there are efficient approximate counting and sampling algorithms for the Ising
model at fixed mean magnetization η on G∆, while for β > βu and |η| < ηc, there are no
such algorithms unless NP=RP. Thus βu and ηc mark the computational threshold in the
fixed-magnetization Ising model.

Here we study dynamical thresholds for the fixed-magnetization Ising model on G∆.
Given a distribution, one candidate for an efficient approximate sampling algorithm is a
Markov chain whose stationary distribution is our target distribution, but the efficiency of
this algorithm depends on the mixing time. Recall that the mixing time of a Markov chain is
the number of steps, in the worst-case over initial distribution, required for a Markov chain
to reach 1/4 total variation distance of its stationary distribution (see Section 2.4 for a formal
definition). As mentioned above, the natural dynamics associated to the fixed-magnetization
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Ising model are the Kawasaki dynamics, which is a reversible Markov chain on Ωk. At each
step of the chain, a +1 vertex and a −1 vertex are chosen uniformly at random and have
their spins swapped with a probability depending on the ratio of the Ising probabilities of the
two configurations. This is sometimes referred to as the global Kawasaki dynamics, whereas
the local Kawasaki dynamics restrict to swapping spins of neighboring vertices.

Our main contributions concern the mixing time of the Kawasaki dynamics. Taking
∥µ − ν∥TV := supA∈A |µ(A) − ν(A)| to be the total variation distance between probability
distributions µ and ν on a probability space (Ω, A), the mixing time of a Markov chain on Ω
that has transition matrix P and stationary distribution π is

τmix := inf
{

t : max
x∈Ω

∥P t(x, ·) − π∥TV ≤ 1
4

}
.

Resolving one conjecture of Carlson, Davies, Kolla, and Perkins and disproving another
(part (i) and (ii) respectively of [12, Conjecture 1]), we establish thresholds in the mean
magnetization for fast and slow mixing of the Kawasaki dynamics on G∆.

▶ Theorem 1. For the Kawasaki dynamics, the following two statements hold:
(1) If 0 ≤ β < βu or if β > βu and |η| > ηa, then the Kawasaki dynamics for µ̂G,β,η have

mixing time O(|V (G)|2) for all G ∈ G∆.
(2) There exists a sequence of graphs Gn ∈ G∆ with |V (Gn)| → ∞ such that for β > βu and

|η| < ηu, the Kawasaki dynamics for µ̂G,β,η have mixing time exp (Ω(|V (Gn)|)) on G.

Fast mixing of the dynamics for all η when β < βu was conjectured in [12]. The slow
mixing for some η > ηc disproves the conjecture from [12] asserting the coincidence of the
algorithmic and dynamical thresholds. If it were established that λa(∆, β) = λu(∆, β) then
Theorem 1 would give the sharp dynamical threshold for the fixed-magnetization model. It
is an interesting question to understand the dynamical threshold in both the Ising model
and fixed-magnetization Ising model if instead it holds that λu < λa.

0 0.4 0.8 1.2
0

0.2

0.4

0.6

0.8

1

β

η

η̄a

ηu

ηc

βu

Fast

Theorem 1, (1)

Slow

Theorem 1, (2)

Figure 1 Sketch of the phase space for the fixed-magnetization model on G∆ when ∆ = 4, where
η̄a = η∆,β,λ̄a

.

A diagram of the computational and dynamical thresholds for the fixed-magnetization
Ising model is given in Figure 1.
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56:6 Fast and Slow Mixing of the Kawasaki Dynamics

Towards the proof of Theorem 1,(2), we establish that the Glauber dynamics for the Ising
model on the random ∆-regular graph takes exponential time to mix when β > βu and λ is
in the non-uniqueness regime for T∆.

▶ Theorem 2. Fix ∆ ≥ 3, β > βu(∆), and | log λ| < log λu(∆, β). Let G be a uniformly
random ∆-regular graph on n vertices. Then with high probability as n → ∞, the mixing
time of the Glauber dynamics for the Ising model on G is eΘ(n).

This theorem complements the result of Can, van der Hofstad, and Kumagai [8] showing
that when | log λ| > log λu, with high probability over the random regular graph the mixing
time of the Glauber dynamics is O(n log n); they conjectured that the mixing time is
exponential when | log λ| < log λu, which Theorem 2 confirms.

Theorem 2 also fills in more of the picture for dynamical thresholds in the Ising model on
graphs in G∆; see Figure 2.

0 0.4 0.8 1.2 1.6 2
0
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6
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10
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log λ̄a

log λu

βu

Fast

Slow
Theorem 2

Figure 2 Sketch of the phase space for the Ising model Glauber dynamics on G∆ when ∆ = 4.

Before we give an overview of our proof techniques, we state some open questions. Our
first question is concerned with the relation between the analytic threshold and the uniqueness
threshold for the Ising model.

▶ Question 3. Does λa(∆, β) = λu(∆, β)?

If the answer is yes, then by the results above we would have a complete characterization of
the dynamical thresholds in the Ising and fixed magnetization Ising models on G∆.

Next we conjecture the following improvement of part (1) of Theorem 1.

▶ Conjecture 4. If 0 ≤ β < βu or if β > βu and |η| > ηa, then the Kawasaki dynamics for
µ̂G,β,η are optimally mixing: the mixing time is in O(|V (G)| · log(|V (G)|)) for all G ∈ G∆.

The analogous statement for independent sets is proved in [33] by proving a log-Sobolev
inequality for the down-up walk with constant Ω(1/n).

While we focus on global Kawasaki dynamics in this paper, we suggest that our results
also apply to the local dynamics. Note that for studying local Kawasaki dynamics, it makes
sense to assume that G is connected. In this case, we believe that a Markov chain comparison
argument as in [26] can be used to show that the mixing times of the local and global
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dynamics only differ by a polynomial factor. While our slow mixing result for the global
dynamics uses identical copies of disjoint random graphs, our arguments should still apply if
they are connected with a sparse set of edges. As a consequence, both slow and rapid mixing
from Theorem 1 would carry over. A full proof of this is left for future work.

1.1 Overview of Techniques
The proofs of Theorems 1 and 2 involve several different ingredients, including local central
limit theorems, spectral independence, and first- and second-moment methods for spin models
on random graph. We give an overview of the techniques here.

1.1.1 Fast Mixing
At a high level, the proof of Theorem 1, (1) follows the strategy used by Jain, Michelen,
Pham, and Vuong [33] to show fast mixing for the down-up walk on independent sets of
density less than αc(∆).

In order to derive an upper bound on the mixing time of the Kawasaki dynamics for the
fixed-magnetization Ising model, we prove that the spectral gap of the associated transition
matrix is bounded below by Ω(1/n). To achieve this, we study a related down-up Ising walk
on Ωk while arguing that the respective spectral gaps of the Kawasaki dynamics and the
down-up walk are within a constant factor of each other. This allows us to make use of recent
literature that relates the spectral gap of a down-up walk to spectral independence [1, 2, 14].

Informally speaking, spectral independence captures the idea that for most pairs of
vertices v, w ∈ V , the spins assigned to v and w by a random configuration from µ̂G,β,η are
almost independent. While spectral independence for the Ising model has been studied before
by Chen, Liu, and Vigoda [17], no comparable result exists for the fixed-magnetization model.
To derive the required spectral independence property, we follow an approach introduced
in [33] to analyze the down-up walk for fixed-size independent sets. The idea is to choose λ

such that a random configuration from µG,β,λ has expected magnetization per vertex close
to η. We then view µ̂G,β,η as µG,β,λ conditioned on the desired magnetization.

We use this perspective to show that µ̂G,β,η satisfies ℓ∞-independence as follows:
(1) An extremal combinatorics result on the magnetization of the Ising model from [12]

shows that for any G ∈ G∆, the value of λ that achieves expected magnetization η

satisfies | log λ| > log λa if |η| > ηa. This allows us to use an approach by Chen, Liu, and
Vigoda [16] to derive O(1)-ℓ∞-independence for the Ising model for all such λ based on
our zero-freeness assumption.

(2) We next show that the probability under µG,β,λ of drawing a configuration with exactly
the correct magnetization is sufficiently large, and that this probability does not change
significantly after conditioning on the spin of a vertex. For the former, a lower bound
of Θ(1/

√
n) can be derived from existing local central limit theorems for the expected

number of +1 spins [12]. For the latter, we perform a similar analysis to [33] and use an
Edgeworth expansion to prove that conditioning on the spin of a vertex changes this
probability by at most O(n−3/2). For both results it is crucial that the Ising model
satisfies sufficiently strong zero-freeness assumptions for all considered λ.

The above discussion indicates how we obtain spectral independence for µ̂G,β,η. The bulk
of our work comes from leveraging this to derive a lower bound on the spectral gap of the
down-up walk. This requires us to prove that spectral independence also holds when an
arbitrary vertex set U ⊂ V with |U | < k is fixed (or pinned) to have spin +1. Such pinnings
interfere with the proof strategy above for several reasons. First of all, pinning vertices to +1

APPROX/RANDOM 2024



56:8 Fast and Slow Mixing of the Kawasaki Dynamics

decreases the λ that we need to choose to obtain the desired magnetization η. In particular,
if we aim for η > ηa, this might cause the required value of λ to leave the regime in which
zero-freeness (and ℓ∞-independence) for the Ising model is guaranteed. We circumvent this
by observing that the Kawasaki dynamics is symmetric under swapping +1 and −1 spins.
Hence, it suffices to consider η < −ηa, and an application of the FKG inequality ensures that
we only need to consider λ < 1/λa(∆, β) for all relevant pinnings.

The second difficulty is that once the number of free vertices k − |U | becomes sub-linear
in n, both the local central limit theorem and the Edgeworth expansion can fail. Similar
to [33], we solve this issue by using the localization framework by Chen and Eldan [14], which
allows us to factorize the spectral gap of the down-up walk into the spectral gaps of two
Markov chains that are easier to analyze. The first chain is a generalization of the down-up
walk that updates Θ(n) vertices in each step, and we can analyze its spectral gap based on
the spectral independence result described above using the local-to-global framework for
local spectral expanders [1, 2, 15,17]. The second walk is a simple down-up walk but with
a set of vertices U ⊂ V pinned to +1. In particular, we need to show that there is some
α > 0 (depending on β and ∆) such that for k − |U | ≤ αn, the spectral gap of such a pinned
down-up walk is bounded below by Ω(1/n).

For bounding the spectral gap of the pinned walk, we use a coupling argument. Specifically,
we construct a suitable metric on the state space such that the distance between two coupled
copies of the Markov chain contracts in expectation in each step. For the independent set
model studied in [33], such a contracting coupling is well known, appearing in the original
“path coupling” paper of Bubley and Dyer [7]. In contrast, for the fixed-magnetization Ising
model, no such result exists, and the default choice of coupling (sometimes called the identity
coupling) and metric (the number of vertices on which both configurations differ) does not
exhibit the desired contraction. Roughly speaking, this is because the ferromagnetism can
cause certain types of disagreements to increase the probability that new disagreements are
created. We overcome this problem by studying a refined metric, which assigns different
weights to “good” and “bad” disagreements in a way that guarantees that distances under
this new metric decrease in expectation under the coupling, thus establishing the desired
bound on the spectral gap.

1.1.2 Slow Mixing
For the slow mixing results, we leverage the connection between the Ising model on the
infinite tree T∆ and the behavior of the model on a uniformly random ∆-regular graph. In
the relevant range of parameters (β > βu, 1 < λ < λu) there are two distinct Ising Gibbs
measures on T∆, the “plus measure” and the “minus measure.” On the random graph these
two Gibbs measures manifest themselves as a dominant and subdominant metastable state:
sets of configurations for which the Glauber dynamics take exponential time to escape from.
The existence of multiple metastable states immediately shows slow mixing of the Glauber
dynamics (Theorem 2), and we then use this to construct a graph on which the Kawasaki
dynamics is slow mixing, proving Theorem 1,(2).

To do this, we exhibit the existence of a bottleneck in the state space of the model on a
∆-regular graph H constructed as the disjoint union of several copies of a random ∆-regular
graph. We define two different subsets of configurations of the fixed-magnetization Ising
model on H: in the set of configurations S1, each copy of the random graph comprising H

has magnetization η; in the set S2, some copies have magnetization approximately η+ > η

and some copies have magnetization approximately η− < η (chosen in such a way that their
average is η). We then show that a third set S3 separates S1 and S2 (under single-step
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updates of the Kawasaki dynamics) and carries exponentially less probability mass in the
fixed-magnetization Ising model than either S1 or S2. Via a standard conductance argument
this proves exponentially slow mixing of the Kawasaki dynamics.

Bounds on the weights of the sets S1, S2, and S3 will follow from the existence of the
metastable states on the random graph. One metastable state consists of configurations with
magnetization close to η+

∆,β,λ and the other consists of configurations with magnetization
close to η−

∆,β,λ. That is, the two metastable states are in correspondence with the two distinct
extremal Gibbs measures on T∆ (which is why λ < λu is crucial).

Identifying the metastable states follows from determining which states (organized ac-
cording to their magnetizations) contribute significantly to the partition function ZG(β, λ)
of the Ising model on the random ∆-regular graph. A first guess about how much each
state contributes to ZG(β, λ) would be to take the expected contribution. The exponential
order of this expectation is captured by a function f∆,β,λ(η). From [29], we know that
the critical points of this function correspond to fixed points of a recursion on T∆, and
that the second-moment method can be used to lower bound the contribution of the state
with magnetization η, where η is the maximum of f∆,β,λ(η). This suffices to determine
the dominant state of the Ising model on the random graph (as was done in much greater
generality by Dembo and Montanari in [23]).

To identify subdominant metastable states, however, we need to analyze the contribution
of states with magnetization η when η is a local maximum of f∆,β,λ(η). For this we follow
the approach of [19] utilizing non-reconstruction in planted models. While their setting is
the q-state Potts model for q ≥ 3, many of their results can be translated to our context of
the external-field Ising model. We discuss their techniques in greater detail in Section 3.2
and in the full paper [36].

When we construct the graph H as the union of random graphs, we also must understand
how the behavior of the fixed-magnetization Ising model relates to that of the Ising model.
To do this, we give a new and simple argument in Section 3.2 to bound the probability of
hitting a given magnetization in the Ising model.

Interestingly, while the graph on which we show slow mixing is the union of random
regular graphs, the behavior of the Kawasaki dynamics on a single copy of the random
regular graph can be very different. Recently, Bauerschmidt, Bodineau, and Dagallier [4]
(see also [5]) showed that the local Kawasaki dynamics for the fixed-magnetization Ising
model mixes in time O(n log6 n) on random ∆-regular graphs at all magnetizations when
β < 1/(8

√
∆ − 1). In particular, when ∆ is sufficiently large this regime of fast mixing

includes parameters outside the tree uniqueness phase, i.e. inside the range of parameters
for which we prove exponentially-slow mixing in the worst case over graphs in G∆.

1.2 Outline
In Section 2, we collect preliminary results that will be used in our proofs. In Section 3 we
give a more detailed overview on our main steps for proving Theorem 1 and Theorem 2. In
particular, in Section 3.1, we discuss our fast-mixing result, Theorem 1,(1), and in Section 3.2
we discuss our slow-mixing results, Theorem 1,(2) and Theorem 2. All proofs and more
details can be found in the full version of the paper [36].

2 Preliminaries

Throughout the paper and unless otherwise stated, we will make the following assumptions:
∆ ≥ 3 is fixed, β ≥ 0, G = (V, E) ∈ G∆, and n = |V |.
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We will often switch between notation of η for the magnetization per vertex and k =
⌊ η+1

2 n⌋ for the number of +1 spins in such a configuration. We will thus abuse notation and
write µ̂G,β,k for µ̂G,β,η and ẐG,k(β) for ẐG,η(β) when it makes things more clear. We will
also on occasion drop G and β from the subscripts of our Gibbs measure notation as well as
the subscripts and argument of our partition function notation when G and β do not play a
role in the proofs.

2.1 Ising Model on the Infinite Tree
Let T∆ denote the infinite ∆-regular tree. Since it has infinitely many vertices, one cannot
define the Ising model on T∆ via (1). Instead, the Dobrushin-Lanford-Ruelle equations can
be used to define “infinite-volume Gibbs measures” for the Ising model and other spin models
on infinite graphs. This approach says that a probability measure µ on {±1}V (T∆) is a Gibbs
measure for the Ising model at inverse temperature β and external field λ if the conditional
measure on any finite set of vertices given a configuration on the complement is the Ising
model defined by (1) with the appropriate boundary conditions. See [30] for more details.

A main question about Gibbs measures on infinite graphs is whether for a given spe-
cification of parameters (i.e. β and λ in the Ising case) and a given infinite graph G there
is a unique Gibbs measure or multiple distinct Gibbs measures. The transition between
uniqueness and non-uniqueness as a parameter varies marks a phase transition.

Understanding uniqueness and non-uniqueness of the Ising model on T∆ is relatively
simple because of monotonicity and the FKG inequality. There are two extreme infinite-
volume Gibbs measures in the sense of maximizing or minimizing the probability that a fixed
vertex of T∆ gets a +1 spin: the “+ measure” on T∆ is the Gibbs measure realized by taking
a weak limit of finite-volume Gibbs measures on depth N truncations of T∆ with boundary
vertices assigned +1 spins; the “− measure” is the weak limit of finite-volume measures with
boundary vertices receiving −1 spins.

The quantities η+
∆,β,λ and η−

∆,β,λ are the respective expectations of σv (for any fixed v in
T∆) under these two Gibbs measures. The quantities can be calculated as solutions to fixed
point equations (see e.g. [6]), giving

η+
∆,β,λ = tanh (L∗ + artanh(tanh(L∗) tanh(β/2)))

where L∗ is the largest solution to

L = log(λ) + (∆ − 1)artanh(tanh(L) tanh(β/2)) .

The following proposition summarizes information about η+
∆,β,λ, η−

∆,β,λ and Gibbs unique-
ness that we will use (all follow from the results in [6]).

▶ Proposition 5. Fix ∆ ≥ 3.
There is uniqueness of Gibbs measure for the Ising model with parameters β, λ on T∆ if
and only if η+

∆,β,λ = η−
∆,β,λ.

For β ≤ βu(∆) = ln
(

∆
∆−2

)
, there is uniqueness for all λ.

For β > βu(∆) there is λu > 1 so that there is uniqueness if and only if | log λ| > log λu.
η+

∆,β,λ is continuous and strictly increasing in λ on the interval [1, ∞). In particular,
recall that ηc(∆, β) = η+

∆,β,1 and ηu(∆, β) = η+
∆,β,λu

; then for every η ∈ [ηc, ηu] there is
λ ∈ [1, λu] so that η+

∆,β,λ = η.

Finally, it will be important to bound the expected magnetization in the Ising model for
given β, λ and any G ∈ G∆. The bound is an extremal result proved in [12].
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▶ Theorem 6 ([12, Theorem 3]). For G ∈ G∆, λ ≥ 1, and β ≥ 0,

Eσ∼µG,β,λ
[η(σ)] ≤ η+

∆,β,λ .

2.2 Pinned Models
For the fast-mixing argument, we will frequently consider pinned versions of our models,
meaning conditioned on some subset of vertices having been assigned a particular spin. For
U ⊂ V , we call a function τU : U → {+1, −1} a pinning on U . We write ΩτU = {σ ∈ Ω |
∀u ∈ U : σ(u) = τU (u)} for the set of Ising configurations on G that agree with τU on U .
The Ising partition function with pinning τU is defined as

ZτU

G (β, λ) =
∑

σ∈ΩτU

λ|σ|+
eβmG(σ),

and the Ising model under pinning τU is defined by Gibbs measure

µτU

G,β,λ(σ) = 1σ∈ΩτU λ|σ|+
eβmG(σ)

ZτU

G (β, λ) .

Note that for λ > 0, it holds that µτU

β,λ is a well-defined probability distribution with support
ΩτU . We allow for the case U = ∅, which is equivalent to the unpinned Ising model. Often,
τU will be the constant +1 function on U , in which case we write ΩU , ZU

G and µU
β,λ.

Analogously to the Ising model, we will also impose pinnings on the fixed-magnetization
model. To this end, set ΩτU

k = {σ ∈ Ωk : ∀u ∈ U : σ(u) = τU (u)} and define the
fixed-magnetization partition function with pinning τU as

ẐτU

G,k(β) =
∑

σ∈ΩτU
k

eβmG(σ).

The fixed-magnetization Ising model under pinning τU is a probability measure with support
ΩτU

k defined by

µ̂τU

G,β,k(σ) =
1σ∈ΩτU

k
eβmG(σ)

ẐτU

G,k(β)
.

Throughout the paper, we assume |τU |+ ≤ k so that the expression above is well-defined. As
with the Ising model, we write ΩU

k , ẐU
G,k and µ̂U

G,β,k when τU is the constant +1 function.

2.3 Kawasaki Dynamics, Down-up Walk, and Glauber Dynamics
Here we formally define the three Markov chains that we will analyze. Our main object of
study is the Kawasaki dynamics for the fixed-magnetization Ising model. For this, we fix a
size k where 1 ≤ k ≤ |V | − 1.

▶ Definition 7 (Kawasaki dynamics). The Kawasaki dynamics on Ωk is a Markov chain
Kβ,k = (Xt)t≥0 given by the following update rule:
1. Pick u ∈ X−1

t (+1) and w ∈ X−1
t (−1) uniformly at random, and set X ∈ Ωk such that

X(v) = Xt(w), X(w) = Xt(v), and X(u) = Xt(u) for u ̸= v, w.
2. Set Xt+1 = X with probability min

{
1,

µ̂G,β,k(X)
µ̂G,β,k(Xt)

}
, and set Xt+1 = Xt otherwise.
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In other words, the Kawasaki dynamics chooses two vertices with opposite spins and
swaps their spins with probability proportional to the change in monochromatic edges.

For proving fast mixing of the Kawasaki dynamics, we use the down-up walk on the +1
spins as a proxy for our analysis. Here we will also need to consider the Markov chain under
plus pinnings.

▶ Definition 8 (Down-up walk with plus pinnings). For U ⊂ V and with |U | < k we define the
+1-down-up walk on ΩU

k as a Markov chain PU
β,k = (Yt)t≥0, given by the following update

rule:
1. Pick v ∈ Y −1

t (+1) \ U uniformly at random and set W = Y −1
t (+1) \ {v}.

2. Draw Yt+1 from µ̂W
G,β,k.

We write Pβ,k if U = ∅.

The following observation is easy to check.

▶ Observation 9. Kβ,k and Pβ,k are ergodic and reversible with respect to µ̂β,k. Moreover,
there is a constant C ≥ 1 that only depends on ∆ and β such that for all σ1 ̸= σ2

1
C

· Pβ,k(σ1, σ2) ≤ Kβ,k(σ1, σ2) ≤ C · Pβ,k(σ1, σ2).

Lastly, we also consider the Glauber dynamics for the Ising model.

▶ Definition 10 (Glauber dynamics). The Glauber dynamics on Ω is a Markov chain (Xt)t≥0,
given by the following update rule:
1. Pick v ∈ V (G) uniformly at random.
2. For u ̸= v, set Xt+1(u) = Xt(u), and sample Xt+1(v) from the marginal distribution at v

conditioned on Xt+1(N(v)).

2.4 Mixing Times

Our goal in analyzing the Kawasaki dynamics is to understand the mixing time of this
Markov chain. Given two probability distributions µ and ν on probability space (Ω, A), let

∥µ − ν∥TV := sup
A∈A

|µ(A) − ν(A)|

be the total variation distance between µ and ν. For a Markov chain on Ω with transition
matrix P and unique stationary distribution π, we may then define

d(t) := max
x∈Ω

∥P t(x, ·) − π∥TV.

▶ Definition 11. The mixing time is

τmix = inf
{

t : d(t) ≤ 1
4

}
.

See, e.g., [37] for background on Markov chains and mixing times. We use several different
techniques to analyze the mixing time of the Kawasaki dynamics, which we now describe.
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2.4.1 Upper Bounds on Mixing Time
A common way to upper-bound the mixing time of a reversible Markov chain P is by lower-
bounding its spectral gap, which can be defined via the following variational characterization.

▶ Definition 12. Let P be a transition matrix that is reversible with respect to π. We denote
by gap(P ) the spectral gap (or Poincaré constant) of P , which is defined as the largest
constant γ such that γVarπ(f) ≤ EP (f, f) for any function f : Ω → R, where Varπ(f) is the
variance of f with respect to π and EP is the Dirichlet form of P , given by

EP (f, g) = 1
2

∑
x,y∈Ω

(f(x) − f(y))(g(x) − g(y))P (x, y)π(x) f, g : Ω → R.

Using this characterization of the spectral gap, we have the following observation.

▶ Observation 13. Suppose P1 and P2 are transition matrices that are both reversible with
respect to π. If there are constants α1, α2 > 0 such that α1 ·P1(x, y) ≤ P2(x, y) ≤ α2 ·P1(x, y)
for all x ̸= y, then α1 · gap(P1) ≤ gap(P2) ≤ α2 · gap(P1).

On account of Observation 9, this allows us to study the spectral gap of the down-up walk
Pβ,k instead of the Kawasaki dynamics Kβ,k.

An upper bound on the mixing time of an ergodic, reversible Markov chain with transition
matrix P can be obtained from its spectral gap via the following standard relationship
(see [37, Theorem 12.4]):

τmix ≤ gap(P )−1 · log
(

4
minx∈Ω π(x)

)
.

There are various ways to obtain bounds on the spectral gap of a Markov chain, one of
which is to construct a contracting coupling. For a transition matrix P , we say that a Markov
chain (Xt, Yt)t≥0 on Ω × Ω is a coupling of P with itself if each of the marginal processes
(Xt)t≥0 and (Yt)t≥0 is a Markov chain with transition matrix P . We use this notion to bound
the spectral gap.

▶ Theorem 14 ([37, Theorem 13.1]). Suppose Ω is finite and let (Xt, Yt)t≥0 be a coupling
of P with itself. If there is a constant c > 0 and a function ρ : Ω × Ω → R≥0 such that
ρ(x, y) = 0 if and only if x = y, and for all t ∈ Z≥0 it holds that

E[ρ(Xt+1, Yt+1) | Xt, Yt] ≤ (1 − c)ρ(Xt, Yt),

then the spectral gap of P is at least c.

We will use Theorem 14 to show that the down-up walk PU
β,k has a spectral gap of Ω(1/k)

whenever k − |U | ≤ αn for some α depending on ∆ and β. In particular, by the symmetry
of the Kawasaki dynamics under swapping all spins, this proves a spectral gap of Ω(1/k) for
Kβ,k if k ≤ αn or k ≥ (1 − α)n, but it does not cover the full regime of Theorem 1,(1).

To prove the full result of Theorem 1,(1), we prove that µ̂U
β,k satisfies spectral independence

for suitable k ∈ N and sets U ⊂ V . Spectral independence is a property of the stationary
distribution π of a Markov chain, and it was recently used to bound the spectral gap and
prove rapid mixing of various chains [1,2,14,15,17,33]. For the following discussion of spectral
independence, we restrict ourselves to distributions on Ω = 2V where V is some finite set
(e.g., the vertices of a graph). Note that this encompasses both the fixed-magnetization Ising
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56:14 Fast and Slow Mixing of the Kawasaki Dynamics

model as well as the Ising model, by associating S ∈ Ω with the Ising configuration that maps
all vertices in S to +1. In this setting, we adopt the following notation: for a distribution π

on Ω, a subset S drawn from π, and v ∈ V , we write π(v) for the probability that v ∈ S and
π(v) for the probability that v /∈ S. We extend this to conditional probabilities, writing for
example π(v | u) for the probability that v ∈ S given u /∈ S.

▶ Definition 15. The influence matrix of a distribution π on 2V is the matrix Mπ ∈ Rn×n

with entries

Mπ[u, v] =
{

0 if π(u) = 0
π(v | u) − π(v) otherwise

Using this definition of Mπ, the definition of spectral independence of π is as follows.

▶ Definition 16. A probability distribution π on 2V is called C-spectrally independent (for
C ≥ 0) if the largest eigenvalue of Mπ is at most C.

Since directly bounding the largest eigenvalue of Mπ is usually challenging, a common
approach is to bound the ℓ∞-norm of Mπ instead. This leads to the stronger notion of
ℓ∞-independence.

▶ Definition 17. A probability distribution π on 2V is C-ℓ∞-independent (for C ≥ 0) if

∥Mπ∥∞ := max
u∈V

∑
v∈V

|Mπ[u, v]|

is at most C.

▶ Remark 18. There are various definitions of the pairwise influence matrix in the literature
[2,15,17]. For spin systems with two possible states for each vertex (such as the Ising model),
pairwise influence is commonly defined as Mπ[u, v] = π(v | u) − π(v | u). However, note that
switching between the two definitions only changes the spectral radius by some constant
factor, provided that π(v) is uniformly bounded away from 0 and 1. Since this is the case
for the Ising model, given that λ > 0, existing spectral independence results such as [17]
carry over to our definition. Moreover, Definition 15 is arguably more natural for canonical
ensembles, such as the fixed-magnetization Ising model, as it relates more directly to local
spectral expansion of the associated simplicial complex (see [36] for details).

There are different ways to derive bounds on the spectral gap of a Markov chain from
spectral independence. The most popular approach is the use of local-to-global theorems,
which are applicable whenever the Markov chain in question can be represented as a down-up
walk on a suitable weighted simplicial complex [1, 2, 15,17]. Local-to-global theorems allow
us to express the spectral gap of the down-up walk in terms of spectral gaps of local walks
on the complex, which can then be related to the spectrum of the pairwise influence matrix.

A more recent framework was introduced by Chen and Eldan [14] and uses localization
schemes. A localization scheme maps a probability distribution π on Ω to a localization
process – a random sequence of probability measures that interpolates between π and a
random Dirac measure. Via the localization process, a localization scheme gives rise to a
Markov chain with stationary distribution π. Provided that the localization process exhibits
a property called “approximate conservation of variance,” this can be used to bound the
spectral gap of the associated Markov chain. For a broad class of localization schemes,
approximate conservation of variance follows if all measures along the localization process
exhibit spectral independence. Since we are studying the fixed-magnetization Ising model, we
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are particularly concerned with distributions π on Ωk. In this setting, the canonical choice
for a localization scheme is the subset simplicial-complex localization (see [14, Example 5]),
and the natural associated Markov chain is the down-up walk Pβ,k.

The main difficulty in applying the above frameworks in our setting is that they usually
assume O(1)-spectral independence of the pinned distributions µ̂U

β,k for all U ⊂ V with
0 ≤ |U | ≤ k − 1. Unfortunately, we will not be able to derive spectral independence for all
such U . Moreover, for the localization framework, it is not clear if the subset simplicial-
complex localization allows us to derive approximate conservation of variance from spectral
independence. To overcome these difficulties, we use an argument similar to that of Jain,
Michelen, Pham and Vuong [33]. We combine the techniques above as follows: first, we use
a localization scheme to show that for any ℓ ≤ k − 1, the spectral gap of Pβ,k is bounded
below by the product of the spectral gap of the pinned down-up walk PU

β,k for any U ⊂ V

with |U | = ℓ and the spectral gap of the (k, ℓ)-down-up walk, a modified version of Pβ,k that
resamples k − ℓ plus spins in each step. Choosing ℓ such that k − ℓ ≤ αn for some suitable
α > 0, we can use a coupling argument as discussed before to show that gap(PU

β,k) ∈ Ω(1/k)
for every U ⊂ V with |U | = ℓ. To lower-bound the spectral gap of the (k, ℓ)-down-up walk,
we use a local-to-global theorem by Chen, Liu and Vigoda [15]. This only requires us to
show that µ̂W

β,k satisfies O(1)-spectral independence for all W ⊂ V with k − |W | ≥ α′n for
some 0 < α′ < α. The range of k for which we can show this O(1)-spectral independence
leads to the magnetization range given in Theorem 1,(1).

2.4.2 Lower Bounds on Mixing Time

To prove slow mixing, we exhibit the existence of a bottleneck in the state space, a set of
configurations which separates two parts of the state space and carries an exponentially
smaller probability in the stationary distribution than either of the two parts. The following
lemma captures a simple form of this argument, often phrased in terms of conductance, for
proving lower bounds on the mixing times of Markov chains.

▶ Lemma 19. Let (Xt)t≥0 be a Markov chain on the state space Ω with stationary distribution
π. Suppose there exists disjoint sets S1, S2, S3 ⊂ Ω so that the following hold:

For the chain to pass from S2 to S1 it must pass through S3;
π(S1) ≥ π(S2)
π(S3) ≤ e−Ω(n)π(S2).

Then the mixing time of the chain (Xt) is exp(Ω(n)).

The statement is an immediate corollary of, e.g., [25, Claim 2.3].
To prove Theorem 2, we define S1, S2, S3 to be sets of configurations with certain

magnetizations. S1 will be those configurations whose magnetization per vertex is close to
that of the plus measure on T∆ (when λ > 1); S2 will be those whose magnetization per vertex
is close to that of the minus measure; and S3 will be configurations whose magnetization is
just larger than that of S2.

To prove Theorem 1,(2), we consider a graph H made up of disjoint copies of a random
regular graph. We define S1 to be the set of configurations with magnetization η on each copy;
S2 will be a set of configurations with magnetization η+ on some copies and η− on others,
for η− < η < η+, such that the overall magnetization is η. Again S3 will be a neighborhood
of S2. In both cases, the main work will be in verifying the conditions of Lemma 19.
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2.5 Thresholds for Zero-Freeness and Spectral Independence
The definition of λa(∆, β) is based on viewing the Ising partition function as a polynomial in
the (complex) variable λ. We write N (z, δ) for the open ball of radius δ > 0 around z ∈ C.

▶ Definition 20 (Absolute zero-freeness). Given β ≥ 0, ∆ ∈ N, λ > 0 and δ > 0, we say that
the Ising model is absolutely δ-zero-free at activity λ if for all graphs G ∈ G∆, all pinnings
τU with U ⊆ V and all λ′ ∈ N (λ, δ) it holds that ZτU

G (β, λ′) ̸= 0.

We now define λa(∆, β) as follows.

▶ Definition 21. For ∆ ∈ N and β ≥ βu(∆) we set λa(∆, β) to be the smallest λa ≥ 1 such
that for every compact set D ⊂ (λa, ∞) there is some δ > 0 such that for all λ ∈ D the Ising
model is absolutely δ-zero-free at λ.

An important implication of absolute zero-freeness is given in the following theorem. Its
proof follows a similar argument to those in [16] while using the ferromagnetism of the model
and Montel’s theorem (see [49]) to avoid the requirement of multivariate zero-freeness. The
proof can be found in the full version of the paper [36].

▶ Theorem 22. Fix β ≥ 0 and ∆ ∈ N. Let D ⊂ R>0 be compact and assume there is some
δ > 0 such that the ferromagnetic Ising model is absolutely δ-zero-free at every λ ∈ D. Then,
there is some constant C > 0, only depending on D, λ, β and ∆, such that for all λ ∈ D,
G ∈ G∆ and all pinnings τU it holds that µ̂τU

G,β,λ is C-ℓ∞-independent.

3 Main Statements and Proof Structure

We briefly state the most important steps for showing Theorem 1. All proofs and intermediate
steps are omitted and can be found in the full version of the paper [36].

3.1 Rapid Mixing
We start with discussing our proof of the rapid mixing result in part (1) of Theorem 1. The
structure of the entire proof is illustrated in Figure 3.
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All results in this subsection are given in the context of the following assumptions.

▶ Condition 23.
1. Let β ≥ 0, and let D ⊂ R>0 be compact such that there is some δ > 0 for which the Ising

model is absolutely δ-zero-free for all λ ∈ D. Further, let λ ∈ D.
2. Let α ∈ [0, 1), let U ⊂ V with |U | ≤ αn and let τU be a pinning of U .
3. Let σ ∼ µτU

β,λ and let X = |σ|+.

Our first step is to show that zero-freeness implies a strengthened version of a local central
limit theorem for X via Edgeworth expansion. Using similar arguments as Jain, Michelen,
Pham and Vuong [33] for the hard-core model, we obtain the following result.

▶ Theorem 24. Suppose Condition 23 holds. Let d ∈ N and let ℓ ∈ R such that E[X] + ℓ ∈
Z≥0. Set s =

√
Var(X) and βj = κj(X)

j!sj for all j ∈ N, and write Hk(·) for the kth Hermite
polynomial. It holds that

µτU

β,λ(X − E[X] = ℓ) = e− ℓ2
2s2

√
2πs

1 +
∑
r≥3

Hr(ℓ/s)
∑

k3,...,k2d+1

2d+1∏
j=3

β
kj

j

kj !

 + O
(
n−d

)
where the inner sum is over tuples k3, . . . , k2d+1 ∈ Z≥0 such that

∑
j kj · j = r and

∑
j kj ·

j−2
2 ≤ d, and the implied constants depend only on ∆, β, δ, D, d and α.

Our next ingredient is to use zero-freeness to obtain a stability result for the cumulants
of X under adding vertices to the pinning. Writing κj(X) for the jth cumulant of X, we
have the following statement.

▶ Lemma 25. Suppose Condition 23 holds. Let v ∈ V \ U , and let τU ,+++v denote the pinning
on U ∪ {v} that maps v to +1 and all other vertices u ∈ U to τU (u). Let X+ = |σ′|+ for
σ′ ∼ µτU ,+++v

β,λ . For all j ∈ N it holds that |κj(X+) − κj(X)| = O(1) with implied constants
only depending on ∆, β, δ, D and j.

The analog of Lemma 25 for the hard-core model was proven in [33]. However, their arguments
are tailored to the hard-core model and do not apply in our setting. Instead, we provide a
more general argument based on an application of Montel’s theorem that is inspired by [43].

Using Theorem 24 and Lemma 25, we get the following stability result for the probability
of having exactly k vertices assigned to +1.

▶ Lemma 26. Suppose Condition 23 holds and assume further that |U | + 1 ≤ αn. Let
k ∈ Z≥0 be such that |E[X] − k| ≤ L for some L ∈ R≥0. For all v ∈ V \ U it holds that

µτU

β,λ(X = k) = Θ(n−1/2), (3)∣∣∣µτU

β,λ(X = k) − µτU

β,λ(X = k | σ(v) = +1)
∣∣∣ = O(n−3/2) (4)

with implied constants depending only on ∆, β, δ, D, L and α.

Next, recall that by Theorem 22 zero-freeness implies ℓ∞-independence for the ferromag-
netic Ising model. Combining this with Lemma 26 for a suitable λ, we get the following
ℓ∞-independence result for the fixed magnetization model.

▶ Theorem 27. Assume 0 ≤ β < βu(∆) and γ ∈ (0, 1/2], or β ≥ βu(∆) and γ ∈ (0, 1−ηa

2 )
for ηa = ηa(∆, β). For all k := γn ∈ N, all α ∈ [0, γ) and U ⊂ V with |U | ≤ αn it holds that
µ̂U

β,k is C-ℓ∞-independent for a constant C depending only on ∆, β, γ and α.
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Using Theorem 27, we can apply a local-to-global theorem from [15] to show that for every
k − ℓ ∈ Θ(n) the spectral gap of the (k, ℓ)-down-up walk is in Ω(1). However, to get the
desired spectral gap for Pβ,k (and Kβ,k), we require one last ingredient, which is to show
that the spectral gap of the pinned down-up walk PU

β,k is in Ω(1/n) whenever k = γn and
U ⊂ V are such that k − |U | is small enough.

In the setting of fixed-size independent sets studied in [33], such a result was previously
known due to Theorem 14 and a path coupling by Bubley and Dyer [7]. In contrast, a
straightforward application of path coupling with the Hamming metric does not work in our
setting. Instead, we introduce a modified metric on the state space that takes into account
how likely a disagreement is to spread, which allows us to prove the following result.

▶ Lemma 28. Let G ∈ G∆ with n sufficiently large. There exists some α = α(∆, β) > 0
such that for all 0 < k ≤ n/2 and all U ⊂ V with 0 < k − |U | ≤ αn it holds that PU

β,k has
spectral gap Ω(1/k) with constants depending on β and ∆.

We can now proceed to sketch our proof of the rapid mixing part of Theorem 1. We first
note that the Kawasaki dynamics Markov chain is invariant under swapping all spins (i.e. the
mapping σ 7→ −σ), allowing us to focus on k ≤ n/2 (or equivalently the magnetization regime
η ≤ 0). Moreover, by Observation 9 it suffices to prove the desired spectral gap for the down-
up walk Pβ,k for the respective values of k. Using a localization schmeme, we argue that the
spectral gap of Pβ,k is bounded below by the product of infU∈(V

ℓ ) gap(PU
β,k) and the spectral

gap of the (k, ℓ)-down-up walk. By Lemma 28, we know that infU∈(V
ℓ ) gap(PU

β,k) ∈ Ω(1/k)
whenever ℓ is such that k − ℓ ≤ αn for some α = α(∆, β) > 0. Moreover, by Theorem 27 and
a local-to-global theorem from [15], we can derive a Ω(1) spectral gap for the (k, ℓ)-down-up
walk. Combining both concludes our rapid mixing proof.

3.2 Metastability and Slow Mixing
In this section we prove slow-mixing results for both the Ising Glauber dynamics and fixed
magnetization Kawasaki dynamics when β > βu(∆) and | log λ| < log λu and |η| < ηu

respectively. The structure of the proof is illustrated below in Figure 4.

Non-uniqueness on T∆
// Metastability on

random graphs
//

��

Slow mixing of
Kawasaki dynamics

Slow mixing of
Glauber dynamics

Figure 4 The structure of the slow mixing proof.

Note. As in the previous section, both perspectives of fixed magnetization per vertex η and
fixed size k will be useful in our arguments. We will use ZG,η(β, λ) (where we sometimes
drop the parameters β and λ for convenience) to denote the contribution to the Ising model
partition function ZG(β, λ) from configurations of magnetization η. The notation ZG,k(β, λ)
will mean the contributions to ZG(β, λ) from configurations of size k. When k = ⌊n η+1

2 ⌋, we
have ZG,η = ZG,k and will use the notations interchangeably.
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Our goal is to understand how configurations of different magnetizations typically con-
tribute to the partition function ZG(β, λ) when G is a random ∆-regular graph. To start, we
shift to a slightly different model called the configuration model, which we will denote G. To
generate a graph from this model for a given ∆ and n, take ∆ copies of [n] and a uniformly
random perfect matching on the ∆n vertices, and then identify the copies corresponding
to the same vertex. This gives a random ∆-regular multigraph, and it is well-known that
properties holding with high probability for the configuration model also hold with high
probability for the uniform random ∆-regular graph when ∆ is constant [34].

We say the model has multiple metastable states if the function limn→∞
1
nE log ZG,η(β, λ)

has more than one local maximum as η varies. A first attempt at understanding this
phenomenon would be to look at the first moment, and understand the local maxima of

f∆,β,λ(η) := lim
n→∞

1
n

logEZG,η(β, λ) (5)

as a function of η (with the crucial distinction between the two functions being the interchange
of the expectation and logarithm).

Using computations similar to those found in [18, 19, 29], we can derive an expression
for f∆,β,λ(η). We then proceed by studying the the maxima of f∆,β,λ(η) as a one-variable
function with respect to η. By a result in [29] (following [27,41]), we know that the critical
points of f∆,β,λ(η) correspond exactly to fixed points of the tree recursion for the Ising model
on T∆, which are the solutions to the equation

R = λ(Reβ + 1)∆−1

(R + eβ)∆−1 . (6)

▶ Theorem 29 ([29, Theorem 9, Lemma 11]). There is a 1-to-1 correspondence between the
fixed points of the tree recursion given in (6) and the critical points of f∆,β,λ(η). Moreover,
the stable fixed points of the tree recursion given in (6) are in 1-to-1 correspondence with
Hessian local maxima of f∆,β,λ(η).

Recall that a fixed point is stable if the absolute value of the derivative at that point is less
than 1. A local maximum is a Hessian local maximum if the Hessian is negative definite at
that point. In particular, as our functions are univariate (after fixing ∆, β, λ), this is simply
saying that the second derivative is negative which implies the existence of a local maximum.

For the above theorem to be useful, we need to understand the solutions of (6).

▶ Proposition 30. For β > βu, the following hold:
(1) If | log λ| > log λu, then (6) has a unique fixed point. It is stable and hence corresponds

to the global maximizer of f∆,β,λ. This maximizer is η+
∆,β,λ = η−

∆,β,λ.
(2) If | log λ| = log λu, then (6) has two distinct fixed points, one of which is stable and

corresponds to the global maximizer of f∆,β,λ. The other corresponds to an inflection
point of f∆,β,λ.

(3) If | log λ| < log λu, then (6) has three distinct fixed points. The largest and the smallest
are both stable, corresponding to the only two local maxima of f∆,β,λ. When λ > 1,
η+

∆,β,λ is the unique global maximizer; when λ < 1, η−
∆,β,λ is the unique global maximizer;

when λ = 1 then η+
∆,β,λ, η−

∆,β,λ are both global maximizers.

Portions of this statement have been shown in, for example, [29, 30, 32], and we give a
complete proof in [36]. An illustration of f∆,β,λ(η) is given in Figure 5; the left plot appears
for λ > λu (Case 1 above) and the right plot appears for 1 < λ < λu (Case 3 above).
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Figure 5 Sketch of the function f∆,β,λ(η) for ∆ = 4, β = ln(2) + 0.1, and
(left) λ = 1.08, (right) λ = 1.01.

While the behavior described in part (3) suggests metastability, Proposition 30 is only
about the expected partition function, and we will need to show that multiple local maxima
exist with high probability over the random graph. This will involve showing a lower bound
on the partition function at the two local maxima and and upper bound everywhere else.

Via Markov’s inequality, the next statement gives a high probability approximate upper
bound on ZG,η(λ).

▶ Lemma 31. Fix β ≥ 0, λ > 0. With probability 1 − o(1) over the random ∆-regular graph
G on n vertices, it holds for every η that

ZG,η(λ) ≤ n2 · EZG,η(λ) .

We further prove lower bounds on ZG,η for values of η which are local maxima. For a
global maximum, this was proved in [29] via the second moment method.

▶ Theorem 32 ([29, Theorem 8]). Fix λ > 0 and suppose that η is a global maximizer of
f∆,β,λ. With probability 1 − o(1) over the random ∆-regular graph G on n vertices,

ZG,η(λ) ≥ 1
n
EZG,η(λ) .

We prove the following corresponding statement for the local maximizers.

▶ Proposition 33. Fix λ > 0 and suppose that η is a local maximizer of f∆,β,λ. For any
ζ > 0, with probability 1 − o(1) over the random ∆-regular graph G on n vertices,

ZG,η(λ) ≥ e−ζnE[ZG,η(λ)] .

The proof of Proposition 33 follows the template of Coja-Oghlan, Galanis, Goldberg, Ravelo-
manana, Štefankovič, and Vigoda [19] in proving metastability in the zero-field ferromagnetic
Potts model (which in turn used ideas from [3,21]). The argument involves various techniques
such as studying the planted model, Nishimori identities [20], and non-reconstruction of
broadcasting processes [19, 29, 39], and it is presented in the full paper [36]. We can now
sketch the proofs of our slow mixing results.

Slow mixing of Glauber Dynamics

We start with sketching our proof of Theorem 2. Let β > βu(∆), λ ∈ [1, λu), and G ∼ G.
Let η = η+

∆,β,λ, the mean magnetization of the root of T∆ under the + boundary conditions
with external field λ, and let η− = η−

∆,β,λ, the same but under the − boundary conditions.



A. Kuchukova, M. Pappik, W. Perkins, and C. Yap 56:21

As η and η− are global and local maximizers of f∆,β,λ, there are ϵ > 0 and δ > 0 so that:
1. E[ZG,η′(λ)] ≤ e−δnE[ZG,η(λ)] for all η′ such that |η′ − η| > ϵ.
2. E[ZG,η′(λ)] ≤ e−δnE[ZG,η−(λ)] for all η′ such that |η′ − η−| ∈ (ϵ, 2ϵ).

Next, we sketch how we construct the configuration sets S1, S2, S3 for applying Lemma 19,
where we assume here for simplicity that the magnetization η can actually be realized on G.
For ϵ > 0 as above, we set:

S1 : configurations with magnetization η

S2 : configurations with magnetization in [η− − ϵ, η− + ϵ]
S3 : configurations with magnetization in [η− − 2ϵ, η− − ϵ) ∪ (η− + ϵ, η− + 2ϵ].

First, note that the Glauber dynamics starting in S2 must pass through S3 to reach S1.
Abbreviating µG,β,λ as µ, we can use Lemma 31,Theorem 32 and Property 1 from above
to show that µ(S2) < µ(S1) a.a.s. over G. Similarly, using Proposition 30, Property 2 and
Proposition 33 yields µ(S3) ≤ e−Ω(n)µ(S2) a.a.s. Hence, applying Lemma 19, we conclude
that the mixing time of Glauber dynamics on G is exp(Ω(n)).

Slow Mixing of the Kawasaki Dynamics

We proceed with sketching the proof of part (2) of Theorem 1. Let β > βu(∆). We consider
a graph H consisting of m identical copies G1, G2, . . . Gm of a random ∆-regular graph G

from G, where is m is determined later based on η. We will separately consider the cases of
|η| ∈ (ηc, ηu) and |η| ≤ ηc, and assume without loss of generality that η > 0.

We start with the case η ∈ (ηc, ηu). By Proposition 5, there exists λη ∈ (1, λu) such that
η = η+

∆,β,λη
. For λ+ ∈ (λη, λu), set η+ = η+

∆,β,λ+
and η− = η−

∆,β,λ+
. In particular, note that

we may choose λ+ such that there are m, ℓ ∈ N with ℓ < m and mη = ℓη+ + (m − ℓ)η−,
where m is used for constructing H. Further, observe that η is the global maximizer of
f∆,β,λη

and that η+ and η− are the global and local maximizers of f∆,β,λ+ . Hence, there are
ϵ > 0 and δ > 0 so that:
1. E[ZG,η′(λη)] ≤ e−δnE[ZG,η(λη)] for all η′ such that |η′ − η| > ϵ.
2. E[ZG,η′(λ+)] ≤ e−δnE[ZG,η+(λ+)] for all η′ such that |η′ − η+| ∈ (ϵ, 2ϵ).
3. E[ZG,η′(λ+)] ≤ e−δnE[ZG,η−(λ+)] for all η′ such that |η′ − η−| ∈ (ϵ, 2ϵ).

As for proving slow mixing of Glauber dynamics, we aim for applying Lemma 19. To sketch
the construction of S1, S2, S3, we again assume here for simplicity that a magnetization
of η can be realized on each subgraph Gi. Given a configuration, we write ηGi

for the
magnetization on subgraph Gi. We then take the following subsets of configurations on H

with overall magnetization η:

S1 : ηGi
= η for all 1 ≤ i ≤ m,

S2 : ηGi
∈ [η+ − ϵ, η+ + ϵ] for all i ≤ ℓ and ηGi

∈ [η− − ϵ, η− + ϵ] for all i > ℓ,

S3 : ηGi
∈ [η+ − 2ϵ, η+ + ϵ] for all i ≤ ℓ and ηGi

∈ [η− − ϵ, η− + 2ϵ] for all i > ℓ, and
there exists i ≤ ℓ with ηGi ∈ [η+ − 2ϵ, η+ − ϵ] or i > ℓ with ηGi ∈ [η− + ϵ, η− + 2ϵ].

Note that the Kawasaki dynamics have to pass through S3 to get from S2 to S1. Moreover,
abbreviating µ̂H,β,k as µ̂, we can use Theorem 32, Lemma 31 and Property 1 to show that
µ̂(S1) ≥ µ̂(S2), and we can use Lemma 31, Properties 2 and 3, Theorem 32 and Proposition 33
to show that µ̂(S3) ≤ e−Θ(n)µ̂(S2) a.s.s. Hence, applying Lemma 19, we conclude that the
mixing time of Kawasaki dynamics on H is exp(Ω(n)).
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In the case that 0 < η ≤ ηc, we require a slightly different argument since we cannot apply
Proposition 5 to η. Instead, we argue that for all η ∈ (0, ηc] we can choose δ′ > 0 sufficiently
small such that for all η+ ∈ (ηc, ηc + δ′) and η− = η−

∆,β,λη+
it holds that η− < η < η+. In

particular, we may choose η+ such that mη = ℓη+ + (m − ℓ)η− for some m, ℓ ∈ N, ℓ < m.
We then define S1, S2, S3 (again with some slight simplification here) by

S1 : ηGi
∈ [η− − ϵ, η− + ϵ] for all i ≤ m − ℓ and ηGi

∈ [η+ − ϵ, η+ + ϵ] else,

S2 : ηGi
∈ [η+ − ϵ, η+ + ϵ] for all i ≤ ℓ and ηGi

∈ [η− − ϵ, η− + ϵ] else,

S3 : ηGi
∈ [η+ − 2ϵ, η+ + ϵ] for all i ≤ ℓ and ηGi

∈ [η− − ϵ, η− + 2ϵ] else, and there
exists i ≤ ℓ with ηGi ∈ [η+ − 2ϵ, η+ − ϵ] or i > ℓ with ηGi ∈ [η− + ϵ, η− + 2ϵ].

By symmetry, we have µ̂(S1) = µ̂(S2) and by the same arguments as before it holds that
µ̂(S3) ≤ e−Θ(n)µ̂(S2). Applying Lemma 19 then gives the desired result.
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Abstract
We introduce a novel concept termed “stochastic distance” for property testing. Diverging from
the traditional definition of distance, where a distance t implies that there exist t edges that can
be added to ensure a graph possesses a certain property (such as k-edge-connectivity), our new
notion implies that there is a high probability that adding t random edges will endow the graph with
the desired property. While formulating testers based on this new distance proves challenging in a
sequential environment, it is much easier in a distributed setting. Taking k-edge-connectivity as a
case study, we design ultra-fast testing algorithms in the CONGEST model. Our introduction of
stochastic distance offers a more natural fit for the distributed setting, providing a promising avenue
for future research in emerging models of computation.
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1 Introduction

Property testing has become a major focus in computational research over the years. One of
the main goals in this field is to quickly determine if a given structure has a specific property
or is far from having it. Traditionally, this “distance” from a property has been defined using
the Hamming distance, which counts the number of changes needed to give the structure
the desired property. But a question arises: Is this the best way to measure distance in all
situations, especially in emerging models of computation?

Consider the following motivating example. Distributed dynamic systems, such as peer-
to-peer networks, frequently experience changes in their structure as nodes (clients) join or
depart and edges may experience failures. For the sake of resilience against failures, it is
imperative for these systems to maintain a topology with certain advantageous features, like
k-edge-connectivity1. However, maintaining this throughout the evolution of the network

1 Going forward we simply write k-connectivity.
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may require resource-intensive corrections, which ideally should be minimized. Still, it might
be the case that some topologies are “easy” to correct, in the sense that simply adding a small
number of random edges to the graph will make the network topology k-connected. This
can be seen as a “low-cost” fixing operation, compared to executing an elaborate algorithm
that guarantees k-connectivity for every topology. A question arises: can we detect these
easy-to-fix topologies fast?

We take a first step in addressing the above and introduce a new distance measure which
we call stochastic distance. That is, we say that a graph G = (V, E) is t-stochastically-close
to a property P if it holds with high probability (w.h.p)2 that adding (roughly) t random
edges to G will make it have property P. Intuitively, the Hamming distance metric can be
seen as asking whether the input graph is close to at least one graph instance that has a
desired property, while our new distance measure asks whether the graph is close to many
instances that have the property.

To exemplify the usefulness of our new distance measure, we take the property of k-
connectivity as a case study. This is an extremely desirable graph property in the distributed
setting, as it guarantees that the system remains connected even under several edge failures.
In Section 3 we note that the simple case of connectivity already becomes hard to test in
the sequential setting. However, using the distributed power of the system we can design
extremely fast distributed testers for both connectivity and k-connectivity.

1.1 Our model and results
In the distributed setting, a network of nodes, which is represented by a communication
graph G = (V, E), aims to solve some graph problem with respect to G. Every node in G

has unique ID of O(log n) bits. Computation proceeds in synchronous rounds, in each of
which every vertex can send a message to each of its neighbors. The running time of the
algorithm is measured as the number of communication rounds it takes to finish. Our results
hold for the CONGEST model of distributed computation, where messages are limited to
O(log n) bits (where n = |V |).

A distributed 1-sided tester [5] for a property P (or simply a tester) has the following
guarantee. If the graph G has the property, then all nodes accept. If the graph is ϵ-far
from having the property, then with probability larger than 2/3 at least one node rejects.
This definition remains the same for both the Hamming distance metric and our stochastic
distance measure.

Note that ϵ ∈ (0, 1) indicates the distance from the property relative to the number of
edges in the graph (i.e., ϵ|E| in the general model) or to the possible number of edges in the
graph (i.e., ϵ

(
n
2
)

in the dense model). In our model every non-edge is added with probability
t/(

(
n
2
)

− |E|) (see Section 2 for an exact definition), therefore it is more natural to use t ∈ N
as the distance parameter rather than ϵ. That is, our testers decide whether the graph has a
certain property or if it is t-far from it. We state and prove the following two theorems3:

▶ Theorem 1. There exists a deterministic algorithm in the CONGEST model, that for a
parameter s ∈ N runs in O(s) rounds and distinguishes whether the graph G is connected, or
is Ω((n log n)/s)-stochastically-far.

2 With probability at least 1−n−c for some constant c > 1. The choice of c does not affect the asymptotics
of our results.

3 Where Õ subsumes factors logarithmic in n.
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▶ Theorem 2. There exists a randomized algorithm in the CONGEST model, that for
a parameter s ∈ N runs in Õ(s4) rounds and distinguishes w.h.p whether the graph G is
k-connected, or is Ω((kn log n)/s)-stochastically-far from being one.

Intuitively, the above states that the more random edges are added the easier it is to
check if the graph will become k-connected or not. That is, if s ≈ kn log n then checking
whether a constant number of random edges will make the graph k-connected is as hard as
checking if the graph is connected, which requires traversing the entire graph. If s = O(1),
then so many edges are added that the graph almost surely becomes k-connected. Our results
provide a smooth transition between these two cases.

Related work

In (non-distributed) property testing, the objective is to devise algorithms that can distinguish
between graphs satisfying a property P and graphs that are ϵ-far from having the property
with a high probability. Testing connectivity properties in the bounded-degree model, where
we have query access to the input graph via a list of incidence lists, has been extensively
studied, including k-connectivity [13, 21, 17], k-vertex-connectivity [22, 17], (k, l)-sparsity [14]
and supermodular-cut conditions [19].

The first distributed property testing algorithm was due to [3]. A thorough study of
distributed property testing was initiated in [5]. This was followed by a long line of work,
presenting new and improved testers for various properties [1, 9, 12, 11, 16, 10]. All of these
works consider the Hamming distance handed down from the sequential testing model.

k-connectivity received a large amount of attention in the distributed literature [20, 4, 8,
7, 6, 18, 2]. There is a large body of work that aims to find sparse connectivity certificates –
for a k-connected graph the goal is to find a k-connected subgraph that has O(kn) edges.
Another related problem is computing a k-edge-connected spanning subgraph (k-ECSS) –
for a k-connected graph the goal is to find the sparsest possible k-connected subgraph. We
note that both these problems assume that the input graph is k-connected, and are therefore
inherently different than the problem we consider.

2 Preliminaries

Distance from a property

We identify simple graphs G = (V = [n], E) with the
(

n
2
)
-dimensional characteristic vector

of their edge set E ⊆
(

V
2
)
, and use the Hamming metric over these vectors, defined by

dHAM(G, G′) =
∣∣∣{i ∈

(
V
2
)

: G(i) ̸= G′(i)}
∣∣∣, where G(i) is the ith entry in the vector G.

By extension, the distance of a graph G from a family of graphs G is:

dHAM(G, G) = min
G′∈G

dHAM(G, G′).

A property P is formally a family of graphs (e.g., all connected graphs). Given positive
integers n and t, we define the YES case of the corresponding testing problem to be all graphs
G = (V, E) in P over n vertices:

YES := {G ∈ {0, 1}(V
2 ) : G ∈ P}

We define the NO case, denoted NO′
t, to be all graphs G = (V, E) over n vertices with

Hamming distance at least t from YES:

NO′
t := {G ∈ {0, 1}(V

2 ) : dHAM(G, YES) ≥ t}

APPROX/RANDOM 2024



57:4 Stochastic Distance in Property Testing

Motivated by connectivity, in the following we only consider monotone non-decreasing
properties, for which it is easy to see that only additions count towards the distance from
the property (note that many properties in the literature are monotone non-increasing
instead. For these, one can replace additions with deletions). Formally, if P is a monotone
non-decreasing property, and G /∈ P is a graph that does not satisfy it, then for any
H ∈ P with dHAM(G, H) = dHAM(G, P), we have EG ⊆ EH (or alternatively, dHAM(G, H) =∣∣∣{i ∈

(
V
2
)

: G(i) = 0 ∧ H(i) = 1}
∣∣∣).

Stochastic distance

We define stochastic closeness to a property as follows:

▶ Definition 3 (Random addition of edges). For a graph G = (V, E), we choose a random
subset E′ of the edge set Ē =

(
V
2
)
\E, by adding each edge with probability t/

∣∣Ē∣∣ independently,
for parameter t ∈

[
0,

∣∣Ē∣∣]. We define the random graph Add(G, t) := (V, E ∪ E′). We say
that G′ = Add(G, t) is created from G by a random addition of edges with parameter t.

The parameter t should be understood intuitively as the (expected) number of random edges
required to make the graph have the property P w.h.p. Per our motivation, and in accordance
with previous results for testing connectivity, we allow ourselves the mild assumption that∣∣Ē∣∣ = Ω(n2) which clearly holds for any input relevant to our setting. The amount of edges
we aim to add, however, is always significantly smaller, t = o(n2). In particular it is always
the case that t ≤

∣∣Ē∣∣, as desired.

▶ Definition 4 (Stochastic closeness to a monotone property). For a monotone property P, a
graph G /∈ P over n vertices is said to be t-stochastically-close to satisfying P if the graph
G′ = Add(G, t) satisfies

Pr[G′ /∈ P ] ≤ n−c

for some global constant c > 1. As shown in Appendix A, the constant c can be chosen
arbitrarily without affecting stochastic closeness by more than a constant factor.

We are now able to define the alternative set of NO instances:

NOt := {G ∈ {0, 1}(V
2 ) : G /∈ YES and G is not t-stochastically-close to P}

In this text our main focus is solving promise problems of type (YES, NOt), rather than
(YES, NO′

t).

Comparing the two notions of distance

As an illustrative example, consider two n-node graphs, both with exactly two connected
components: in G1 a constant-size component is disconnected from the rest of the graph,
while in G2 there are two components of the same size, n/2. While both graphs are exactly
one edge away from being connected (i.e, both have hamming distance 1). The situation is
quite different if edges are added randomly, instead of being handpicked, leading to different
stochastic distance. While a small number of edges (∼ log n) are already likely to connect
G2, the same amount has only probability o(1) to connect G1.
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3 Warm-up: Connectivity with Stochastic Distance

In this section we deal with the graph connectivity property for a network that is not
necessarily connected. This section aims to present the ideas used in the following section
about k-connectivity. We use the following terminology: when a graph is disconnected, write
G =

⋃m
i=1 Ci as the unique decomposition of G into its connected components C1, . . . , Cm,

with Ci = (Vi, Ei), and si := |Vi| for their sizes.
We make the following observation:

▶ Observation 5. Let G =
⋃m

i=1 Ci be a disconnected graph (i.e., m ≥ 2), and let s =
1
m

∑
i∈[m] si, then G is O( n

s )-close to being connected in Hamming distance.

Indeed, it holds that s = 1
m

∑
i∈[m] si = n/m, which means that m = n/s. As a single edge

can be used to connect two components, adding m − 1 = n/s − 1 edges suffices to connect
the graph.

The observation is also tight: there exist graphs that require exactly this number of
additions. Joined with a Markovian argument, one can deduce that for any graph that is far
from connectivity, there exists many small connected components. This is a key argument in
the analysis of existing connectivity testers (using Hamming distance) [13].

The main part of this section deals with proving a statement of similar taste for stochastic
distance. While the Hamming distance of a graph from being connected is dictated by the
average size of a connected component, for stochastic distance this is dictated by the minimum
size of a connected component. As a result, a graph that is far from being connected in
stochastic distance is only guaranteed to have one small connected component. Formally, we
prove the following lemma:

▶ Lemma 6. Let G =
⋃m

i=1 Ci be a disconnected graph (that is, m ≥ 2), with components
of sizes si = |Vi|. Then G is O((n log n)/s)-stochastically-close to being connected, where
s = mini∈[m]{si}.

Proof. Recall that when considering stochastic distance every non-edge is added with some
probability p. Consider the set of bad events {Bk}⌊m/2⌋

k=1 , where Bk is the event that there
exists a set of exactly k connected components Ci1 , . . . Cik

such that none of the edges
between

⋃k
j=1 Cij and the rest of the graph are added. The important observation is that

the graph stays disconnected if and only if one of these bad events occurs. We go on to
bound the probability of each of these bad events.

Fix k. Our goal is to bound Pr[Bk]. There are
(

m
k

)
ways to choose a subset of k

components. Fix one such choice i1, . . . ik and denote the set of vertices in these components
by U =

⋃k
j=1 Vij

. As each component is of size at least s, we have |U | ≥ ks, applying the same
reasoning to the remaining graph, made of the rest of the components: |V \ U | ≥ (m − k)s ≥
ks nodes (the second inequality holds since k ≤ m/2). Thus, we have ks ≤ |U | ≤ n − ks,
and consequently we get:

|U | · |V \ U | = |U | · (n − |U |) ≥ ks(n − ks).

where the inequality is true since f(x) = x(n − x) is unimodal and symmetric on the interval
[ks, n − ks]. The probability of U staying disconnected from V \ U is thus bounded by:

(1 − p)|U |(n−|U |) ≤ e−p|U |(n−|U |) ≤ e−pks(n−ks)

And by a union bound over all choices of U with k connected components, we get:

Pr[Bk] ≤
(

m

k

)
e−pks(n−ks) ≤ e−pks(n−ks)+k log m ≤ e−pksn+p(ks)2+k log n

APPROX/RANDOM 2024
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Thus, by taking p = 2(c + 2) log n/(sn), the expression in the exponent is bounded by:

−2(c + 2) log n · ksn

sn
+ 2(c + 2) log n(ks)2

sn
+ k log n = (2(c + 2)(ks/n − 1) + 1)k log n

≤ −(c + 1)k log n

where the inequality uses ks/n ≤ (m/2)s/n ≤ 1/2. This, in turn, bounds the probability
of the bad event by:

Pr[Bk] ≤ e−(c+1)k log n ≤
(

1
n

)−(c+1)k

Using a union bound over all values of k, we get

Pr

⌊m/2⌋∨
k=1

Bk

 ≤
⌊m/2⌋∑

k=1
n−(c+1)k ≤

∞∑
k=1

n−(c+1)k ≤ 2n−(c+1) ≤ n−c

where the second to last inequality uses the sum of an infinite geometric series with common
ratio n−(c+1) ≤ 1/2, and the last simply uses n ≥ 2.

Finally, we get that G is connected w.h.p. This implies that G is t-stochastically-close to
being connected, with t = O((n log n)/s) (recall that

∣∣Ē∣∣ = Ω(n2)). ◀

Tightness of Lemma 6

We focus on the smallest connected component, Vi of size si = s. There are at most s(n−s) ≤
sn potential edges to connect Vi to the rest of the graph. If we take p′ = c log n/(4sn), then
the probability none of them is added satisfies:

(1 − p′)s(n−s) ≥ (1 − p′)sn ≥ e−2p′sn = e−c log n/2 = n−c/2 > n−c,

where the second inequality uses 1 − x ≥ e−2x, which holds for x ∈ [0, 1/2].
Using the counter-positive of Lemma 6, a graph G that is O((n log n)/s)-stochastically-far

from being connected is guaranteed to have a connected component of size at most O(s).
It is clear that a sequential tester is ill-suited to detect such small witnesses. Indeed,

consider distinguishing the connected cycle over all n nodes, from a disconnected n-node
graph consisting of an n − 1 cycle and a single isolated node (chosen uniformly at random).
On the one hand, all disconnected graphs are as stochastically far as a graph can be from
connectivity (requiring roughly n log n random edge additions). Still, a sequential tester
would require Ω(n) queries to an oracle in order to detect the isolated node.

In the CONGEST model, however, an efficient testing procedure exists.

▶ Theorem 1. There exists a deterministic algorithm in the CONGEST model, that for a
parameter s ∈ N runs in O(s) rounds and distinguishes whether the graph G is connected, or
is Ω((n log n)/s)-stochastically-far.

Proof. Assume that the parameter s is known to all nodes in the network. Each node runs
a distributed DFS algorithm. Every execution is associated with an ID, which is simply
the ID of the root of the DFS tree. When multiple DFS executions visit the same node, all
execution are terminated, except that with the maximum ID. When a DFS execution visits
s nodes, it terminates and checks whether there is an outgoing edge from any visited node to
any unvisited node. If there is, then it accepts (i.e., the graph is connected), otherwise it
rejects (i.e., the graph is far from being connected). Correctness follows from Lemma 6. It is
clear that there is no congestion and that the algorithm terminates in O(s) iterations. ◀
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4 Stochastic Distance from k-Connectivity

This section deals with k-connectivity, for any k ≥ 1. We aim to characterize stochastic
distance of a graph in terms of cuts, focusing on a specific parameter-of-interest denoted by
sk(G): the smallest size of a vertex set that has a cut strictly smaller than k. In terms of
this parameter, the following can be shown:

▶ Theorem 7. Let G = (V, E) and s = sk(G), then G is O((k · n log n)/s)-stochastically-close
to being k-connected.

Similarly to Lemma 6, this theorem is tight, up to a factor of k. The rest of this section
deals with proving the above theorem. First the parameter sk(G) is formally defined and
discussed. Later, we generalize Lemma 6 to bound the number of random edge additions
required to increase the connectivity of a graph by one. In the last part we formally prove
Theorem 7.

4.1 Properties of minimal cuts
For any vertex set, U ⊆ V , we write the cut size of U as c(U) := |E(U, V \ U)|. We use
d(t) := t(n − t) for the potential amount of edges between any t vertices and the rest of the
graph, and for a specific vertex set, U , we slightly abuse notation and write d(U) = d(|U |).

For any parameter k ∈ N and graph G = (V, E), we define the collection of small cuts as
the cuts that are strictly smaller than k:

Sk(G) := {U ⊆ V : c(U) < k and U ̸= ∅}

A value of interest for us will be the size of the smallest set in such a collection. Formally we
define:

sk(G) := min
U∈Sk(G)

|U |

When the connectivity parameter k and the graph G are clear from context, we omit either
one or both (writing sk, s(G) or simply s instead). If the collection is empty for some k and
G, we define sk(G) = n. Note that sk(G) = n if and only if G is indeed k-connected.

We show that sk(G) has certain monotonicity properties with respect to the parameters
G and k. Indeed, by definition a larger value for k creates a larger collection of cuts, i.e.,
Sk(G) ⊆ Sk+1(G). On the other hand, adding edges to the graph can only increase the cut
of any given vertex set, U . Thus, any U with a small cut after additions, also had a small
cut before additions. Formally, if G ⊆ G′ (i.e., G = (V, E), G′ = (V, E′) and E ⊆ E′), we
have Sk(G′) ⊆ Sk(G). The minimum over elements in a collection can only decrease if we
add elements to the collection, and hence we have:

▶ Observation 8 (Monotonicity of sk(G)). The parameter sk(G) is monotone non-increasing
in k, and monotone non-decreasing in G.

Below, we will be interested in finding the smallest vertex set U in the collection Sk(G).
This element determines the value s. The following proposition shows a property of such a
set U that will be useful for the algorithm:

▶ Proposition 9. Fix k ∈ N and a graph G = (V, E). For any subset U ⊆ V with a cut less
than k (c(U) < k) and of minimal size (|U | = sk) the induced subgraph G[U ] is connected.

APPROX/RANDOM 2024
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Proof. Assume otherwise, then we can break G[U ] into its connected components: U =
⋃

i Ui.
Each such component has strictly less nodes than U . Moreover, we have:

c(Ui) = E(Ui, V \ Ui) = E(Ui, V \ U) ≤ E(U, V \ U) = c(U),

where the second equality holds since there are no edges between different components of U .
We conclude that each Ui has a cut of size at most c(U) < k, but their size is strictly smaller
than s, which leads to a contradiction. ◀

4.2 Increasing the connectivity by one
Using the notations of this section, the statement of Lemma 6 is that any graph that is
“0-connected” (i.e., disconnected) is O(n log(n)/s1)-stochastically-close to being 1-connected.
This is true since s1 is exactly the size of the smallest connected component in G.

We generalize this statement for k-connectivity:

▶ Lemma 10. Any (k − 1)-connected graph G with n ≥ 4k nodes is O(n log(n)/sk)-
stochastically-close to being k-connected.

Proof. For k = 1, the proof is complete due to Lemma 6. For k > 1, let G be a (k − 1)-
connected graph. Thus, all minimum cuts have k − 1 ≥ 1 edges (G is connected). We
estimate the number of random edges needed to make all sets in Sk(G) have a cut of size at
least k.

We identify minimum cut with a partition of V to U and V \ U (w.l.o.g, |U | ≤ ⌊n/2⌋).
As in Lemma 6 assume that every non-edge is added with probability p. Consider the event
BU that U remains with cut of size k − 1. That is, not a single edge was added between U

and V \ U . There are exactly d(U) − (k − 1) potential additions, and so:

Pr[BU ] = (1 − p)d(U)−(k−1) = (1 − p)|U |(n−|U |)−(k−1) ≤ (1 − p)sk·n/4 ≤ e−sk·pn/4,

where the first inequality uses n − |U | ≥ n/2 , |U | ≥ sk(G) and k ≤ |U |n/4 to lower bound
the exponent.

By taking p = 4(c + 2) log n/(skn), this bound becomes

e−sk·pn/4 = e−(c+2) log n = n−(c+2)

We finish the proof by using a union bound over all minimum cuts. There are at most(
n
2
)

≤ n2 of them due to well known corollary of Karger’s Algorithm [15]. The probability
that G is not k-connected after the edge additions is at most∑

U∈Sk(G)

Pr[BU ] ≤ n2 · n−(c+2) = n−c. ◀

4.3 Putting it all together
We are now ready to prove Theorem 7. Our proof considers an alternative addition process
which is easier to analyze. Intuitively, let p′ ≈ p/k and consider the following process.
“Repeat k times: add each edge to the graph independently with probability p′”. We formalize
the above and bound the required value of p′ for the alternative process, analyzing each of
the k iterations separately with Lemma 10. We finish up by relating the original addition
processes to the alternative one.



U. Meir, G. Schwartzman, and Y. Yoshida 57:9

Proof of Theorem 7. Denote by r < k the connectivity of G (if G is disconnected, then
r = 0). We consider k − r (at most k) iterations of additions, which we enumerate by
r + 1, . . . , k. We further denote by Gi the graph after iteration i (and Gr = G).

First we consider process (A), where at each iteration i ∈ {r + 1, . . . , k}, each edge is
independently added with probability

pi = 4(c + 3)n log n/si+1(Gi).

Applying Lemma 10 for each iteration i we have the following: The probability that Gi is
i-connected, given that Gi−1 is (i − 1)-connected is at least 1 − n−(c+1). Using a union bound
over all k − r ≤ n iterations, we have that with probability at least 1 − n−c, the final graph
Gk is k-connected.

Next, consider an adjusted process (B) that also works in iterations, but uses a fixed
value

p′ = 4(c + 3)n log n/sk(G).

Using the monotonicity of sk(G), we have

sk(G) = sk(Gr) ≤ si+1(Gr) ≤ si+1(Gi),

and thus pi ≤ p′ for all values of i.
Let us focus on a single non-edge of G, call it (u, v), and follow it through the entire

process. The probability (u, v) is added to Gk is higher in process (B) than it is in process
(A), since p′ ≥ pi for all i. On the other hand, this probability is at most p′k, by a union
bound over all iterations of process (B).

Lastly, consider process (C), a one-shot random addition, using

p = p′k = 4(c + 3)kn log n/sk(G).

The probability of every non-edge being added in process (C) is higher than it is in process
(B) which is in turn higher than process (A). By monotonicity of k-connectivity (as a graph
property), the probability that Gk is a k-connected graph is therefore also higher in process
(C) than it is in process (A), and is therefore at least 1 − n−c. ◀

The counter-positive of Theorem 7 means that any graph G which is O((k · n log n)/s)-
stochastically-far from being k-connected has a set W of at most s nodes with a cut smaller
than k. We call such set W an (s, k)-witness, or simply a witness when k and s are clear
from context.

5 Distributed algorithm for k-connectivity

In this section, we provide a distributed algorithm that detects an (s, k)-witness within
O(s4 log n) rounds in the CONGEST model w.h.p. We state with the following useful lemma4:

▶ Lemma 11 (Lemma 3.16 in [13]). Let W be an (s, k)-witness. Suppose that each edge in the
graph is independently assigned a uniformly distributed cost in [0, 1]. Then, with probability
at least Θ

(
s−2(1−1/k)), W contains a spanning tree such that every edge in the tree has cost

smaller than any edge in the cut E(W, V \ W ).

4 The original lemma in [13] uses the notion of a j-extreme node set which is equivalent to our notion of a
(s, k)-witness.
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Specifically, if the tree guaranteed by the above lemma exists, the MST must also have
the same guarantees. Furthermore, as all edge costs are unique w.h.p., the MST is unique
w.h.p. When referring to the above lemma, it will be convenient to refer to a single tree, the
MST induced by the cost function (i.e., when referring to the spanning tree guaranteed by
Lemma 11, we always refer to an MST).

Given a starting vertex w and a size bound s, consider the following random process:
Input: start vertex u ∈ V , size bound s ∈ N.
Assign uniformly random weights to all edges: w : E → [0, 1].
Start with a singleton set W = {u}. As long as |W | < s, repeat the following:

Choose the smallest cut edge e = argmine∈E(W,V \W )w(e).
Update W to include the new node of e in V \ W .
If c(W ) < k then declare W as an (s, k)-witness.

Lemma 11 implies that repeating the above procedure Θ̃(s2) times detects a witness
w.h.p.

In [13] a small amount of random nodes is sampled, and the above procedure is applied
for each of them. This is possible since any graph that is far from k-connectivity in Hamming
distance contains many witnesses. In our case, a graph that is stochastically far only
guarantees a single witness, and therefore it is costly to detect the witness in the standard
(query) model. We leverage the distributed nature of the system to apply the witness
detection procedure to all nodes in parallel.

Distributed implementation

The above algorithm admits a simple distributed implementation. First, we assign random
weights in [0, 1] to all edges in the graph, this guarantees that with some small probability
there exists a spanning tree within the witness component satisfying the guarantees of
Lemma 11. Assume this tree exists and denote this tree by T . It will be clear from our
algorithm that if this tree does not exist, the running time does not change however we may
simply not detect the witness component if it exists.

Every node grows a cluster as follows. Every cluster can be implemented via a tree
rooted at a leader node. All nodes in the cluster know for each neighbor whether it is in
the cluster or not. To pick the next edge to be added to the cluster the edge weights are
propagated along the tree towards the root, taking the minimum at every node. Finally,
the root propagates the minimum value to all nodes in the cluster and the corresponding
edge is added to the cluster. After each edge addition the cluster checks whether the current
cut size is smaller than k and terminates if this is the case (a witness is found). For ease
of analysis let us define an iteration as the step of adding a single edge (and vertex) to the
cluster. When running this procedure from multiple nodes we can have every cluster wait for
Θ(i) rounds to complete the i-th iteration. This will guarantee when running this procedure
from multiple nodes that the iterations are executed in lock-step. We execute this process
for s iterations. This results in a running time of O(s2) rounds.

In order to detect a witness component, we must execute the above algorithm to comple-
tion, starting from a node within the witness component. We do not know which nodes are
within the witness component before executing the algorithm, and running the procedure to
completion may cause congestion. To overcome this, we execute the procedure from all nodes
simultaneously, but prioritize executions that overlap according to a priority condition.

The priority of the cluster at iteration i is the largest edge cost that was added to the
cluster so far. Let us call this the max-edge value. Whenever multiple executions reach
the same node, executions with higher max-edge values are terminated (ties are broken via
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the cluster root IDs). As clusters add edges greedily according to edge weights, we know
that only edges from T will be added to clusters whose execution starts from the witness
component. That is, all edges in T will be added, at which point the small cut will be
detected and all nodes in the cluster will reject.

As we terminate executions that visit the same node, we never experience congestion.
It is sufficient to prove that at least one cluster execution that starts within the witness
component survives. As all edges in the tree have weights smaller than the cut edges this
means that the execution of clusters that start within the witness component is not affected
by clusters that start from outside the component. This is because they always have a lower
max-edge value due to guarantees on the weights of T . Furthermore, in every iteration
at least one cluster in the witness component is not terminated. That is, the cluster with
highest priority inside the witness component at iteration i must survive. We conclude that
there exists a cluster construction that start within the component and terminates within
O(s2) rounds. To get the guarantee of Lemma 11 w.h.p., we must repeat the process Õ(s2)
times. Thus, the final running time is Õ(s4). We state the following theorem:

▶ Theorem 2. There exists a randomized algorithm in the CONGEST model, that for
a parameter s ∈ N runs in Õ(s4) rounds and distinguishes w.h.p whether the graph G is
k-connected, or is Ω((kn log n)/s)-stochastically-far from being one.

References
1 John Augustine, Anisur Rahaman Molla, Gopal Pandurangan, and Yadu Vasudev. Byzantine

connectivity testing in the congested clique. In DISC, volume 246 of LIPIcs, pages 7:1–7:21.
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, 2022.

2 Marcel Bezdrighin, Michael Elkin, Mohsen Ghaffari, Christoph Grunau, Bernhard Haeupler,
Saeed Ilchi, and Václav Rozhon. Deterministic distributed sparse and ultra-sparse spanners
and connectivity certificates. In SPAA, pages 1–10. ACM, 2022.

3 Zvika Brakerski and Boaz Patt-Shamir. Distributed discovery of large near-cliques. Distributed
Comput., 24(2):79–89, 2011.

4 Keren Censor-Hillel and Michal Dory. Fast distributed approximation for TAP and 2-edge-
connectivity. Distributed Comput., 33(2):145–168, 2020.

5 Keren Censor-Hillel, Eldar Fischer, Gregory Schwartzman, and Yadu Vasudev. Fast distributed
algorithms for testing graph properties. Distributed Comput., 32(1):41–57, 2019.

6 Mohit Daga, Monika Henzinger, Danupon Nanongkai, and Thatchaphol Saranurak. Distributed
edge connectivity in sublinear time. In STOC, pages 343–354. ACM, 2019.

7 Michal Dory. Distributed approximation of minimum k-edge-connected spanning subgraphs.
In PODC, pages 149–158. ACM, 2018.

8 Michal Dory and Mohsen Ghaffari. A nearly time-optimal distributed approximation of
minimum cost k-edge-connected spanning subgraph. In SODA, pages 4296–4334. SIAM, 2023.

9 Guy Even, Orr Fischer, Pierre Fraigniaud, Tzlil Gonen, Reut Levi, Moti Medina, Pedro
Montealegre, Dennis Olivetti, Rotem Oshman, Ivan Rapaport, and Ioan Todinca. Three notes
on distributed property testing. In DISC, volume 91 of LIPIcs, pages 15:1–15:30. Schloss
Dagstuhl – Leibniz-Zentrum für Informatik, 2017.

10 Hendrik Fichtenberger and Yadu Vasudev. A two-sided error distributed property tester
for conductance. In MFCS, volume 117 of LIPIcs, pages 19:1–19:15. Schloss Dagstuhl –
Leibniz-Zentrum für Informatik, 2018.

11 Pierre Fraigniaud, Magnús M. Halldórsson, and Alexandre Nolin. Distributed testing of
distance-k colorings. In SIROCCO, volume 12156 of Lecture Notes in Computer Science, pages
275–290. Springer, 2020.

APPROX/RANDOM 2024



57:12 Stochastic Distance in Property Testing

12 Pierre Fraigniaud, Ivan Rapaport, Ville Salo, and Ioan Todinca. Distributed testing of excluded
subgraphs. In DISC, volume 9888 of Lecture Notes in Computer Science, pages 342–356.
Springer, 2016.

13 Oded Goldreich and Dana Ron. Property testing in bounded degree graphs. Algorithmica,
32(2):302–343, 2002.

14 Hiro Ito, Shin-Ichi Tanigawa, and Yuichi Yoshida. Constant-time algorithms for sparsity
matroids. In International Colloquium on Automata, Languages, and Programming, pages
498–509. Springer, 2012.

15 David R. Karger. Global min-cuts in rnc, and other ramifications of a simple min-cut algorithm.
In SODA, pages 21–30. ACM/SIAM, 1993.

16 Reut Levi, Moti Medina, and Dana Ron. Property testing of planarity in the CONGEST
model. Distributed Comput., 34(1):15–32, 2021.

17 Y Orenstein. Testing properties of directed graphs. Master’s thesis, School of Electrical
Engineering, 2010.

18 Merav Parter. Small cuts and connectivity certificates: A fault tolerant approach. In DISC,
volume 146 of LIPIcs, pages 30:1–30:16. Schloss Dagstuhl – Leibniz-Zentrum für Informatik,
2019.

19 Shin-Ichi Tanigawa and Yuichi Yoshida. Testing the supermodular-cut condition. Algorithmica,
71(4):1065–1075, 2015.

20 Ramakrishna Thurimella. Sub-linear distributed algorithms for sparse certificates and bicon-
nected components. J. Algorithms, 23(1):160–179, 1997.

21 Yuichi Yoshida and Hiro Ito. Testing k-edge-connectivity of digraphs. Journal of systems
science and complexity, 23:91–101, 2010.

22 Yuichi Yoshida and Hiro Ito. Property testing on k-vertex-connectivity of graphs. Algorithmica,
62(3-4):701–712, 2012.

A Robustness of Stochastic Closeness

The following claim is used to show robustness of stochastic closeness (Definition 4) with
respect to the choice of the global constant c. Intuitively speaking, by repeating the random
addition only a constant number of times, the probability of not attaining the property P
can be reduced to any small polynomial.

▷ Claim 12. Fix a monotone property P , a graph G /∈ P over n vertices, and constant c > 1.
If for some t ∈

[
0,

∣∣Ē∣∣], it holds that

Pr[Add(G, t) /∈ P ] ≤ n−c,

then for any m ∈ N such that mt ∈
[
0,

∣∣Ē∣∣], it holds that

Pr[Add(G, mt) /∈ P ] ≤ n−mc.

Proof. Recall that in the randomly augmented graph Add(G, t) each edge e ∈ Ē is added
independently with probability t/|Ē|. Let G1, . . . , Gm be m independent copies of Add(G, t).
By definition, we have

Pr
[

m∧
i=1

Gi /∈ P

]
=

m∏
i=1

Pr[Gi /∈ P ] ≤ n−mc.
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Define G′ =
⋃m

i=1 Gi, the union of all m randomly augmented graphs. G′ trivially contains
all edges of G. On the one hand, the probability that each edge e ∈ Ē appears in G′ is at
most (mt)/|Ē|, by a union bound over the m attempts to add it. Since the property P is
monotone, we have

Pr[Add(G, mt) /∈ P ] ≤ Pr[G′ /∈ P].

On the other hand, G′ is a supergraph of Gi for all i ∈ [m]. Using again the monotonicity of
P, we can write

Pr[G′ /∈ P] = Pr
[

m∧
i=1

G′ /∈ P

]
≤ Pr

[
m∧

i=1
Gi /∈ P

]
≤ n−mc,

which concludes the proof. ◁
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1 Introduction

Let U1, · · · , Un be a collection of finite sets. The down-up walk P↓↑ on Ω ⊂ U1 × · · · Un with
respect to a given distribution π : Ω → R≥0, also known as the Glauber dynamics on Ω
according to π, is the following simple process: Starting from an arbitrary tuple ω(0), we
obtain the (t+1)-st tuple ω(t+1) visited by this random walk from the t-th tuple ω(t) as follows,

Update Rule for the Down-Up Walk, P↓↑

1. sample a uniformly random coordinate i ∼ uni[n],
2. sample a random tuple ω(t+1) ∼ π conditional on ω

(t+1)
j = ω

(t)
j for all

j ∈ [n] \ {i}.

The following variant of the down-up walk, called the systematic scan Pscan on Ω according
to π, is a variant of the down-up walk P↓↑ which uses less randomness and is easier to
implement in practice: starting from an arbitrary tuple ω(0), we obtain the (t + 1)-st tuple
ω(t+1) visited by this random walk from the t-th tuple ω(t) as follows,

Update Rule for the Systematic Scan, Pscan

1. set i = t + 1 (mod n),
2. sample a random tuple ω(t+1) ∼ π conditional on ω

(t+1)
j = ω

(t)
j for all

j ∈ [n] \ {i}.

In both cases, the coordinate i that is sampled on the first step of the update can be thought
as a vertex visited by the simple random walk on a graph. For the down-up walk, this
is a random walk on the clique with self-loops, whereas for the systematic scan this is a
(deterministic) walk on the directed cycle.

The main object of study in this paper will be the so-called expanderized down-up walk
Q↓↑ on Ω with respect to the distribution π : Ω → R>0 and the k-regular graph H = ([n], E)
for some constant k. Starting this random-walk from an arbitrary coordinate i(0) ∈ [n] and
an arbitrary tuple ω(0), we obtain the (t + 1)-st coordinate i(t+1) and tuple ω(t+1) according
to the following update rule,

Update Rule for the Expanderized Down-Up Walk Q↓↑

1. sample a random neighbor s of i(t) in H,
2. sample a random tuple ω(t+1) ∼ π conditional on ω

(t+1)
j = ω

(t)
j for all j ∈

[n] \ {s},
3. set i(t+1) to be a random neighbor of s in H.

We notice that according to the above update rule when i(0) is sampled uniformly at random
and H equals the clique with self-loops on [n] the evolution of ω(t) is as dictated by the
down-up walk P↓↑. Similarly, when i(0) = 1 and H is the directed cycle,1 the evolution of
ω(t) is as dictated by the systematic scan Pscan.

1 To be more precise, H needs to be a directed cycle of length 2n, in which the vertices corresponding to
the coordinates and dummy vertices are interleaved.
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The main contribution of this paper is an analysis of the expanderized down-up walk
assuming, (i) the graph H is a spectral expander2 and (ii) the down-up walk P↓↑ satisfies
some kind of isoperimetric inequality, e.g. a log-Sobolev inequality or a Poincaré inequality.
Indeed our methods allow us to extend our results to all down-up and up-down walks.

Motivation and Contributions. The systematic scan Pscan is a random walk of great
practical and theoretical interest. Yet, rapid mixing results for this walk are only known
under restricted circumstances [18, 33, 23, 24, 51, 29] and it is very hard to directly relate the
rapid mixing of P↓↑ to that of Pscan. A particularly useful framework for establishing rapid
mixing for the down-up walk is the method of high-dimensional expansion, in particular the
frameworks of spectral independence and entropic independence [2, 9, 16, 17, 14, 7, 6, 8]
which led to many breakthrough results in the field of sampling algorithms.

In [3], an attempt was made to study the mixing of the systematic scan3 using techniques
of high-dimensional expansion – while their techniques allowed them to establish rapid
mixing results for constant dimensional partite simplicial complexes, their result is too
restrictive to take advantage of mixing results obtained through spectral independence or
entropic independence. As a step towards directly being able to take advantage of the
mixing results for P↓↑, which could potentially be obtained through the high-dimensional
expansion framework, we introduce our expanderized down-up walks Q↓↑. As expander
graphs have proven themselves very successful at approximating dense objects, we hope –
and indeed also prove – that transfering mixing time bounds from the usual down-up walks
to our expanderized walks to be an easier task than establishing mixing times for Pscan. As
expander graphs can be very sparse, our expanderized walks can be thought as replacing the
sparse object used in the definition of the systematic scan Pscan, i.e. the directed cycle, with
another sparse yet highly connected object – an expander graph with constant degree.

In spirit, the expanderized walks can be thought as a higher order random walk analogue
of the derandomized squaring algorithm introduced in [52]. This algorithm was introduced
to simplify the seminal result of [49] concerning the existence of a logspace algorithm for
deciding undirected connectivity. The derandomized squaring operation uses an auxiliary
k-regular expander graph H on the vertex set [d] to approximate the square of a graph
d-regular graph G on [n]. Whereas the actual square G2 is a d2-regular graph, by picking
k = O(1) one can ensure that the derandomized square is O(d)-regular, i.e. a much sparser
object. This result rests on the observation that the actual square G2 is obtained from
the graph G by attaching a clique to every vertex – replacing this clique with an expander
graph suffices to ensure that the resulting derandomized square is closed to the actual square.
Fortunately, the same intuition also leads to proofs showing that the expanderized walks
approximate the standard walks well.

We show that we can use our expanderized walks to have more randomness efficient
versions of several Markov chains of interest for sampling list colorings [10, 41] and for
sampling from Ising Models [27, 7, 40], under assumptions ensuring bounded marginals.
In these settings, our expanderized walks have the same asymptotic mixing time but use
fewer random bits. To help us with our goals we also prove some simple estimates for the
log-Sobolev constants of higher order random walks and provide a self-contained analysis of
local-to-global Φ-entropy contraction.

2 i.e. all non-trivial eigenvalues of H are bounded away from 1
3 More formally, n successive steps of the systematic scan, which the authors call the sequential sweep

Pseq.
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Related Work. High dimensional expansion has proven itself to be a very successful research
program for establishing mixing times for down-up walks. For example [36, 21, 37, 20, 2]
use spectral local-to-global arguments for establishing spectral gap bounds for these walks.
In conjunction with the spectral independence framework, due to [9, 15, 30], these results
paved the way for many new in the field of random sampling: rapid mixing of the down-up
walk for the hardcore model in the uniqueness regime [9], rapid mixing of the down-up walk
for sampling graph colorings in correlation decay regime [30, 15], optimal mixing for many
Markov chains of interest[17, 10, 41]. For more information regarding spectral independence,
we refer the reader to the excellent survey [54] and the dissertation [42]. In [6, 8, 17, 32]
local-to-global strategies for establishing entropic contraction bounds was studied. In [14] a
connection between these local-to-global methods and the stochastic localization framework
of [25] was explored. We refer to the works [39, 26, 13, 38, 28, 27] and references therein for
applications of the stochastic localization framework. Our inductive strategy for establishing
Φ-entropy contraction on simplicial complexes is heavily inspired by the presentation in [14].
In [40] mixing estimates about the walk P↓↑

n↔n−1 is used to obtain estimates for P↓↑
n↔ℓ for all

ℓ < n − 1. The key intuition behind this work is the observation that the down move of the
down-up walk is (passively) utilizing an expander, the down-move of the down-up walk of
the so-called Bernoulli-Laplace model, and that one can use the expansion of this walk to
show that once ℓ decreases the mixing times estimates get better and better. Morally, this is
very similar to our idea of picking the replacement-indices for our expanderized walks via
an expander walk as opposed to sampling them uniformly at random. For other classical
techniques which can be used to bound mixing times of Markov chains, we refer the reader
to the texts [1, 46, 55].

In contrast with down-up walks, results establishing rapid mixing for the random walk
Pscan are fewer [18, 33, 23, 51] and mostly rely on estimates on the Dobrushin matrix [22]. [3]
studied the mixing time of this random walk using techniques of high dimensional expansion,
however their techniques fell short of establishing mixing time bounds under the assumption
of spectral independence.

The work of [29] is also related to our work in spirit. In this work, the authors show
that under suitable assumptions a wide array of random walks, including the single site
systematic scan Pscan and the down-up walk P↓↑, can be derandomized, i.e. they devise
efficient deterministic counting algorithms on the basis of rapid mixing results for these
chains. It is an interesting question whether one can carefully pick the expander graph H , to
make this derandomization task more efficient.

As mentioned above our expanderized random walks are heavily inspired by the deran-
domized squaring algorithm of [52]. This algorithm was initially used to give an alternative
and simpler proof of the seminal result of [49] concerning the derandomization of the com-
plexity class SL and establishing SL = L. Concretely, both [49] and the subsequent work
of [52] show the existence of a deterministic logspace algorithm deciding undirected graph
connectivity. Since then, the derandomized squaring algorithm has also found other uses in
derandomization, e.g. [47, 48]. We conclude by noting that the inital algorithm of [49] was
based on the zigzag product construction [50], which has also inspired research in the field
of high dimensional expansion [35]. For more information on expander graphs, we refer the
reader to the excellent survey [34].
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2 Preliminaries

2.1 Linear Algebra
We will denote functions and vectors by bold faces, i.e. f ∈ RV . The indicator function of
i ∈ V will be denoted by 1i, i.e. 1i(j) = 0 for all j ̸= i and 1i(i) = 1. For A ⊆ V , we will
write 1A =

∑
a∈A 1a. We will adopt the convention of using π, ν, µ : V → R≥0 for various

probability distributions over V .
Let f , g ∈ RV and a measure π : V → R>0 be given. We will use the notations ⟨f , g⟩π

and ∥f∥π to denote the inner-product and the norm with respect to the distribution π, i.e.

⟨f , g⟩π = E
x∼π

f(x)g(x) =
∑
x∈V

π(x) · f(x)g(x) and ∥f∥2
π = ⟨f , f⟩π. (1)

Given f , g ∈ Rn we will write ⟨f , g⟩ℓ2
for the inner-product between f and g in the counting

measure, i.e. ⟨f , g⟩ℓ2
=
∑n

i=1 f(i)g(i). We will also write ∥f∥ℓ1
, ∥f∥ℓ2

, and ∥f∥ℓ∞
for the

ℓ1, ℓ2, and ℓ∞ norms of f respectively. Formally,

∥f∥2
ℓ2

=
n∑

i=1
f(i)2 ; ∥f∥ℓ1

=
n∑

i=1
|f(i)| ; and ; ∥f∥ℓ∞

= max
i∈[n]

|f(i)|.

Matrices and Eigenvalues
In this section, we will recall some results concerning eigenvalues and eigenvectors of matrices.

Serif faces will be used to denote matrices, i.e. A, B ∈ RU×V . We will call a matrix
B ∈ RU×V row stochastic if rows of B sum up to 1 and B contains no negative entries.
Formally,

for all u ∈ U, v ∈ V B(u, v) ≥ 0 and B1 = 1. (row stochastic)

Let B ∈ RU×V and distributions πU : U → R>0 and πV : V → R>0 be given. The adjoint
B∗ of B with respect to the measures πU and πV is the unique matrix which satisfies the
following equation,

⟨f , Bg⟩πU
= ⟨B∗f , g⟩πV

for all f ∈ RU , g ∈ RV . (adjoint)

If U = V and πU = πV , the operator B is called self-adjoint when B∗ = B. If B is a
row-stochastic matrix, we will call B∗ the time-reversal of B with respect to πU , πV and say
that B is reversible if B = B∗. It is well known that the operator B∗ ∈ RV ×U is uniquely
determined by the choice of B ∈ RU×V and the inner-products defined by πU and πV (see
e.g. [53, p. 318]),

▶ Proposition 1. Let B ∈ RU×V be arbitrary. We write B∗ for the adjoint operator to B
with respect to the inner-products defined by the distributions πU and πV . Then,

B∗(y, x) = B(x, y) · πU (x)
πV (y) for all x ∈ U, y ∈ V.

We also recall the following standard fact which is an immediate consequence of Proposi-
tion 1,

▶ Proposition 2. If B ∈ RU,V is a row-stochastic matrix satisfying πU B = πV , then the
adjoint matrix B∗ with respect to πU , πV is also row-stochastic and satisfies πV B∗ = πU .

APPROX/RANDOM 2024
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It is well known that a self-adjoint matrix A ∈ RV ×V has |V | real eigenvalues. We will
write, λ1(A) ≥ λ2(A) ≥ · · · ≥ λ|V |(A) := λmin(A) for the sequence of eigenvalues of A sorted
in decreasing order. We say that the matrix is positive semi-definite, henceforth PSD, if it is
self-adjoint and satisfies λmin(A) ≥ 0.

Given a matrix A ∈ RV ×V and a distribution µ : V → R>0, we will write ∥A∥op,µ for the
operator norm of A, defined in the following manner

∥A∥op,µ := max
{ ∥Af∥µ

∥f∥µ

∣∣∣∣ f ∈ RV and f ̸= 0
}

. (operator norm)

If A is self-adjoint with respect to the measure µ, we have ∥A∥op,µ = max{λ1(A), |λmin(A)|}.
Similarly when A ∈ RV ×V is a reverisble row-stochastic matrix, with stationary measure

µ. We will write λ(A) for the two-sided expansion of A. Formally,

λ(A) = max{λ2(A), |λmin(M)|}. (two-sided expansion)

When A represents the simple random walk over an undirected graph H = (V, E), i.e.

A(i, j) = 1[{i, j} ∈ E]
deg(i) for all i, j ∈ V,

we will simply write λ(H) instead of λ(A). For convenience, we recall

▶ Observation 3. Let H = (V, E) be a k-regular graph and suppose A represents the random
walk over H. Then, uniV A = uniV , i.e. the uniform distribution on V is stationary for A.

We note that there exist infinite families of graphs such that every graph H in the family
has constant degree and λ(H) bounded above by a constant bounded above by 1 [43, 44]. In
this paper, we will consider families that contain graphs on n vertices for every sufficiently
large n. Such constructions were given in [5], and in particular were based on the infinite
families from [43, 44]. We refer the reader to the excellent survey [34] for more information
on expander graphs.

We will also make use of the following simple result,

▶ Lemma 4. Let a matrix A ∈ RU×V and measures µU : U → R>0 and µV : V → R>0
be given, such that µU A = µV . Assume without loss of generality that |U | ≤ |V |, then
λj(AA∗) = λj(A∗A) for all j = 1, . . . , |U |, where A∗ is the adjoint of A with respect to the
measures µU and µV .

2.2 Probability Distributions
Throughout the paper, we will assume Ω (or X(n)) to be a set of n-tuples for some n ≥ 1.
Given a set S ⊂ [n], the projection of Ω on S is denoted by Ω[S] , i.e.

Ω[S] = {(ωs)s∈S : (ω1, . . . , ωn) ∈ Ω}. (projection)

Let µ : Ω → R≥0 be a distribution. For ωS ∈ Ω[S], the notations ΩωS
and µ(ωS) will be

used for the ωS-pinning of Ω and µS respectively, where

ΩωS
= {ω̄ ∈ Ω[Sc] : ωS ⊕ ω̄ ∈ Ω} and µ(ωS)(ω̄) = µ(ωS ⊕ ω̄)∑

ω̃∈Ω[Sc] µ(ωS ⊕ ω̃) , (ωS-pinning)
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We recall that the total variation distance ∥µ − ν∥tv between two distributions µ, ν : Ω →
R≥0 is defined as follows,

∥µ − ν∥tv = 1
2 ·
∑
ω∈Ω

|µ(ω) − ν(ω)| (total variation distance)

Finally, we talk about some conventions that we will use throughout the paper: (i) We
will be using the notation uniA to denote the uniform distribution over various finite sets A.
(ii) When we want to emphasize that the a distribution µ : Ω → R≥0 has full support, we
will simply write µ : Ω → R>0.

Finally we recall that the product distribution µ⊗ν ∈ △Ω×Ω′ , given µ ∈ △Ω and ν ∈ △Ω′

is defined by: (µ ⊗ ν)(ω, ω′) = µ(ω) · ν(ω′) for all ω ∈ Ω, ω′ ∈ Ω.

2.3 Functional Inequalities, Isoperimetric Constants, and Mixing Times
Given a distribution µ ∈ △Ω and a convex function Φ : R≥0 → R≥0 Φ-entropy functional
EntΦ

µ (•) is defined by the equation,

EntΦ
µ (f) = E

ω∼µ
Φ(f(ω)) − Φ

(
E

ω∼πn

f(ω)
)

for all f ∈ RΩ
≥0 (Φ-entropy)

We also recall that for the special choices of Φ(t) = t log t and Φ(t) = t2, the Φ-entropy
equals the variance functional Varµ(•) and entropy functional Entµ(•) respectively.

Entµ(f) = E
ω∼µ

[f(ω) log f(ω)] −
(

E
ω∼µ

f(ω)
)

log
(

E
ω∼µ

f(ω)
)

, (entropy)

Varµ(f) = E
ω∼µ

f(ω)2 −
(

E
ω∼µ

f(ω)
)2

. (variance)

Let P ∈ RΩ×Ω be a reversible Markov chain, with stationary measure of π. A Poincaré
inequality for P is an inequality of the form,

C · Varπ(f) ≤ ⟨f , (I − P)f⟩π for all f ∈ RΩ. (Poincaré inequality)

The largest constant C > 0 for which this inequality holds, is called the Poincaré constant or
the spectral gap of P and is denoted by gap(P). This nomenclature is due to the following
well-known consequence of the Courant-Fischer-Weyl Principle,

gap(P) = min
{

⟨f , (I − P)f⟩π

Varπ(f)

∣∣∣∣ Varπ(f) ̸= 0
}

= 1 − λ2(P). (spectral gap)

The log-Sobolev (LSI) inequality for a reversible random walk P ∈ RΩ×Ω with stationary
measure π is defined to be,

C · Entπ(f2) ≤ ⟨f , (I − P)f⟩π for all f ∈ RΩ
≥0. (LSI)

The largest constants C ≥ 0 for which LSI holds is called the log-Sobolev constant of P
respectively and is denoted by ls(P). Formally,

ls(P) = inf
{

⟨f , (I − P)f⟩π

Entπ(f2)

∣∣∣∣ Entπ(f) ̸= 0, f ∈ RΩ
≥0

}
. (2)
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58:8 Expanderizing Higher Order Random Walks

▶ Lemma 5 ([19]). Let π : Ω → R>0 be a probability distribution and write Jπ = 1 · π, i.e. Jπ

is the walk with stationary measure π which mixes in a single step.
Then, ls(Jπ) ≥ 1−2π⋆

log(π−1
⋆ −1) if | supp(π)| > 2 else ls(Jπ) = 1. More generally for

any reversible Markov chain M ∈ RΩ×Ω and stationary distribution π, we have ls(M) ≥
1−2π⋆

log(π−1
⋆ −1) · gap(M) if | supp(π)| > 2 else ls(Jπ) = gap(M).

For a convex function Φ : R≥0 → R≥0, we also define the Φ-entropy contraction constant
cfΦ(P) of a Markov chain P ∈ RΩ1×Ω2 satisfying π1P = π2 for some choice of measures
π1 ∈ △Ω1 , π2 ∈ △Ω2 , as the solution to the following variational problem,

cfΦ(P) = 1 − sup
{

EntΦ
π1

(Pf)
EntΦ

π2
(f)

∣∣∣∣∣ f ∈ RΩ
≥0, EntΦ

π2
(f) ̸= 0

}
. (Φ-entropy contraction)

We note that cfΦ(P) cruicially depends on the choice of distributions π1, π2. Since for
our purposes the choice of measures π1 and π2 will always be clear, we will supress this
dependency.

It is equivalent to define cfΦ(P) as the largest constant C ∈ R≥0 such that the inequality,

EntΦ
π1

(Pf) ≤ (1 − C) · EntΦ
π2

(f),

is valid for each f ∈ RΩ2
≥0. When Φ(t) = t log t, we will simply write ec(P) in place of cfΦ(P).

Similarly, for the choice of Φ(t) = t2, it is easy to observe that cfΦ(P) = gap(P∗P).
We will also need the following consequence of Jensen’s inequality.

▶ Lemma 6 (Data Processing Inequality). Let P ∈ RΩ1×Ω2 be a row-stochastic matrix,
satisfying π1P = π2 for probability distributions π1 : Ω1 → R>0 and π2 : Ω2 → R>0. Then,
for any convex function Φ : R≥0 → R≥0, we have: EntΦ

π1
(Pf) ≤ EntΦ

π2
(f) for all f ∈ RΩ2

≥0.

▶ Lemma 7 (Proposition 6, [45]). Let P ∈ RΩ1×Ω2 satisfying µ1P = µ2, for distributions
µ1 : Ω1 → R>0 and µ2 : Ω → R>0. We have, ec(P) ≥ ls(P∗P).

The ε-mixing time τmix(P, ε) of the random walk is the least time point t ∈ N, such
that the distribution µ(t) = µ(0)Pt of the random walk P is guaranteed to be ε-close to the
stationary distribution π in the total variation distance regardless of the initial distribution
µ(0). In particular,

τmix(P, ε) = min
{

t ∈ N |
∥∥∥µ(t) − π

∥∥∥
tv

≤ ε for all µ(0) ∈ △Ω

}
(ε-mixing time)

It is well known that the functional inequalities and the corresponding isoperimetric constants
introduced previously can be used to bound mixing times. We recall in particular,

▶ Theorem 8 ([11]). There exists a universal constant C such that, for any reversible random
walk P ∈ RΩ×Ω with stationary distribution π : Ω → R>0, i.e. πP = π. We have

τmix(P, ε) ≤ C

ec(P) ·
(

log log 1
minω∈Ω π(ω) + log ε−1

)
.

where the constant C does not depend on the pair (P, π).

2.4 (Partite) Simplicial Complexes
A simplicial complex is a downward closed collection of subsets of a finite set U . Formally,
X ⊂ 2U and whenever β ∈ X for all α ⊂ β we have α ∈ X. The rank of a face α is |α|.
Given some j, we will adopt the notation X(j) to refer to the collection faces of X of rank j
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and the notation X(≤j) to refer to the collection of faces of X of rank at most j. We say X

is a simplicial complex of rank n if the largest rank of any face α ∈ X is n. We note that by
definition X(0) = {∅}.

We say that a simplicial complex X of rank n is pure, if any face α ∈ X(j) for any j < n

is contained in another face β ∈ X(n). Equivalently, in a pure simplicial complex the only
inclusion maximal faces are those of maximal rank. In this article, we will only deal with
pure simplicial complexes.

A rank-n pure simplicial complex X is called n-partite if we can partition X(1) into
disjoint sets X[1], . . . , X[n] such that

for all β ∈ X(n) and for all i = 1, . . . , n we have |β ∩ X[i]| = 1. (n-partiteness)

We will call the sets X[1], . . . , X [n] the sides of the complex X. Equivalently, every element
of a rank-n face β ∈ X[n] comes from a distinct side X[i]. We observe that a bipartite graph
is a 2-partite simplicial complex.

To keep our nomenclature simple, we will simply refer to a pure n-partite simplicial
complex of rank n as an n-partite simplicial complex, i.e. we will not consider n-partite
complexes which are not pure.

For a face α ∈ X we introduce the notation, type(α) = {i ∈ [n] : α ∩ X[i] ̸= ∅} for the
type of the face α, i.e. the collection of sides of X that α intersects.

For any i ∈ [n] and β ∈ X(n) we will write βi ∈ X(1) for the unique element of β

satisfying {βi} = β ∩ X[i]. We will refer to βi as the i-th coordinate of β. We will also write
βT = {βt : t ∈ T} for all T ⊂ [n]. We extend this notation to arbitrary faces α ∈ X and
T ⊂ type(α). In keeping with the view that a face α ∈ X with type(α) = {t1, . . . , tk} can be
represented as a tuple (at1 , · · · , atk

), we will favour the notation α ⊕ α′ to denote the union
of two faces α, α′ ∈ X with type(α) ∩ type(α′) = ∅ over the usual notation α ∪ α′.

We observe that for facets β ∈ X(n), i.e. faces of maximal rank, we have type(β) = [n].
Given, α ∈ X we recall that the link Xα is defined as,Xα = {(β \ α) ∈ X : β ∈ X, β ⊃ α}.

For T ⊂ [n], we will also introduce the notation X[T ] to refer to all faces of X of type T .

Weighted Simplicial Complexes

A weighted simplicial complex (X, π) of rank n is a pure simplicial complex of rank n where
π := πn : X(n) → R≥0 is a probablity distribution with full support.

For j ∈ [0, n − 1], we inductively define the probability distributions πj : X(j) → R as

πj(α) = πj(α) = 1(
n
j

) ∑
β⊃α,

β∈X(n)

πn(β). (3)

Similarly, given a face α ∈ X(j), we define the distribution π(α) on X
(n−j)
α by conditioning

π on the containment of α. Of particular importance to us will be the link graph Mα ∈
RX(1)

α ×X(1)
α given any α ∈ X(≤n−2). We recall that for all distinct pairs of vertices x, y ∈ X

(1)
α ,

we have

Mα(x, y) = π(α∪{x})(y) = Prω∼πn
[ω ⊃ α ∪ {x, y} | ω ⊃ α ∪ {x}]

n − |α| − 1 , (link)

and Mα(x, x) = 0 for all x ∈ X
(1)
α .
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2.5 Higher Order Random Walks on Simplicial Complexes
Let (X, π) be a simpicial complex of rank n. The up-down walk P↑↓

ℓ↔n := UpDownℓ↔n(X, π)
between the ℓ-th and n-th levels, X(ℓ) and X(n) respectively, is defined as the following
random walk on X(ℓ): Starting from an arbitrary face ω̂(0) ∈ X(ℓ) for all t ≥ 1 move from
ω̂(t−1) to ω̂(t) according to the following simple rule,

Update Rule For the Up-Down Walk, P↑↓
ℓ↔n

sample ω ∼ πn, conditional on ω ⊃ ω̂(t−1),
draw a uniformly subset among all the subsets of ω of size ℓ, and output
it as ω̂.

Similarly, the down-up walk P↓↑
n↔ℓ between the n-th and ℓ-th levels, X(n) and X(ℓ)

respectively, as the following random walk X(n): Starting from an arbitrary ω(0) ∈ X(n) and
moves from ω(t−1) to ω(t) according to the following simple rule,

Update Rule for the Down-Up Walk, P↓↑
n↔ℓ

draw a subset ω̂ of ω of size ℓ, uniformly at random,
draw a subset ω ∼ π conditioned on containing ω̂, and output it as ω(t).

It is well known, [2, 21, 20], that the random walks P↓↑
n↔ℓ and P↑↓

ℓ↔n can be decomposed
as a product of random down- and up-movements on X. Formally, for 0 ≤ ℓ ≤ k ≤ n, we
define the up-walk P↑

ℓ→k := Upℓ→k(X, π) and the down-walk P↓
k→ℓ := Downk→ℓ(X, π) as the

following random walks,

P↑
ℓ→k(ω̂, ω) = π

(ω̂)
k−ℓ(ω) =

1[ω ⊃ ω̂] · Pr
ω̃∼πn

[ω̃ ⊃ ω | ω̃ ⊃ ω̂](
n−ℓ
k−ℓ

) , (up-walk)

P↓
k→ℓ(ω, ω̂) = 1[ω̂ ⊂ ω](

k
ℓ

) . (down-walk)

▶ Proposition 9 (Folklore). Let (X, π) be a simplical complex of rank n, then writing P↓↑
n↔ℓ :=

DownUpn↔ℓ(X, π), P↑↓
ℓ↔n := P↑↓

ℓ↔n(X, π), P↑
ℓ→n = Upℓ→n(X, π), and P↓

n→ℓ = Downn→ℓ(X, π)
for the down-up, up-down, up- and down-walks between the n-th and ℓ-th levels of X respect-
ively, we have
1.
(

P↑
ℓ→n

)∗
= P↓

n→ℓ, i.e. the operators P↑
ℓ→n and P↓

n→ℓ are adjoint operators with respect to
the measures πn and πℓ,

2. P↑↓
ℓ↔n = P↑

ℓ→nP↓
n→ℓ – in particular the operator P↑↓

ℓ↔n is PSD,
3. P↓↑

n↔ℓ = P↓
n→ℓP

↑
ℓ→n – in particular the operator P↓↑

n↔ℓ is PSD.
For any ω̂ ∈ X and any 0 ≤ ℓ ≤ n′ = n − |ω̂|, we will write P↑

ω̂,ℓ→n′ , P↓
ω̂,n′→ℓ, P↑↓

ω̂,ℓ↔n′ ,

and P↓↑
ω̂,n′↔ℓ for the corresponding up, down, up-down, and down-up walks in the complex

(Xω̂, πω̂).

2.6 Local to Global Analysis
Given a simplicial complex (X, π) of rank n, we define the local Φ-entropy contraction factor
lcΦ(ω̂) for any ω̂ ∈ X(≤r−2) as follows,

lcΦ(ω̂) := sup

 EntΦ
π

(ω̂)
1

(P↑
ω̂,1→n′g)

EntΦ
π

(ω̂)
n′

(g)

∣∣∣∣∣∣ g ∈ RX
(n′)
ω̂ and n′ = n − |ω̂|.

 (4)
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Equivalently, lcΦ(ω̂) ∈ R>0 is the smallest constant satisfying the equality

EntΦ
πω̂

1
(P↑

ω̂,1→n′g) ≤ lcΦ(ω̂) · EntΦ
π

(ω̂)
n′

(g) for all g ∈ RX
(n′)
ω̂ where n′ = n − |ω̂|.

When Φ(t) = t log t, we will simply write lec(ω̂) in place of lcΦ(ω̂). We also make the
following observation for the special case Φ(t) = t2, i.e. when EntΦ

• (•) equals the variance
functional Var•(•). The following proposition is well understood,

▶ Proposition 10. 4 Let (X, π) be a simplicial complex of rank n. Then, for the choice of
Φ(t) = t2, for any ω̂ ∈ X(≤n−2) we have

lcΦ(ω̂) = 1
n − |ω̂|

+ n − |ω̂| − 1
n − |ω̂|

· λ2(Mω̂),

where Mω̂ is the link graph of ω̂.

A crucial tool we will be using in Section 4 is the so called Garland method, due to [31].
To this end, we define the localization f |ω̂ ∈ RXω̂(k−j) of a function f ∈ RX(k) on a link
ω̂ ∈ X(j) for j ≤ k as the following function,

f |ω̂(α) = f(ω̂ ⊔ α) for all α ∈ X
(k−j)
ω̂ . (localization)

We first observe that by appealing to the chain rule for the Φ-entropy, one can obtain a
convenient expression for it in terms of localizations.

▶ Lemma 11 (Chain Rule for Φ-Entropy). 5 Let (X, π) be a simplicial complex of rank n. For
all 0 ≤ ℓ ≤ r ≤ n and non-negative f ∈ RX(r)

≥0 , we have

EntΦ
πr

(f) = E
ω̂∼πℓ

EntΦ
π

(ω̂)
r−ℓ

(f |ω̂) + Entπℓ

(
P↑

ℓ→rf
)

,

where P↑
ℓ→r := Upℓ→r(X, π) is the up-walk on X

We also recall the following identities,

▶ Lemma 12. Let (X, π) be a simplicial complex of rank n. Writing P↓↑
n↔r =

DownUpn↔r(X, π), P↑↓
n−1 = UpDownn−1↔n(X, π), and Mω̂ for the link of the face ω̂ ∈ X(≤n−2),

for all f ∈ RX(n) and ℓ ≤ r ≤ n, we have
1. ⟨f , f⟩πn

= Eω̂∼πℓ
⟨f |ω̂, f |ω̂⟩

π
(ω̂)
n−ℓ

,

2.
〈
f , P↓↑

n↔rf
〉

πn
= Eω̂∼πℓ

〈
f |ω̂, P↓↑

ω̂,n−ℓ↔r−ℓf |ω̂
〉

π
(ω̂)
n−ℓ

,

3.
〈

f , P↑↓
n−1f

〉
πn

= Eω̂∼πn−2

(〈
f |ω̂,

( I
n + n−1

n · Mω̂

)
f |ω̂
〉

π
(ω̂)
1

)
We recall the following result due to [40],

▶ Lemma 13 (Theorem 3.5, [40]). Let (X, π) be an n-partite simplicial complex and let
0 ≤ k < n. If ec(P↑

n−1→n) ≥ (Cn)−1 for some C ∈ R>0, then ec
(

P↑
k→k+1

)
≥ 1

(k+1)(C+1) .

4 We provide a proof for this statement in the full version of our paper, [4]
5 A proof is supplied in the full version of our paper, [4]
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3 Expanderized Random Walks

Let (X, π) be an n-partite simplicial complex. For any ℓ ≤ n, the up-down walk P↑↓
ℓ↔n :=

UpDownℓ↔n(X, π) on the ℓ-th level X(ℓ) of X introduced in Section 2.5 admits the following
alternative description: Starting from an arbitrary face ω̂(0) ∈ X(ℓ) move from ω̂(t−1) to ω̂(t)

according to the following simple rule,

Update Rule for the Up-Down Walk, P↑↓
ℓ↔n

sample ω ∼ π, conditional on ω ⊃ ω̂(t−1),
sample S ∼ uni([n]

ℓ ),
output ω̂(t) = ωS .

We will expanderize the up-down walk P↑↓
ℓ↔n in the following manner: Given a k-regular

labelled graph H on the vertex set
([n]

ℓ

)
, we will denote the a-th neighbor of vertex v by

OutH(v, a). We define the expanderized up-down walk Q↑↓
ℓ↔n = UpDownℓ↔n(X, π, H) as the

walk which starts from an arbitrary face ω̂(0) and moves from ω̂(t−1) to ω̂(t) according to the
following simple rule,

Update Rule for the Expanderized Up-Down Walk, Q↑↓
ℓ↔n

sample ω ∼ π, conditional on ω ⊃ ω̂(t−1),
sample a ∼ uni[k] and set S = OutH(type(ω̂(t−1)), a),a
output ω̂(t) = ωS .

a Where we recall that the type of ω̂ is the sides of the simplicial complex that ω̂
intersects

Similarly, the down-up walk P↓↑
n↔ℓ between the n-th level X(n) and the ℓ-th level X(ℓ)

of an n-partite simplicial complex (X, π) introduced in Section 2.5 admits the following
alternative description: Start from ω(0) ∈ X(n) and move from ω(t−1) to ω(t) according to
the following simple rule,

Update Rule for the Down-Up Walk, P↓↑
n↔ℓ

sample S ∼ uni([n]
ℓ ) uniformly at random,

set ω̂ = ωS ,
set ω(t) to be a random face drawn from π, conditional on containing ω̂.

Similarly, we define the expanderized down-up walk Q↓↑
n↔ℓ = DownUpn↔ℓ(X, π, H) to be the

random walk on X(n) ×
([n]

ℓ

)
, starting from an arbitrary face-subset pair (ω(0), S(0)) and

move from (ω(t−1), S(t−1)) to (ω(t), S(t)) according to the following simple rule,

Update Rule for the Expanderized Down-Up Walk, Q↓↑
n↔ℓ

sample a ∼ uni[k] and set S′ = OutH(S(t−1), a),
set ω̂ = ωS′ ,
set ω(t) ∼ π to be a random face conditional on containing ω̂,
sample b ∼ uni[k] and set S(t) = OutH(S(t−1), b),
output (ω(t), S(t)).
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For convenience we also define the expanderized down- and up-walks given a degree regular
labelled graph H = (

([n]
ℓ

)
, E)

Q↓
n→ℓ = Downn→ℓ(X, π, H) ∈ R(X(n)×([n]

ℓ ))×X(ℓ)
and Q↑

ℓ→n = Upℓ→[n](X, π, H) ∈ RX(ℓ)×(X(n)×([n]
ℓ )),

as follows,

Q↓
n→ℓ((ω, S), ω̂) = 1[S ∼H type(ω̂)]

k
· 1[ω ⊃ ω̂] for all ω ∈ X(n), ω̂ ∈ X(ℓ), S ∈

(
[n]
ℓ

)
,

and Q↑
ℓ→n =

(
Q↓

n→ℓ

)∗
where the adjoint is taken with respect to the distributions πn ⊗uni([n]

ℓ )
and πℓ, i.e.

Q↑
ℓ→n(ω̂, (ω, S)) = 1[S ∼H type(ω̂)]

k
· Pr

ω̃∼πn

[ω̃ = ω | ω ⊃ ω̂] for all ω ∈ X(n), ω̂ ∈ X(ℓ), S ∈
(

[n]
ℓ

)
,

and the notation T ∼H S is used to denote the adjacency relation in the graph H , i.e. {S, T} ∈
E(H).

We summarize the random movements described by the expanderized up- and down-walks
in words as follows: The expanderized down-walk Q↓

n→ℓ first samples a random neighbor of T

of S in
([n]

ℓ

)
, and then restricts the coordinates of ω to T , i.e. moves to ωT . The expanderized

up-walk Q↑
ℓ→n on the other hand first samples a facet ω ∈ X(n) from π conditional on

containing ω̂ and after picking a random neighbor S of type(ω̂) in H moves to (ω, S).

▶ Proposition 14. For any n-partite pure simplicial complex (X, π) and a k-regular labelled
graph H = (

([n]
ℓ

)
, E), writing Q↓

n→ℓ = Downn→ℓ(X, π, H) and Q↑
ℓ→n = Upℓ→n(X, π, H) we

have,(
πn ⊗ uni([n]

ℓ )
)

Q↓
n→ℓ = πℓ and πℓQ↑

ℓ→n = πn ⊗ uni([n]
ℓ ).

Proof. Let (ω, S) ∼ πn ⊗ uni([n]
ℓ ) be a random sample. Notice that a random neighbor of S

in H is still distributed uniformly at random as the uniform distribution stationary for the
random walk over a k-regular graph, q.v. Observation 3. Thus, conditional on ω, a single
step of Q↓

n ends up restricting ω to a random set of coordinates S – this precisely yields the
distribution πℓ, q.v. Equation (3).

The second statement follows since Q↑
ℓ→n is the adjoint operator, q.v. Proposition 1. ◀

The following is easy to verify,

▶ Corollary 15. For any n-partite simplicial complex (X, π) and k-regular labelled graph
H =

(([n]
ℓ

)
, E)

)
,

UpDownℓ↔n(X, π, H2) = Upℓ→n(X, π, H) · Downn→ℓ(X, π, H),
DownUpn↔ℓ(X, π, H) = Downn→ℓ(X, π, H) · Upℓ→n(X, π, H).

We now summarize several useful properties of the expanderized up- and down-walks,

▶ Corollary 16. Let (X, π) be an n-partite complex and H = (
([n]

ℓ

)
, E) a k-regular graph.

For any ℓ ≤ n, writing Q↑↓
ℓ↔n = UpDownℓ↔n(X, π, H2), Q↓↑

n↔ℓ = DownUpn↔ℓ(X, π, H) Q↓
n→ℓ =

Downn→ℓ(X, π, H) and Q↑
ℓ→n = Upℓ→n(X, π, H) we have,

1. (πn ⊗ uni([n]
ℓ ))Q↓↑

n↔ℓ = πn ⊗ uni([n]
ℓ ), i.e. πn ⊗ uni([n]

ℓ ) is the stationary distribution of

Q↓↑
n↔ℓ,

2. πℓQ↑↓
ℓ↔n = πℓ, i.e. πℓ is the stationary distribution of Q↑↓

ℓ↔n.
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3. Q↓↑
n↔ℓ and Q↑↓

ℓ↔n are PSD operators.
4. Q↑↓

ℓ↔n and Q↓↑
n↔ℓ are self-adjoint operators.

Since in our proofs it will be more convenient to use Q↑↓
ℓ↔n := UpDownℓ↔n(X, π, H) directly,

initialized with H and not H2, we also note the following.

▶ Proposition 17. 6 Let (X, π) be an n-partite complex and H = (
([n]

ℓ

)
, E) a k-regular graph.

Then, the expanderized up-down walk Q↑↓
ℓ↔n := UpDownℓ↔n(X, π, H) has the stationary

distribution πℓ and is reversible.

Now, we present the results we prove for expanderized random walks. Our first result
shows that the expanderized up-down walk approximates the usual up-down walk in the
operator norm,

▶ Theorem 18. Let (X, π) be an n-partite simplicial complex and let H be a k-regular labelled
graph on the vertex set

([n]
ℓ

)
. Writing Q↑↓

ℓ↔n := UpDown(X, π, H) and P↑↓
ℓ↔n := UpDown(X, π)

for the expanderized- and the regular up-down walks on X(ℓ), we have∥∥∥Q↑↓
ℓ↔n − (1 − λ(H)) · P↑↓

ℓ↔n

∥∥∥
op,πℓ

≤ λ(H).

We present the proof of Theorem 18 in Section 3.1. Theorem 18 immediately implies the
following bounds for the spectral gap of expanderized walks,

▶ Corollary 19. 7 Let (X, π) be an n-partite simplicial complex and let H be a k-regular labelled
graph on the vertex set

([n]
ℓ

)
. Writing Q↑↓

ℓ↔n := UpDown(X, π, H), P↑↓
ℓ↔n = UpDownℓ↔n(X, π),

Q↓↑
n↔ℓ = DownUp(X, π, H), and P↓↑

n↔ℓ = DownUpn↔ℓ(X, π), we have

gap
(

Q↑↓
ℓ↔n

)
≥ gap

(
P↑↓

ℓ↔n

)
· gap⋆(H),

gap
(

Q↓↑
n↔ℓ

)
≥ gap

(
P↓↑

n↔ℓ

)
· gap⋆(H2),

where gap⋆(G) = 1 − λ(G) and λ(G) denotes the two-sided expansion of the graph G.

Unfortunately, a bound on the spectral gap is in many settings not enough to obtain optimal
mixing time bounds. We show however, that Theorem 18 allows us to transfer log-Sobolev
inequalities (LSI) for the usual up-down walks to the expanderized up-down walks,

▶ Corollary 20. Let (X, π) be an n-partite simplicial complex and let H be a k-regular
labelled graph on the vertex set

([n]
ℓ

)
. Writing Q↑↓

ℓ↔n := UpDownℓ↔n(X, π, H) and P↑↓
ℓ↔n :=

UpDownℓ↔n(X, π) for the up-down walk on X(ℓ), we have

ls
(

Q↑↓
ℓ↔n

)
≥ ls

(
P↑↓

ℓ↔n

)
· gap⋆(H),

where gap⋆(H) = 1 − λ(H) and λ(H) denotes the two-sided expansion of the graph H.

We will prove Corollary 20 in Section 3.2. We state a convenient corollary of Corollary 20
which immediately follows from Lemma 7, Corollary 16, and the data processing inequality
Lemma 6,

6 As Corollary 16 reaches the same end by replacing H with H2 we will omit this proof and refer the
reader to the full version of our paper [4]

7 Since this result does not get used in our applications, we refer the reader to the full-version of our
paper [4] for a proof.
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▶ Corollary 21. Let (X, π) be an n-partite simplicial complex and let H be a k-regular
labelled graph on the vertex set

([n]
ℓ

)
. Then, writing Q↓

n↔ℓ = Downn→ℓ(X, π, H) and P↑↓
ℓ↔n =

UpDownℓ↔n(X, π) we have,

ec(Q↓
n↔ℓ) ≥ ls(P↑↓

ℓ↔n) · gap⋆(H2).

In particular, we have for Q↑↓
ℓ↔n := UpDownℓ↔n(X, π, H2) and Q↓↑

n↔ℓ =
DownUpn↔ℓ(X, π, H),

ec(Q↑↓
ℓ↔n) ≥ ls(P↑↓

ℓ↔n) · gap⋆(H2) and ec(Q↓↑
n↔ℓ) ≥ ls(P↑↓

ℓ↔n) · gap⋆(H2),

where gap⋆(H2) = 1 − λ(H2) and λ(H2) denotes the two-sided expansion of the graph H2.

As we will see in Section 5, Corollary 21 will indeed allow us to prove optimal mixing time
bounds for the expanderized walks in many cases of interest.

3.1 Closeness in Operator Norm: Proof of Theorem 18
Proof of Theorem 18 . For convenience, we will write Q↑↓ := Q↑↓

ℓ↔n and P↑↓ := P↑↓
ℓ↔n.

Let M denote the random-walk matrix of the graph H where each transition occurs with
the probability 1/k and J the random-walk matrix of the clique over

([n]
ℓ

)
with self-loops,

i.e. J = 11⊤/
([n]

ℓ

)
. We will write, λ := λ(M).

Let S ∈
([n]

ℓ

)
be arbitrary and suppose some ω̄ ∈ X(ℓ) is given such that type(ω̄) = S.

For all f ∈ RX(ℓ) , we have

[Q↑↓f ](ω̄) =
∑

ω̂∈X[Sc]

Pr
ω∼π

[ωSc = ω̂ | ωS = ω̄] ·
∑

a∈[k]

f
(
(ω̄ ⊕ ω̂)OutH (S,a)

)
k

.

Similarly, we have

[P↑↓f ](ω̄) =
∑

ω̂∈X[Sc]

Pr
ω∼π

[ωSc = ω̂ | ωS = ω̄]
∑

T ∈([n]
ℓ )

f((ω̄ ⊕ ω̂)T )(
n
ℓ

) .

For any given facet ω ∈ X(n) we define the function gω ∈ R([n]
ℓ ) as, gω(T ) = f(ωT ).

We have,

[Mgω](T ) =
∑

a∈[k]

f
(
ωOutH (T,a)

)
k

and [Jgω](i) =
∑

T ∈([n]
ℓ )

f(ωT )(
n
ℓ

) .

Thus, we have

[Q↑↓f ](ω̄) =
∑

ω̂∈X[Sc]

Pr
ω∼π

[ωSc = ω̂ | ωS = ω̄] · [Mgω̄⊕ω̂](S), (5)

[P↑↓f ](ω̄) =
∑

ω̂∈X[Sc]

Pr
ω∼π

[ωSc = ω̂ | ωS = ω̄] · [Jgω̄⊕ω̂](S). (6)

In particular combining Equation (5) and Equation (6) and noticing that for ω ∼ π the law
of ωSc conditional on ωS = ω̄ is given by π

(ω̂)
n−ℓ,
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∥∥(Q↑↓ − (1 − λ)P↑↓)f
∥∥2

πℓ
= E

ω̄∼πℓ

(
E

ω̂∼π
(ω̄)
n−ℓ

[
[Mgω̄⊕ω̂](type(ω̄)) − (1 − λ)[Jgω̄⊕ω̂](type(ω̄))

])2

,

≤ E
ω̄∼πℓ

E
ω̂∼π

(ω̄)
n−ℓ

[(
[Mgω̄⊕ω̂](type(ω̄)) − (1 − λ)[Jgω̄⊕ω̂](type(ω̄))

)2
]
.

where the last inequality is obtained by appealing to Jensen’s inequality and the convexity
of t → t2.

Now, we observe the law of ω̄ ⊕ ω̂ obtained by first sampling ω̄ ∼ πℓ and then ω̂ ∼ π(ω̄) is
given by π. Furthermore, any ω ∈ X(n) occurs exactly

([n]
ℓ

)
times in the expectation above –

once for each S ∈
([n]

ℓ

)
acting as type(ω̄), which happens with probability

(
n
ℓ

)−1. Thus,

∥∥(Q↑↓ − (1 − λ)P↑↓)f
∥∥2

πℓ
≤ E

ω∼πn

 E
S∼uni([n]

ℓ )
([(M − (1 − λ)J)gω](S))2

,

≤ E
ω∼πn

[
λ2 · ∥gω∥2

uni([n]
ℓ )

]
where the last inequality is due to ∥M − (1 − λ)J∥op,uni([n]

ℓ )
≤ λ as λ(M) ≤ λ!

Now, we finally note

E
ω∼π

[
∥gω∥2

uni([n]
ℓ )

]
= E

ω∼π

 1(
n
ℓ

) ∑
S∈([n]

ℓ )
f(ωS)2

 = E
ω̄∼πℓ

f(ω̄)2 = ∥f∥2
πℓ

,

The last equality is due to the observation that first sampling ω ∼ π and then outputting
ωS for S ∼ uni([n]

ℓ ) picked uniformly at random amounts to simply sampling ω̄ ∼ πℓ,
q.v. Equation (3).

In particular,∥∥(Q↑↓ − (1 − λ)P↑↓)f
∥∥

πℓ
≤ λ · ∥f∥πℓ

.

As f was picked arbitrarily, this allows us to conclude the proof of our theorem by appealing
to the definition of the operator norm. ◀

3.2 Log-Sobolev Bound: Proof of Corollary 20
Proof of Corollary 20. Let f ∈ RX(ℓ)

≥0 be an arbitrary function satisfying Entπℓ
(f2) ̸= 0. We

have,〈
f ,
(
I − Q↑↓

ℓ↔n

)
f
〉

πℓ

Entπℓ (f)2 =

〈
f ,
(
I − (1 − λ(H)) · P↑↓

ℓ↔n

)
f
〉

πℓ

Entπℓ (f2)
+

〈
f ,
(
(1 − λ(H))P↑↓

ℓ↔n − Q↑↓
ℓ↔n

)
f
〉

πℓ

Entπℓ (f2)
.

Notice that by Theorem 18, we should have〈
f ,
(

(1 − λ(H))P↑↓
ℓ↔n − Q↑↓

ℓ↔n

)
f
〉

πℓ

≥ −λ(H) · ⟨f , If⟩πℓ
.

Thus,〈
f ,
(

I − Q↑↓
ℓ↔n

)
f
〉

πℓ

Entπℓ
(f)2 ≥

〈
f ,
(

I −
(

(1 − λ(H)) · P↑↓
ℓ↔n + λ(H) · I

))
f
〉

πℓ

Entπℓ
(f2)

,

≥ ls
(

(1 − λ(H)) · P↑↓
ℓ↔n + λ(H) · I

)
,

= ls(P↑↓
ℓ↔n) · gap⋆(H),
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where the last inequality is obtained by noticing:

⟨f , (I − (a · I + (1 − a)P))f⟩µ = (1 − a) · ⟨f , (I − P)f⟩µ,

and the variational formula for the log-Sobolev constant (Equation (2)) . Appealing to the
definition of the log-Sobolev inequality (LSI) once again yields the result. ◀

4 Functional Inequalities on Simplical Complexes

In this section, we will prove several functional inequalities involving the down-up walk P↓↑
n↔ℓ.

For convenience we define the set Cℓ(X) as the set of ℓ-chains in X, i.e. the collection of
sequences

∅ := ω(0) ⊊ ω(1) ⊊ · · · ⊊ ω(ℓ) ∈ X(ℓ),

such that ω(i) ∈ X(i) for all i = 0, . . . , ℓ. Similarly, for x ∈ X(1) we define Cℓ(x) as the set of
ℓ-chains in X starting from x ∈ X(1), i.e. the collection of sequences

x =: ω(1) ⊊ ω(2) ⊊ · · · ⊊ · · · ⊊ ω(ℓ),

such that ω(i) ∈ X(i) for all i = 0, . . . , ℓ.

▶ Theorem 22. For all n-partite simplicial complexes (X, π) and convex Φ : R≥0 → R≥0,
we have:

cfΦ(P↑
ℓ→n) ≥ min


ℓ−1∏
j=0

(1 − lcΦ(ω(j)))

∣∣∣∣∣∣∅ =: ω(0) ⊊ ω(1) ⊊ · · · ⊊ ω(ℓ) ∈ Cℓ(X)

. (7)

In particular, writing lc(i)
Φ (X, π) = maxω̂∈X(i) lcΦ(ω̂), we have

cfΦ

(
P↑

ℓ→n

)
≥

ℓ−1∏
j=0

(
1 − lc(j)

Φ (X, π)
)

.

As mentioned before our proof is inspired by the exposition in [14] and follows the Garland
method, [31]. After submitting our results to arxiv, it came to our attention that the same
proof technique for proving a weaker version of Theorem 22 already appeared in [42] in the
context of variance contraction. We will list a few immediate consequences of Theorem 22.
The following bound is immediate given Proposition 10 and Theorem 22,

▶ Corollary 23 (Spectral Gap Bound). Let (X, π) be a simplicial complex of rank n. We have,

gap(P↓↑
n↔ℓ) ≥ n − ℓ

n
· min

{
ℓ−1∏
i=0

gap(Mzi)

∣∣∣∣∣ ∅ =: ω(0) ⊊ ω(1) ⊊ · · · ⊊ ω(ℓ) ∈ Cℓ−1(X)
}

. (8)

In particular, writing gapk(X, π) := minx∈X(k) gap(Mx) we have

gap(P↓↑
n↔ℓ) ≥ n − ℓ

n
·

ℓ−1∏
i=0

gapi(X, π).

We also prove a useful lemma that shows we can directly relate the entropy contraction
constant to the log-Sobolev constant of the down-up walk,
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▶ Lemma 24. Let (X, π) be a simplicial complex of rank n. For any ω̂ ∈ X, we set

π⋆
ω̂,k = min

ω̃∈X
(k)
ω̂

π
(ω̂)
k (ω̃), gapn−2(X, π) = min

ω̂∈X(n−2)
gap(Mω̂), and

Cω̂,k =


1 π⋆

ω̂,k > 1/2,
1−2π⋆

ω̂,k

log
((

π⋆
ω̂,k

)−1
−1
) otherwise.

where Mω̂ is the link of ω̂ and gap(•) denotes the spectral gap. We have,

ls(P↓↑
n↔ℓ) ≥ min

{
Cω(ℓ),n−ℓ

∣∣ ω(ℓ) ∈ X(ℓ)} · ec
(
P↑

ℓ→n

)
,

ls(P↑↓
n−1) ≥ n − 1

n
· min

{
Cω(n−2),1

∣∣ ω(n−2) ∈ X(n−2)} · gapn−2(X, π) · ec(P↑
n−2→n−1).

In particular, writing leci(X, π) := minω̂∈X(i) lec(ω̂) and Cℓ,k = minω̂∈X(ℓ) Cω̂,k,

ls(P↓↑
n↔ℓ) ≥ Cℓ,n−ℓ ·

ℓ−1∏
i=0

(1 − leci(X, π))

We will prove this result in Section 4.2.

4.1 Proof of Φ-Entropy Contraction Bounds, Theorem 22
Proof of Theorem 22. For ℓ = 0, the LHS is equal to 0, thus we see the product in
Equation (7) is taken over an empty set and equals 1. Thus, equality holds in this case with
cfΦ(P↑

0→n) = 1. We proceed by induction on the rank of the simplicial complex. We have
by the chain rule for Φ-entropy (Lemma 11),

EntΦ
πℓ

(P↑
ℓ→nf) = E

x∼π1
EntΦ

π
(x)
ℓ−1

(P↑
x,ℓ−1→n−1f |x) + EntΦ

π1
(P↑

1→nf),

where we have used (i) (P↑
ℓ→nf)x(ω) = [P↑

x;ℓ−1→n−1f |x](ω \ x) and (ii) that P↑
ℓ→n is row-

stochastic, i.e. E(P↑
ℓ→nf) = Ef . Let c := minx∼X(1) cfΦ(P↑

x,ℓ−1→n−1). By the induction
hypothesis,

c ≥ min


ℓ−1∏
j=1

(1 − lcΦ(ω(j)))

∣∣∣∣∣∣x ∈ X(1), x =: ω(1) ⊊ ω(2) ⊊ · · · ⊊ ω(ℓ−1) ∈ Cℓ−1(x)

. (9)

Hence, we obtain,

EntΦ
πℓ

(P↑
ℓ→nf) ≤ (1 − c) E

x∼π1
EntΦ

π
(x)
n−1

(f |x) + EntΦ
π1

(P↑
1→nf).

Now, using the chain-rule (Lemma 11) for Φ-entropy once more, we have
Ex∼π1 EntΦ

π
(x)
n−1

(f |x) = EntΦ
πn

(f) − Entπ1(P↑
1→nf). Substituting this in the inequality above,

we obtain:

EntΦ
πℓ

(P↑
ℓ→nf) ≤ (1 − c) ·

(
EntΦ

πn
(f) − EntΦ

π1
(P↑

1→nf)
)

+ EntΦ
π1

(P↑
1→nf),

= (1 − c) · EntΦ
πn

(f) + c · EntΦ
π1

(P↑
1→nf).

Now, using EntΦ
π1

(P↑
1→nf) ≤ lcΦ(∅) · EntΦ

πn
(f) we obtain

EntΦ
πℓ

(P↑
ℓ→nf) ≤ (1 − c · (1 − lcΦ(∅))) · EntΦ

πn
(f).

The statement now follows from Equation (9) and the definition of the Φ-entropy contraction
factor. ◀
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4.2 Proof of the log-Sobolev Inequality, Lemma 24
Proof of Lemma 24. We follow a similar strategy to what we have followed to establish
Theorem 22. We have,〈

f ,
(
I − P↓↑

n↔ℓ

)
f
〉

πn
= ⟨f , f⟩πn

−
〈
P↑

ℓ→nf , P↑
ℓ→nf

〉
πℓ

,

= E
ω̂∼πℓ

[
⟨f |ω̂, f |ω̂⟩

π
(ω̂)
n−ℓ

− E
ω̂∼πℓ

〈
P↑

ω̂,0→n−ℓf |ω̂, P↑
ω̂,0→n−ℓf |ω̂

〉
π

(ω̂)
n−ℓ

]
,

= E
ω̂∼πℓ

[〈
f |ω̂,

(
I − P↓↑

ω̂,n−ℓ↔0

)
f |ω̂
〉

π
(ω̂)
n−ℓ

]
,

= E
ω̂∼πℓ

[〈
f |ω̂,

(
I − J

π
(ω̂)
n−ℓ

)
f |ω̂
〉

π
(ω̂)
n−ℓ

]
,

where we have used Items (1) and (2) of Lemma 12 to obtain the second equality and have
written Jµ = 1µ for the clique with respect to µ.

Now, by Lemma 5, we have ls
(

J
π

(ω̂)
n−ℓ

)
≥ Cω̂,n−ℓ – where Cω̂,n−ℓ is defined as in the

statement of Lemma 24. Thus, writing Cℓ,n−ℓ := minω̂∈X(ℓ) Cω̂,n−ℓ, we have〈
f ,
(
I − P↓↑

n↔ℓ

)
f
〉

πn
≥ Cℓ,n−ℓ · E

ω̂∼πℓ

Ent
π

(ω̂)
n−ℓ

(
f2|ω̂

)
, ≥ Cℓ,n−ℓ ·

(
Entπn (f2) − Entπℓ

(
P↑

ℓ→nf2))
where we have used the chain rule for entropy, Lemma 11, to obtain the last statement.

Now, using the definition of Φ-entropy contraction, i.e. writing for Φ(t) = t · log t,

Entπℓ

(
P↑

ℓ→nf2
)

≤
(

1 − ec
(

P↑
ℓ→n

))
· Entπn

(
f2).

Thus,〈
f ,
(

I − P↓↑
n↔ℓ

)
f
〉

πn

≥ Cℓ,n−ℓ · ec
(

P↑
ℓ→n

)
· Entπn

(
f2).

Now, the first statement follows by appealing to the definition of the log-Sobolev inequality
(LSI) and the log-Sobolev constant (Equation (2)). The second statement concerning P↓↑

n↔ℓ

now immediately follows from Theorem 22.
To obtain the log-Sobolev inequality for P↑↓

n−1, we make use of Items (1) and (3) in
Lemma 12 and proceed as above. We have,〈

f ,
(

I − P↑↓
n−1

)
f
〉

πn−1
= n − 1

n
· E

ω̂∼πn−2

[
⟨f |ω̂, (I − Mω̂)f |ω̂⟩

π
(ω̂)
1

]
Now, appealing to Lemma 5, we obtain ls(Mω̂) ≥ gap(Mω̂) · Cω̂,1 for all ω̂ ∈ X(n−2). Thus,〈

f ,
(
I − P↑↓

n−1
)
f
〉

πn−1
≥ n − 1

n
· Cn−2,1 · gapn−2(X, π) · E

ω̂∼πn−2
Ent

π
(ω̂)
1

(f2|ω̂),

= n − 1
n

· Cn−2,1 · gapn−2(X, π) ·
(
Entπn−1 (f2) − Entπℓ

(
P↑

n−2→n−1f2)),
= n − 1

n
· Cn−2,1 · gapn−2(X, π) · ec

(
P↑

n−2→n−1
)

· Entπn−1 (f2), (10)

where we have appealed to the chain rule for entropy, Lemma 11, to obtain the first
equality. ◀

5 Application: Sampling Using the Expanderized Walks

In the present section, present our results concerning the rapid mixing of the expanderized
walks for sampling (i) list-colorings and (ii) Ising models with bounded interaction matrix.
First, we describe the random sampling problems we are interested in mention the state of
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the art sampling results we are interested in expanderizing, and state our results and present
a proof of the list coloring chain. Due to space considerations, we only present the proof
of our list-coloring result here in Section 5.1 and refer the reader to the full version of our
paper in [4] for the proof of our mixing time estimate for the Ising Model.

A list coloring instance (G, L) consists of a graph G = (V, E) and a collection of colours
L = (L(v))v for every vertex. A valid list coloring of (G, L) is then a set of pairs {(v, c(v))}v∈V

satisfying the following two conditions,
1. c(v) ∈ L(v) for all vertices v ∈ L,
2. c(u) ̸= c(v) for all edges {u, v} ∈ E.
We will write (X(G,L), uni(G,L)) for the simplicial complex of proper list coloring of (G, L)
weighted by the uniform distribution (G, L) on all list colorings, i.e.

X(G,L) =

{
α ⊂

⊔
v∈V

{v} × L(v)

∣∣∣∣∣ there is a proper list coloring χ of (G, L) such that α ⊂ χ

}
.

We will show that the expanderized walks rapidly mix when sampling list colorings of bounded
degree graphs. Further, the lower bound in the number of colors matches with the state of
the art – see [12, 41, 10].

▶ Theorem 25. Let (G, L) be a list-coloring instance where G = (V, E) is a graph on n

vertices of maximum degree ∆ ≤ O(1) and Hn be a labelled graph on [n] of constant two-
sided expansion λ(Hn) bounded away from 1. Then, for some absolute constant ε ≈ 10−5,8
and any K = O(1), if (11/6 + K)∆ ≥ |L(v)| ≥ (11/6 − ε) · ∆ for all vertices v ∈ V ,
the mixing time of the expanderized walks Q↑↓

n−1 = UpDownℓ↔n(X(G,L), uni(G,L), H2) and
Q↓↑

n = DownUpn↔ℓ(X(G,L), uni(G,L), H) satisfies,

τmix(Q↑↓
n−1, ε) ≤ C1 · n

(
log n + log ε−1) and τmix(Q↓↑

n , ε) ≤ C2 · n
(
log n + log log ε−1),

where C1 and C2 are universal constants not depending on n but on ∆.

▶ Remark 26. By [5], we can pick a constant degree graph as the graph Hn in the statement of
Theorem 25. Thus, a single step of the random walk can be implemented using O(1)-random
bits – making the total number of random bits used in the random walk O(n log n). In
contrast, the standard down-up walk or the up-down walk requires O(log n) random bits to
perform a single step, and O(n log2 n) random bits in total.

We recall that the Ising model µJ,h : {+1, −1}n → R≥0 with interaction matrix J ∈ Rn×n

and external field h ∈ Rn from statistical physics is a probability distribution on the
hypercube satisfying,

µJ,h(x) =
exp
(

1
2 ⟨x, Jx⟩ℓ2

+ ⟨h, x⟩ℓ2

)
Z(J, h) where Z(J, h) =

∑
x∈{+1,−1}n

exp
(1

2 ⟨x, Jx⟩ℓ2
+ ⟨h, x⟩ℓ2

)
(11)

We notice that we can identify any x ∈ {+1, −1}n with a value by using the encoding,

x± = {(i, x(i)) | i ∈ [n]}.

Thus, we define the simplicial complex (X(J,h), µJ,h), where

X(J,h) = {α ⊂ [n] × {±1} | for each i ∈ [n], α contains at most one element (i, x)}.

We show that our expanderize walks mix rapidly assuming that the external field h ∈ Rn

is well-behaved, i.e. ∥h∥ℓ∞ does not grow with n,

8 See [12].
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▶ Theorem 27. Let (X(J,h), µJ,h) be the simplicial complex defined above corresponding to
the Ising model defined by the interaction matrix J ∈ Rn×n and external field h ∈ Rn and
Hn a constant degree graph whose two-sided expansion is a constant bounded away from 1.
Under the assumption that J is PSD and satisfies ∥J∥op ≤ 1, the following hold,

τmix(Q↑↓
n−1, ε) ≤

O
(
∥h∥ℓ∞

)
· n

(1 − ∥J∥op)2

(
log(n + ∥h∥ℓ1

) + log ε−1) and

τmix(Q↓↑
n , ε) ≤

O
(
∥h∥ℓ∞

)
· n

(1 − ∥J∥op)2

(
log(n + ∥h∥ℓ1

) + log ε−1),
where the O(•) notation hides a universal constant not depending on n, J, or h. Furthermore,
the term (1 − ∥J∥op)2 in the denominator can be replaced with (1 − ∥J∥op)(1 − θ) if the
maximum operator norm of any two-by two principal submatrix of J is θ.

▶ Remark 28. By [5], we can pick a constant degree graph as the graph Hn in the statement
of Theorem 27. Thus, ignoring numerical difficulties in simulating biased coins, a single step
of the random walk can be implemented using O(1)-random bits – making the total number
of random bits used in the random walk O(n log n) when ∥h∥ℓ∞

= O(1). In contrast, the
standard down-up walk or the up-down walk requires O(log n) random bits to perform a
single step and O(n log2 n) random bits in total.

5.1 List Coloring of Bounded Degree Graphs
We make the following observations about the complex associated to proper list colorings,

▶ Proposition 29 (Folklore). 9 Let (G = (V, E), L) be a list-coloring instance. Let K+, K− ∈
N be parameters satisfying deg(v) + K+ ≥ |L(v)| ≥ deg(v) + K− for all v ∈ V . Then, writing
(Y, π) := (X(G,L), uni(G,L)) we have,

λ2(Mχ̂) ≤ 1
K−

for all χ̂ ∈ Y (n−2),

where Mχ̂ is the link of the face χ̂.
Similarly, for any χ̂ ∈ Y (n−2), we have min(u,c)∈Y

(1)
χ̂

π
(χ̂)
1 (u, c) ≥ K−

(∆+K+)2 where ∆ =
maxv∈V deg(v).

We recall the following result of [41, 10],

▶ Theorem 30 (Theorem 1.2, [41]). Let (G, L) be a list-coloring instance where G = (V, E)
is a graph on n vertices of maximum degree ∆ ≤ O(1). Then, for some absolute constant
ε ≈ 10−5,10 if |L(v)| ≥ (11/6 − ε) · ∆ for all vertices v ∈ V , then the spectral gap and the log-
Sobolev constants (Equation (2)) of the down-up walk P↓↑

n = DownUpn↔n−1(X(G,L), uni(G,L))
on the collection of proper list colorings is Ω(n−1).

Then, the following corollary immediately follows by Lemma 7 and Proposition 9,

▶ Corollary 31. Let (G, L) be a list-coloring instance where G = (V, E) is a graph on n vertices
of maximum degree ∆ ≤ O(1). Then, for some absolute constant ε ≈ 10−5, if |L(v)| ≥ (11/6−
ε) · ∆ for all vertices v ∈ V , then the up-operator P↑

n−1→n = Upn−1→n

(
X(G,L), uni(G,L)

)
on

the collection of proper list colorings of (G, L) satisfies ec(P↑
n−1→n) ≥ Ω(n−1).

9 See the full version of this paper [4] for a proof.
10 See [12]
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Proof of Theorem 25. Notice that by Lemma 13, Corollary 31 implies that ec(P↑
n−2→n−1) ≥

Ω(n−1) since by Proposition 29 when ∆ = O(1), Cn−2 = Ω(1), we have
gapn−2(X(G,L), uni(G,L)) = Ω(1), by invoking Lemma 24 we obtain that the up-down walk
P↑↓

n−1 = UpDownn−1↔n(X(G,L), uni(G,L)) satisfies, ls(P↑↓
n−1) ≥ Ω(n−1). Then, by Corollary 21

and the assumption that the two-sided expansion λ(Hn) is a constant bounded away from
1, we obtain ec(Q↑↓

n ), ec(Q↓↑
n−1) ≥ Ω(n−1). The result, concerning mixing times follows

using Theorem 8 and the observation that the state space for both walks is of size at most
n · ((K + 11/6) · ∆)n. ◀

References
1 David Aldous and James Fill. Reversible Markov chains and random walks on graphs, 1995.
2 Vedat Levi Alev and Lap Chi Lau. Improved analysis of higher order random walks and

applications. In STOC, pages 1198–1211, 2020.
3 Vedat Levi Alev and Ori Parzanchevski. Sequential sweeps and high dimensional expansion.

CoRR, abs/2312.02089, 2023. doi:10.48550/arXiv.2312.02089.
4 Vedat Levi Alev and Shravas Rao. Expanderizing higher order random walks, 2024. arXiv:

2405.08927.
5 Noga Alon. Explicit expanders of every degree and size. Combinatorica, 41(4):447–463, 2021.

doi:10.1007/s00493-020-4429-x.
6 Nima Anari, Vishesh Jain, Frederic Koehler, Huy Tuan Pham, and Thuy-Duong Vuong.

Entropic independence ii: optimal sampling and concentration via restricted modified log-
sobolev inequalities. arXiv preprint, 2021. arXiv:2111.03247.

7 Nima Anari, Vishesh Jain, Frederic Koehler, Huy Tuan Pham, and Thuy-Duong Vuong.
Entropic independence: optimal mixing of down-up random walks. In Proceedings of the 54th
Annual ACM SIGACT Symposium on Theory of Computing, pages 1418–1430, 2022.

8 Nima Anari, Vishesh Jain, Frederic Koehler, Huy Tuan Pham, and Thuy-Duong Vuong.
Universality of spectral independence with applications to fast mixing in spin glasses. CoRR,
abs/2307.10466, 2023. doi:10.48550/arXiv.2307.10466.

9 Nima Anari, Kuikui Liu, and Shayan Oveis Gharan. Spectral independence in high-dimensional
expanders and applications to the hardcore model. CoRR, abs/2001.00303, 2020. arXiv:
2001.00303.

10 Antonio Blanca, Pietro Caputo, Zongchen Chen, Daniel Parisi, Daniel Štefankovič, and
Eric Vigoda. On mixing of markov chains: Coupling, spectral independence, and entropy
factorization. In Proceedings of the 2022 Annual ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 3670–3692. SIAM, 2022.

11 Antonio Blanca, Pietro Caputo, Daniel Parisi, Alistair Sinclair, and Eric Vigoda. Entropy
decay in the swendsen–wang dynamics on zd. In Proceedings of the 53rd Annual ACM SIGACT
Symposium on Theory of Computing, pages 1551–1564, 2021.

12 Sitan Chen, Michelle Delcourt, Ankur Moitra, Guillem Perarnau, and Luke Postle. Improved
bounds for randomly sampling colorings via linear programming. In SODA, pages 2216–2234,
2019. doi:10.1137/1.9781611975482.134.

13 Yuansi Chen. An almost constant lower bound of the isoperimetric coefficient in the kls
conjecture. Geometric and Functional Analysis, 31:34–61, 2021.

14 Yuansi Chen and Ronen Eldan. Localization schemes: A framework for proving mixing bounds
for markov chains. In 2022 IEEE 63rd Annual Symposium on Foundations of Computer
Science (FOCS), pages 110–122. IEEE, 2022.

15 Zongchen Chen, Andreas Galanis, Daniel Stefankovic, and Eric Vigoda. Rapid mixing for
colorings via spectral independence. CoRR, abs/2007.08058, 2020. arXiv:2007.08058.

16 Zongchen Chen, Kuikui Liu, and Eric Vigoda. Rapid mixing of Glauber dynamics up to
uniqueness via contraction. arXiv preprint, 2020. arXiv:2004.09083.

https://doi.org/10.48550/arXiv.2312.02089
https://arxiv.org/abs/2405.08927
https://arxiv.org/abs/2405.08927
https://doi.org/10.1007/s00493-020-4429-x
https://arxiv.org/abs/2111.03247
https://doi.org/10.48550/arXiv.2307.10466
https://arxiv.org/abs/2001.00303
https://arxiv.org/abs/2001.00303
https://doi.org/10.1137/1.9781611975482.134
https://arxiv.org/abs/2007.08058
https://arxiv.org/abs/2004.09083


V. L. Alev and S. Rao 58:23

17 Zongchen Chen, Kuikui Liu, and Eric Vigoda. Optimal mixing of glauber dynamics: Entropy
factorization via high-dimensional expansion. In Proceedings of the 53rd Annual ACM SIGACT
Symposium on Theory of Computing, pages 1537–1550, 2021.

18 Persi Diaconis and Arun Ram. Analysis of systematic scan metropolis algorithms using
iwahori-hecke algebra techniques. Michigan Mathematical Journal, 48(1):157–190, 2000.

19 Persi Diaconis, Laurent Saloff-Coste, et al. Logarithmic Sobolev inequalities for finite Markov
chains. The Annals of Applied Probability, 6(3):695–750, 1996.

20 Yotam Dikstein, Irit Dinur, Yuval Filmus, and Prahladh Harsha. Boolean function analysis
on high-dimensional expanders. In APPROX/RANDOM, pages 38:1–38:20, 2018. doi:
10.4230/LIPIcs.APPROX-RANDOM.2018.38.

21 Irit Dinur and Tali Kaufman. High dimensional expanders imply agreement expanders. In
FOCS, pages 974–985, 2017. doi:10.1109/FOCS.2017.94.

22 Roland L Dobrushin. Prescribing a system of random variables by conditional distributions.
Theory of Probability & Its Applications, 15(3):458–486, 1970.

23 Martin Dyer, Leslie Ann Goldberg, and Mark Jerrum. Systematic scan for sampling colorings.
The Annals of Applied Probability, 16(1):185–230, 2006.

24 Martin Dyer, Leslie Ann Goldberg, and Mark Jerrum. Dobrushin conditions and systematic
scan. Combinatorics, Probability and Computing, 17(6):761–779, 2008.

25 Ronen Eldan. Thin shell implies spectral gap up to polylog via a stochastic localization scheme.
Geometric and Functional Analysis, 23(2):532–569, 2013.

26 Ronen Eldan. Taming correlations through entropy-efficient measure decompositions with
applications to mean-field approximation. Probability Theory and Related Fields, 176(3):737–
755, 2020.

27 Ronen Eldan, Frederic Koehler, and Ofer Zeitouni. A spectral condition for spectral gap: fast
mixing in high-temperature ising models. Probability theory and related fields, 182(3):1035–1051,
2022.

28 Ronen Eldan and Omer Shamir. Log concavity and concentration of lipschitz functions on the
boolean hypercube. Journal of functional analysis, 282(8):109392, 2022.

29 Weiming Feng, Heng Guo, Chunyang Wang, Jiaheng Wang, and Yitong Yin. Towards
derandomising markov chain monte carlo. In 64th IEEE Annual Symposium on Foundations of
Computer Science, FOCS 2023, Santa Cruz, CA, USA, November 6-9, 2023, pages 1963–1990.
IEEE, 2023.

30 Weiming Feng, Heng Guo, Yitong Yin, and Chihao Zhang. Rapid mixing from spectral
independence beyond the boolean domain. arXiv preprint, 2020. arXiv:2007.08091.

31 Howard Garland. p-adic curvature and the cohomology of discrete subgroups of p-adic groups.
Annals of Mathematics, pages 375–423, 1973.

32 Heng Guo and Giorgos Mousa. Local-to-global contraction in simplicial complexes, 2021.
arXiv:2012.14317.

33 Thomas P Hayes. A simple condition implying rapid mixing of single-site dynamics on
spin systems. In 2006 47th Annual IEEE Symposium on Foundations of Computer Science
(FOCS’06), pages 39–46. IEEE, 2006.

34 Shlomo Hoory, Nathan Linial, and Avi Wigderson. Expander graphs and their applications.
Bulletin of the American Mathematical Society, 43(4):439–561, 2006.

35 Eyal Karni and Tali Kaufman. High dimensional expansion using zig-zag product. arXiv
preprint, 2020. arXiv:2001.08829.

36 Tali Kaufman and David Mass. High dimensional random walks and colorful expansion. In
ITCS, pages 4:1–4:27, 2017. doi:10.4230/LIPIcs.ITCS.2017.4.

37 Tali Kaufman and Izhar Oppenheim. High order random walks: Beyond spectral gap. In
APPROX/RANDOM, pages 47:1–47:17, 2018. doi:10.4230/LIPIcs.APPROX-RANDOM.2018.
47.

38 B Klartag and V Milman. The slicing problem by bourgain. In Analysis at Large: Dedicated
to the Life and Work of Jean Bourgain, pages 203–231. Springer, 2022.

APPROX/RANDOM 2024

https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2018.38
https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2018.38
https://doi.org/10.1109/FOCS.2017.94
https://arxiv.org/abs/2007.08091
https://arxiv.org/abs/2012.14317
https://arxiv.org/abs/2001.08829
https://doi.org/10.4230/LIPIcs.ITCS.2017.4
https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2018.47
https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2018.47


58:24 Expanderizing Higher Order Random Walks

39 Bo’az Klartag. Eldan’s stochastic localization and tubular neighborhoods of complex-analytic
sets. The Journal of Geometric Analysis, 28:2008–2027, 2018.

40 Holden Lee. Parallelising glauber dynamics. arXiv preprint, 2023. arXiv:2307.07131.
41 Kuikui Liu. From coupling to spectral independence and blackbox comparison with the

down-up walk. arXiv preprint, 2021. arXiv:2103.11609.
42 Kuikui Liu. Spectral Independence a New Tool to Analyze Markov Chains. PhD thesis,

University of Washington, 2023.
43 Alexander Lubotzky, Ralph Phillips, and Peter Sarnak. Explicit expanders and the ramanujan

conjectures. In STOC, pages 240–246, 1986. doi:10.1145/12130.12154.
44 G. A. Margulis. Explicit group-theoretic constructions of combinatorial schemes and their ap-

plications in the construction of expanders and concentrators. Problemy Peredachi Informatsii,
24(1):51–60, 1988.

45 Laurent Miclo. Remarques sur l’hypercontractivité et l’évolution de l’entropie pour des chaînes
de Markov finies. Springer, 1997.

46 Ravi Montenegro and Prasad Tetali. Mathematical aspects of mixing times in Markov
chains. Foundations and Trends in Theoretical Computer Science, 1(3), 2005. doi:10.1561/
0400000003.

47 Jack Murtagh, Omer Reingold, Aaron Sidford, and Salil Vadhan. Derandomization beyond
connectivity: Undirected laplacian systems in nearly logarithmic space. In 2017 IEEE 58th
Annual Symposium on Foundations of Computer Science (FOCS), pages 801–812. IEEE, 2017.

48 Jack Murtagh, Omer Reingold, Aaron Sidford, and Salil Vadhan. Deterministic approximation
of random walks in small space. Theory of Computing, 17(1), 2021.

49 Omer Reingold. Undirected connectivity in log-space. Journal of the ACM (JACM), 55(4):1–24,
2008.

50 Omer Reingold, Salil P. Vadhan, and Avi Wigderson. Entropy waves, the zig-zag graph
product, and new constant-degree expanders and extractors. In FOCS, pages 3–13, 2000.
doi:10.1109/SFCS.2000.892006.

51 Gareth O Roberts and Jeffrey S Rosenthal. Surprising convergence properties of some simple
gibbs samplers under various scans. International Journal of Statistics and Probability, 5(1):51–
60, 2015.

52 Eyal Rozenman and Salil Vadhan. Derandomized squaring of graphs. In International Workshop
on Approximation Algorithms for Combinatorial Optimization, pages 436–447. Springer, 2005.

53 Laurent Saloff-Coste. Lectures on finite Markov chains. In Lectures on probability theory and
statistics, pages 301–413. Springer, 1997.

54 Daniel Stefankovic and Eric Vigoda. Lecture notes on spectral independence and bases of
a matroid: Local-to-global and trickle-down from a markov chain perspective, 2023. arXiv:
2307.13826.

55 EL Wilmer, David A Levin, and Yuval Peres. Markov chains and mixing times. American
Mathematical Soc., Providence, 2009.

https://arxiv.org/abs/2307.07131
https://arxiv.org/abs/2103.11609
https://doi.org/10.1145/12130.12154
https://doi.org/10.1561/0400000003
https://doi.org/10.1561/0400000003
https://doi.org/10.1109/SFCS.2000.892006
https://arxiv.org/abs/2307.13826
https://arxiv.org/abs/2307.13826


Ramsey Properties of Randomly Perturbed
Hypergraphs
Elad Aigner-Horev # Ñ

School of Computer Science, Ariel University, Israel

Dan Hefetz # Ñ

School of Computer Science, Ariel University, Israel

Mathias Schacht # Ñ

Fachbereich Mathematik, Universität Hamburg, Germany

Abstract
We study Ramsey properties of randomly perturbed 3-uniform hypergraphs. For t ≥ 2, write K̃

(3)
t to

denote the 3-uniform expanded clique hypergraph obtained from the complete graph Kt by expanding
each of the edges of the latter with a new additional vertex. For an even integer t ≥ 4, let M denote
the asymmetric maximal density of the pair (K̃(3)

t , K̃
(3)
t/2). We prove that adding a set F of random

hyperedges satisfying |F | ≫ n3−1/M to a given n-vertex 3-uniform hypergraph H with non-vanishing
edge density asymptotically almost surely results in a perturbed hypergraph enjoying the Ramsey
property for K̃

(3)
t and two colours. We conjecture that this result is asymptotically best possible

with respect to the size of F whenever t ≥ 6 is even. The key tools of our proof are a new variant of
the hypergraph regularity lemma accompanied with a tuple lemma providing appropriate control
over joint link graphs. Our variant combines the so called strong and the weak hypergraph regularity
lemmata.
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G −→ (H1, H2) , signifying the validity of the asymmetric Ramsey statement that every
2-colouring of the edges of G yields a monochromatic copy of H1 in the first colour or a
monochromatic copy of H2 in the second colour. Moreover, in the symmetric case when
H1 = H2 = H we simply write G −→ (H).

Ramsey properties of randomly perturbed graphs were first investigated by Krivelevich,
Sudakov, and Tetali [36]. In that work it was shown that n−2/(t−1) is the threshold for
the asymmetric Ramsey property G ∪ G(n, p) −→ (K3,Kt), whenever G is an n-vertex
graph of edge density d ∈ (0, 1/2) independent of n. The general problem, put forth by
Krivelevich et al., of determining the threshold for the property G ∪ G(n, p) −→ (Ks,Kt),
whenever G is dense and s, t ≥ 4, was recently (essentially) resolved by Das and Treglown [20].
Those authors showed that n−1/m2(Kt,K⌈s/2⌉) is the threshold for the property G∪G(n, p) −→
(Ks,Kt), when G is a dense n-vertex graph and t ≥ s ≥ 5, where m2(H1, H2) denotes the
asymmetric maximal 2-density of two graphs H1 and H2 (see equation (2) for the definition).
For other values of t and s we also refer to the work of Das and Treglown [20, Theorem 1.7
and Theorem 5(ii)] and for the special case s = t = 4 in addition to the work of Powierski [46,
Theorem 1.8].

The aforementioned Ramsey-type results for randomly perturbed dense graphs are
formulated for 2-colourings only. This restriction is well-justified. Indeed, suppose that more
than two colours are available. The colouring in which the seed is coloured using one colour
and the random perturbation is coloured using all the remaining colours, reduces the problem
to that of studying the Ramsey property at hand for truly random hypergraphs.

The earlier results [20, 36, 46], as well as our result, stated in Theorem 1 below, are
affected by and closely related to research on Ramsey properties in random graphs and
hypergraphs (see, e.g., [17, 26, 27, 29, 30, 31, 38, 39, 40, 42, 44, 45, 47, 48, 49, 50]). For
random graphs, the thresholds for symmetric Ramsey properties are well-understood due
to work of Rödl and Ruciński [47, 49]. Minor exceptions for F being a star forest aside,
this work asserts that n−1/m2(F ) is the threshold for the property G(n, p) −→ (F ), where
m2(F ) denotes the maximal 2-density of the given graph F (see equation (1) below). The
1-statement of the threshold was extended to random k-uniform hypergraphs by Conlon and
Gowers [17] and by Friedgut, Rödl, and Schacht [26]. However, a complete characterisation
of the exceptional cases is not yet available and for the progress towards the 0-statement we
refer to the work of Nenadov et al. [44] and Gugelmann et al. [27].

The thresholds of asymmetric Ramsey properties in random graphs are the subject of
the Kohayakawa–Kreuter conjecture [30]. The 1-statement stipulated by this conjecture has
been fairly recently verified by Mousset, Nenadov, and Samotij [42] and progress has been
made with respect to the corresponding 0-statement by several researchers [27, 29, 38, 40].
Following some progress [14, 37, 42], the conjecture was finally fully resolved by Christoph,
Martinsson, Steiner, and Wigderson [15].

1.2 Main result
We study Ramsey properties of randomly perturbed hypergraphs; stating our results requires
preparation. A hypergraph H is said to be linear if |e ∩ f | ≤ 1 holds whenever e, f ∈ E(H)
are distinct. Amongst the linear hypergraphs, expanded cliques are of special interest. Given
t ≥ 2 and k ≥ 2, the k-uniformly expanded clique of order t, denoted by K̃(k)

t , is the k-uniform
hypergraph with vertex set of size t+

(
t
2
)
(k − 2) obtained from the complete graph Kt by

expanding every edge of Kt by k− 2 new vertices; in particular, K̃(2)
t = Kt holds. Expanded

cliques have attracted some attention in the literature and related extremal and Ramsy-type
questions were addressed by Mubayi [43] and by Conlon, Fox, and Rödl [16].
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Two natural measures of density, arising in the context of random hypergraphs, are the
maximum density of a k-uniform H = (V,E), denoted m(H), and its maximum k-density,
denoted mk(H). The former is given by

m(H) = max
{
e(F )
v(F ) : F ⊆ H and v(F ) ≥ 1

}
and the latter is defined by

mk(H) = max
{
dk(F ) : F ⊆ H

}
, where dk(F ) =


0, if e(F ) = 0,
1
k , if e(F ) = 1, v(F ) = k,
e(H)−1
v(H)−k , otherwise.

(1)

It is well known that n−1/m(H) is the threshold for the appearance of H as a subhypergraph in
the binomial random k-uniform hypergraph H(k)(n, p). For H(k)(n, p) to satisfy the Ramsey
property for H a.a.s. it is reasonable to expect that many intermingled copies of H are
required; this as to create colour restrictions forcing the Ramsey property for H. Indeed,
for (hypergraph) cliques it is necessary that many cliques sharing a single hyperedge would
appear a.a.s. in H(k)(n, p). This results in the higher threshold n−1/mk(H) being encountered
for Ramsey properties.

For asymmetric Ramsey properties, another notion of hypergraph density arises. This
notion traces back to the work of Kohayakawa and Kreuter [30]. Given two k-uniform
hypergraphs H1 and H2, each with at least one edge and satisfying mk(H1) ≥ mk(H2), the
asymmetric maximal k-density of H1 and H2 is given by

mk(H1, H2) = mk(H2, H1) = max
{

e(F )
v(F ) − k + 1/mk(H2) : F ⊆ H1 and e(F ) ≥ 1

}
, (2)

where here we do not mean that mk(·, ·) is symmetric only that in our notation we do
not keep track over the location in which H1, the hypergraph with the potentially higher
mk(·)-density is higher, is placed. The equality mk(H,H) = mk(H) is easy to verify.

With the above notation in place, our main contribution can be stated; this can be viewed
as a hypergraph extension of the aforementioned results of Das and Treglown [20]. Below we
always tacitly assume that Hn and H(3)(n, p) share the same vertex set.

▶ Theorem 1 (Main result). For every d > 0 and every even integer t ≥ 4, there exists a
constant C > 0 such that for every sequence of 3-uniform n-vertex hypergraphs (Hn)n∈N with
e(Hn) ≥ dn3 for every n ∈ N we have

lim
n−→∞

P
(
Hn ∪ H(3)(n, p) −→ (K̃(3)

t )
)

= 1,

whenever p = p(n) ≥ Cn− 1
M for M = m3(K̃(3)

t , K̃
(3)
t/2).

Our proof of Theorem 1 relies on two main technical results, which are related to the
regularity method for hypergraphs. We present these results in Section 1.3-1.4 below.

The proof of Theorem 1 presented here can be adapted for k-uniform hypergraphs and
the asymmetric Ramsey properties Hn ∪H(k)(n, p) −→ (K̃(k)

s , K̃
(k)
t ) with t ≥ s. For the sake

of brevity, we restrict ourselves to 3-uniform hypergraphs and the symmetric case for even t.
In particular, from here on, unless stated otherwise, we use the term hypergraph to mean a
3-uniform hypergraph. We conjecture that Theorem 1 uncovers the threshold for the Ramsey
property in question.

APPROX/RANDOM 2024
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▶ Conjecture 2. For every even integer t ≥ 6 there exist constants d, c > 0, and there exists
a sequence of 3-uniform n-vertex hypergraphs (Hn)n∈N with e(Hn) ≥ dn3 for every n ∈ N

such that

lim
n−→∞

P
(
Hn ∪ H(3)(n, p) −→ (K̃(3)

t )
)

= 0 ,

whenever p ≤ cn−1/M for M = m3
(
K̃

(3)
t , K̃

(3)
t/2
)
.

Conjecture 2 may hold for t = 4 as well. However, this value is excluded due to the distinct
behaviour seen in the graph case [20, 46]. The proof of Theorem 1 presented here extends for
the asymmetric Ramsey property H −→ (K̃(3)

t , K̃
(3)
s ) for sufficiently large integers t ≥ s and

M replaced by m3
(
K̃

(3)
t , K̃

(3)
⌈s/2⌉

)
. It seems plausible that the corresponding generalisation of

Conjecture 2 may also hold.

1.3 A tuple lemma for link graphs
A key feature of the regularity method of graphs is the control over joint neighbourhoods
in the regular environment provided by Szemerédi’s regularity lemma (see, e.g., Lemma 8
below). For the proof of Theorem 1, we establish a similar lemma in the context of the
regularity method for hypergraphs.

For a vertex v in a hypergraph H = (V,E), define the link graph LH(v) of v to have
vertex set V ∖ {v} and edge set comprised of those pairs of vertices which together with v

form a hyperedge in H, i.e., E(LH(v)) = {uw : uvw ∈ E}. In particular, e(LH(v)) is the
vertex degree of v in H and is also denoted by degH(v). Given a graph G with vertex set
V (G) = V we define the link graph of v supported on G by

LH(v,G) = E
(
LH(v)

)
∩ E(G) .

Link graphs are a natural hypergraph extension of vertex neighbourhoods in the context
of graphs. A tuple lemma for hypergraphs would have to control the sizes of the intersections
of link graphs. In that, given a set of vertices U ⊆ V , we seek to control the sizes of the joint
link graph and the joint link graph supported by G given by

LH(U) =
⋂

u∈U

LH(u) and LH(U,G) =
⋂

u∈U

LH(u,G) ,

respectively. For a random hypergraph H = (V,E) with edge density d, one would expect
|LH(U)| ∼ d|U |(|V |

2
)

to hold with high probability. Our tuple lemma asserts that in the regular
environment for hypergraphs this random intuition can be transferred to the deterministic
situation. (We defer the definitions concerning regular hypergraphs to Section 2.)

▶ Proposition 3 (Tuple lemma for joint links). For every t ≥ 2 and ε, d3 > 0, there exists a
δ3 > 0 such that for every d2 > 0 there exist δ2 > 0 and r ≥ 1 such that the following holds.

Let H = (X ∪· Y ∪· Z,EH) be a tripartite hypergraph which is (δ3, d3, r)-regular with respect
to a (δ2, d2)-triad P = (X ∪· Y ∪· Z,EP ). Then, all but at most 2ε|X|t of the t-tuples of
vertices X ′ = {x1, . . . , xt} ⊆ X satisfy∣∣LH(X ′, P ) − dt

3d
2t+1
2 |Y ||Z|

∣∣ ≤ εd2t+1
2 |Y ||Z| . (3)

Due to space limitations, our proof of Proposition 3 is omitted and can be found in [7] - the
full version of this extended abstract - the former extends to all hypergraph uniformities.
Alternatives to Proposition 3 exerting some control over the sizes of joint link graphs of
vertex tuples whilst relying on weaker versions of the hypergraph regularity do exist. Such
alternatives are established in the extended account [7].
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1.4 A variant of the hypergraph regularity lemma
The second main technical lemma is a new variant of the hypergraph regularity lemma
established in [51]. The necessary definitions are deferred to Section 2.

▶ Proposition 4 (Variant of the regularity lemma for hypergraphs). For every δ3 > 0 and
functions δ2 : N −→ (0, 1], r : N2 −→ N, and constants ℓ0, t0, and s ∈ N, there exist n0 and
T ∈ N such that for every n ≥ n0 and every family (H1, . . . ,Hs) of n-vertex hypergraphs
satisfying V = V (H1) = · · · = V (Hs), there are integers t and ℓ satisfying t ≥ t0 and ℓ ≥ ℓ0,
a vertex partition V with V1 ∪· · · · ∪· Vt = V and an ℓ-equitable partition B with respect to V
such that the following properties hold.
(R.1) |V1| ≤ |V2| ≤ · · · ≤ |Vt| ≤ |V1| + 1,
(R.2) for all 1 ≤ i < j ≤ t and α ∈ [ℓ], the bipartite 2-graph Bij

α is (δ2(ℓ), 1/ℓ)-regular,
(R.3) Hi is δ2(ℓ)-weakly regular with respect to V for every i ∈ [s], and
(R.4) Hi is (δ3, r(t, ℓ))-regular with respect to B for every i ∈ [s].

Due to space limitations, our proof of Proposition 4 is omitted and can be found in [7]
- the full version of this extended abstract. In Proposition 4 there is a combination of the
environment of the hypergraph regularity lemma [51] (see Lemma 10) and the so-called weak
hypergraph regularity lemma (see Lemma 9 below), which is the straightforward extension
of Szemerédi’s regularity for graphs. A lemma of similar spirit can be found in the work of
Allen, Parczyk, and Pfenninger [9].

In the sequel, these hypergraph regularity lemmata are distinguished by referring to these
as the Strong Lemma and Weak Lemma, respectively. The difference between the Strong
Lemma and Proposition 4 is Property (R.3). The former, when applied to dense hypergraphs,
provides access to triads P set over a vertex set, say, X ∪· Y ∪· Z with respect to which the
regularised hypergraphs is (δ3, d, r)-regular. This, in turn, provides ζ-weak regularity control
for ζ = δ

1/3
3 , by which we mean the ability to control the hyperedge distribution of the

hypergraphs along sets X ′ ⊆ X, Y ′ ⊆ Y , and Z ′ ⊆ Z satisfying |X ′| ≥ ζ|X|, |Y ′| ≥ ζ|Y |,
and |Z ′| ≥ ζ|Z|.

The added Property (R.3), however, provides weak regularity control over vertex sets
with much smaller density. In fact, there the control δ2 is allowed to be a function of ℓ and
the quantification of the Strong Lemma leads to δ3 ≫ ℓ−1.

Organisation
Theorem 1 is proved in Section 3. Various required preliminaries are collected in Section 2.
As mentioned above, the proofs of Propositions 3 and 4 are omitted from this account due
to space limitations and can be seen in [7] - the full version of this account.

Notational remark
Throughout, we often write the enumeration of a result in the subscripts of the constants
that it presides over. For instance, the constant t0 in Proposition 4 becomes t4 and the
constant δ3 in the same lemma is written δ

(3)
4 and so on. This aids in keeping track of the

various constants encountered throughout the proofs.

2 Preliminaries

Let V be a finite set. A partition U of V given by V = U1 ∪· · · · ∪· Ur is said to be equitable if
|U1| ≤ |U2| ≤ · · · ≤ |Ur| ≤ |U1| + 1. Given an additional partition of V , namely V, of the
form V = V1 ∪· · · · ∪· Vℓ, we say that V refines U , and write V ≺ U , if for every i ∈ [ℓ] there

APPROX/RANDOM 2024



59:6 Ramsey Properties of Randomly Perturbed Hypergraphs

exists some j ∈ [r] such that Vi ⊆ Uj holds. For k ≥ 2, write K(k)(U) to denote the complete
|U|-partite k-uniform hypergraph whose vertex set is V and whose edge set is given by all
sets of V (k) = {K ⊆ V : |K| = k} meeting every member of U (termed cluster hereafter) in
at most one vertex. If U = {U,U ′} consists of only two clusters, then we abbreviate K(2)(U)
to K(2)(U,U ′). We write K(2)(V ) to denote the complete graph whose vertex set is V .

2.1 Graph regularity
Let d, δ > 0 be given. A bipartite 2-graph G = (X ∪· Y,E) is said to be (δ, d)-regular if

eG(X ′, Y ′) = d|X ′||Y ′| ± δ|X||Y |

holds1 for every X ′ ⊆ X and Y ′ ⊆ Y . If d coincides with the edge density of G, i.e. d = e(G)
|X||Y | ,

then we abbreviate (δ, d)-regular to δ-regular. It follows directly from the definition that G is
a (δ, d)-regular bipartite graph if, and only if, its (bipartite) complement is (δ, 1 − d)-regular.

A tripartite 2-graph P with vertex set V (P ) = X ∪· Y ∪· Z is said to be a (δ, d)-triad, if
P [X,Y ], P [Y,Z], and P [X,Z] are all (δ, d)-regular. For a 2-graph G, let K3(G) denote the
family of members of V (G)(3) spanning a triangle in G. We shall employ the well known
triangle countling lemma (see, e.g., [25, Fact A]).

▶ Lemma 5 (Triangle counting lemma). Let d > 0, let 0 < δ < d/2, and let P be a (δ, d)-triad
with vertex set V (P ) = X ∪· Y ∪· Z. Then,

(1 − 2δ)(d− δ)3|X||Y ||Z| ≤ |K3(P )| ≤ ((d+ δ)3 + 2δ)|X||Y ||Z|.

In particular, if d ≤ 1/2, then

|K3(P )| = (d3 ± 4δ)|X||Y ||Z| (4)

holds. ⌟

We shall also use the variant of the triangle counting lemma with only two of the bipartite
graphs being regular and its proof is included for completeness.

▶ Lemma 6. Let P = (X ∪· Y ∪· Z,EP ) be a tripartite 2-graph such that P [X,Y ] and P [X,Z]
are both (δ, d)-regular. In addition, let X ′ ⊆ X be a set of size |X ′| ≥ δ|X|. Then,

(d− δ)d|X ′|e(P [Y,Z]) − 2δ|X||Y ||Z| ≤ |K3(P,X ′)| ≤ (d+ δ)d|X ′|e(P [Y, Z])+ 2δ|X||Y ||Z|

holds, where K3(P,X ′) denotes the set of triangles of P meeting X ′.

Proof. Let Y ′ ⊆ Y consist of all vertices y ∈ Y satisfying degP (y,X ′) ≥ (d − δ)|X ′|; note
that |Y ′| ≥ (1 − δ)|Y | holds by Lemma 8. We may then write

|K3(P,X ′)| ≥
∑

y∈Y ′

(
d(d− δ)|X ′| degP (y, Z) − δ|X||Z|

)

= d(d− δ)|X ′|

∑
y∈Y

degP (y, Z) −
∑

y∈Y ∖Y ′

degP (y, Z)

−
∑

y∈Y ′

δ|X||Z|

≥ d(d− δ)|X ′|e(P [Y,Z]) − d(d− δ)δ|X||Y ||Z| − δ|X||Y ||Z|
≥ d(d− δ)|X ′|e(P [Y,Z]) − 2δ|X||Y ||Z|.

1 Given x, y, z ∈ R, we write x = y ± z if y − z ≤ x ≤ y + z.
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Next, we prove the upper bound. Let Y ′′ ⊆ Y consist of all vertices y ∈ Y satisfying
degP (y,X ′) ≤ (d + δ)|X ′|; note that |Y ′′| ≥ (1 − δ)|Y | holds by Lemma 8. We may then
write

|K3(P,X ′)| ≤
∑

y∈Y ′′

(
d(d+ δ)|X ′| degP (y, Z) + δ|X||Z|

)
+

∑
y∈Y ∖Y ′′

|X ′||Z|

≤ d(d+ δ)|X ′|

∑
y∈Y

degP (y, Z) −
∑

y∈Y ∖Y ′′

degP (y, Z)


+
∑

y∈Y ′′

δ|X||Z| +
∑

y∈Y ∖Y ′′

|X||Z|

≤ d(d+ δ)|X ′|e(P [Y,Z]) + 2δ|X||Y ||Z| . ◀

The next lemma is commonly referred to as the Slicing Lemma (see, e.g., [33, Fact 1.5]).

▶ Lemma 7 (Slicing lemma). Let d = d7, let δ = δ7 > 0, and let G = (A ∪· B,E) be a
(δ, d)-regular bipartite graph. Let δ ≤ α = α7 ≤ 1, and let A′ ⊆ A and B′ ⊆ B be sets of sizes
|A′| ≥ α|A| and |B′| ≥ α|B|. Then, G[A′, B′] is (δ′, d′)-regular where δ′ = max{δ/α, 2δ}
and d′ = d± δ. ⌟

The tuple property of dense regular bipartite graphs, also referred to as the intersection
property, reads as follows (see [33, Fact 1.4]).

▶ Lemma 8 (Tuple lemma for graphs). Let G = (X ∪· Y,E) be a δ-regular bipartite graph of
edge density d > 0. Then, all but at most 2δℓ|X|ℓ of the tuples {x1, . . . , xℓ} ⊆ X satisfy

|NG(x1, . . . , xℓ, Y
′)| = |{y ∈ Y ′ : xiy ∈ E(G) for all i ∈ [ℓ]}| = (d± δ)ℓ|Y ′|, (5)

whenever Y ′ ⊆ Y satisfies (d− δ)ℓ−1|Y ′| ≥ δ|Y |. ⌟

2.2 Hypergraph regularity
A direct generalisation of the notion of δ-regularity, defined in the previous section for
2-graphs, reads as follows. Let d, δ > 0. A tripartite hypergraph H = (X ∪· Y ∪· Z,E) is said
to be (δ, d)-weakly regular if

eH(X ′, Y ′, Z ′) = d|X ′||Y ′||Z ′| ± δ|X||Y ||Z|

holds whenever X ′ ⊆ X, Y ′ ⊆ Y , and Z ′ ⊆ Z. If d = e(H)
|X||Y ||Z| , then we abbreviate

(δ, d)-weakly regular to δ-weakly regular.
Given a partition V of a finite set V defined by V = V1 ∪· · · · ∪· Vt, a hypergraph H with

V (H) = V is said to be δ-weakly regular with respect to V if H[X,Y, Z]2 is δ-weakly regular
with respect to all but at most δ

(
t
3
)

triples {X,Y, Z} ∈ V(3). We state the straightforward
adaptation of Szemerédi’s graph regularity lemma [32, 33, 54].

▶ Lemma 9 (Weak hypergraph regularity lemma). For every δ = δ9 > 0 and positive integers
s = s9, t = t9, and h = h9 satisfying t ≥ h, there exist positive integers n0 and T = T9
such that the following holds whenever n ≥ n0. Let (H1, . . . ,Hs) be a sequence of n-vertex
hypergraphs, all on the same vertex set, namely V , and let U = U9 be a vertex partition of

2 H[X, Y, Z] is the subgraph of H over X∪· Y ∪· Y whose edge set is {{x, y, z} ∈ E(H) : x ∈ X, y ∈ Y, z ∈ Z}.

APPROX/RANDOM 2024
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V given by V = U1 ∪· . . . ∪· Uh. Then, there exists an equitable vertex partition V, given by
V = V1 ∪· V2 ∪· · · · ∪· Vt′ , where t ≤ t′ ≤ T , such that V ≺ U and, moreover, Hi is δ-weakly
regular with respect to V for every i ∈ [s]. ⌟

We proceed to the statement of the Strong hypergraph Regularity Lemma for hyper-
graphs following the formulation seen in [51]. Given a 2-graph G, the relative density of a
hypergraph H with vertex set V (H) = V (G), with respect to G is given by

d(H|G) = |E(H) ∩ K3(G)|
|K3(G)| . (6)

For δ, d > 0 and a positive integer r, a tripartite hypergraph H = (X ∪· Y ∪· Z,EH) is said to
be (δ, d, r)-regular with respect to a tripartite 2-graph P = (X ∪· Y ∪· Z,EP ) if∣∣∣∣∣∣∣ r⋃

i=1
(EH ∩ K3(Qi))

∣∣∣− d
∣∣∣ r⋃

i=1
K3(Qi)

∣∣∣∣∣∣∣ ≤ δ
∣∣K3(P )

∣∣ (7)

holds for every family of, not necessarily disjoint, subgraphs Q1, . . . , Qr ⊆ P satisfying∣∣∣∣ r⋃
i=1

K3(Qi)
∣∣∣∣ ≥ δ

∣∣K3(P )
∣∣ > 0 .

Let V be a finite set and let V be a partition V1 ∪· . . . ∪· Vh of V , where h is some positive
integer. Given an integer ℓ ≥ 1, a partition B of K(2)(V) is said to be ℓ-equitable with respect
to V if it satisfies the following conditions:
(B.1) every B ∈ B satisfies B ⊆ K(2)(Vi, Vj) for some distinct i, j ∈ [h]; and
(B.2) for any distinct i, j ∈ [h], precisely ℓ members of B partition K(2)(Vi, Vj).
We view partitions of K(2)(V) as partitions of V (2) under the agreement3 that the set
{K(2)(Vi) : i ∈ [h]} of complete graphs is added to the former; such an addition of cliques
does not hinder the equitability notion defined in (B.2); it does violate (B.1), but this will
not harm our arguments. Moreover, it is under this agreement that we say that a partition
of V (2) refines a partition of K(2)(V).

For distinct indices i, j ∈ [h], the partition of K(2)(Vi, Vj) induced by B is denoted by

Bij = {Bij
α = (Vi ∪· Vj , E

ij
α ) : α ∈ [ℓ]} .

The triads of B are the tripartite 2-graphs having the form

Bijk
αβγ = (Vi ∪· Vj ∪· Vk, E

ij
α ∪· Eik

β ∪· Ejk
γ ),

where i, j, k ∈ [h] are distinct and α, β, γ ∈ [ℓ]. Recall that a triad is called a (δ, d)-triad
if each of the three bipartite graphs comprising it is (δ, d)-regular. A hypergraph H with
vertex set V (H) = V is said to be (δ, r)-regular with respect to B if∣∣∣∣∣

{ ⋃
1≤i<j<k≤h

α,β,γ∈[ℓ]

K3(Bijk
αβγ) : Hijk is not

(
δ, d(H|Bijk

αβγ), r
)
-regular w.r.t. Bijk

αβγ

}∣∣∣∣∣ ≤ δ|V |3 ,

where Hijk = H[Vi ∪· Vj ∪· Vk]. A formulation of the Strong Lemma [51, Theorem 17] for
hypergraphs, reads as follows.

3 We appeal to this agreement in our proof of Proposition 4 omitted from this account and which can be
found in [7].
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▶ Lemma 10 (Strong hypergraph regularity lemma). For all 0 < δ3 ∈ R, δ2 : N −→ (0, 1],
r : N2 −→ N, and s, t, ℓ ∈ N, there exist n0, T ∈ N such that for every n ≥ n0 and every
sequence of n-vertex hypergraphs (H1, . . . ,Hs), satisfying V = V (H1) = · · · = V (Hs), there
are t′, ℓ′ ∈ N satisfying t ≤ t′ ≤ T and ℓ ≤ ℓ′ ≤ T , a vertex partition V = V1 ∪· · · · ∪· Vt′ ,
namely V, and an ℓ′-equitable partition B with respect to V such that the following properties
hold.
(S.1) |V1| ≤ |V2| ≤ · · · ≤ |Vt′ | ≤ |V1| + 1;
(S.2) for all 1 ≤ i < j ≤ t′ and α ∈ [ℓ′], the bipartite 2-graph Bij

α is (δ2(ℓ′), 1/ℓ′)-regular;
and

(S.3) Hi is (δ3, r(t′, ℓ′))-regular with respect to B for every i ∈ [s]. ⌟

3 Monochromatic expanded cliques

In this section, we prove Theorem 1. The required Ramsey properties of H(3)(n, p) are
collected in Section 3.1; a proof of Theorem 1 can be found in Section 3.2. For an integer
t ≥ 3, the t vertices of K̃(k)

t having their 1-degree strictly larger than one are called the
branch-vertices of K̃(k)

t . Set

v(t) = v(K̃(3)
t ) and e(t) = e(K̃(3)

t ).

3.1 Properties of random hypergraphs
The main goal of this section is to state Proposition 11 which is an adaptation of [20,
Theorem 2.10]. This proposition collects the Ramsey properties of H(3)(n, p) that will be
utilised throughout our proof of Theorem 1.

A k-graph H is said to be balanced if mk(H) = dk(H) holds; if all proper subgraphs F of
H satisfy mk(F ) < mk(H), then H is said to be strictly balanced. It is not hard to verify
that expanded cliques are strictly balanced. In particular,

mk

(
K̃

(k)
t

)
=

(
t
2
)

− 1
t+ (k − 2)

(
t
2
)

− k

holds for any k ≥ 2 and t ≥ 3. In the special case k = 3 we obtain

m3
(
K̃

(k)
t

)
= t2 − t− 2
t2 + t− 6 = 1 − 2t− 4

t2 + t− 6 < 1, (8)

that is, 3-uniformly expanded cliques are sparse. Note that this is in contrast to graph cliques
(on at least 3 vertices) whose 2-density is larger than one. For a simpler notation we set an
integer t ≥ 2

m(t) = m(K̃(3)
t ) and Mt = m3(K̃(3)

t ) .

Similarly for integers t1, t2 ≥ 2 we set

Mt1,t2 = Mt2,t1 = m3
(
K̃

(3)
t1
, K̃

(3)
t2

)
.

Let H1 and H2 be two k-graphs, each with at least one edge and such that mk(H1) ≥
mk(H2). If mk(H1) = mk(H2), then mk(H1, H2) = mk(H1); otherwise mk(H2) <

mk(H1, H2) < mk(H1) holds. The k-graph H1 is said to be strictly balanced with re-
spect to mk(·, H2) if no proper subgraph F ⊊ H1 maximises (2). For instance, it is not hard
to verify that K̃(3)

t is strictly balanced with respect to m3(·, K̃(3)
t/2), assuming t ≥ 4 is even.
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Let F and F ′ be k-graphs and let µ = µ(n) be given. An n-vertex k-graph H is said to be
(F, µ)-Ramsey if H [U ] −→ (F )2 holds for every U ⊆ V (H) is of size |U | ≥ µn. Similarly, H is
said to be (F, F ′, µ)-Ramsey if H[U ] −→ (F, F ′) holds for every U ⊆ V (H) of size |U | ≥ µn.
Given F ⊆

( [n]
v(F )

)
and F ′ ⊆

( [n]
v(F ′)

)
, we say that H is (F, F ′)-Ramsey with respect to (F ,F ′)

if any 2-colouring of E(H) yields a monochromatic copy K of F (in the first colour) with
V (K) /∈ F or a monochromatic copy K ′ of F ′ (in the second colour) with V (K ′) /∈ F ′.

▶ Proposition 11. Let t ≥ 4 be an even integer. The binomial random hypergraph H ∼
H(3)(n, p) a.a.s. satisfies the following properties.
(P.1) There are constants γ11 = γ11(t) and C

(1)
11 = C

(1)
11 (t) such that if F1 ⊆

( [n]
v(t)
)

and
F2 ⊆

( [n]
v(t/2)

)
satisfy |F1| ≤ γ11n

v(t) and |F2| ≤ γ11n
v(t/2), then H is (K̃(3)

t , K̃
(3)
t/2)-

Ramsey with respect to (F1,F2), whenever p = p(n) ≥ C
(1)
11 n

−1/Mt,t/2 .
(P.2) For every fixed µ > 0, there exists a constant C(2)

11 = C
(2)
11 (µ, t) such that H is

(K̃(3)
t−1, µ)-Ramsey, whenever p = p(n) ≥ C

(2)
11 n

−1/Mt−1 .

(P.3) For every fixed µ > 0, there exists a constant C(3)
11 = C

(3)
11 (µ, t) such that H is

(K̃(3)
t , K̃

(3)
t/2, µ)-Ramsey, whenever p = p(n) ≥ C

(3)
11 n

−1/Mt,t/2 .

▶ Remark 12. A straightforward albeit somewhat tedious calculation shows that Mt,t/2 ≥ Mt−1
holds for every even integer t ≥ 4. It thus follows that Properties (P.1) and (P.3) are the most
stringent in terms of the bound these impose on p. Hence, if p = p(n) ≥ max

{
C

(1)
11 , C

(3)
11

}
·

n−1/Mt,t/2 , then a.a.s. H satisfies Properties (P.1), (P.2), and (P.3) simultaneously.

Property (P.1) is modelled after [20, Theorem 2.10(i)]; Properties (P.2) and (P.3) are both
specific instantiations of [20, Theorem 2.10(ii)]. The aforementioned results of [20] handle
2-graphs only. Nevertheless, proofs of Properties (P.1-3) can be attained by straightforwardly
adjusting the proofs of their aforementioned counterparts in [20, Theorem 2.10] so as to
accommodate the transition from 2-graphs to hypergraphs. Theorem 2.10 in [20] requires
that the maximal 2-densities of the two (fixed) configurations would both be at least one; this
can be omitted in our setting. Indeed, this condition is imposed in [20, Theorem 2.10] in order
to handle setting (a) in that theorem where the maximal 2-densities of the two configurations
coincide; by (8), this is not an issue in our case. The fact that K̃(3)

t is strictly balanced with
respect to m3(·, K̃(3)

t/2) is required by setting (b) appearing in [20, Theorem 2.10].

3.2 Proof of Theorem 1

We commence our proof of Theorem 1 with a few observations facilitating our arguments;
proofs of these observations are included for completeness.

▶ Observation 13. Let d ∈ (0, 1], let G = (A ∪· B,E) be a bipartite graph satisfying e(G) ≥
d|A||B|, and let k ≤ d|B|/2 be a positive integer. Then, |{v ∈ A : degG(v) ≥ k}| ≥ d|A|/2.

Proof. Let Ak = {v ∈ A : degG(v) ≥ k} and suppose for a contradiction that |Ak| < d|A|/2.
Then,

e(G) < k|A| + |Ak||B| < d|A||B|/2 + d|A||B|/2 ≤ e(G)

which is clearly a contradiction. ◀
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The next lemma captures the phenomenon of supersaturation (first 4 recorded in [22, 23,
24]) for bipartite graphs; to facilitate future references, we phrase this lemma with the host
graph being bipartite as well.

▶ Lemma 14. For every bipartite graph K and every d ∈ (0, 1), there exists a constant
ζ = ζ14 > 0 and a positive integer n0 such that every n-vertex bipartite graph G = (A∪· B,E)
satisfying n ≥ n0, |A| ≤ |B| ≤ |A| + 1, and e(G) ≥ d|A||B| contains at least ζnv(K) distinct
copies of K.

▶ Observation 15. For every graph K and every d ∈ (0, 1), there exists a constant ξ = ξ15 > 0
and an integer n0 such that the following holds whenever n ≥ n0. If an n-vertex graph G

contains dnv(K) distinct copies of K, then it contains at least ξn pairwise vertex-disjoint
copies of K.

Proof. Any given copy of K meets O
(
nv(K)−1) copies of K. ◀

Proof of Theorem 1. Given d, t, and H as in the premise of Theorem 1, set

0 < d3 ≪ d and 0 < ε ≪ min
{
d

v(t/2)
3 , γ11(t)

}
. (9)

The Tuple Property (Theorem 3) applied with t3 = v(t/2), ε3 = ε, and d
(3)
3 = d3, yields the

existence of a constant

0 < δ3 = δ
(3)
3 (v(t/2), ε, d3) ≪ d3 (10)

as well as the functions

δ̃2(x) = δ
(2)
3 (x, t3, ε, d3, δ3) and r(x) = r3(x, t3, ε, d3, δ3),

where δ̃2 : R −→ (0, 1] and r : N −→ N. Define δ2 : N −→ (0, 1] such that

0 < δ2(x) ≪ min
{
δ̃2(x), d

2v(t/2)
3

v(t/2) · x6·(2v(t/2)+1)

}
(11)

holds for every x ∈ N. Lemma 4, applied with

H1 = · · · = Hs = H, δ
(3)
4 = δ3, δ

(2)
4 = δ2, r4 = r5, ℓ4 ≫ d−1

3 , and t4 ≫ d−1, (12)

yields the existence of constants T4, t̃, ℓ ∈ N satisfying t4 ≤ t̃ ≤ T4 and ℓ4 ≤ ℓ ≤ T4, along
with partitions V = V1 ∪· · · · ∪· V

t̃
= V (H) and (Pij)1≤i<j≤t̃

satisfying Properties (R.1-4). Set
auxiliary constants

d2 = 1/ℓ and η = d
v(t/2)
3 d

2v(t/2)+1
2
2 (13)

and fix

0 < µ ≪ ξ15(ζ14(η/2)) · d3+2v(t/2)
3 · d10+4v(t/2)

2
v(t/2)2 · T4

. (14)

4 Rademacher (1941, unpublished) was first to prove that every n-vertex graph with ⌊n2/4⌋ + 1 edges
contains at least ⌊n/2⌋ triangles
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We claim that there exist three distinct clusters X,Y, Z ∈ V along with a (δ2(ℓ), d2)-triad
P = P ijk

αβγ , with i, j, k, α, β, γ appropriately defined, satisfying V (P ) = X ∪· Y ∪· Z such that
H[X ∪· Y ∪· Z] is δ2(ℓ)-weakly-regular and, moreover, H [X ∪· Y ∪· Z] is (δ3, d3, r)-regular with
respect to P . To see this, note first that at most t̃

(⌈n/̃t⌉
3
)

≤ n3

t̃2 ≪ dn3 edges of H reside
within the members of V , where the last inequality relies on t̃ ≥ t4 ≫ d−1, supported by (12).
Second, by Property (R.3), the number of edges of H captured within δ2(ℓ)-weakly-irregular
triples (Vi, Vj , Vk), where i, j, k ∈ [t̃], is at most δ2(ℓ) · t̃3 ·

(
n

t̃
+ 1
)3

≤ 2δ2(ℓ)n3 ≪ dn3, where
the last inequality holds by (9) and (11). Third, by Property (R.4), the number of edges
of H residing6 in (δ3, d(H|P ijk

αβγ), r)-irregular triads P ijk
αβγ is at most δ3n

3 ≪ dn3, where the
last inequality holds by (9) and (10). Fourth and lastly, it follows by the Triangle Counting
Lemma (Lemma 5) and by (6), that the number of edges of H found in (δ2(ℓ), d2)-triads
P ijk

αβγ , where i, j, k ∈ [t̃] and α, β, γ ∈ [ℓ], satisfying d(H|P ijk
αβγ) < d3 is at most

t̃3ℓ3d3
(
d3

2 + 4δ2(ℓ)
)(n

t̃
+ 1
)3

≤ 2d3
(
ℓ3d3

2 + 4ℓ3δ2(ℓ)
)
n3 (13)= (2 + 8ℓ3δ2(ℓ))d3n

3 ≪ dn3,

where the last inequality holds by (9) and (11).
It follows that at least dn3/2 edges of H are captured in (δ2(ℓ), d2)-triads with respect

to which H is (δ3, d3, r)-regular and such that H is δ2(ℓ)-weakly-regular with respect to the
three members of V defining the vertex-sets of these triads. The existence of X,Y, Z ∈ V and
P as defined above is then established. Throughout the remainder of the proof, we identify
H with H[X ∪· Y ∪· Z].

Let F ⊆
(

X
v(t/2)

)
be the family of all sets {x1, . . . , xv(t/2)} ⊆ X satisfying∣∣∣∣∣∣

⋂
j∈[v(t/2)]

LH(xj , P )

∣∣∣∣∣∣ <
(
d

v(t/2)
3 − ε

)
d

2v(t/2)+1
2 |Y ||Z|. (15)

Then,

|F| ≤ ε|X|v(t/2) (9)
≪ γ11(t)|X|v(t/2)

holds by (3). This application of the Tuple Lemma is supported by our choice ℓ4 ≫ d−1
3 ,

seen in (12), ensuring that d2 ≪ d3 holds and thus fitting the quantification of the Tuple
Lemma. With foresight (see (C.1) and (C.2) below), let

C = max
{
C

(1)
11 (t), C(2)

11 (µ, t), C(3)
11 (µ, t)

}
· t̃1/Mt,t/2

and put

p = p(n) = C max
{
n−1/Mt,t/2 , n−1/Mt−1

}
= Cn−1/Mt,t/2 ;

for the last equality consult Remark 12. Proposition 11 then asserts that the following
properties are all satisfied simultaneously a.a.s. whenever R ∼ H(3)(n, p); in the following
list of properties, whenever an asymmetric Ramsey property is stated, the first colour is
assumed to be red and the second colour is assumed to be blue.

6 Supported by triangles of such triads.
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(C.1) R[X] is (K̃(3)
t , K̃

(3)
t/2)-Ramsey with respect to (∅,F);

(C.2) R[X] is (K̃(3)
t/2, K̃

(3)
t )-Ramsey with respect to (F ,∅);

(C.3) R is (K̃(3)
t−1, µ)-Ramsey;

(C.4) R is (K̃(3)
t , K̃

(3)
t/2, µ)-Ramsey;

(C.5) R is (K̃(3)
t/2, K̃

(3)
t , µ)-Ramsey.

Fix R ∼ H(3)(n, p) satisfying Properties (C.1-5) and set Γ = H ∪R.
Let ψ be a red/blue colouring of E(Γ) and suppose for a contradiction that ψ does not

yield any monochromatic copy of K̃(3)
t . For every v ∈ V (H), let L(r)

H (v) denote the red link
graph of v in H under ψ, that is, L(r)

H (v) is a spanning subgraph of LH(v) consisting of the
edges of LH(v) that together with v yield a red edge of H under ψ. Similarly, let L(b)

H (v)
denote the blue link graph of v in H under ψ. Note that, for any fixed vertex v, these two
link subgraphs are edge-disjoint.

We say that blue (respectively, red) is a majority colour of ψ in H if |{e ∈ E(H) :
ψ(e) is blue}| ≥ |{e ∈ E(H) : ψ(e) is red}| (respectively, |{e ∈ E(H) : ψ(e) is red}| ≥ |{e ∈
E(H) : ψ(e) is blue}|).

▷ Claim 16. If blue is a majority colour of ψ in H , then e
(
L

(r)
H (v)

)
≤ η

2v(t/2) · |Y ||Z| holds
for every v ∈ X.

Proof. Suppose for a contradiction that there exists a vertex v ∈ X which violates the assertion
of the claim. The Triangle Counting Lemma (Lemma 5) coupled with the assumption of
H being (δ3, d3, r)-regular with respect to the (δ2(ℓ), d2)-triad P (take Q1 = · · · = Qr = P

in (7)) collectively yield

e(H) ≥ (d3 − δ3)|K3(P )|
(4)
≥ (d3 − δ3)

(
d3

2 − 4δ2(ℓ)
)

|X||Y ||Z|

≥
(
d3d

3
2 − δ3d

3
2 − 4d3δ2(ℓ)

)
|X||Y ||Z|

≥ d3d
3
2

2 |X||Y ||Z|, (16)

where the last inequality is owing to δ3 ≪ d3 and δ2(ℓ) ≪ d3
2 supported by (10) and (11),

respectively. Blue being the majority colour implies that at least d3d3
2

4 |X||Y ||Z| of the edges
of H are blue and thus there exists a vertex u ∈ Z satisfying e

(
L

(b)
H (u)

)
≥ d3d3

2
4 |X||Y |; note

that L(b)
H (u) ⊆ X × Y . Set

Av =
{
z ∈ Z : deg

L
(r)
H

(v)(z) ≥ t
}

⊆ Z and Au =
{
x ∈ X : deg

L
(b)
H

(u)(x) ≥ t
}

⊆ X.

Then,

|Av| ≥ η

4v(t/2) |Z|
(11)
≥ δ2(ℓ)|Z| and |Au| ≥ d3d

3
2

8 |X|
(11)
≥ δ2(ℓ)|X| (17)

both hold by Observation 13. Since H is δ2(ℓ)-weakly-regular, it follows that

eH(Au, Y, Av)
(16)
≥
(
d3d

3
2

2

)
· |Au||Y ||Av| − δ2(ℓ)|X||Y |Z|

(17)
≥
(
d3d

3
2

2

)
·
(

η

4v(t/2)

)
·
(
d3d

3
2

8

)
|X||Y ||Z| − δ2(ℓ)|X||Y |Z|
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=
(

d2
3d

6
2η

64v(t/2) − δ2(ℓ)
)

· |X||Y ||Z|

(11)
≥
(

d2
3d

6
2η

65v(t/2)

)
· |X||Y ||Z|. (18)

If red is a majority colour seen along EH(Au, Y, Av), then there exists a vertex v′ ∈ Av ⊆ Z

satisfying∣∣∣E (L(r)
H (v′)

)
∩ (Au × Y )

∣∣∣ (18)
≥
(

d2
3d

6
2η

130v(t/2)

)
|X||Y | ≥

(
d2

3d
6
2η

130v(t/2)

)
|Au||Y |.

Consequently, the set

Au,v′ =
{
x ∈ Au : deg

L
(r)
H

(v′)(x) ≥ t
}

⊆ Au ⊆ X

satisfies

|Au,v′ | ≥
(

d2
3d

6
2η

260v(t/2)

)
|Au|

(17)
≥
(

d2
3d

6
2η

260v(t/2)

)
·
(
d3d

3
2

8

)
|X|

≥
(

d3
3d

9
2η

2100v(t/2)

)
·
⌊
n

t̃

⌋
(14)
≥ µn,

where the first inequality holds by Observation 13. We may then write that Γ[Au,v′ ] −→
(K̃(3)

t−1)2 owing to R being (K̃(3)
t−1, µ)-Ramsey, by Property (C.3). Let K be a copy of

K̃
(3)
t−1 appearing monochromatically under ψ within Γ[Au,v′ ]. Let x1, . . . , xt−1 denote the

branch vertices of K. It follows by the definition of Au,v′ that there are distinct vertices
y1, . . . , yt−1 ∈ Y such that {xi, yi, v

′} is a red edge of H for every i ∈ [t− 1]. Similarly, since
Au,v′ ⊆ Au, there are distinct vertices y′

1, . . . , y
′
t−1 ∈ Y such that {xi, y

′
i, u} is a blue edge

of H for every i ∈ [t − 1]. Therefore, if K is red, then it can be extended into a red copy
of K̃(3)

t including v′; if, on the other hand, K is blue, then it can be extended into a blue
copy of K̃(3)

t including u. In either case, a contradiction to the assumption that ψ admits no
monochromatic copies of K̃(3)

t is reached.
It remains to consider the complementary case where blue is a majority colour in

EH(Au, Y, Av). The argument in this case parallels that seen in the previous one with the
sole cardinal difference being that instead of finding a monochromatic copy of K̃(3)

t−1 in a
subset of Au ⊆ X, such a copy is found in a subset of Av ⊆ Z. An argument for this case is
provided for completeness. If blue is a majority colour seen along EH(Au, Y, Av), then there
exists a vertex u′ ∈ Au ⊆ X satisfying∣∣∣E (L(b)

H (u′)
)

∩ (Y ×Av)
∣∣∣ (18)

≥
(

d2
3d

6
2η

130v(t/2)

)
|Y ||Z| ≥

(
d2

3d
6
2η

130v(t/2)

)
|Y ||Av|.

Consequently, the set

Av,u′ =
{
z ∈ Av : deg

L
(b)
H

(u′)(z) ≥ t
}

⊆ Av ⊆ Z

satisfies

|Av,u′ | ≥
(

d2
3d

6
2η

260v(t/2)

)
|Av|
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(17)
≥
(

d2
3d

6
2η

260v(t/2)

)
·
(

η

4v(t/2)

)
|Z|

≥
(

d2
3d

6
2η

2

1100v(t/2)2

)
·
⌊
n

t̃

⌋
(14)
≥ µn,

where the first inequality holds by Observation 13. Then, Γ[Av,u′ ] −→ (K̃(3)
t−1)2 owing to R

being (K̃(3)
t−1, µ)-Ramsey, by Property (C.3). A monochromatic copy of K̃(3)

t−1 appearing in
Γ[Av,u′ ] can be either extended into a red copy of K̃(3)

t including the vertex v or into a blue
such copy including u′. In either case, a contradiction to the assumption that ψ admits no
monochromatic copy of K̃(3)

t is reached. ◁

The following counterpart of Claim 16 holds as well.

▷ Claim 17. If red is a majority colour of ψ in H, then e
(
L

(b)
H (v)

)
≤ η

2v(t/2) · |Y ||Z| holds
for every v ∈ X.

Proceeding with the proof of Theorem 1, assume first that blue is a majority colour
of ψ in H. By Property (C.1), either there is a red copy of K̃(3)

t (within X) or there is
a blue copy of K̃(3)

t/2 within X not supported on F . If the former occurs, then the proof
concludes. Assume then that K ⊆ Γ[X] is a blue copy of K̃(3)

t/2 such that V (K) /∈ F , and
write LH(K,P ) =

⋂
x∈V (K) LH(x, P ) to denote the joint link graph of the members of V (K)

supported on P . Then,

e(LH(K,P )) ≥
(
d

v(t/2)
3 − ε

)
d

2v(t/2)+1
2 |Y ||Z|,

holds by (15). Remove E(L(r)
H (x)) from E(LH(K,P )) for every x ∈ V (K); that is, remove

any edge in LH(K,P ) that together with a vertex of K gives rise to a red edge of H with
respect to ψ. By Claim 16, at most∑

x∈V (K)

e
(
L

(r)
H (x)

)
≤ v(t/2) · η

2v(t/2) |Y ||Z| = η

2 |Y ||Z|

edges are thus discarded from LH(K,P ), leaving at least

[(
d

v(t/2)
3 − ε

)
d

2v(t/2)+1
2 − η

2

]
|Y ||Z|

(9)
≥

(
d

v(t/2)
3 d

2v(t/2)+1
2
2 − η

2

)
|Y ||Z|

(13)=
(
η − η

2

)
|Y ||Z|

= η

2 |Y ||Z|

edges in the residual joint link graph of K, denoted L′
H(K,P ). It follows by Lemma 14 and

Observation 15 that L′
H(K,P ) contains at least

ξ15(ζ14(η/2))2n
T4

(14)
≥ µn

vertex-disjoint copies of the bipartite graph K1,t/2. Let S ⊆ V (L′
H(K,P )) consist of the

centre-vertices of all said copies of K1,t/2. Property (C.4) coupled with |S| ≥ µn collectively
assert that Γ[S] −→ (K̃(3)

t , K̃
(3)
t/2). If the first alternative occurs, then there is a red copy
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of K̃(3)
t and thus the proof concludes. Suppose then that the second alternative takes

place so that a blue copy K ′ of K̃(3)
t/2 arises in Γ[S]. Let u1, . . . , ut/2 denote the branch-

vertices of K ′ and let x1, . . . , xt/2 denote the branch-vertices of K. It follows by the
definitions of L′

H(K,P ) and S that there are t2/4 distinct vertices {wij : i, j ∈ [t/2]} ⊆
V (L′

H(K,P ))∖ {u1, . . . , ut/2, x1, . . . , xt/2} such that {ui, xj , wij} forms a blue edge of H for
every i, j ∈ [t/2]. We conclude that Γ admits a copy of K̃(3)

t which is blue under ψ.
Next, assume that red is a majority colour seen for ψ in H. Replacing the appeals to

Claim 16, Properties (C.1) and (C.4) in the argument above with appeals to Claim 17 and
Properties (C.2), and (C.5), respectively, leads to the rise of a monochromatic copy of K̃(3)

t

in Γ under ψ in this case as well. ◀
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Abstract
In this paper, we study the problem of locally constructing a sparse spanning subgraph (LSSG),
introduced by Levi, Ron, and Rubinfeld (ALGO’20). In this problem, the goal is to locally decide
for each e ∈ E if it is in G′ where G′ is a connected subgraph of G (determined only by G and the
randomness of the algorithm). We provide an LSSG that receives as a parameter a lower bound,
ϕ, on the conductance of G whose query complexity is Õ(

√
n/ϕ2). This is almost optimal when ϕ

is a constant since Ω(
√
n) queries are necessary even when G is an expander. Furthermore, this

improves the state of the art of Õ(n2/3) queries for ϕ = Ω(1/n1/12).
We then extend our result for (k, ϕin, ϕout)-clusterable graphs and provide an algorithm whose

query complexity is Õ(
√
n + ϕoutn) for constant k and ϕin. This bound is almost optimal when

ϕout = O(1/
√
n).
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1 Introduction

When dealing with huge graphs, several practical constraints arise: (i) Memory Limitations:
It is often impractical or infeasible to store the entire graph in the local memory of a
processing unit. (ii) Algorithmic Efficiency: Due to the graph’s size, running linear-time
(or even slower) algorithms becomes challenging. (iii) Parallel Computation: Relying on a
single processing unit for computations can be inefficient. The Centralized Local model,
also called Locally Computable Algorithms (LCA), was introduced by Rubinfeld et al. [27]
to address these challenges. This model treats the input graph as if it is stored in a
(likely distributed) database. External processing units can query this database to perform
computations efficiently. The system prohibits shared memory or communication between
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querying processes to reduce coordination overhead. Instead, shared randomness accompanies
input access. The approach involves running sublinear-time algorithms to extract global
graph properties or locally examining the input graph as needed by applications.

One of the problems studied in this model is locally constructing a sparse spanning
subgraph of a connected input graph. It was introduced and formalized by Levi, Ron, and
Rubinfeld [17] as follows.

▶ Definition 1 ([17]). An algorithm A is a Local Sparse Spanning Graph (LSSG) algorithm
if, given n ≥ 1, ε > 0, a sequence of random bits r ∈ {0, 1}∗ and query access to the
incidence-lists representation of a connected graph G = (V,E) over n vertices, 1 it provides
oracle access to a subgraph G′ = (V,E′) of G such that:
(1) G′ is connected, and
(2) |E′| ≤ (1 + ε) · n with probability at least 1 − 1/Ω(n), where E′ is determined by G and

r. 2 3

As observed in [17], if we insist that G′ should have the minimum number of edges
sufficient to span G, namely, that G′ be a spanning tree, then the task cannot be performed
by an LCA in general without inspecting almost all of G. On the other hand, even under the
above relaxation, [17] showed that this task requires Ω(

√
n) queries. 4 They complimented

this negative result with an almost tight upper bound that works under the promise that the
input graph expands extremely fast. In particular, their algorithm is tight when the growth
rate of their graph is Ω(d) for small sets (of size roughly

√
n), where d is the maximum vertex

degree. In fact, their result achieves a sublinear query complexity only when the growth rate
(on small sets) is at least d1/2+1/ log n. 5 This raises the question whether it is possible to
obtain a similar result also for graphs whose growth rate is just a small constant? (which, in
particular, may not depend on d). Namely, for graphs, which are just good expanders. We
answer this question affirmatively by showing almost tight results for expanders. Moreover,
our upper bound works for general graphs and receives as a parameter a lower bound on the
conductance of the graph, defined as follows.

▶ Definition 2 (Graph Conductance). Let G = (V,E) be an undirected graph with maximum
vertex degree d. Let S ⊆ V denote a nonempty subset of V , then the conductance of S w.r.t.
G is ϕG(S) def= e(S,V \S)

d|S| , where e(A,B) def= |{{a, b} ∈ E | a ∈ A, b ∈ B}|, for A,B ⊆ V . The
conductance of G, ϕ(G) is then defined as

ϕ(G) def= min
S⊆V

|S|≤|V |/2

ϕG(S) . (1)

To explain why conductance comes into play in our algorithm, we first describe a common
paradigm for constructing sparse spanning subgraphs and spanners. In many cases, the
paradigm is to select a random set of vertices, also referred to as centers, and to partition the
vertices of the graphs into Voronoi cells according to this selection of centers. Usually, it is
easy to span the Voronoi cells (assuming the centers are selected u.a.r.), and the challenging

1 Namely, the algorithm can query each vertex v ∈ V and an index i, who is the ith neighbor of v (where
if v has less than i neighbors, then a special symbol is returned, e.g., “no neighbor”).

2 E′ is determined only by G and r and not from, e.g., the queries made to the oracle or their order.
3 We say that an event occurs with high probability (w.h.p) if it occurs with probability at least 1−1/Ω(n).
4 One way to show this is by reducing the problem of testing cycle-freeness to the LSSG problem.
5 To illustrate this drawback, note that even for d = 5 and growth rate = 2 their algorithm is not

guaranteed to be sublinear.
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part is to preserve the connectivity between Voronoi cells. This is also the approach taken
by [17] (and generalized in [12, 23, 2]). To bypass the challenging part of connecting the
Voronoi cells, we aim to choose centers that are initially connected and distributed nearly
uniformly. To this end, we select the centers by performing random walks from a single
vertex and taking the endpoints of these walks to be the set of centers. We set the length of
the random walks to be at least the mixing time of the graph, which, in turn, depends on
the conductance of the graph, so the selected centers are distributed almost uniformly. We
then add the edges traversed by the random walks to our constructed subgraph, so it only
remains to span the Voronoi cells (which can be done efficiently, assuming the centers are
distributed almost uniformly).

Since every graph can be partitioned into expanders (see, e.g., [22]), one may wonder if
this approach can be extended to work in general graphs. To make this question concrete,
consider an input graph composed of two expanders (of equal size) connected with a single
edge between them. While the inner conductance of each expander is high, the overall
conductance of the graph is O(1/n), and consequently, the mixing time of the graph is high.
So, the question that might come to mind is whether it is possible to extend the approach
mentioned above so the length of the random walks will depend on the inner-conductance
of the expanders (which is a constant) and not on the conductance of the entire graph.
This question becomes more interesting as the connectivity between the expanders, which is
referred to as the outer-conductance of the expanders, grows but not to the extent in which
the overall conductance is high. We show that our approach can be extended to support a
wide range of inner-conductance and outer-conductance. More specifically, we extend our
result to clusterable graphs as defined in the work of Gharan and Trevisan [9] and Czumaj,
Peng, and Sohler [6].

▶ Definition 3 (Graph Clusterability. Based by [6]). Let G = (V,E) be an undirected graph
with maximum degree d. Let n def= |V |. For any S ⊆ V , let G[S] be the induced subgraph
of G on the vertex set S. We say that a graph G is (k, ϕ)-clusterable, where k ∈ {1, . . . , n},
ϕ ∈ [0, 1], if there exists a partition of V into h sets C1, . . . , Ch s.t. 1 ≤ h ≤ k, and that
for each i ∈ {1, . . . , h} it holds that ϕ(G[Ci]) ≥ ϕ. We refer to each Ci as a ϕ-cluster and
the corresponding partition to h clusters as an (h, ϕ)-clustering. Similarly, We say that a
graph G is (k, ϕin, ϕout)-clusterable, if for each i ∈ {1, . . . , h} it holds that ϕ(G[Ci]) ≥ ϕin
and ϕG(Ci) ≤ ϕout. We refer to each Ci as a (ϕin, ϕout)-cluster. 6

Aside from connectivity, another desirable property of G′ is that it will preserve the
pairwise distances between vertices. In particular, we say that the subgraph G′ is an α-
spanner of G if for every u, v ∈ V , distG′(u, v) ≤ α · distG(u, v) where distG′(u, v) and
distG(u, v) denote the length of the shortest path from u to v in G′ and G, respectively. We
refer to α as the stretch factor of the spanner G′.

In the next section, we state the performances of our upper bounds in terms of their
query complexity, the number of random bits they use, and the stretch factor of the obtained
spanning subgraph, G′.

1.1 Our Results
Our first result is an LSSG that receives as a parameter a lower bound, ϕ, on the conductance
of the graph, whose query complexity is Õ(

√
n/ϕ2) for constant d, as stated next.

6 Note that requiring ϕ > 0 implies that each induced cluster of G is also connected.
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▶ Theorem 4. There is an LSSG algorithm that given query access to a connected graph
G = (V,E) and a lower bound ϕ on ϕ(G), provides access to G′ = (V,E′) such that the
following holds. (1) The graph G′ is a connected subgraph of G and with high probability
|E′| = n + O

( √
n log2 n

ϕ2

)
. Moreover, the stretch factor of G′ is O

(
log n

ϕ2

)
. (2) The query

complexity of the algorithm is O
(√

n ·
(

log2 n
ϕ2 + d2

))
, and (3) the number of random bits it

uses is O
(

log d·log2 n
ϕ2

)
, where d is a bound on the maximum degree of G.

Therefore, for constant ϕ and constant d this upper bound is tight, up to polylogar-
ithmic factors in n. Moreover, it improves the state-of-the-art upper bound for general
bounded-degree graph of Õ(n2/3) queries by Lenzen and Levi [12] if and only if ϕ > n−1/12.
Consequently, we may assume that ϕ > n−1/12 throughout this paper. As a result, we obtain
that |E′| = n+ o(n), which makes G′ an ultra-sparse spanner of stretch O(log n/ϕ2).

Our next main result is stated in the next theorem.

▶ Theorem 5. There is an LSSG algorithm that given query access to a connected (k, ϕin, ϕout)-
clusterable graph G = (V,E), where each cluster is of size at least β · n, provides access to
G′ = (V,E′) such that the following holds. (1) The graph G′ is a connected subgraph of G and
with high probability |E′| ≤ n(1 + ε). Moreover, the stretch factor of G′ is Θ

(
log n
ϕ2

in

)
. (2) The

query complexity of the algorithm is O
(
log2 n · (βϕout)−1 + n log2 n · k3d3ϕout(εϕin)−1)

, and
(3) the number of random bits it uses is O

(
log d·log2 n

ϕ2
in

)
, where d is a bound on the maximum

degree of G.

For instances where ϕin, k, β, ε, and d are constants, we obtain the following corollary.

▶ Corollary 6. There is an LSSG algorithm that given query access to a connected
(Θ(1),Θ(1), ϕout)-clusterable graph G = (V,E), where each cluster is of size at least β · n,
provides access to G′ = (V,E′) such that the following holds. (1) The graph G′ is a connected
subgraph of G and with high probability |E′| ≤ n(1 + ε). Moreover, the stretch factor of G′ is
Θ(log n). (2) The query and time complexity of the algorithm is Õ(

√
n+ ϕoutn), and (3) the

number of random bits it uses is O(log2 n).

Namely, our algorithm is nearly tight in this case as long as ϕout = O(1/
√
n) and improves

over the state-of-the-art for ϕout = O(1/n1/3).

1.2 Overview of Our Algorithms
1.2.1 The case of a single cluster
We begin by describing our algorithm for k = 1 for the case where the graph is rapidly mixing,
namely, that its mixing time, τ , is O(log n). We first describe the algorithm from a global
point of view. The algorithm picks an arbitrary vertex as a primary-center. It then performs
Θ̃(

√
n) lazy random walks of length τ from that center, where τ denotes the mixing time of

the graph. The end-vertex of each one of these walks is added to the set of secondary centers.
The edges traversed by these random walks are added to E′. Consequently, there is a path of
length at most 2τ between every pair of secondary centers. In the second step, the graph’s
vertex set is partitioned into Voronoi-cells with respect to the selected secondary centers.
Namely, each vertex joins the cell of its closest secondary center (breaking ties by ids). A
spanning tree of each Voronoi-cell is then added to the spanner. The specific spanning tree
added is rooted at the secondary center, where the path from each vertex to the root has the
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least lexicographical order. As shown by [17], it is possible to reconstruct the edges incident
to a vertex v in this tree at the same cost as performing the BFS exploration to find the
secondary center of v. The resulting subgraph clearly spans the graph: for a pair of vertices
u and v in the same Voronoi cell, there is a path between u and the respective secondary
center of the cell and likewise for v; If u and v are not in the same Voronoi cell, then their
secondary centers are connected to the primary-center by paths of length at most τ . Thus
the stretch-factor of the spanner is O(τ + ℓ) where ℓ is an upper bound on the diameter of
the Voronoi-cells, which is bounded by O(log n/ϕ2).

The local implementation proceeds as follows. On query {u, v}, the local algorithm
simulates the first step of the global algorithm and returns YES if {u, v} is an edge traversed
by one of the random walks performed by the algorithm. Otherwise, it performs a BFS, layer
by layer (that is, it reveals an entire layer in each step) from u until it finds the secondary
center of u, likewise for v. If the centers of u and v are different, then the algorithm returns
NO. Otherwise, it returns YES iff {u, v} is an edge of the tree selected to span the Voronoi-cell
of u and v (as described above).

The query and time complexity of performing the first step of the local algorithm is
clearly Õ(

√
n · τ). For the second step, since the length of the random walks performed

in the first step is τ , the Θ(
√
n) secondary centers are distributed almost uniformly in the

graph. Therefore, with high probability, each vertex in the graph sees a secondary center
after exploring Õ(

√
n) vertices. If this is not the case, we can afford to add all the edges

incident to v to E′ without harming the sparsity of G′ while preserving the connectivity
of G′.

1.3 The case of k-clusterable graphs
We next describe our algorithm for k-clusterable graphs for the case that the mixing time of
each cluster is O(log n), namely, that ϕin is a constant, and ϕout is O(1/

√
n). The first phase

of the algorithm is similar to the algorithm for a single cluster. The only difference is that we
start with Θ(log n) primary-centers (chosen uniformly at random) rather than a single one.
Thus, with high probability we hit every cluster with at least one primary-center. Therefore,
after the first phase, our spanner consists of edges of Θ̃(

√
n) random walks, traversed from

each one of the primary centers, and the edges of the spanning trees of the Voronoi-cells
which are constructed with respect to the set of secondary centers (which are now originated
from several primary centers). Let us call the set of secondary centers originating from the
same primary-center and their respective Voronoi-cells an artificial-cluster. Clearly, after the
first step of the algorithm, the spanner spans each of the artificial clusters (from the same
reasoning as above). Our goal is to ensure that every pair of artificial-clusters with an edge
in their cut in the original graph will have an edge in their cut in the spanner. To this end,
we sample u.a.r. a set of Θ(log n/ϵ) edges and add these edges to the spanner. Let us denote
this set of edges by T . For every pair of artificial-clusters whose cut does not intersect the
set T , we add all the edges in their cut to the spanner. The rationale is that if the respective
cut is large, it will intersect T ; otherwise, we can afford to add its edges to the spanner.

The analysis. The challenging part in analyzing this algorithm is to show that the secondary
centers are distributed (almost) uniformly in each one of the clusters. This is crucial for
proving that the query complexity remains Õ(

√
n). More specifically, this is crucial for

claiming that with high probability, each vertex sees a secondary center after exploring
Õ(

√
n) vertices. This is where the requirement on the outer-conductance of each cluster

comes into play. We show that if the outer-conductance is O(1/
√
n) then for a constant

APPROX/RANDOM 2024
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fraction of the vertices in the cluster, v, the end-vertex of a random walk from v of length
O(log n) is likely to be any vertex in the cluster w.p. at least Ω(1/n) except for a small set
of vertices of size O(

√
n). This is sufficient to upper bound the query complexity of the BFS

exploration to find the center.

1.4 Related Work

1.4.1 LSSG Algorithms
The problem of finding a sparse spanning subgraph in the Centralized Local model was first
studied in [16, 17], where the authors show a lower bound of Ω(

√
n) queries for constant ε

and ∆ (see also survey by Rubinfeld [26]). They also present an upper bound with nearly
tight query complexity for graphs with very good expansion properties.

In [17], the authors also provide an efficient algorithm for minor-free graphs that was later
improved in [19]. The algorithm presented in [19] achieves a polynomial query complexity in
∆ and 1/ε and is independent of n. The stretch factor of this algorithm is also independent
of n and depends only on ∆, 1/ε, and the size of the excluded minor h. A more general
family of graphs, hyperfinite graphs, is studied in [14]. They show an upper bound (which
builds on an algorithm in [17]) that has a query complexity that is independent of n (however,
super-exponential in 1/ε). Informally, both minor-free graphs and hyperfinite graphs are
families of graphs that are, roughly speaking, sufficiently non-expanding everywhere. On
the other hand, they show that, for a family of graphs with expansion properties that are
slightly better, any local algorithm must have a query complexity that depends on n.

The first LSSG algorithm for general (bounded degree) graphs was introduced in [12],
presenting a query complexity of Õ(n2/3 · poly(1/ε, d)) and a stretch factor of O(log2 n ·
poly(d/ε)). Recently, Bodwin and Fleischmann [4] introduced an Adjacency Oracle for a
Spanning Subgraph of (1 + ε)n edges for general (non-bounded degree) graphs that works in
Õ(n/ε) time, hence sublinear in the number of edges on a dense graph. Adjacency Oracles
are closely related to LCA, except that Adjacency Oracles are allowed to perform a centralized
pre-processing but demand a query time of Õ(1). Their Adjacency Oracle implies an LSSG
algorithm for general (non-bounded degree) graphs in Õ(n) time, which works by constructing
an Adjacency Oracle and uses it once for each query.

For more related work on LCAs for spanners, graph clustering, and LCAs for other graph
problems, see Appendix A.

2 Preliminaries

In this section, we describe our main technical tools. Omitted proofs appear in Appendix B.

Notation. Throughout this paper, we consider a bounded degree (undirected) simple
graph G = (V,E), where V = [n] and its maximum degree is d = maxv∈V dG(v), where dG(v)
denotes the degree of v w.r.t. the graph G. The identifier (ID in short) of a vertex v ∈ V is
simply v. For each A ⊆ V , we define NG(A) to be the number of neighbors of A outside of
A in G, i.e., NG(A) def= |{v ∈ V \ A | {u, v} ∈ E, u ∈ A}|. When the graph G is clear from
the context, we omit the subscript G. For a vertex v, we call the set of vertices of distance
at most ℓ from v the ℓ-ball around v. Let Γh(v) denote the minimum size ball around v that
contains at least h vertices. Since the maximum degree of the graph is bounded by d, it
holds that h ≤ |Γh(v)| ≤ (h− 1)d.
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The total order over the vertices induces a total order (ranking) ρ over the edges of
the graph in the following straightforward manner: for any {u, v}, {u′, v′} ∈ E, ρ({u, v}) <
ρ({u′, v′}) if and only if min{u, v} < min{u′, v′} or min{u, v} = min{u′, v′} and max{u, v} <
max{u′, v′}. The total order over the vertices also induces an order over those vertices visited
by a Breadth First Search (BFS) starting from any given vertex v, and whenever we refer to
a BFS, we mean that it is performed according to this order. Instead of writing log2(·), we
use log(·). We use Õ for Õ(x) = O(x) · poly(log x).

2.1 Mixing-Time of Regular Graphs
Let G = (V,E) be an undirected and d-regular graph (where self-loops and multiple edges are
allowed). The Adjacency Matrix of G, denoted by A(G) is real and symmetric and so it has n
real eigenvalues λ1 ≥ λ2 . . . ,≥ λn where λ1 = d and λ1 > λ2 iff G is connected. A d-regular
graph on n vertices is called an (n, d, α)-graph if |λ2|, |λn| ≤ αd. Define λ(G) = max(|λ2|, |λn|)
and α(G) = λ(G)/d. Thus, every d-regular graph on n vertices is an (n, d, α(G))-graph.
Let Â(G) = 1

dA(G) denote the normalized adjacency matrix of G. Note that Âtp⃗ is the
distribution on the vertices resulting from random walks of length t w.r.t. the initial vertex
distribution p⃗. We shall use the following (folklore; see, e.g., [11, 10]) theorem and lemmas.

▶ Theorem 7. Let G be an (n, d, α)-graph with the normalized adjacency matrix Â. Then
for any distribution vector p⃗ and any positive integer t: ∥Âtp⃗ − u⃗∥1 ≤

√
n · αt , where u⃗

denotes the uniform distribution vector, i.e., u⃗ def= 1
n · 1⃗.

One can obtain from Theorem 7 an upper bound, t, such that random walks of length at
least t (independent of the initial vertex distribution) yield a distribution on the vertices
that is almost uniform. We denote this upper bound by τ(G) and refer to it as the mixing
time of G. When the graph G is evident from the context, we denote the mixing time by τ .

▶ Corollary 8. Let G be an (n, d, α)-graph with the normalized adjacency matrix Â. For
any τ ≥ log(2n3/2)

log(1/α) and for any distribution vector p⃗ it holds that (Âτ p⃗)i ∈
[ 1

2n ,
3

2n

]
, for every

i ∈ [n].

2.2 Mixing-Time of General Bounded Degree Graphs
Given a d-bounded degree graph G = (V,E), we would like to relate its mixing time to
ϕ(G). For this purpose, we define (G)2d

reg = (V,R) where R contains all the edges in E and
self-loops. In particular we add 2d− dG(v) self-loops to each vertex v ∈ V . Thus, (G)2d

reg is a
2d-regular graph. When d is clear from the context, we use (G)reg to denote (G)2d

reg.
We shall use the following classical results to relate ϕ(G) and the mixing-time of (G)reg.

▶ Theorem 9 (Perron-Frobenius, Symmetric Case (see e.g., [30])). Let G be a connected
(weighted) graph. Let A(G) be its adjacency matrix, and let λ1 ≥ λ2 ≥ · · · ≥ λn be its
eigenvalues. Then,
(1) λ1 has a strictly positive eigenvector,
(2) λ1 ≥ −λn, and
(3) λ1 > λ2.

▶ Lemma 10 (Cheeger’s Inequality [5]). Let G be a d-regular graph with eigenvalues λ1 ≥
λ2 . . . ,≥ λn. Then, d−λ2

2d ≤ ϕ(G) ≤
√

2d(d−λ2)
d .

We first prove (following [29, P. 106]) that the maximum eigenvalue in absolute value of
A((G)reg) is λ2.

APPROX/RANDOM 2024
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▷ Claim 11. Let G be a connected, d-bounded degree graph. Let {λi}i denote the eigenvalues
of A((G)reg), then max(|λ2|, |λn|) = λ2.

The following claim, combined with Corollary 8 provides an upper bound on the mixing-
time of (G)reg.

▷ Claim 12. Let G = (V,E) be a connected d-bounded degree graph on n vertices, then
(G)reg is an

(
n, 2d,

(
1 − ϕ2(G)

2

))
-graph.

The next Corollary follows from Corollary 8 and Claim 12.

▶ Corollary 13. Let G = (V,E) be a connected d-bounded degree graph on n vertices and
let v ∈ V . If we perform a random-walk in (G)reg, starting from v, of length at least
τ(G) def= log(2n3/2)

log
((

1− ϕ2(G)
2

)−1
) , then the probability this walk ends in u is at least 1/(2n) for every

u ∈ V .

3 LSSG for a Single Cluster

In this section, we prove Theorem 4, in particular, we present and prove correct our LSSG
algorithm for the case where the input graph is a single cluster, i.e., a (1, ϕ)-clusterable
graph. As such, our algorithm receives ϕ as a parameter where ϕ is a lower bound on the
conductance of the input graph. We first describe our algorithm from a global point of view
(Subsection 3.1) and then explain how this global algorithm can be implemented locally
(Subsection 3.3).

3.1 The Global Algorithm for a Single Cluster

The algorithm has two stages. In the first stage, it picks an arbitrary vertex, P, as the
primary-center. It then performs r def= Θ̃(

√
n) s-wise independent lazy random walks from

P and takes the end-vertices of these walks to be the set of secondary centers (Steps 4-5).
As defined in Section 2, when performing a lazy random walk, in each step, an edge is
selected uniformly and independently with probability 1/2d (recall that we add 2d− dG(v)
self-loops to each vertex v to obtain a 2d-regular graph). The edges traversed by the random
walks (which are not self-loops) are added to the spanner (Step 6). This guarantees that
all the secondary centers are connected in the spanner. The length of the random walks τ
is determined by Corollary 8 to ensure that the secondary centers are distributed almost
uniformly in V .

In the second stage, the algorithm constructs spanning trees of the Voronoi cells, which are
defined w.r.t. the secondary centers (Steps 7-8). Since the secondary centers are distributed
almost uniformly in V , with high-probability, all vertices v ∈ V will have a secondary center
in Γh(v) where h def=

√
n. If this is not the case (i.e., no secondary center is found in Γh(v)),

then all the edges incident to v are added to the spanner (Step 9). Note that removing Step 9
yields an LSSG algorithm that spans G w.h.p., while including it yields an algorithm that
outputs a spanning subgraph with probability 1.
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Algorithm 1 Globally Computing a Sparse Spanning Subgraph.
Input: A graph G = (V,E) with conductance at least ϕ and maximum degree bounded by

d.
Output: G′ = (V,E′) is a sparse spanning subgraph of G w.h.p.

1 E′ ← ∅.
2 Select a primary-center P ∈ V arbitrarily.
3 Let r def= Θ(

√
n · log n), h def=

√
n, s def= Θ(log n), τ def= Θ

( log n
ϕ2

)
.

4 Perform r s-wise independent lazy random walks R def= {ρ1, . . . , ρr} where
ρi = (v(i)

1 = P, . . . , v(i)
τ ).

5 Let S denote the set of secondary centers defined as follows S def=
⋃

i∈[r]{v
(i)
τ }. // The

end-vertices of the random-walks are selected to be the set of secondary centers.
6 E′ ← E(R) ∩ E. // where E(R) denotes the edge set of the random walks in R. Add

all the edges traversed by the random walks (that are not self-loops) in R to
the set E′.

7 Every vertex v ∈ V assigns itself to the closest secondary center in Γh(v) denoted by σ(v)
(break ties by choosing the one with the smallest ID). If Γh(v) ∩ S = ∅ then set σ(v) = ⊥.

8 For each s ∈ S, let Vor(s) def= {v ∈ V | σ(v) = s}. Let STree(s) denote the BFS tree that
spans Vor(s). E′ ← E′ ∪ STree(s).

9 Add to E′ all the edges incident to vertices, v, such that σ(v) = ⊥.
10 return G′ = (V,E′).

3.2 Correctness of the Global Algorithm for a Single Cluster
To prove the correctness of the global algorithm, we claim that w.h.p. when the algorithm
stops, there is a path in G′ from each vertex to a secondary center and that this path is
short; We begin by proving that w.h.p., every vertex v ∈ V has a secondary center in Γh(v).
We shall use the following concentration bound, which applies for s-wise independent random
variables defined as follows. 7

▶ Definition 14 (s-wise independence). A set of discrete random variables X1, . . . , Xn are
called s-wise independent if for any set I ⊆ {1, . . . , n} with |I| ≤ s and any values xi we
have Pr[

∧
i∈I(Xi = xi)] =

∏
i∈I Pr[Xi = xi].

Note that the random walks that the algorithm performs are also random variables. In
particular, this is a set of s-wise independent random walks, i.e., any subset of size at most s
of walks (out of the r walks that the algorithm performs) are mutually independent.

▶ Theorem 15 (Theorem 5(III) in [28]). If X is a sum of s-wise independent random variables,
each of which is in the interval [0, 1] with µ = E(X), then For δ ≤ 1 and s ≤ ⌊δ2µe−1/3⌋, it
holds that Pr[|X − µ| ≥ δµ] ≤ e−⌊s/2⌋.

▷ Claim 16. With high probability, for every u ∈ V , Γh(u) ∩ S ̸= ∅.

Proof. Fix P and let v be a vertex in V . Consider a random walk on (G)reg (or alternatively,
a lazy random-walk on G) that starts at P . By Corollary 13, when performing a random-walk
from P of length τ in (G)reg, the probability that v is the end-vertex of the random walk is at

7 Having bounded independence reduces the number of random bits used by the local implementation of
this algorithm, as shown in the next section.
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least 1
2n . Let Ev

i denote the event that the i-th random walk ended at v, namely the event that
v

(i)
τ = v, and let Xv

i denote the indicator variable for this event. Thus, Pr[Ev
i ] = E[Xv

i ] ≥ 1
2n .

Let H ⊆ V be a set of cardinality h and let EH
i denote the event that the i-th random walk

ended at H . Let XH
i denote the indicator variable for this event. Since the events {Ev

i }v∈V are
disjoint (i.e. mutually exclusive) we obtain that E[XH

i ] = Pr[EH
i ] =

∑
v∈H Pr[Ev

i ] ≥ h
2n . By

linearity of expectation, E
[∑

i∈[r] X
H
i

]
≥ hr

2n = Θ(log n), where the last equality follows since
h =

√
n. Since we perform r s-wise independent random walks from P , the random variables

{XH
i }i∈[r] are also s-wise independent. Set Y def=

∑
i∈[r] X

H
i and µ

def= E[Y ] = Θ(log n).

By Theorem 15 ,Pr[|Y − µ| ≥ µ/2] ≤ e−⌊s/2⌋ where s def= ⌊ 1
4

(
hr
2n

)
e−1/3⌋ ≤ ⌊ 1

4µe
−1/3⌋. If

|Y − µ| < µ/2, then Y > µ/2 ≥ 1. Thus, the probability that none of the r random-walks
ends in H is at most e−⌊s/2⌋ = 1/nc, where c is determined by the exact setting of r. Hence,
by the union bound over all vertices, we obtain that with high probability Γh(v) ∩ S ̸= ∅ for
every v ∈ V . ◁

The following claim (the proof of which appears in Appendix C) argues that BFS trees are
of height logarithmic in the number of their vertices.

▷ Claim 17. Let G = (V,E) be a d-bounded degree graph and let ϕ be a lower bound on
ϕ(G). For any v ∈ V and x ≤ |V |/2, the ℓ-ball centered at v contains at least x vertices
provided that ℓ ≥ log x

log(1+ϕ) .

Claim 17 implies that the paths’ length from every vertex to its secondary center is
logarithmic in n, formalized as follows.

▶ Corollary 18. Let s ∈ S. Then the depth of STree(s) is at most log h
log(1+ϕ) .

We now prove the main theorem of this section, which bounds the stretch factor and size
of the graph, G′ = (V,E′) obtained by Algorithm 1. In particular, for constant ϕ it follows
that |E′| = n+ o(n), and the stretch is Θ(log n).

▶ Theorem 19. Algorithm 1 computes a Sparse Spanning Graph of G, G′ = (V,E′), such
that:
(1) The attained stretch is Θ

(
log n

ϕ2

)
, and

(2) |E′| = n+O
( √

n log2 n
ϕ2

)
with high probability.

Proof. We first prove Item 1 of the claim. Consider an edge {u, v} which belongs to E but
not to E′. We first note that it follows that both σ(u) ̸= ⊥ and σ(v) ̸= ⊥ because otherwise
{u, v} is added to E′ in Step 9. If u and v belong to the same Voronoi cell then the distance
between them in G′ is at most 2 log

√
n

log(1+ϕ) (since, by Corollary 18, the distance from every
vertex to its secondary center is at most log

√
n

log(1+ϕ) ). If u and v do not belong to the same
Voronoi cell, then the distance in G′ between their respective centers, σ(u) and σ(v) is at
most 2τ (because the distance in G′ between every secondary center to P is at most τ),
where τ def= log(2n3/2)

log
((

1− ϕ2
2

)−1
) . Thus, in this case the distance in G′ between u and v is at most

2 ·
(
τ + log

√
n

log(1+ϕ)

)
. Since for all x ≥ 0 it holds that x− x2/2 ≤ ln(1 + x), it follows that the

attained stretch is Θ
(

log n
ϕ2

)
, as claimed.

Item 2 of the claim follows from the construction. More specifically, at Step 6, we add at
most r · τ edges to E′. In Step 8, we add at most n − 1 edges since the Voronoi cells are
vertex-disjoint. Finally, by Claim 16, with high probability, in Step 9, we do not add any
edges to E′. ◀
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3.3 Details of the Implementation of the Local Algorithm for a Single
Cluster

In this section, we describe how to implement Algorithm 1 locally. We also bound the query
and time complexity of the local algorithm as well as the total number of bits it uses. We
conclude this section with the proof of Theorem 4.

Performing lazy random-walks in G. Performing a lazy-random walk of length ℓ in G

requires at most ℓ probes to G. In each step, we select an index uniformly at random from
i ∈ [2d] and perform a neighbor-query (v, i) to reveal the ith neighbor of v, where v denotes
the ID of the current vertex. 8 If the probe returns a vertex ID, then we move to that
neighbor; otherwise, the walk stays at v. We note that performing a lazy-random walk in G

is equivalent to performing a random walk in (G)reg.

Bounding the Number of Random Bits. Following [23], we shall use the classical result
from [31] for obtaining random bits with bounded independence in a local manner.

▶ Definition 20. For N,M, s ∈ N such that s ≤ N , a family of functions H = {h :
[N ] → [M ]} is s-wise independent if for all distinct x1, ..., xs ∈ [N ], the random variables
h(x1), ..., h(xs) are independent and uniformly distributed in [M ] when h is chosen randomly
from H.

▶ Lemma 21 (Corollary 3.34 in [31]). For every γ, β, s ∈ N, there is a family of s-wise
independent functions Hγ,δ = {h : {0, 1}γ → {0, 1}δ} such that choosing a random function
from Hγ,δ takes s · max{γ, δ} random bits, and evaluating a function from Hγ,δ takes time
poly(γ, δ, s).

▷ Claim 22. Performing r s-wise independent random walks from P in (G)reg can be imple-
mented by using O(log n(log n+ τ log d)) random bits and time-complexity r · poly(τ, log n).

Proof. Performing a single random-walk in (G)reg of length τ from P requires O(τ log d)
random bits (since we are performing τ steps and in each step, we are selecting an edge
u.a.r. out of 2d edges). Let γ def= Θ(log r) denote the number of bits that are required to
indicate the index of the random walk in [r] and let δ def= Θ(τ log d) denote the number of
random bits that are required for performing a single walk. To perform r s-wise independent
random walks, it suffices to choose a random function from a family of s-wise independent
functions, Hγ,δ which takes as parameter the index of the random walk and returns δ bits.
By Lemma 21 this can be done by using s · max{γ, δ} = O(log n(log n + τ log d)) random
bits. Furthermore, the time complexity of retrieving the bits for performing a single random
walk is poly(γ, δ, s) = poly(τ, log n). The claim follows. ◁

Locally Computing a Sparse Spanning Subgraph. On query {u, v}, the local algorithm
first performs the random walks as listed in Algorithm 1, Step 4. If {u, v} ∈ E(R), then
the algorithm returns YES. Otherwise, its finds σ(u) and σ(v). If either σ(u) = ⊥ or
σ(v) = ⊥ then it returns YES. Otherwise, if σ(u) = σ(v), then the algorithm returns YES
iff {u, v} ∈ STree(σ(v)). Otherwise, if σ(u) ̸= σ(v), the algorithm returns NO. Finding σ(v)

8 A common assumption in LCA in general and hence also in LSSG’s is that the algorithm knows n.
Similarly, as in [17], for bounded-degree graphs, the bound on the maximum vertex degree d of the
graph instance at hand is also known to the LSSG algorithm.
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can be done by making O(hd2) queries. To see this, observe that the number of vertices we
explore by performing a BFS, layer by layer, until we first see at least h vertices is at most
(h− 1)d. The subgraph induced on these vertices contains at most hd2 edges, thus the query
and time complexity of this step is indeed O(hd2) 9. Checking if {u, v} ∈ STree(σ(v)) can
be implemented at the same cost. To see this, observe that when we find σ(v) as described
above, then we also reveal all the shortest paths between v and σ(v) in G. Since we can
decide which one of these paths is the path between v and σ(v) in STree(σ(v)), we can decide
if {u, v} belongs to this path at the same cost of finding σ(v) and σ(u) 10. This concludes
the description of the local implementation of Algorithm 1. We are now ready to prove
Theorem 4.

Proof of Theorem 4. The correctness of the algorithm, that is, Item (1), follows from The-
orem 19. As described above (in the analysis of the local implementation), the algorithm
makes r · τ + hd2 = O

(√
n ·

(
log2 n

ϕ2 + d2
))

graph queries. By Claim 22 the local imple-

mentation of Algorithm 1 uses O(log n(log n+ τ log d)) = O
(

log d·log2 n
ϕ2

)
random bits, which

concludes the proof of the theorem. ◀

4 LSSG for Clusterbale Graphs

In this section, we prove Theorem 5. First, we describe our LSSG algorithm that works under
the promise that the input graph is a connected (k, ϕin, ϕout)-clusterable graph where each
cluster is of size at least βn.

4.1 The Global Algorithm for Clusterable graphs
The listing of our global algorithm appears as Algorithm 2. We next describe how it proceeds,
step by step. All the parameters we will mention are defined in Step 2 of the algorithm.
Initially, the set of edges of the spanner, E′, is empty (Step 1). The algorithm begins with
selecting p primary-centers uniformly at random from V (Step 3). It then performs r s-wise
independent lazy-random walks from each primary center (Step 4). It picks the endpoints of
these random-walks to be the set of secondary-centers (Step 5). Additionally, all the edges
traversed by these random walks are added to E′ (Step 4). After that, the vertices of the
graph are partitioned as follows. Each one of the vertices, v, joins the cell of the secondary
center, which is closest to v in Γh(v), breaking ties by ID (Step 6). If Γh(v) does not include
a secondary center, then all the edges that are incident to v are added to E′ (Step 9). In
Step 10 the algorithm picks t random pairs from V × [d]. For each such pair, (v, i), such
that v has an i-th neighbor, the edge {u, v} is added to E′ where u is the i-th neighbor of v
(Step 10). We define an artificial-cluster to be a maximal set of vertices that agree on their
primary-center (see formal definition in Step 7). For every pair of artificial-clusters such that
E′ does not include an edge from their cut, all the edges in the corresponding cut are added
to E′ (Step 11). This concludes the description of the algorithm.

4.2 Correctness of the Global Algorithm for Clusterable Graphs
To prove the correctness of the algorithm, we need to show that the obtained subgraph
spans the graph with a logarithmic stretch and that it is sparse. Proving that the obtained
subgraph spans the graph is relatively straightforward and follows by the design of the

9 This procedure appears in [17] as Algorithm Find-Center.
10 See more details in algorithm Get BFS outgoing-edges endpoints in [17].
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Algorithm 2 Globally Computing a Sparse Spanning Subgraph of a Clusterbale Graph.
Input: A connected (k, ϕin, ϕout)-clusterbale graph G = (V,E) where each cluster is of size

at least β|V |.
Output: G′ = (V,E′) is a sparse spanning subgraph of G w.h.p.

1 E′ ← ∅.

2 Let p def= Θ(β−1 log n), r def= Θ( log n
τϕout

), s def= Θ(log n), τ def= Θ
(

log n

ϕ2
in

)
, and h

def= Θ(kτϕoutn).

3 Select p primary-centers P def= {ψ1, . . . , ψp} u.a.r. in V .
4 From each primary-center, ψ ∈ P , perform r s-wise independent lazy random-walks. Add all

the edges in E traversed by these random walks to E′.
5 Let S denote the set of endpoints of these random-walks. We refer to S as the set of

secondary centers. We say that the primary-center of v ∈ S is ψ if the random-walk that
ended in v started at ψ (break ties by choosing the one with the smallest ID).

6 Every vertex v ∈ V assigns itself to the closest secondary center in Γh(v) denoted by σ(v)
(break ties by choosing the one with the smallest ID). If Γh(v) ∩ S = ∅ then set σ(v) = ⊥.

7 The primary-center of v is set to be the primary-center of σ(v). The artificial-cluster of v is
defined to be the set of all vertices whose primary-center equals the primary-center of v.

8 For each s ∈ S, let Vor(s) def= {v ∈ V | σ(v) = s}. Let STree(s) be a spanning tree of Vor(s).
E′ ← E′ ∪ STree(s).

9 Add to E′ all the edges that are incident to vertices, v, such that σ(v) = ⊥.
10 Select t def= Θ

(
ε−1k2d log n

)
pairs u.a.r. from V × [d]. Let T denote the set of edges that

correspond to these pairs (an edge {u, v} corresponds to the pair (v, i) if u is the i-th
neighbor of v). E′ ← E′ ∪ T .

11 Add to E′ all the edges between artificial-clusters not connected by an edge in T .
12 return G′ = (V,E′).

algorithm. Both the proof of the low stretch and sparsity of the obtained spanner appears in
Theorem 28, where for the sparsity proof, we need to show that the number of edges that
we add in Steps 4, and 8-11 is not too much. The proof that the obtained spanner is of a
low stretch is the main technical challenge of this section. To this end, it is sufficient to
show that w.h.p. for every v ∈ V , Γh(v) includes a secondary-center (see Claim 26). To this
end, we next analyze the distribution of the endpoints of the lazy-random walks that the
algorithm performs.

For any subset C ⊆ V , we slightly abuse notation and denote by (C)reg the 2d-regular
graph (G[C])reg, where G[C] is the subgraph induced on C in G.

Throughout this section, G = (V,E) is a (k, ϕin, ϕout)-clusterable graph, C ⊆ V is a
(ϕin, ϕout)-cluster of G and S is the set of self-loops that are added to (C)reg due to the edges
in the cut between C and V \C. Namely, for each v ∈ C, S contains e({v}, V \C) self-loops
of v.

For every u, v ∈ C, let pℓ,v(u) denote the probability that an ℓ-length random-walk that
starts at v in (C)reg ends at u. Thus

∑
u∈C p

ℓ,v(u) = 1. We let pℓ,v
bad(u) denote the probability

that an ℓ-length random-walk in (C)reg that starts at v ends in u and traverses an edge of S.
Let pℓ,v

good(u) def= pℓ,v(u) − pℓ,v
bad(u).

▷ Claim 23. For at least half of the vertices v ∈ C, it holds that
∑

u∈C p
ℓ,v
bad(u) ≤ ℓϕout. We

call such a vertex, v, useful.

Proof. We prove that if we perform an ℓ-length random-walk, ρ, in (C)reg from a vertex v
selected u.a.r. from C, then the probability that ρ traverses an edge from S is at most ℓϕout/2.
In other words, we will show that E[

∑
u∈C p

ℓ,v
bad(u)] ≤ ℓϕout/2, where the expectation is taken

over v which is selected u.a.r. from C. The claim will then follow by Markov’s inequality.
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Since (C)reg is 2d-regular and v is selected u.a.r. from C, all the vertices in ρ are
distributed uniformly at random from C as well (since Pu⃗ = u⃗ for every doubly-stochastic
matrix P ). The probability of traversing an edge from S when we select a vertex u.a.r. from
C and then take a single step from this vertex is |S|

2d|C| . This is simply because each one of
the edges in S is traversed with probability 1

|C| · 1
2d (recall that the edges in S correspond

to self-loops). Thus, by union bound, the probability of traversing an edge from S in one
of the ℓ steps of the random walk is at most ℓ|S|

2d|C| . Since |S|
d|C| ≤ ϕout we obtain that this

probability is at most ℓϕout/2, as desired. ◁

The following claim relates random-walks in (G)reg to random-walks in (C)reg.

▷ Claim 24. If we perform an ℓ-length random-walk in (G)reg from v ∈ C then the probability
that this random walk ends at u ∈ C is at least pℓ,v

good(u).

Proof. Recall that pℓ,v
good(u) is the probability that an ℓ-length random-walk in (C)reg that

starts at v ends in u and does not traverse an edge of S. The edge set of (C)reg includes
parallel self-loops. If we identify each edge by its endpoints and the labels of its ports, then
we get that from each vertex v ∈ C, there are exactly (2d)ℓ distinct paths of length ℓ in
(C)reg. Let P v denote the set of these paths. When we perform a random walk in (C)reg
from v, each path in P v occurs with probability 1/(2d)ℓ. Moreover, for every u ∈ C, let P v

u

denote the set of paths in P v that end at u and do not traverse an edge from S. Each path in
P v

u contributes 1/(2d)ℓ to pℓ,v
good(u) and each path in P v \ P v

u contributes 0. Assume, w.l.o.g.,
that (C)reg is obtained from G by first converting G to (G)reg and then replacing the edges
in the cut E(C, V \ C) with self-loops. This way, every self-loop in (C)reg which does not
belong to S also appears in (G)reg (when taking into account the port numbers). Thus, if we
perform a random-walk in (G)reg from v, each path from P v

u occurs with probability 1/(2d)ℓ

as well. The claim follows. ◁

▷ Claim 25. Let v be a vertex which is useful w.r.t. C. For all u ∈ C, except for at most
4τϕout|C| vertices, it holds that a τ -length random-walk in (G)reg from v ends at u with
probability at least (4n)−1.

Proof. Let v be a vertex, which is useful w.r.t. C, and let ℓ ∈ N. By Claim 23,∑
u∈C p

ℓ,v
bad(u) ≤ ℓϕout. Therefore E[pℓ,v

bad(u)] ≤ ℓϕout
|C| , where the expectation is taken over u

selected u.a.r. from C. Thus, by Markov’s inequality for at most γ-fraction of the vertices
u ∈ C it holds that pℓ,v

bad(u) > ℓϕout
γ|C| .

By replacing ℓ with τ and γ with 4τϕout we obtain that for at least (1 − 4τϕout)-fraction
of the vertices u ∈ C it holds that pτ,v

good(u) ≥ pτ,v(u) − 1
4|C| . Since C is a (ϕin, ϕout)-cluster

in G it follows from Corollary 13 that pτ,v(u) ≥ 1/(2|C|) for every u. Thus it holds that
pτ,v

good(u) ≥ 1/(4|C|) ≥ 1/(4n). Hence, the claim follows from Claim 24. ◁

▷ Claim 26. Let G = (V,E) be a connected (k, ϕin, ϕout)-clusterable graph and let C1, . . . , Cf

be a partition of G into f ≤ k (ϕin, ϕout)-clusters. If for every i ∈ [f ], Ci ∩ P contains a
useful vertex w.r.t. Ci, then w.h.p. for every v ∈ V , Γh(v) ∩ S ̸= ∅.

Proof. Let G = (V,E) be a connected (k, ϕin, ϕout)-clusterable graph and let C1, . . . , Cf be
a partition of G into f ≤ k (ϕin, ϕout)-clusters. Assume for every i ∈ [f ], Ci ∩ P contains
a useful vertex, ui, w.r.t. Ci. Let H be a set of vertices of cardinality at least h and
let γ = 4τϕout where h and τ are as defined in Step 2 of Algorithm 2. By Claim 25, for
every i ∈ [f ] and for all vertices u ∈ Ci except for at most γ|Ci| it holds that an τ -length
random-walk in (G)reg from ui ends at u with probability at least (4n)−1. Let us call these
vertices good w.r.t Ci.
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Let Cj be the dominant cluster in H . Namely, the cluster which maximizes the intersection
with H . By an averaging argument Cj ∩H ≥ h/k ≥ 5τϕoutn, where the last inequality holds
for an appropriate setting of h. Since the number of vertices in Cj which are not good (w.r.t.
Cj) is at most γ|Cj | ≤ 4τϕoutn, we obtain that the number of good vertices in Cj is at least
τϕoutn. From this point, the rest of the proof is similar to the proof of Claim 16. For v ∈ V ,
let Ev

i denote the event that the i-th random walk from uj ended at v and let Xv
i denote

the indicator variable for this event. Thus, for every good vertex, v, w.r.t. Cj holds that
Pr[Ev

i ] = E[Xv
i ] ≥ 1

4n . Let EH
i denote the event that the i-th random walk from uj ended at

H . Let XH
i denote the indicator variable for this event. Since the events {Ev

i }v∈V are disjoint
(i.e. mutually exclusive) we obtain that E[XH

i ] = Pr[EH
i ] =

∑
v∈H Pr[Ev

i ] ≥ τϕoutn
4n = τϕout

4 .
By linearity of expectation, E

[∑
i∈[r] X

H
i

]
≥ r · τϕout

4 = Θ(log n). Since we perform r

s-wise independent random walks from uj , the random variables {XH
i }i∈[r] are also s-

wise independent. Set Y
def=

∑
i∈[r] X

H
i and µ

def= E[Y ] = Θ(log n). By Theorem 15

,Pr[|Y − µ| ≥ µ/2] ≤ e−⌊s/2⌋ where s def= ⌊ 1
4

(
r·τϕout

4

)
e−1/3⌋ ≤ ⌊ 1

4µe
−1/3⌋. If |Y − µ| < µ/2,

then Y > µ/2 ≥ 1. Thus, the probability that none of the r random-walks ends in H is at
most e−⌊s/2⌋ = 1/nc, where c is determined by the exact setting of r. Thus, by union bound
over all vertices, we obtain that with high probability Γh(v) ∩ S ̸= ∅ for every v ∈ V . ◁

We say that a pair of artificial-clusters are heavy if the number of edges in their edge-cut
is at least εn/(2k2).

▷ Claim 27. With high probability, T contains an edge from the cut of every pair of heavy
artificial-clusters.

Proof. Let C1 and C2 be a heavy pair of artificial-clusters. By definition, the number of
edges in their cut is at least εn/(2k2). Thus the probability that a pair chosen u.a.r. from
V × [d] hits this cut is at least εn

2k2 · 1
dn = ε

2k2d . Thus, the claim follows by union bound over
all pairs of artificial-clusters and the setting of t. ◁

We are now ready to prove the correctness of the global algorithm, as stated in the next
theorem.

▶ Theorem 28. Under the promise that the input graph, G = (V,E), is a connected
(k, ϕin, ϕout)-clusterable graph, with clusters of size at least βn, Algorithm 2 computes a
sparse spanning subgraph of G, G′ = (V,E′), such that:
1. The attained stretch is Θ

(
log n
ϕ2

in

)
, and

2. |E′| ≤ n(1 + ε) with high probability.

Proof. Let G = (V,E) be a connected (k, ϕin, ϕout)-clusterable graph and let C1, . . . , Cf be
a partition of G into f ≤ k (ϕin, ϕout)-clusters of size at least βn. We begin by proving Item 1
of the claim. Let E1 denote the event that for every i ∈ [f ], Ci ∩ S contains a useful vertex
w.r.t. Ci. Fix i ∈ [f ]. By definition (see Claim 23), at least half of the vertices in Ci are
useful. Since |Ci| ≥ βn, the probability that v which selected u.a.r. from V is a useful vertex
of Ci is at least β/2. Therefore w.p. at least 1 − 1/nc, P contains a useful vertex w.r.t. Ci

where c is determined by the exact setting of p. Thus, by union bound over all i ∈ [f ], w.h.p.
E1 occurs.

Let E2 denote the event that for every v ∈ V , Γh(v) ∩ S ̸= ∅. Conditioned on E1, by
Claim 26 w.h.p. E2 occurs.

Consider an edge {u, v} which belongs to E but not to E′. We first note that it follows
that both σ(u) ̸= ⊥ and σ(v) ̸= ⊥ because otherwise {u, v} is added to E′ in Step 9. From
Claim 17 it follows that for every v ∈ V such that σ(v) ̸= ⊥ the distance from v to σ(v) is at
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most log h
log(1+ϕin) . To see this, observe that the ℓ-ball centered at v in G[C] is contained ℓ-ball

centered at v in G where C denotes the cluster of v according to the partition mentioned
above (in other words the neighborhood of v expands in G at least as fast as it does in G[C]).
Thus, if u and v belong to the same Voronoi cell, then the distance between them in G′

is at most 2 log h
log(1+ϕin) . If u and v belong to the same artificial-cluster then the distance in

G′ between their respective centers, σ(u) and σ(v) is at most 2τ (because the distance in
G′ between a secondary center to its primary center is at most τ). Thus, in this case the
distance in G′ between u and v is at most 2 ·

(
τ + log h

log(1+ϕin)

)
. Finally, if u and v belong to

different artificial-clusters then by Steps 10 and 11 there exists {u′, v′} ∈ E′ such that u′ and
u are in the same artificial-cluster and likewise for v and v′. Thus, by the above the distance
in G′ between u and v is at most 2 ·

(
2 ·

(
τ + log h

log(1+ϕin)

))
+ 1, where τ def= log(2n3/2)

log
((

1−
ϕ2

in
2

)−1) .

Since for all x ≥ 0 it holds that x− x2/2 ≤ ln(1 + x) and since w.l.o.g. h ≤ n, it follows that
the attained stretch is Θ

(
log n
ϕ2

in

)
, as claimed.

Item 2 of the claim follows from the construction. More specifically, at Step 4 we add at
most p · r · τ = Θ(ϕ−1

outβ
−1 log2 n) edges to E′. This is o(n) since we may assume that our

query complexity is Õ(n2/3) = o(n) (otherwise we may run the algorithm by Lenzen and
Levi [12]). In Step 8, we add at most n− 1 edges due to the fact that the Voronoi cells are
vertex-disjoint. Conditioned on E2, which occurs w.h.p., in Step 9 we do not add any edges
to E′. In Step 10 we add at most t edges to E′. Let E3 denote the event that T contains
an edge from the edge-cut of every pair of artificial-clusters. By Claim 27 w.h.p. E3 occurs.
Finally, Conditioned on E3, in Step 11 we add at most k2 · ε · n/(2k2) = εn/2 edges to E′.
The claim follows. ◀

4.3 Details of the Local Algorithm
In this section, we describe how to implement Algorithm 2 locally. The local implementation
of all the steps of the algorithm is similar to the local implementation of the analogous
steps of Algorithm 1 (with different parameters). The only new ingredient in the local
implementation is the implementation of Step 11. Next, we describe how this step can be
implemented locally. On query {u, v}, if u and v belong to the same artificial-cluster, then
we proceed as before. Namely, we return YES if and only if u and v belong to the same
Voronoi cell and {u, v} belongs to the tree that spans the cell. If u and v belong to different
artificial-clusters then we consider three cases. The first case we consider is when {u, v} ∈ T ,
the sample of edges selected in Step 10. In this case, we would like to return YES on the
query {u, v}. The second case is when {u, v} /∈ T but there exists {u′, v′} ∈ T such that u
and u′ are in the same artificial-cluster and likewise for v and v′. In this case, we would
like to return NO. Otherwise, we would like to return YES. Therefore, we can decide if to
return YES or NO if we find for each edge in T the identities of the artificial-clusters (i.e.,
the IDs of the primary centers of the corresponding artificial-clusters) of its endpoints. This
is accomplished as follows. For each one of the pairs, (v, i), selected in Step 10, we perform a
neighbor query to obtain the i-th neighbor of v. If such a neighbor exists then let us denote
it by u. We then find σ(v) and σ(u) by making O(hd2) queries. This also reveals to which
artificial-cluster v belongs and likewise for u. This allows us to obtain the list of pairs of
artificial-clusters that already have an edge from their cut in T . Thus, on query {u, v} where
u and v belong to different artificial-clusters which are not on that list, the algorithm will
return YES. Overall, implementing this check requires O(thd2) queries and Õ(thd2) time.
We conclude that the query complexity of the algorithm is dominated by the implementation
of Step 4 which requires O(prτ) = O(log2 n/(βϕout)) queries and Step 11 which requires
O(thd2) = O(ϕ−1

in ε
−1k3d3ϕout · n log2 n) queries.
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In this next claim, we bound the number of random bits that our algorithm uses.

▷ Claim 29. Performing r s-wise independent random walks from each ψ ∈ P in (G)reg
can be implemented by using O(log n(log n + τ log d)) random bits and time-complexity
r · poly(τ, log n).

Proof. As claimed in the proof of Claim 22, performing a single random-walk in (G)reg of
length τ from any vertex requires τ log(2d) random bits. If we choose a random function from
a family of s-wise independent functions, Hγ,β = {h : {0, 1}γ → {0, 1}β}, where γ = log(p · r)
is the number of bits that are required to indicate the index of the vertex in P and the index
of the walk in [r] and β = τ log(2d) is the number of bits that are required for performing
the walk then we obtain that the total number of random bits that the algorithm uses for
performing the walks is s ·max{γ, β} = O(log n(log n+τ log d)). We obtain the desired result
since performing a single random walk requires poly(γ, β, s) = poly(τ, log n) time. ◁

We are now ready to prove Theorem 5.

▶ Theorem 5. There is an LSSG algorithm that given query access to a connected (k, ϕin, ϕout)-
clusterable graph G = (V,E), where each cluster is of size at least β · n, provides access to
G′ = (V,E′) such that the following holds. (1) The graph G′ is a connected subgraph of G and
with high probability |E′| ≤ n(1 + ε). Moreover, the stretch factor of G′ is Θ

(
log n
ϕ2

in

)
. (2) The

query complexity of the algorithm is O
(
log2 n · (βϕout)−1 + n log2 n · k3d3ϕout(εϕin)−1)

, and
(3) the number of random bits it uses is O

(
log d·log2 n

ϕ2
in

)
, where d is a bound on the maximum

degree of G.

Proof of Theorem 5. The correctness of the algorithm, i.e., Item (1), follows from The-
orem 19. The query complexity of the algorithm is analyzed in the description of the
local implementation that appears above. Finally, by Claim 22 the local implementation of
Algorithm 1 uses O(log n(log n+ τ log d)) = O

(
log d·log2 n

ϕ2

)
random bits, as claimed. This

concludes the proof of the theorem. ◀

To obtain Corollary 6 from Theorem 5, we observe that we can take the upper bound on
ϕout to be the maximum between ϕout and 1/

√
n. More specifically, if we consider k, d, ϕin, ε

and β to be constants then the query complexity is Õ(1/ϕout + nϕout). Since 1/ϕout > nϕout
only when ϕout < 1/

√
n we only need to show that the query complexity in this case is

Õ(
√
n). Indeed, since ϕout is only an upper bound on the outer-conductance, we may take

ϕout = 1/
√
n in this case and obtain the desired complexity.

▶ Corollary 6. There is an LSSG algorithm that given query access to a connected
(Θ(1),Θ(1), ϕout)-clusterable graph G = (V,E), where each cluster is of size at least β · n,
provides access to G′ = (V,E′) such that the following holds. (1) The graph G′ is a connected
subgraph of G and with high probability |E′| ≤ n(1 + ε). Moreover, the stretch factor of G′ is
Θ(log n). (2) The query and time complexity of the algorithm is Õ(

√
n+ ϕoutn), and (3) the

number of random bits it uses is O(log2 n).
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A Other Related Work

A.1 LCAs for Spanners

A desirable property for a spanning subgraph is that it also preserves, up to a predetermined
multiplicative factor α ≥ 1 (a.k.a the stretch factor), the pairwise distances of the vertices
in the original graph. Such a spanning subgraph is called an α-spanner. In [15, 25]
poly(h log (d)/ε)-spanners for minor-free graphs are presented. For general (bounded degree)
graphs, the algorithm of [12] outputs an O(log2 n · poly(d/ε))-spanner. Their result is later
extended by Parter et al. [23], who presented an algorithm that constructs an O(k2)-spanner,
independent of both n and d, but has O(n1+1/k) edges. The query complexity of [23] is
O(n2/3d4), and is later improved by Arviv et al. [2] to O(n2/3d2). A recent work by Biswas,
Cao, Pyne, and Rubinfeld [3] presents several LCAs that receive random graphs (i.e., Erdős-
Rényi or Preferential Attachment graph) as an input and gives access to a sparse spanner of
that graph.
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A.2 Graph Clustering

In the Property Testing model, Czumaj et al. [6] introduce an algorithm for testing the
clusterability of a graph. In the Property Testing model, an algorithm accepts (with constant
probability) any graph that is (k, ϕ)-clusterable and rejects graphs that are ε far from
being (k, ϕ∗)-clusterable, i.e., εdn edges are required to be either added or removed from
the input graph so that it becomes (k, ϕ∗)-clusterable, where ϕ∗ = O( ϕ2ε2

log n ). The query
complexity of their algorithm is Õ(

√
n · poly(ϕ, k, 1/ε)) and with a success probability of

at least 2/3. Peng [24] uses similar ideas as [6] to construct a clustering oracle that given
an input graph that is ε-close from being

(
k, ϕ,O

(
εϕ

k3 log n

))
-clusterable gives w.h.p. query

access to the adjacency list of a
(
k, ϕ

2 , O
( √

εϕ1.5

k3 log n

))
-clusterable graph with preprocessing and

query complexity of O
(√

n · poly( k log n
ϕε )

)
, and with at most O

(
k
√

ε
ϕ · n

)
outliers (vertices

that are not associated with any cluster).

A.3 LCAs for Other Graph Problems

The model of local computation algorithms (LCA) (sometimes also referred to as The
Centralized-Local model (CentLocal)) as used in this work, was defined by Rubinfeld et al. [27]
(see also [1] and survey in [13]). Such algorithms for maximal independent set, hypergraph
coloring, k-CNF, approximated maximum matching and approximated minimum vertex cover
for bipartite graphs are given in [27, 1, 20, 21, 7, 18, 8].

B Omitted Proofs of Section 2

Proof of Coro. 8. By Theorem 7, for any distribution vector p⃗ it holds that ∥Âτ p⃗− u⃗∥1 ≤
√
n · α

log(2n3/2)
log(1/α) = 1

2n . If there exists an index i such that either (Âτ p⃗)i <
1

2n or (Âτ p⃗)i >
3

2n

then
∣∣∣(Âτ p⃗)i − 1

n

∣∣∣ > 1
2n , which implies that ∥Âτ p⃗− u⃗∥1 >

1
2n , in contradiction to the above

Equation. ◀

Proof of Claim 11. Since (G)reg is 2d-regular it holds that λ1 = 2d. Let {λ̂i}i denote the
eigenvalues of Â where Â = 1

2dA((G)reg). By Theorem 9, it follows that λ̂1 = 1 > λ̂2, . . . ,≥
λ̂n ≥ −1. Since Âi,j ≥ 0 and Âj,j ≥ 1

2 it holds that the matrix M
def= 2Â − I, where I is

the identity matrix, is non-negative. Hence, M corresponds to a weighted connected graph.
Moreover, the eigenvalues of M , {µi}i satisfy µi = 2λ̂i − 1. 11 In particular, µ1 = 1. Thus,
Theorem 9 applied on M implies that µi ≥ µn ≥ −1 for all 1 ≤ i ≤ n. Thus, 2λ̂i − 1 ≥ −1
and hence λ̂i ≥ 0 for all 1 ≤ i ≤ n. Since λi = 2dλ̂i, it follows that |λ2| > |λn|. The claim
follows. ◁

Proof of Claim 12. We first observe that ϕ(G) = ϕ((G)reg). Since (G)reg is 2d-regular, by
Cheeger’s Inequality it holds that λ2 ≤ 2d ·

(
1 − ϕ2(G)

2

)
. Thus the claim follows from

Claim 11. ◁

11 To see why µi = 2λ̂i−1, multiply the eigenvector that corresponds to λ̂i, νi, by M which gives 2λ̂iνi−νi.
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C Omitted Proofs of Section 3

Proof of Claim 17. Let v be a vertex in G. By Equation (1), for any subset S ⊆ V of size
at most |V |/2 it holds that e(S, V \ S) ≥ ϕ · d · |S|. In particular, if S is the set of vertices
of the j-ball centered at some vertex v then the j + 1-ball centered at v contains at least
|S| +ϕ|S| = (1 + ϕ)|S| vertices. Thus, after exploring ℓ layers of the BFS rooted at v at least
one of the following holds: either we explored more than |V |/2 vertices, or we explored at
least (1 + ϕ)ℓ vertices. Thus we explore at least x vertices for any ℓ such that (1 + ϕ)ℓ ≥ x.
The claim follows. ◁
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bipartite graph G together with a linear inner code C0. Expander codes are Tanner codes whose
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1 Introduction

Graph-based codes are an important class of error-correcting codes that have received
significant attention from both academia and industry. They have a long history in coding
theory, dating back to Gallager’s [19] celebrated low-density parity-check codes (LDPC codes
for short). LDPC codes are a class of linear codes whose parity-check matrices can be
characterized by low-degree (sparse) bipartite graphs, called factor graphs. Gallager analyzed
the rate and distance of LDPC codes, showing that with high probability, randomly chosen
factor graphs give rise to error-correcting codes attaining the Gilbert-Varshamov bound. He
also presented an iterative algorithm to decode these codes from errors caused by a binary
symmetric channel. Since the 1990s, LDPC codes have received increased attention due to
their practical and theoretical performance (see [12, 14, 22, 35, 38, 42, 43]).

As a generalization of the LDPC codes, Tanner [49] introduced the so-called Tanner codes,
as formally defined below. Let c, d, n be positive integers and L := [n], where [n] = {1, . . . , n}.
Given a (c, d)-regular bipartite graph G with bipartition V (G) = L∪R and a [d, k0, d0]-linear
code C0

1, the Tanner code T (G, C0) ⊆ Fn
2 is the collection of all binary vectors x ∈ Fn

2
with the following property: for every vertex u ∈ R, xN(u) is a codeword of the inner
code C0, where N(u) ⊆ L is the set of neighbors of u and xN(u) = (xv : v ∈ N(u)) ∈ Fd

2
denotes the length-d subvector of x with coordinates restricted to N(u); in other words,
T (G, C0) := {x ∈ Fn

2 : xN(u) ∈ C0 for every u ∈ R}.
Expander codes are Tanner codes whose defining bipartite graphs have good expansion

properties, namely, they are bipartite expanders. To be precise, for real numbers α, δ ∈ (0, 1],
a (c, d)-regular bipartite graph G with bipartition V (G) = L ∪ R with L = [n] is called a
(c, d, α, δ)-bipartite expander if for each subset S ⊆ L with |S| ≤ αn, S has at least δc|S|
neighbors in R, i.e., |N(S)| := | ∪v∈S N(v)| ≥ δc|S|. As each S ⊆ L can have at most c|S|
neighbors in R, being a (c, d, α, δ)-bipartite expander means that every bounded size subset
in L has as many neighbors in R as possible, up to a constant factor.

Sipser and Spielman [46] studied the Tanner code T (G, C0) with G being a bipartite
expander and C0 being a parity-check code. For simplicity, let Par = {(x1, . . . , xd) :∑d

i=1 xi = 0} denote the parity-check code in Fd
2. They remarkably showed that the

expansion property of G can be used to analyze the minimum distance and the decoding
complexity of T (G, Par). Roughly speaking, they showed that for every bipartite expander
G with sufficiently large expansion ratio δ > 1/2, T (G, Par) has minimum distance at least
αn, which further implies that T (G, Par) defines a class of asymptotically good codes. More
surprisingly, they showed that if the expansion ratio is even larger, say δ > 3/4, then for every
such G, T (G, Par) admits a linear-time decoding algorithm that corrects a linear number of
errors in the adversarial noise model. Spielman [48] showed that expander codes can be used
to construct asymptotically good codes that can be encoded and decoded both in linear time.

Besides the construction based on vertex expansion, [48] also provides a construction
based on spectral expansion. This construction again inherits the general structure of
Tanner code, i.e., it combines of an underlying bipartite graph and an inner code. The main
difference is that the underlying graph is an edge-vertex incidence graph of a (non-bipartite)
spectral expander. Spectral expander codes also have linear time encoding and decoding,
and their (rate & distance) parameters are different from those of vertex expander codes. In
this paper, we mainly focus on vertex expander codes. The reader is referred to references
[5, 26, 34, 36, 37, 41, 47, 52, 53] for more details on spectral expanders.

1 The reader is referred to Section 1.2 for basic definitions on graphs and codes.
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Given the strong performance of expander codes, they have been of particular interest
in both coding theory and theoretical computer science, and have been studied extensively
throughout the years. For example, [23, 45] utilized expander codes to obtain near MDS
codes with linear-time decoding. A line of research [2, 9, 16, 18, 44, 50, 51, 52] improved
the distance analysis and decoding algorithm for expander codes in various settings. Very
recently, a sequence of works applied expander codes on quantum LDPC and quantum
Tanner code construction, finally achieving asymptotically good constructions and linear-time
decoding [6, 7, 15, 17, 21, 24, 27, 29, 30, 31, 32, 33, 39, 40].

Given the discussion above, it is natural to suspect that the expansion ratio δ plays a
prominent role in analyzing the properties of T (G, Par). More precisely, one can formalize
the following question. We always assume c, d, α, δ are constants while n tends to infinity.

▶ Question 1. What is the minimum δ > 0 such that every (c, d, α, δ)-bipartite expander
G with V (G) = L ∪R and |L| = n defines an expander code T (G, Par) ⊆ Fn

2 that corrects
Ωc,d,α,δ(n) errors in Oc,d,α,δ(n) time?

This question has already attracted considerable attention. Sipser and Spielman [46]
used the bit-flipping algorithm (developed on the original algorithm of Gallager [19]) to
show that δ > 3/4 is sufficient to correct (2δ − 1)αn errors in O(n) time. Using linear
programming decoding, Feldman, Malkin, Servedio, Stein and Wainwright [18] showed that
δ > 2

3 + 1
3c sufficient to correct 3δ−2

2δ−1 α · n errors, while at the cost of a poly(n) decoding time.
Viderman [50] introduced the “Find Erasures and Decode” algorithm to show that δ > 2

3 −
1
6c

is sufficient to correct Ω(n) errors in O(n) time. Moreover, he also shows that there exists a
(c, d, α, 1/2)-bipartite expander G such that T (G, Par) only has minimum distance two, and
therefore cannot correct even one error. Viderman’s impossibility result implies that δ > 1/2
is necessary for the assertion of Question 1 holding for every (c, d, α, δ)-bipartite expander.

The above results only consider the case where the inner code C0 is a parity-check code.
Therefore, it is tempting to think about whether one can benefit from a stronger inner code
C0. Let us call a code good if it can correct Ω(n) errors in O(n) time. Chilappagari, Nguyen,
Vasic and Marcellin [11] showed that if G has expansion radio δ > 1/2 and C0 has minimum
distance d(C0) ≥ max{ 2

2δ−1 − 3, 2}, then every such Tanner code T (G, C0) is good. The
above result implies that for ϵ → 0 and δ = 1/2 + ϵ, d(C0) = Ω(ϵ−1) is sufficient to make
every Tanner code T (G, C0) good. Very recently, Dowling and Gao [16] significantly relaxed
the requirement on δ by showing that for every δ > 0,

d(C0) ≥ Ω(cδ−2) (1)

is sufficient2 to make every Tanner code T (G, C0) good, and be able to correct αn errors. In
particular, their result implies that, as long as the minimum distance of C0 is large enough,
any tiny positive expansion ratio is sufficient to construct a good Tanner code.

Putting everything together, it is interesting to understand how the expansion ratio δ of
G and the minimum distance d0 of C0 affect the goodness of the Tanner code. We have the
following generalized version of Question 1.

▶ Question 2. What are the sufficient and necessary conditions that δ and d0 must satisfy,
so that every (c, d, α, δ)-bipartite expander G with V (G) = L ∪R, |L| = n, and every inner
linear code C0 ⊆ Fd

2 with d(C0) ≥ d0, together define an expander code T (G, C0) ⊆ Fn
2 that

corrects Ωc,d,α,δ(n) errors in Oc,d,α,δ(n) time?

2 More precisely, d(C0) ≥ 2t + c(t − 1)2 − 1 with t > 1
δ .
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The main purpose of this paper is to provide a near-optimal solution to the above question,
as presented in the next subsection. On the negative side, we show that when d0δ ≤ 1,
there exists an extension of Viderman’s construction, yielding expander codes of constant
distance (see Proposition 4 below). Therefore, d0δ > 1 is a necessary condition for a general
expander code T (G, C0) to be considered good (compared to the δ > 1

2 condition in the
case of T (G, Par)). On the positive side, we show that d0δ > 3 is sufficient to make every
expander code good (see Theorem 3 below for details). Our result only loses a multiplicity
by three compared to the above necessary result.

1.1 Main results
Deterministic decoding of expander codes

Our main result, which significantly improves on (1), is presented as follows.

▶ Theorem 3. Let G be a (c, d, α, δ)-bipartite expander and C0 be a [d, k0, d0]-linear code,
where c, d, α, δ, d0, k0 are positive constants. If δd0 > 3, then there exists a linear-time decoding
algorithm for the Tanner code T (G, C0) that can correct γn errors, where γ = 2α

d0(1+0.5cδ) .

Theorem 3 shows that δd0 > 3 is sufficient to make every Tanner code T (G, C0) good.
On the other hand, the next proposition shows that for every d0 ≥ 2, δd0 > 1 is necessary.

▶ Proposition 4. For every d, d0 ≥ 2 and n ≥ 10d0, there exist constants 0 < α < 1, c ≥ 3
and a (c, d, 0.9α, 1

d0
)-bipartite expander G with V (G) = L∪R and |L| = n such that for every

[d, k0, d0]-linear code C0, T (G, C0) has minimum Hamming distance at most d0.

Theorem 3 and Proposition 4 together show that our requirement δd0 = Ω(1) is in
fact almost optimal for Question 2. Moreover, we have the following conjecture on the
fundamental trade-off between δ and d0.

▶ Conjecture 5. If δd0 > 1, then for every (c, d, α, δ)-bipartite expander G and every inner
code C0 ⊆ Fd

2 with d(C0) ≥ d0, the expander code T (G, C0) ⊆ Fn
2 can correct Ωc,d,α,δ(n)

errors in Oc,d,α,δ(n) time.

Due to space limit, we will omit the proof of the linear-running time of our algorithm, as
well as the proof of Proposition 4. They can be found in the full version of this paper [10].

Randomized decoding of expander codes

Another important direction in the study of expander codes is to understand the maximum
number of errors that can be corrected in a linear-time decoding algorithm. Chen, Cheng, Li,
and Ouyang [9] obtained a quite satisfactory answer to this problem for T (G, Par). They
showed that for every δ > 1/2 and (c, d, α, δ)-bipartite expander G, T (G, Par) has minimum
distance at least α

2(1−δ) · n− O(1), and this is tight up to a 1− o(1) factor. Moreover, for
δ > 3

4 , they also gave a linear-time decoding algorithm which corrects 3α
16(1−δ) · n errors. A

similar problem for general expander codes T (G, C0) was studied by [16].
Our decoding algorithm for Theorem 3 is deterministic and corrects γn errors in linear

time. Theorem 6 shows that one can correct more errors by using a randomized algorithm.

▶ Theorem 6. Let G be a (c, d, α, δ)-bipartite expander and C0 be a [d, k0, d0]-linear code,
where c, d, α, δ, d0, k0 are positive constants. If δd0 > 3, then there exists a linear-time
randomized decoding algorithm for Tanner code T (G, C0) such that if the input has at most
αn errors from a codeword, then with probability 1−exp {−Θc,δ,d0 (n)}, the decoding algorithm
can output the correct codeword.
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1.2 Notations and definitions

A graph is a pair G = (V, E), where V is a set whose elements are called vertices and E

is a set of 2-subsets of V , whose elements are called edges. For a vertex u ∈ V , the set of
neighbors of u in G is denoted by N(u) := {v ∈ V : {u, v} ∈ E}. For a subset S ⊆ V (G),
let N(S) = ∪u∈SN(u) be the set of all the neighbors of the vertices in S. A graph G is
bipartite if V (G) admits a bipartition V (G) = L ∪ R such that both L and R contain no
edge. Furthermore, G is (c, d)-regular if every vertex v ∈ L has exactly c neighbors in R and
every vertex u ∈ R has exactly d neighbors in L.

Let F2 = {0, 1} denote the finite field of size 2. A code C is simply a subset of Fn
2 .

For two vectors x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Fn
2 , the Hamming distance between

x and y, denoted by dH(x, y), is the number of coordinates where x and y differ, that is,
dH(x, y) = |{i ∈ [n] : xi ̸= yi}|. The minimum distance of a code C ⊆ Fn

2 , denoted by d(C),
is the minimum of dH(x, y) among all distinct x, y ∈ C. Let wt(x) denote the number of
nonzero coordinates of x. A code C ⊆ Fn

2 is said to be an [n, k, d(C)]-linear code if it is a
linear subspace in Fn

2 with dimension k and minimum distance d(C). It is well-known that
for every linear code C, d(C) = min{wt(x) : x ∈ C \ {0}}.

Throughout, let G be a (c, d, α, δ)-bipartite expander, and C0 be a [d, k0, d0] linear code.
Let T (G, C0) be the Tanner code defined by G and C0. Let Check be the error-detection
algorithm of C0, which checks whether a vector in Fd

2 is a codeword of C0. Assume that Check
takes h0 time. Similarly, let Decode be the correct-correction algorithm for C0, which corrects
up to ⌊d0−1

2 ⌋ errors. Assume that Decode takes t0 time. Note that h0, t0 are constants
depending only on C0 but not on n.

Conventionally speaking, let us call the vertices in L variables and the vertices in R

constraints. Given a vector x ∈ Fn
2 , which is corrupted from some codeword y ∈ T (G, C0),

let us call a constraint u ∈ R satisfied if xN(u) ∈ C0, otherwise call it unsatisfied.

1.3 Some related works

Below, we briefly review two previous works [16, 46] that are closely related to our decoding
algorithms for Theorems 3 and 6. Let us start from the decoding algorithm of Sipser and
Spielman [46]. We summarize as follows the so-called iterated decoding or message-passing
algorithm of [46] that decodes T (G, Par).

Let y ∈ T (G, Par) be the correct codeword that we want to decode from the received
vector x. In the first round, the algorithm runs Check(xN(u)) for every u ∈ R. If a
constraint u is unsatisfied, then it sends a “flip” message to every variable in N(u) ⊆ L.
Sipser and Spielman showed that as long as the expansion ratio of G is sufficiently large
(δ > 3/4) and the number of corruptions in x is sufficiently small but not identically zero
(that is, 1 ≤ dH(x, y) ≤ (2δ− 1)α ·n), then there must exist a variable v ∈ L that receives
> c/2 flip messages, which implies that more than half constraints in N(v) are unsatisfied.
The algorithm then flips xv and updates x and the status of the constraints in N(v).
Note that since Par is the parity-check code, flipping xv makes all satisfied constraints in
N(v) unsatisfied and all unsatisfied constraints in N(v) satisfied. Therefore, by flipping
xv one can strictly reduce the number of unsatisfied constraints.
The algorithm then runs the above process repeatedly. As long as there are still unsatisfied
constraints, it finds the desired v ∈ L so that flipping xv strictly reduces the number of
unsatisfied constraints. As there are at most |R| = cn/d unsatisfied constraints, the above
process must stop in O(n) rounds and therefore yields an O(n) time decoding algorithm.
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Dowling and Gao [16] extend Sipser and Spielman’s algorithm from T (G, Par) to the
more general setting T (G, C0) by making use of the minimum distance of C0. Their algorithm
works for linear codes defined on any finite field, but we will describe it only for F2.

The algorithm begins by setting a threshold t ≤ ⌊d0−1
2 ⌋ and then runs Decode(xN(u)) for

every u ∈ R. If a constraint u ∈ R satisfies 1 ≤ dH(Decode(xN(u)), xN(u)) ≤ t− 1, then
it sends a “flip” message to every variable v ∈ N(u) with Decode(xN(u))v ̸= xv. Note
that Decode(xN(u)) ∈ Fd

2 is a codeword in C0. The algorithm then flips all xv for those v

receiving at least one flip, and then updates x. [16] showed that as long as the minimum
distance d0 of C0 is sufficiently large (see (1)), then flipping all variables that receive at
least one flip can reduce the number of corrupted variables in x by some positive fraction.
In the next steps, the algorithm runs the above process repeatedly. As the number of
corrupted variables is at most O(n), the algorithm will stop in O(log n) rounds. Crucially,
in order to show that the running time of the algorithm is still linear-order but not of
order n log n, the authors proved that the running time of every single round is within
a constant factor of the number of corrupted variables at the beginning of this round.
As the numbers of corrupted variables form a decreasing geometric sequence with the
leading term at most n, the total running time, which is within a constant factor of the
sum of this geometric sequence, is also O(n).

Lastly, it is worth mentioning that there are several very recent works on the explicit
constructions of bipartite graphs with good vertex expansion properties, including the lossless
expanders [8, 13, 20] and the unique-neighbor expanders [1, 3, 4, 25, 28].

1.4 Key new ideas in our work
In this subsection, we briefly introduce the key new ideas in our work. Let us focus on the
deterministic decoding algorithm that proves Theorem 3. Let us begin by analyzing the
following two possible places where the previous algorithm in [16] could be improved.

In every decoding round of the above algorithm, the constraints in R which satisfy
1 ≤ dH(Decode(xN(u)), xN(u)) ≤ t− 1 (and hence send at least one and at most t− 1 flips
to L) in fact have two statuses, as detailed below. Let A be the set of constraints u ∈ R

that sends at least one flip and Decode(xN(u)) computes the correct codeword in C0 (i.e.,
Decode(xN(u)) = yN(u)); let B be the set of constraints u ∈ R that sends at least one flip
and Decode(xN(u)) computes an incorrect codeword in C0 (i.e., Decode(xN(u)) ̸= yN(u)).

Two possible places where the previous algorithm could be improved

(i) It could be the case that every constraint u ∈ A satisfies dH(Decode(xN(u)), xN(u)) = 1
and hence sends only one correct flip to L; in the meanwhile, every constraint u ∈ B

may satisfy dH(Decode(xN(u)), xN(u)) = t − 1 and sends as many as t − 1 flips to L,
which could be all wrong. In this case, the constraints in R altogether send |A| correct
flips and (t− 1)|B| wrong flips to the variables in L.

(ii) Unfortunately, the situation could be worse. Since our bipartite graph G is (c, d)-regular,
it could be the case that the neighbors of the constraints in A are highly concentrated
(e.g., all |A| correct flips are received by as few as |A|/c variables in L), and the neighbors
of the constraints in B are highly dispersed (e.g., all (t− 1)|B| possibly wrong flips are
received by as many as (t − 1)|B| variables in L). Consequently, a small number of
corrupted variables but a large number of correct variables in L receive flip messages.

Given the two issues above, if we flip all variables that receive at least one flip, then
in the worst case, we could correct |A|/c old corrupt variables but produce (t− 1)|B| new
corrupt variables. Recall that to make the algorithm in [16] work, in each round, we need
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to reduce the number of corrupted variables by at least a positive fraction, which implies
that in the worst case it is necessary to have |A|/c ≥ (t− 1)|B|. Together with some lower
bound on |A| and upper bound on |B| (see [16] for details), one can prove that in such worst
scenario (1) is necessary for Dowling and Gao’s algorithm to work.

Our new algorithm begins by noting that we could indeed fix the two problems mentioned
above. To do so, we introduce several new ideas as briefly presented below.

Key new ideas in our work

Let F := {i ∈ [n] : xi ̸= yi} be the set of corrupt variables in x. Similarly to [16], our
new algorithm begins by setting a threshold t = ⌊ 1

δ ⌋ and then runs Decode(xN(u)) for every
u ∈ R.
(a) To fix the first problem, if a constraint u ∈ R satisfies 1 ≤ dH(Decode(xN(u)), xN(u)) ≤

t−1, then instead of sending a flip message to every v ∈ N(u) with Decode(xN(u))v ̸= xv,
the new algorithm just arbitrarily picks exactly one such variable v, and sends a flip
message to only this specific v. So, every constraint in A ∪B sends exactly one flip to L.

(b) To fix the second problem, we associate each v ∈ L with a counter τv ∈ {0, 1, . . . , c}
that counts the number of flips received by v. For each m ∈ [c], let Sm denote the set
of variables that receive exactly m flips. Then, instead of flipping every variable that
receives at least one flip, i.e., instead of flipping ∪c

m=1Sm, we only flip Sm for some
m ∈ [c]. Crucially, we show that if the number |F | of corrupt variables is not too large,
then there must exist some m ∈ [c] such that |Sm| has the same order as |F |, and
more importantly, a (1/2 + κ)-fraction of variables in |Sm| are corrupted (and therefore
can be corrected by the flipping operation), where κ is an absolute positive constant.
Therefore, it follows that by flipping all variables in Sm, one can reduce |F | by some
positive fraction.

Note that the details of (a) and (b) can be found in Section 3.2, where we call the algorithm
corresponding to (a) and (b) “EasyFlip” and write EasyFlip(x, m) as the output of the
EasyFlip if x is the input vector and Sm is flipped (see Algorithm 2).

However, there is still a gap that needs to be fixed, that is, how to find the required
Sm? A plausible solution is to run EasyFlip(x, m) for every m ∈ [c]. This would roughly
increase the total running time by a c factor, which will still be O(n), provided that the
original running time is O(n). Unfortunately, by doing so we still cannot precisely identify the
required Sm, as in general we do not know how to count the number of corrupted variables
in some corrupted vector. We will fix this issue by introducing our third key new idea:
(c) Note that what we can explicitly count in each round of the algorithm is the number of

unsatisfied constraints. Roughly speaking, our strategy is to run EasyFlip iteratively for
a large but still constant number of times and then pick the final output that significantly
reduces the number of unsatisfied constraints.
More precisely, assume that we will run EasyFlip iteratively for s rounds. Let x0 := x

and write x1 := EasyFlip(x0, m1) as the output of the 1st EasyFlip invocation where the
variables in Sm1 are flipped for some m1 ∈ [c]; more generally, for k ∈ [s], write xk :=
EasyFlip(xk−1, mk) as the output of the kth EasyFlip invocation where the variables in
Smk

is flipped for some mk ∈ [c]. Note that in Algorithm 3 we call the above iterated
invocations of EasyFlip as “DeepFlip”, and write xk := DeepFlip(x, (m1, . . . , mk)) as the
output of the kth EasyFlip invocation. For 0 ≤ k ≤ s, let F k ⊆ L and Uk ⊆ R denote
the sets of corrupted variables and unsatisfied constraints caused by xk, respectively. We
prove that there are constants 0 < ϵ≪ ϵ′ ≪ ϵ′′ < 1 such that the following two wordy
but useful observations hold:
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(c1) If the number of corrupted variables is reduced dramatically then the number of
unsatisfied constraints is reduced significantly, i.e., if for some k ∈ [s], |F k| ≤ ϵ|F 0|,
then |Uk| ≤ ϵ′|U |;

(c2) If the number of unsatisfied constraints is reduced significantly, then the number of
corrupted variables must be reduced by a least a constant fraction i.e., if for some
k ∈ [s], |Uk| ≤ ϵ′|U0|, then |F k| ≤ ϵ′′|F |.

In the following, we will briefly argue how we will make use of the two observations (c1)
and (c2). Recall that in (b) we have essentially guaranteed that for every k ∈ [s], there
exists some m∗

k ∈ [c] such that by flipping Sm∗
k

in EasyFlip, one could reduce the number of
corrupted variables by an η-fraction for some η ∈ (0, 1). It follows that if we run DeepFlip
iteratively for (m1, . . . , ms) = (m∗

1, . . . , m∗
s), then we have |F s| ≤ (1 − η)s|F | < ϵ|F |,

provided that s > log(1−η)−1 ϵ−1 is sufficiently large (but still a constant independent
of n). Therefore, if we run DeepFlip thoroughly for all (m1, . . . , ms) ∈ [c]s, then by
(c1) there must exist at least one3 xk := DeepFlip(x, (m1, . . . , mk)) with k ≤ s such
that |Uk| ≤ ϵ′|U |. Moreover, using the last inequality, such xk and (m1, . . . , mk) can
be explicitly identified. Now, by (c2) we can conclude that the number of corrupted
variables is indeed reduced by at least a constant fraction.

Note that the above brute-force search only increases the total running time by at most a
cs factor. The details of (c) and the analysis of DeepFlip can be found in Section 3.3 and
Algorithm 3. Moreover, we call the algorithm that runs DeepFlip(x, (m1, . . . , ms)) thoroughly
for all (m1, . . . , ms) ∈ [c]s as “HardSearch”, and is discussed in Section 3.4 and Algorithm 4.
The discussion above basically shows that every HardSearch invocation could reduce the
number of corrupted variables by a constant fraction.

Running HardSearch iteratively for O(log n) rounds, the total number of corrupted
variables will be smaller than ⌊d0−1

2 ⌋, which can be easily corrected by running Decode for
every u ∈ R. The main algorithm that puts everything together is called “MainDecode”, and
is presented in Section 3.1 and Algorithm 1.

To show that the total running time is still linear in n, we adopt an argument similar to
that in the previous works (e.g., [16]). We show that the running time of every HardSearch
invocation is within a constant factor of the number of corrupted variables at the beginning
of this invocation.

Lastly, we would like to mention that our randomized decoding algorithm (see Algorithm 5),
which proves Theorem 6 and has a larger decoding radius than the deterministic algorithm,
basically follows from the same framework mentioned above. Loosely speaking, the high-level
idea of the randomized algorithm is to reduce the number of corruptions to a moderate size
that can be handled by the deterministic algorithm. For that purpose, we design a random
flip strategy which can be summarized as follows.

Recall that for every m ∈ [c], Sm denotes the set of all variables that receive exactly
m flips. First, for every constraint u ∈ R satisfying 1 ≤ dH(Decode(xN(u)), xN(u)) ≤ t, we
arbitrarily pick exactly one variable v ∈ N(u) with Decode(xN(u))v ̸= xv and send a flip
message to this specific v. Then, we collect all suspect variables that receive at least one
flip. Subsequently, we design a random sampling procedure to select a subset of ∪m∈[c]Sm to
flip. We show that this procedure can ensure, with high probability, that this subset has
more corrupted variables than correct variables, as long as the total number of corruptions
is at most αn. By applying this strategy iteratively, we can show that in each iteration,
the number of corruptions will be reduced by a positive fraction. Then, after running a

3 Clearly, DeepFlip(x, (m∗
1, . . . , m∗

s)) gives a candidate for such xk.
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constant number of iterations, the number of corrupted bits can be reduced to a range that
the deterministic algorithm can handle. At this point, the deterministic algorithm is invoked
to correct all remaining corrupted variables. Moreover, as n increases, the fail probability of
each iteration tends to 0. So the overall random algorithm will succeed with high probability.

2 An auxiliary lemma

Given two subsets S, T ⊆ V (G), let E(S, T ) denote the set of edges with one endpoint in S

and another endpoint in T . For every positive integer t, let
N≤t(S) = {u ∈ V (G) : 1 ≤ |N(u) ∩ S| ≤ t},
Nt(S) = {u ∈ V (G) : |N(u) ∩ S| = t},
and N≥t(S) = {u ∈ V (G) : |N(u) ∩ S| ≥ t}.

We will make use of the following crucial property of bipartite expander graphs.

▶ Proposition 7 (Folklore). Let G be a (c, d, α, δ)-bipartite expander. Then, for every set
S ⊆ L with |S| ≤ αn and every integer t ∈ [d], we have that|N≤t(S)| ≥ δ(t+1)−1

t · c|S|.

3 Deterministic decoding: Decoding Ω(n) corruptions in O(n) time

We need to set some parameters. Suppose that d0 > 3
δ − 1. Let t = ⌊ 1

δ ⌋. Take ϵ0 > 0 such
that d0 > 3

δ −1 + 2ϵ0 and ⌊ 1
δ + ϵ0⌋ = ⌊ 1

δ ⌋. For every 0 < ϵ1 < ϵ0δ2

100 , let ϵ2 = ϵ1
c+1 ·

δ(t+1)−1
t > 0

and ϵ3 = ϵ2

(
2(1− ϵ1)

(
1
2 + ϵ0δ2

2

)
− 1

)
> 0. It is not hard to check that ϵ1, ϵ2 and ϵ3

are all well-defined. Lastly, let ϵ4 = δd0−1
d0−1 · (1 − ϵ3), ℓ =

⌈
log1−ϵ3

(⌊
d0−1

2
⌋ 1

γn

)⌉
and

s0 =
⌈
log1−ϵ3

(
ϵ4

δd0−1
d0−1

)⌉
.

3.1 The main decoding algorithm – MainDecode
Given a corrupt vector x ∈ Fn

2 with at most γn corruptions, our main decoding algorithm
(see Algorithm 1 below) works as follows. The algorithm is divided into two parts. In the first
part (see steps 2-10 below), it invokes HardSearch (see Algorithm 4 below) recursively for ℓ

rounds, where in every round the number of corrupt variables is reduced by a (1−ϵ3)-fraction.
After ℓ executions of HardSearch, the number of corrupt variables is reduced to at most
⌊d0−1

2 ⌋. Then, in the second part of the algorithm (see steps 11-13 below), the decoder of
the inner code C0 is applied to finish decoding.

The next two lemmas justify the correctness and the linear running time of MainDecode.

▶ Lemma 8.
(i) Let x be the input vector of HardSearch and let F be the set of corrupt variables of x.

Let x′ := HardSearch(x) and F ′ be the set of corrupt variables of x′. If |F | ≤ γn, then
|F ′| ≤ (1− ϵ3) · |F |.

(ii) In step 11 of MainDecode, the number of corrupt variables in xℓ is at most ⌊d0−1
2 ⌋.

▶ Lemma 9.
(i) Let x be the input vector of HardSearch and let F be the set of corrupt variables of x.

If |F | ≤ γn, then the running time of HardSearch is at most O(n + |F |).
(ii) Furthermore, if the number of corrupt variables in the input vector of MainDecode is

at most γn, then the running time of MainDecode is O(n).
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Algorithm 1 Main decoding algorithm for expander codes – MainDecode.

Input: G, C0, x ∈ Fn
2

Output: x′ ∈ Fn
2

1 Set i = 1 and x0 = x;
2 for 1 ≤ i ≤ ℓ do
3 U i−1 ← {u ∈ R : xi−1

N(u) /∈ C0};
4 if |U i−1| = 0 then
5 return x′ ← xi−1;
6 else
7 xi ← HardSearch(xi−1);
8 i← i + 1 ;
9 end

10 end
11 for every u ∈ R such that xℓ

N(u) /∈ C0 do
12 xℓ

N(u) ← Decode(xℓ
N(u))

13 end
14 return x′ ← xℓ;

Proof of Theorem 3. Let y ∈ T (G, C0) be a codeword and x ∈ Fn
2 be a corrupted vector.

Let F = {i ∈ [n] : xi ̸= yi} be the set of corrupt variables of x with respect to y. To prove
the theorem, it suffices to show that as long as |F | ≤ γn, MainDecode finds y correctly in
linear time. We will analyze the following two cases:

If the algorithm returns xi for some 0 ≤ i ≤ ℓ − 1, then as |U i| = 0, we must have
xi ∈ T (G, C0). Let F i be the set of the corrupt variables of xi. Then it follows by
Lemma 8 (i) that d(xi, y) = |F i| ≤ (1 − ϵ3)i|F | ≤ (1 − ϵ3)iγn < d(T (G, C0)), which
implies that xi = y.
If the algorithm does not return xi for any 0 ≤ i ≤ ℓ− 1, then it follows by Lemma 8 (ii)
that d(xℓ, y) ≤ ⌊d0−1

2 ⌋. Therefore, one can find y by running Decode for every u ∈ R.
Moreover, by Lemma 9 the running time of MainDecode is O(n). ◀

The remaining part of this section is organized as follows. In Section 3.2 below, we will
introduce the basic building block of deterministic decoding – EasyFlip, which also corresponds
to items (a) and (b) in Section 1.4. In Section 3.3 we will introduce the algorithm DeepFlip,
which runs EasyFlip iteratively for a constant number of times. DeepFlip corresponds to
item (c) in Section 1.4. In Section 3.4 we will introduce HardSearch, which is designed by
running DeepFlip thoroughly for all choices of (m1, . . . , ms) until the number of unsatisfied
constraints is significantly reduced. The proof of Lemma 8 is also presented in Section 3.4.

3.2 The basic building block of deterministic decoding – EasyFlip

In this subsection, we will present the algorithm EasyFlip (see Algorithm 2 below), which is
the basic building block of our deterministic decoding. It contains the following two parts:

EasyFlip (i): in the first part (see steps 1-6 below), it invokes Decode for each constraint
u ∈ R and sends flips to some variables v ∈ L;
EasyFlip (ii): in the second part (see steps 7-11 below), it counts the number of flips
received by each variable in L and flips all variables that receive exactly m flips.
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Algorithm 2 Flip all variables receiving exactly m flips – EasyFlip.

Input: G, C0, x ∈ Fn
2 , and m ∈ [c]

Output: x′ ∈ Fn
2

1 for every u ∈ R do
2 ω ← Decode(xN(u));
3 if 1 ≤ dH(ω, xN(u)) ≤ t then
4 send a “flip” to an arbitrary vertex v ∈ N(u) with ωv ̸= xv

5 end
6 end
7 for every v ∈ L do
8 if v receives exactly m flips then
9 flip xv

10 end
11 end
12 return x′ ← x

Our goal is to show that there must exist an integer m ∈ [c] such that by flipping all
variables v ∈ L that receive exactly m flips, one can reduce the number of corrupt variables
in x′ by a (1− ϵ3)-fraction, as compared with x. Note that for this moment, it suffices to
prove the existence of such an m and we do not need to find it explicitly. In fact, later we
will find the required m by exhaustive search.

We make the discussion above precise by the following lemma.

▶ Lemma 10. Let x be the input vector of EasyFlip and let F be the set of corrupt variables
of x. If |F | ≤ αn, then there exists an integer m ∈ [c] such that the following holds. Let
x′ = EasyFlip(x, m) be the output vector of EasyFlip and F ′ be the set of corrupt variables
of x′. Then |F ′| ≤ (1− ϵ3)|F |.

3.2.1 Proof of Lemma 10
Let us first introduce some notation and easy inequalities. Let y ∈ T (G, C0) be the correct
codeword that we want to decode from x. Let A be the set of constraints u ∈ R that sends a
flip and Decode(xN(u)) computes the correct codeword in C0 (that is, Decode(xN(u)) = yN(u)).
Similarly, let B be the set of constraints u ∈ R that sends a flip and Decode(xN(u)) computes
an incorrect codeword in C0 (i.e., Decode(xN(u)) ̸= yN(u)).

By the definitions of A and N≤t(F ), it is easy to see that

A = {u ∈ R : 1 ≤ |N(u) ∩ F | ≤ t} = N≤t(F ). (2)

Therefore, it follows by (2) and Proposition 7 that

|A| ≥ δ(t + 1)− 1
t

· c|F |. (3)

Moreover, since a constraint u ∈ R computes an incorrect codeword in C0 only if it sees at
least d0 − t corrupt variables in its neighbors (recall that d(C0) ≥ d0), we have that

B = {u ∈ R : |N(u) ∩ F | ≥ d0 − t and ∃ ω ∈ C0 s.t. 1 ≤ dH(ω, xN(u)) ≤ t} ⊆ N≥d0−t(F ). (4)

By counting the number of edges between F and N(F ), we see that

(d0 − t)|B| ≤ |E(F, B)| ≤ |E(F, N(F ))| = c|F |,
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which implies that

|B| ≤ c|F |
d0 − t

. (5)

Consider the following two equalities,

d∑
k=1

k · |Nk(F )| = c|F | and
d∑

k=1
|Nk(F )| = |N(F )| ≥ δc|F |.

By multiplying the second by 1
δ + ϵ0 and subtracting the first one, we have

t∑
k=1

(1
δ

+ ϵ0 − k)|Nk(F )| −
d∑

k=t+1

(k − 1
δ

− ϵ0)|Nk(F )| ≥
((1

δ
+ ϵ0

)
δ − 1

)
c|F | ≥ ϵ0δc|F |,

Moreover, it follows by (2) and (4) that

t∑
k=1

(1
δ

+ ϵ0 − k)|Nk(F )| −
d∑

k=t+1
(k − 1

δ
− ϵ0)|Nk(F )|

≤
t∑

k=1
(1
δ

+ ϵ0 − k)|Nk(F )| −
d∑

k=d0−t

(k − 1
δ
− ϵ0)|Nk(F )|

≤ (1
δ

+ ϵ0 − 1)|N≤t(F )| − (d0 − t− 1
δ
− ϵ0)|N≥d0−t(F )|

≤ (1
δ

+ ϵ0 − 1)|A| − (d0 − t− 1
δ
− ϵ0)|B|.

As d0 > 3
δ − 1 + 2ϵ0 and t = ⌊ 1

δ ⌋, we have d0 − t− 1
δ − ϵ0 > 1

δ + ϵ0 − 1. Combining the
above two inequalities, one can infer that

ϵ0δc|F | ≤ (1
δ

+ ϵ0 − 1)|A| − (d0 − t − 1
δ

− ϵ0)|B| ≤ (1
δ

+ ϵ0 − 1)(|A| − |B|) ≤ 1
δ

(|A| − |B|),

which implies that

|A| − |B| ≥ ϵ0δ2c|F |. (6)

On the other hand, since A and B are disjoint subsets of N(F ), we have that

|A|+ |B| ≤ |N(F )| ≤ c|F |. (7)

For every integer m ∈ [c], let Sm be the set of variables in L that receive exactly m flips.
Then the variables in Sm receive a total number of m|Sm| flips. In EasyFlip, every constraint
in A ∪B sends exactly one flip to L. The total number of flips sent by constraints in R and
received by variables in L is exactly

|A|+ |B| =
c∑

m=1
m|Sm|. (8)

Let Z be the set of correct variables that receive at least one flip, i.e., Z = (∪c
m=1Sm) \F .

Observe that the set F ′ of corrupt variables in the output vector x′ consists of corrupt
variables not flipped by EasyFlip, which is F \Sm, and correct variables that are erroneously
flipped by EasyFlip, which is Sm ∩ Z. Therefore,

F ′ = (F \ Sm) ∪ (Sm ∩ Z). (9)
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Let αm be the fraction of corrupt variables in Sm. Then we have that

αm = |Sm ∩ F |
|Sm|

and 1− αm = |Sm ∩ Z|
|Sm|

. (10)

Let βm denote the fraction of flips sent from A to Sm among all flips received by Sm, i.e.,

βm = the number of flips sent from A to Sm

m|Sm|
. (11)

The following inequality is crucial in the analysis of EasyFlip.

▷ Claim 11. For every m ∈ [c], αm ≥ βm.

Proof. As every variable in Sm receives the same number of m flips, by (10) the number
of flips received by Sm \ F is (1 − αm)m|Sm|. Moreover, by (11) the number of flips sent
from B to Sm is (1 − βm)m|Sm|. Since the constraints in A always compute the correct
codewords in C0, they always send correct flips to their neighbors in L. Therefore, the
flips received by Sm \ F (which are the wrong flips) must be sent by B, which implies that
(1− αm)m|Sm| ≤ (1− βm)m|Sm|, where the inequality follows from the fact that B could
also send flips to Sm ∩ F (which are the correct flips). Thus, αm ≥ βm, as needed. ◁

The following result shows that there exists an integer m ∈ [c] such that there exists a
large set Sm that contains many corrupt variables.

▷ Claim 12. If |F | ≤ αn, then there exists an integer m ∈ [c] such that αm ≥ (1− ϵ1) |A|
|A|+|B|

and |Sm| ≥ ϵ2|F |.

Proof. Suppose for the sake of contradiction that for every m ∈ [c], we have either αm <

(1 − ϵ1) |A|
|A|+|B| or |Sm| < ϵ2|F |. Then, by counting the number of flips sent from A to L

(which is exactly |A|), we have that

|A| =
c∑

m=1
βmm|Sm| ≤

c∑
m=1

αmm|Sm| < (1− ϵ1) |A|
|A|+ |B|

c∑
m=1

m|Sm|+
c∑

m=1
mϵ2|F |

= (1− ϵ1)|A|+ c(c + 1)
2 · ϵ2|F |,

where the first inequality follows from Claim 11, the second inequality follows from our
assumption on αm and |Sm|, and the last equality follows from (8).

Rearranging gives that |A| < ϵ2(c+1)
2ϵ1

· c|F | = δ(t+1)−1
2t · c|F |, contradicting (3). ◁

Next, we will show that by flipping all the variables in Sm, where m satisfies the conclusion
of Claim 12, one can reduce the size of the set of corrupt variables by a (1 − ϵ3)-fraction,
thereby proving Lemma 10.

Proof of Lemma 10. Let m ∈ [c] satisfy the conclusion of Claim 12. Combining the two
inequalities (6) and (7), one can infer that

|A|
|A|+ |B| = 1

2 + |A| − |B|
2(|A|+ |B|) ≥

1
2 + + ϵ0δ2c|F |

2c|F |
= 1

2 + ϵ0δ2

2 . (12)

Therefore, it follows by (12) that

αm ≥ (1− ϵ1) |A|
|A|+ |B| ≥ (1− ϵ1)

(
1
2 + ϵ0δ2

2

)
. (13)
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It follows by (9) that

|F ′| = (|F | − |Sm ∩ F |) + |Sm ∩ Z| = |F | − (2αm − 1)|Sm|

≤ |F | −
(

2(1− ϵ1)
(

1
2 + ϵ0δ2

2

)
− 1

)
|Sm| = |F | − (ϵ3/ϵ2)|Sm| ≤ |F | − ϵ3|F |,

as needed, where the second equality follows by (10), the first inequality follows by (13), the
last equality follows by the definition of ϵ3 and the last inequality follows by Claim 12. ◀

We will conclude by the following inequality, which shows that for an arbitrary m ∈ [c],
flipping Sm would not significantly increase the number of corrupt variables.

▷ Claim 13. For arbitrary x ∈ Fn
2 and m ∈ [c], let x′ := EasyFlip(x, m). Let F and F ′ be

the sets of corrupt variables of x and x′, respectively. Then |F ′| ≤ (1 + c
d0−t )|F |.

Proof. Since the constraints in A always compute the correct codewords in C0, they always
send correct flips to their neighbors in L. Therefore, the wrong flips must be sent by B.
Therefore, in the worst case (i.e., assuming that A = ∅), we have that

|F ′| ≤ |F |+ |B| ≤
(

1 + c

d0 − t

)
|F |,

where the second inequality follows from (5). ◁

3.3 Running EasyFlip iteratively for a constant number of times –
DeepFlip

In this subsection, we will present and analyze DeepFlip (see Algorithm 3 below), which is de-
signed by running EasyFlip iteratively for s times for a particular choice of (m1, . . . , ms) ∈ [c]s.
By iteratively we mean a sequence of operations x0 := x, x1 := EasyFlip(x0, m1), . . . , xs =
EasyFlip(xs−1, ms).

Algorithm 3 Running EasyFlip iteratively for a particular choice (m1, . . . , ms) ∈ [c]s –
DeepFlip.

Input: G, C0, x ∈ Fn
2 , and (m1, . . . , ms) ∈ [c]s

Output: xs ∈ Fn
2 or ⊥

1 Set k = 1 and x0 = x;
2 for 1 ≤ k ≤ s do
3 xk ← EasyFlip(xk−1, mk);
4 Uk ← {u ∈ R : xk

N(u) /∈ C0};
5 if |Uk| > (1− ϵ3)k · cγn then
6 return ⊥
7 else
8 k ← k + 1
9 end

10 end
11 return xs

Our goal is to show that as long as the number of corrupt variables in x is not too large,
by running EasyFlip iteratively for a large enough (but still constant) number of times, there
exists a vector (m1, . . . , ms) ∈ [c]s such that the number of corrupt variables in the final
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output xs is at most a (1 − ϵ3)-fraction of the number of corrupt variables in the initial
input x. Most importantly, later we will show that such a vector (m1, . . . , ms) can be found
explicitly and efficiently.

The above assertion will be made precise by the following lemma.

▶ Lemma 14. Let x be the input vector of DeepFlip and let F be the set of corrupt variables
of x. If |F | ≤ γn, then for every s ≥ s0 there exists a nonempty subset M ⊆ [c]s such that
the following holds for every (m1, . . . , ms) ∈M . Let xs :=DeepFlip(x, (m1, . . . , ms)) be the
output vector of DeepFlip and F s be the set of corrupt variables of xs. Then |F s| ≤ (1−ϵ3)|F |.

3.3.1 Proof of Lemma 14
Given (m1, . . . , ms) ∈ [c]s and x0 := x, for each k ∈ [s], let xk :=EasyFlip(xk−1, mk). With
this notation, xs = EasyFlip(xs−1, ms) = DeepFlip(x, (m1, . . . , ms)), is exactly the output
vector of DeepFlip. Let F be the set of corrupt variables in x and U be the set of unsatisfied
constraints with respect to x. Sometimes, we will also use F 0 := F and U0 := U . For k ∈ [s],
define F k and Uk similarly with x replaced by xk. Then

N≤d0−1(F ) ⊆ U ⊆ N(F ), (14)

where the first inclusion holds since d(C0) = d0.
The following lemma can be viewed as an “idealized” version of Lemma 14.

▶ Lemma 15. With the above notation, the following holds. If |F | ≤ αn, then there exists a
vector (m1, . . . , ms) ∈ [c]s such that

(i) |F s| ≤ (1− ϵ3)s|F |;
(ii) for each k ∈ [s], |Uk| ≤ (1− ϵ3)k · c|F |;
(iii) |Us| ≤ (1− ϵ3)s · d0−1

δd0−1 · |U |.

Proof. As |F | ≤ αn, by Lemma 10, there exists m1 ∈ [c] such that x1 = EasyFlip(x, m1)
satisfies |F 1| ≤ (1− ϵ3)|F | ≤ αn. Continuing this process, it follows by Lemma 10 that for
each k ∈ [s], there exists mk ∈ [c] such that xk = EasyFlip(xk−1, mk) satisfies

|F k| ≤ (1− ϵ3)|F k−1| ≤ (1− ϵ3)k|F | ≤ αn. (15)

Such a vector (m1, . . . , ms) ∈ [c]s clearly satisfies property (i).
To prove (ii), note that it follows by (14) and (15) that for each k ∈ [s],

|Uk| ≤ |N(F k)| ≤ c|F k| ≤ (1− ϵ3)k · c|F |.

To prove (iii), as |F | ≤ αn, applying Proposition 7 in concert with (14) gives that
δd0−1
d0−1 · c|F | ≤ |N≤d0−1(F )| ≤ |U |. Combining the equation above and (i) gives that
|Us| ≤ c|F s| ≤ (1− ϵ3)s · c|F | ≤ (1− ϵ3)s · d0−1

δd0−1 · |U |, completing the proof of (iii). ◀

Lemma 15 (i) indicates that there exists an “ideal” choice, say (m∗
1, . . . , m∗

s) ∈ [c]s, such
that if |F | ≤ αn, then after the execution of EasyFlip iteratively for s times (directed
by (m∗

1, . . . , m∗
s)), the number of corrupt variables in the final output xs is at most a

(1− ϵ3)s-fraction of the number of corrupt variables in the initial input x0 = x.
Unfortunately, in general, there is no way to compute the number of corrupt variables

in the input and output of each execution of EasyFlip. From this perspective, there is no
easy way to explicitly find the ideal (m∗

1, . . . , m∗
s) ∈ [c]s. However, Lemma 15 (iii), which is

a consequence of Lemma 15 (i), essentially shows that if the number of corrupt variables
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reduces dramatically, then the number of unsatisfied constraints also reduces significantly -
fortunately, it is clear that this quantity can be computed in linear time! The analysis of our
deterministic decoding algorithm relies heavily on this observation.

The above discussion motivates the following definition.

▶ Definition 16. Given the input vector x of DeepFlip, let M be the set consisting of all
vectors (m1, . . . , ms) ∈ [c]s which satisfy the following two properties:
(a) for each k ∈ [s], |Uk| ≤ (1− ϵ3)k · cγn;
(b) |Us| ≤ ϵ4|U |, where ϵ4 = δd0−1

d0−1 · (1− ϵ3).

The following result is an easy consequence of Lemma 15.

▷ Claim 17. If |F | ≤ γn and s ≥ s0, then M ̸= ∅.

Proof. Since |F | ≤ γn < αn, there exists a vector (m1, . . . , ms) ∈ [c]s that satisfies Lemma 15.
By substituting |F | ≤ γn into Lemma 15 (ii), it is easy to see that such a vector also satisfies
Definition 16 (a). Moreover, by substituting s ≥ s0 =

⌈
log1−ϵ3

(
ϵ4

δd0−1
d0−1

)⌉
into Lemma 15

(iii), it is not hard to see that Definition 16 (b) also holds. Therefore, M ̸= ∅, as needed. ◁

As briefly mentioned above, in general one cannot explicitly find the ideal (m∗
1, . . . , m∗

s) ∈
[c]s which dramatically reduces the number of corruptions. Instead, under a stronger
condition |F | ≤ γn (recall that Lemma 15 assumes |F | ≤ αn), Lemma 14 shows that for
every (m1, . . . , ms) ∈ M , xs = DeepFlip(x, (m1, . . . , ms)) reduces the number of corrupt
variables of x by a (1− ϵ3)-fraction, which makes every member of M an acceptable (which
may be not ideal) choice for DeepFlip.

Now we are ready to present the proof of Lemma 14.

Proof of Lemma 14. First of all, we would like to show that Lemma 14 is well defined,
namely, for every |F | ≤ γn and (m1, . . . , ms) ∈M , DeepFlip(x, (m1, . . . , ms)) does not return
⊥. Indeed, as (m1, . . . , ms) ∈ M , by Definition 16 (a) we have that for every 1 ≤ k ≤ s,
|Uk| ≤ (1− ϵ3)k · cγn, which implies that Uk always passes the test in step 5 of Algorithm 3.
Therefore, under the assumption of Lemma 14, the output of DeepFlip is a vector xs ∈ Fn

2 .
To prove the lemma, assume for the moment that |F s| ≤ αn. Given the correctness of

this assertion, applying Proposition 7 in concert with (14) gives that

δd0 − 1
d0 − 1 · c|F

s| ≤ |N≤d0−1(F s)| ≤ |Us|.

Moreover, by combining the above equation and Definition 16 (b), we have

δd0 − 1
d0 − 1 · c|F

s| ≤ |Us| ≤ ϵ4|U | ≤
δd0 − 1
d0 − 1 · (1− ϵ3) · c|F |,

which implies that |F s| ≤ (1− ϵ3)|F |, as needed.
Therefore, it remains to show that |F s| ≤ αn. We will prove by induction that for each

0 ≤ k ≤ s, |F k| ≤ αn
1+c/(d0−t) ≤ αn. For the base case k = 0, it follows by assumption that

|F 0| ≤ γn < αn
1+c/(d0−t) as d0 ≥ 3, δd0 > 3 and t = ⌊ 1

δ ⌋. Suppose that for some k ∈ [s]
we have |F k−1| ≤ αn

1+c/(d0−t) . Since xk =EasyFlip(xk−1, mk), it follows by Claim 13 that
|F k| ≤ (1 + c

d0−t )|F k−1| ≤ αn. Therefore, we have

δd0 − 1
d0 − 1 · c|F

k| ≤ |N≤d0−1(F k)| ≤ |Uk| ≤ (1− ϵ3)k · cγn ≤ cγn,
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where the first inequality follows from Proposition 7, the second inequality follows from
(14), and the third inequality follows from Definition 16 (a). The last equation implies that
|F k| ≤ d0−1

δd0−1 γn < d0
2 γn ≤ αn

1+c/(d0−t) , as needed, where the second inequality follows from
the assumption δd0 > 3 and the last inequality follows from the definition of γ in Theorem 3,
δd0 > 3 and t = ⌊ 1

δ ⌋. The proof of the lemma is thus completed. ◀

3.4 Running DeepFlip thoroughly until significantly reducing the number
of unsatisfied constraints – HardSearch

In this subsection, we describe and analyze HardSearch (see Algorithm 4 below). Given an
input vector x ∈ Fn

2 with at most γn corruptions, HardSearch runs DeepFlip(x, (m1, . . . , ms))
over all choices of (m1, . . . , ms) ∈ [c]s until it finds one, say (m′

1, . . . , m′
s), such that the

number of unsatisfied constraints with respect to DeepFlip(x, (m′
1, . . . , m′

s)) is at most an
ϵ4-fraction of the number of unsatisfied constraints with respect to x. Then Lemma 8 shows
that the number of corruptions in x′ is at most a (1−ϵ3)-fraction of the number of corruptions
in x. Therefore, running HardSearch iteratively for ℓ rounds gives us a (1− ϵ3)ℓ-reduction
on the number of corruptions.

Algorithm 4 Running DeepFlip over all (m1, . . . , ms) ∈ [c]s until finding an “acceptable”
one – HardSearch.

Input: G, C0, x ∈ Fn
2 , and s = s0

Output: x′ ∈ Fn
2

1 U ← {u ∈ R : xN(u) /∈ C0};
2 for every (m1, . . . , ms) ∈ [c]s do
3 x′ ← DeepFlip(x, (m1, . . . , ms));
4 if x′ ̸= ⊥ then
5 U ′ ← {u ∈ R : x′

N(u) /∈ C0};
6 if |U ′| ≤ ϵ4|U | then
7 return x′

8 end
9 end

10 end

3.4.1 Proof of Lemma 8
To prove (i), let M be the set of vectors in [c]s which satisfy the two conditions in Definition 16
with respect to F and s, where |F | ≤ γn and s = s0. By our choices of F and s, it
follows by Claim 17 that M ̸= ∅. By Lemma 14, as long as HardSearch finds a vector
(m1, . . . , ms) ∈ M , it would output a vector x′ = DeepFlip(x, (m1, . . . , ms)) such that
|U ′| ≤ ϵ4|U |4 and |F ′| ≤ (1− ϵ3)|F |, as needed.

It remains to prove (ii), which is an easy consequence of (i). Let F i be the set of
corruptions in xi for all 0 ≤ i ≤ ℓ. Then by (i) for every 0 ≤ i ≤ ℓ − 1, we have either
xi ∈ T (G, C0) (if |U i| = 0) or |F i+1| ≤ (1 − ϵ3)|F i| (if |U i| ̸= 0). Therefore, after at
most ℓ =

⌈
log1−ϵ3

(⌊
d0−1

2
⌋ 1

γn

)⌉
iterative executions of HardSearch, the number of corrupt

variables is at most (1− ϵ3)ℓγn ≤
⌊

d0−1
2

⌋ 1
γn · γn =

⌊
d0−1

2
⌋
, as needed.

4 This holds since (m1, . . . , ms) ∈ M satisfies Definition 16 (b).
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4 Randomized decoding: Reduce large corruptions to a moderate size

In this section, we present our randomized decoding for Tanner codes which can correct
more errors. The general strategy is as follows. First, we use a voting process to derive a
set S := ∪m∈[c]Sm of candidate variables to flip. More precisely, each constraint u ∈ R that
satisfies 1 ≤ dH(Decode(xN(u)), xN(u)) ≤ t sends exactly one flip to an arbitrary variable
v ∈ N(u) with Decode(xN(u))v ̸= xv. We then design a special sampling process to pick a
large fraction of variables from S and flip them. This process can, with high probability,
reduce the number of corrupted variables by a positive fraction. We repeat the above
random process until the number of corrupted variables drops below γn, in which case our
deterministic decoding MainDecode in Algorithm 1 can work correctly, or we run out of time
and stop. Finally, we use MainDecode to get the codeword.

Let γ be the relative decoding radius of Theorem Theorem 3. The exact randomized
decoding is given as Algorithm 5, which yields the following result.

Algorithm 5 Randomized Decoding.

Input: x ∈ Fn
2 with at most α fraction errors

Output: a codeword in T (G, C0) or ⊥
1 Set t = ⌊ 1

δ ⌋;

2 for ℓ = 1, . . . ,

⌈
log γ

α

log
(

1− 3ϵ(δ(t+1)−1)
4t

)⌉
do

3 for every u ∈ R do
4 ω ← Decode(xN(u));
5 if 1 ≤ dH(ω, xN(u)) ≤ t then
6 send a “flip” message to the vertex v ∈ N(u) with the smallest index such

that ωv ̸= xv

7 end
8 end
9 ∀m ∈ [c], Sm ← {v ∈ L : v receives m “flip” messages};

10 S ←
⋃

m Sm;
11 Randomly pick P ⊆ S: for every m ∈ [c], for each variable in Sm, pick it with

probability m
2c , using independent randomness;

12 Flip all bits in P ;
13 U ← {u ∈ R : xN(u) /∈ C0};
14 if |U | ≤

(
δ − 1

d0

)
cγn then

15 return MainDecode(x)
16 end
17 end
18 return ⊥

The following two lemmas demonstrate the correctness and linear running time of
Algorithm 5, respectively5.

▶ Lemma 18. If the input has distance at most αn from a codeword, then with probability
1− exp {−Θc,δ,d0(n)}, Algorithm 5 outputs the correct codeword.

5 We only prove Lemma 18. The proof of Lemma 19 can be found in the full version of this paper [10]
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▶ Lemma 19. If the input has distance at most αn from a codeword, then Algorithm 5 runs
in linear time.

Assuming the correctness of the above lemmas, we can prove Theorem 6 as follows.

Proof of Theorem 6. If the input word has at most αn errors, then by Lemma 18, with
probability 1− exp {−Θc,δ,d0(n)}, the decoding outputs the correct codeword. Furthermore,
the running time is linear by Lemma 19. ◀

4.1 Proof of Lemma 18
Recall that we defined A as the set of constraints u ∈ R that sends a flip and Decode(xN(u))
computes the correct codeword in C0 ( see (2)), and B to be the set of constraints u ∈ R

that sends a flip and Decode(xN(u)) computes an incorrect codeword in C0 (see (4) ). Also,
recall we let αm denote the fraction of corrupt variables in Sm (see (10)) and we let βm

denote the fraction of flips sent from A to Sm among all flips received by Sm (see (11)). Now
we let M := A ∪B.

First, we bound the size of P in an arbitrary iteration.

▷ Claim 20. For every constant ϵ > 0, with probability ≥ 1− exp {−Θc,ϵ(|M |)}, the size of
P is in

[
(1− ϵ) |M |

2c , (1 + ϵ) |M |
2c

]
.

Proof. In Algorithm 5, for every m ∈ [c], each variable in Si is picked independently with
probability m

2c . For each v ∈ S, let Xv be the indicator random variable of the event that the
variable v is picked. So for every v ∈ Sm, Pr[Xv = 1] = m

2c . Let X =
∑

v∈S Xv. It is easy to
see that X = |P |. By the linearity of expectation, we have that

EX =
∑
v∈S

EXv =
∑

m∈[c]

m

2c
|Sm| =

|M |
2c

.

By Hoeffding’s inequality,

Pr
[

X ∈
[

(1 − ϵ) |M |
2c

, (1 + ϵ) |M |
2c

]]
≥ 1 − 2 exp

{
−

2
(
ϵ |M|

2c

)2

|S|

}
≥ 1 − 2 exp

{
− ϵ2|M |

2c2

}
,

where the second inequality follows from the fact that |S| ≤ |M |. ◁

Next, we show that P contains significantly more corrupted variables than correct
variables.

▷ Claim 21. There exists a constant ϵ such that with probability ≥ 1− exp {−Θc,ϵ(|M |)},
the number of corrupted variables in P is at least (1/2 + ϵ) |M |

2c .

Proof of Claim 21. For every v ∈ S, let Yv be the indicator random variable of the event
that Xv = 1 and v ∈ F . Let Y =

∑
v∈S Yv. By definition, Y = P ∩ F . Note that for every

v /∈ S ∩ F , Pr [Yv = 1] = 0. By the linearity of expectation, we have that

EY =
∑
v∈S

EYv =
∑

m∈[c]

∑
v∈Sm

EYv =
∑

m∈[c]

∑
v∈Sm∩F

m

2c
=

∑
m∈[c]

m

2c
αm|Sm| ≥

∑
m∈[c]

m

2c
βm|Sm|,

(16)

where the inequality follows from Claim 11.
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By the definition of βm, mβm|Sm| = |{ The number of “flips” sent from A to Sm}|.
Hence, one can infer that

EY ≥
∑

m∈[c]

|{ The number of “flips” sent from A to Sm}|
2c

= |{ The number of “flips” sent from A to S}|
2c

= |A|2c
,

where the last equality is due to that each constraint in R can only send at most 1 message.
Set ϵ = ϵ0δ2

4 > 0. It follows by (12) that |A| ≥
(

1
2 + ϵ0δ2

2

)
|M | =

( 1
2 + 2ϵ

)
|M |. Thus, we

can infer that EY ≥ |A|
2c ≥

( 1
2 + 2ϵ

) |M |
2c .

By Hoeffding’s inequality,

Pr
[
Y ≤

(
1
2 + ϵ

)
|M |
2c

]
≥ 1− exp

−
2

(
ϵ |M |

2c

)2

|S|

 ≥ 1− exp
{
−ϵ2|M |

2c2

}
,

where the second inequality follows from that |S| ≤ |M |. ◁

The following claim shows that as long as the number of unsatisfied constraints is small
enough, we can ensure that the number of corrupt variables is at most γn. Hence, we can
handle the matter with Algorithm 1.

▷ Claim 22. If |U | ≤
(

δ − 1
d0

)
cγn and |F | ≤ αn, then |F | ≤ γn.

Proof. Suppose that γn < |F | ≤ αn. By Proposition 7, we have that

|U | ≥ δd0 − 1
d0 − 1 c|F | >

(
δ − 1

d0

)
cγn,

which is a contradiction. ◁

Now, we can give the proofs of Lemma 18 and Lemma 19, respectively, as follows.

Proof of Lemma 18. In each iteration, consider the case that the number of errors |F | is
at most αn. If |U | ≤

(
δ − 1

d0

)
cγn, then by Claim 22, |F | ≤ γn. Therefore, it follows by

Theorem 3 that when δd0 > 3, all errors can be corrected. Otherwise, we claim that the
number of corrupt variables can be decreased by a constant fraction in this iteration.

Recall that M = A ∪B ⊆ U . It follows by (3) that

|M | = |A|+ |B| ≥ δ(t + 1)− 1
t

c|F |. (17)

Note that by Claim 21, with probability 1− exp{−Θc,δ,d0(n)}, the number of corruptions
in P is at least (1/2 + ϵ) |M |

2c where ϵ > 0 is a constant. Also note that by Claim 20, with
probability 1−exp{−Θc,δ,d0(n)}, the size of P is in

[
(1− ϵ/2) |M |

2c , (1 + ϵ/2) |M |
2c

]
. When both

of these events occur, by flipping all variables in P , the number of corruptions is reduced
by at least 3ϵ|M |

4c . It follows by (17) that 3ϵ|M |
4c ≥ 3ϵ(δ(t+1)−1)

4t |F |. This shows the number of
corrupt variables indeed is decreased by a constant fraction in this iteration.

As a result, after at most log γ
α

log
(

1− 3ϵ(δ(t+1)−1)
4t

) iterations, the number of corruptions is at

most γn. Then the decoding can call Algorithm 1 to correct all errors. ◀



K. Cheng, M. Ouyang, C. Shangguan, and Y. Shen 61:21

References
1 Noga Alon and Michael Capalbo. Explicit unique-neighbor expanders. In The 43rd Annual

IEEE Symposium on Foundations of Computer Science, 2002. Proceedings., pages 73–79. IEEE,
2002.

2 Sanjeev Arora, Constantinos Daskalakis, and David Steurer. Message-passing algorithms and
improved lp decoding. IEEE Trans. Inf. Theory, 58(12):7260–7271, 2012. doi:10.1109/TIT.
2012.2208584.

3 Ron Asherov and Irit Dinur. Bipartite unique neighbour expanders via ramanujan graphs.
Entropy, 26(4):348, 2024.

4 Oren Becker. Symmetric unique neighbor expanders and good ldpc codes. Discrete Applied
Mathematics, 211:211–216, 2016.

5 Avraham Ben-Aroya and Amnon Ta-Shma. A combinatorial construction of almost-ramanujan
graphs using the zig-zag product. In Proceedings of the fortieth annual ACM symposium on
Theory of computing, pages 325–334, 2008.

6 Nikolas P. Breuckmann and Jens Niklas Eberhardt. Balanced product quantum codes. IEEE
Trans. Inf. Theory, 67(10):6653–6674, 2021. doi:10.1109/TIT.2021.3097347.

7 Nikolas P Breuckmann and Jens Niklas Eberhardt. Quantum low-density parity-check codes.
PRX Quantum, 2(4):040101, 2021.

8 Michael Capalbo, Omer Reingold, Salil Vadhan, and Avi Wigderson. Randomness conductors
and constant-degree lossless expanders. In Proceedings of the thiry-fourth annual ACM
symposium on Theory of computing, pages 659–668, 2002.

9 Xue Chen, Kuan Cheng, Xin Li, and Minghui Ouyang. Improved decoding of expander codes.
IEEE Trans. Inf. Theory, 69(6):3574–3589, 2023. doi:10.1109/TIT.2023.3239163.

10 Kuan Cheng, Minghui Ouyang, Chong Shangguan, and Yuanting Shen. Improved decoding
of expander codes: fundamental trade-off between expansion ratio and minimum distance of
inner code. arXiv preprint, 2023. arXiv:2312.16087.

11 Shashi Kiran Chilappagari, Dung Viet Nguyen, Bane Vasic, and Michael W. Marcellin. On
trapping sets and guaranteed error correction capability of LDPC codes and GLDPC codes.
IEEE Trans. Inf. Theory, 56(4):1600–1611, 2010. doi:10.1109/TIT.2010.2040962.

12 Sae-Young Chung, G David Forney, Thomas J Richardson, and Rüdiger Urbanke. On the design
of low-density parity-check codes within 0.0045 db of the shannon limit. IEEE Communications
letters, 5(2):58–60, 2001.

13 Itay Cohen, Roy Roth, and Amnon Ta-Shma. Hdx condensers. In 2023 IEEE 64th Annual
Symposium on Foundations of Computer Science (FOCS), pages 1649–1664. IEEE, 2023.

14 Alexandros G. Dimakis, Roxana Smarandache, and Pascal O. Vontobel. Ldpc codes for
compressed sensing. IEEE Trans. Inf. Theory, 58(5):3093–3114, 2012. doi:10.1109/TIT.2011.
2181819.

15 Irit Dinur, Min-Hsiu Hsieh, Ting-Chun Lin, and Thomas Vidick. Good quantum LDPC codes
with linear time decoders. In Barna Saha and Rocco A. Servedio, editors, Proceedings of the
55th Annual ACM Symposium on Theory of Computing, STOC 2023, Orlando, FL, USA,
June 20-23, 2023, pages 905–918. ACM, 2023. doi:10.1145/3564246.3585101.

16 Michael Dowling and Shuhong Gao. Fast decoding of expander codes. IEEE Trans. Inf.
Theory, 64(2):972–978, 2018. doi:10.1109/TIT.2017.2726064.

17 Shai Evra, Tali Kaufman, and Gilles Zémor. Decodable quantum LDPC codes beyond
the

√
n distance barrier using high dimensional expanders. CoRR, abs/2004.07935, 2020.

arXiv:2004.07935.
18 Jon Feldman, Tal Malkin, Rocco A. Servedio, Cliff Stein, and Martin J. Wainwright. Lp

decoding corrects a constant fraction of errors. IEEE Trans. Inf. Theory, 53(1):82–89, 2007.
doi:10.1109/TIT.2006.887523.

19 Robert Gallager. Low-density parity-check codes. IRE Transactions on information theory,
8(1):21–28, 1962.

APPROX/RANDOM 2024

https://doi.org/10.1109/TIT.2012.2208584
https://doi.org/10.1109/TIT.2012.2208584
https://doi.org/10.1109/TIT.2021.3097347
https://doi.org/10.1109/TIT.2023.3239163
https://arxiv.org/abs/2312.16087
https://doi.org/10.1109/TIT.2010.2040962
https://doi.org/10.1109/TIT.2011.2181819
https://doi.org/10.1109/TIT.2011.2181819
https://doi.org/10.1145/3564246.3585101
https://doi.org/10.1109/TIT.2017.2726064
https://arxiv.org/abs/2004.07935
https://doi.org/10.1109/TIT.2006.887523


61:22 When Can an Expander Code Correct Ω(n) Errors in O(n) Time?

20 Louis Golowich. New explicit constant-degree lossless expanders. In Proceedings of the 2024
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 4963–4971. SIAM,
2024.

21 Shouzhen Gu, Christopher A. Pattison, and Eugene Tang. An efficient decoder for a linear
distance quantum LDPC code. In Barna Saha and Rocco A. Servedio, editors, Proceedings of
the 55th Annual ACM Symposium on Theory of Computing, STOC 2023, Orlando, FL, USA,
June 20-23, 2023, pages 919–932. ACM, 2023. doi:10.1145/3564246.3585169.

22 Venkatesan Guruswami. Iterative decoding of low-density parity check codes (a survey). arXiv
preprint cs/0610022, 2006.

23 Venkatesan Guruswami and Piotr Indyk. Near-optimal linear-time codes for unique decoding
and new list-decodable codes over smaller alphabets. In John H. Reif, editor, Proceedings on
34th Annual ACM Symposium on Theory of Computing, May 19-21, 2002, Montréal, Québec,
Canada, pages 812–821. ACM, 2002. doi:10.1145/509907.510023.

24 Matthew B. Hastings, Jeongwan Haah, and Ryan O’Donnell. Fiber bundle codes: breaking the
n1/2 polylog(n) barrier for quantum LDPC codes. In Samir Khuller and Virginia Vassilevska
Williams, editors, STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing,
Virtual Event, Italy, June 21-25, 2021, pages 1276–1288. ACM, 2021. doi:10.1145/3406325.
3451005.

25 Jun-Ting Hsieh, Theo McKenzie, Sidhanth Mohanty, and Pedro Paredes. Explicit two-sided
unique-neighbor expanders. In Proceedings of the 56th Annual ACM Symposium on Theory of
Computing, pages 788–799, 2024.

26 Tali Kaufman and Izhar Oppenheim. Construction of new local spectral high dimensional
expanders. In Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of
Computing, pages 773–786, 2018.

27 Tali Kaufman and Ran J. Tessler. New cosystolic expanders from tensors imply explicit quantum
LDPC codes with Ω(

√
n logk n) distance. In Samir Khuller and Virginia Vassilevska Williams,

editors, STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing, Virtual
Event, Italy, June 21-25, 2021, pages 1317–1329. ACM, 2021. doi:10.1145/3406325.3451029.

28 Swastik Kopparty, Noga Ron-Zewi, and Shubhangi Saraf. Simple constructions of unique
neighbor expanders from error-correcting codes. arXiv preprint, 2023. arXiv:2310.19149.

29 Anthony Leverrier, Jean-Pierre Tillich, and Gilles Zémor. Quantum expander codes. In
Venkatesan Guruswami, editor, IEEE 56th Annual Symposium on Foundations of Computer
Science, FOCS 2015, Berkeley, CA, USA, 17-20 October, 2015, pages 810–824. IEEE Computer
Society, 2015. doi:10.1109/FOCS.2015.55.

30 Anthony Leverrier and Gilles Zémor. Quantum tanner codes. In 63rd IEEE Annual Symposium
on Foundations of Computer Science, FOCS 2022, Denver, CO, USA, October 31 - November
3, 2022, pages 872–883. IEEE, 2022. doi:10.1109/FOCS54457.2022.00117.

31 Anthony Leverrier and Gilles Zémor. Decoding quantum tanner codes. IEEE Trans. Inf.
Theory, 69(8):5100–5115, 2023. doi:10.1109/TIT.2023.3267945.

32 Anthony Leverrier and Gilles Zémor. Efficient decoding up to a constant fraction of the code
length for asymptotically good quantum codes. In Nikhil Bansal and Viswanath Nagarajan,
editors, Proceedings of the 2023 ACM-SIAM Symposium on Discrete Algorithms, SODA
2023, Florence, Italy, January 22-25, 2023, pages 1216–1244. SIAM, 2023. doi:10.1137/1.
9781611977554.CH45.

33 Ting-Chun Lin and Min-Hsiu Hsieh. Good quantum ldpc codes with linear time decoder from
lossless expanders. arXiv preprint, 2022. arXiv:2203.03581.

34 Alexander Lubotzky, Ralph Phillips, and Peter Sarnak. Ramanujan graphs. Combinatorica,
8(3):261–277, 1988.

35 Michael G Luby, Michael Mitzenmacher, Mohammad Amin Shokrollahi, and Daniel A Spielman.
Efficient erasure correcting codes. IEEE Trans. Inf. Theory, 47(2):569–584, 2001.

36 GA Margulis. Explicit constructions of expanders (russian), problemy peredaci informacii 9
(1973), no. 4, 71–80. MR0484767, 1973.

https://doi.org/10.1145/3564246.3585169
https://doi.org/10.1145/509907.510023
https://doi.org/10.1145/3406325.3451005
https://doi.org/10.1145/3406325.3451005
https://doi.org/10.1145/3406325.3451029
https://arxiv.org/abs/2310.19149
https://doi.org/10.1109/FOCS.2015.55
https://doi.org/10.1109/FOCS54457.2022.00117
https://doi.org/10.1109/TIT.2023.3267945
https://doi.org/10.1137/1.9781611977554.CH45
https://doi.org/10.1137/1.9781611977554.CH45
https://arxiv.org/abs/2203.03581


K. Cheng, M. Ouyang, C. Shangguan, and Y. Shen 61:23

37 Moshe Morgenstern. Existence and explicit constructions of q+ 1 regular ramanujan graphs
for every prime power q. Journal of Combinatorial Theory, Series B, 62(1):44–62, 1994.

38 Jonathan Mosheiff, Nicolas Resch, Noga Ron-Zewi, Shashwat Silas, and Mary Wootters. Ldpc
codes achieve list decoding capacity. In 2020 IEEE 61st Annual Symposium on Foundations
of Computer Science (FOCS), pages 458–469, 2020. doi:10.1109/FOCS46700.2020.00050.

39 Pavel Panteleev and Gleb Kalachev. Asymptotically good quantum and locally testable
classical LDPC codes. In Stefano Leonardi and Anupam Gupta, editors, STOC ’22: 54th
Annual ACM SIGACT Symposium on Theory of Computing, Rome, Italy, June 20 - 24, 2022,
pages 375–388. ACM, 2022. doi:10.1145/3519935.3520017.

40 Pavel Panteleev and Gleb Kalachev. Quantum LDPC codes with almost linear minimum
distance. IEEE Trans. Inf. Theory, 68(1):213–229, 2022. doi:10.1109/TIT.2021.3119384.

41 Omer Reingold, Salil Vadhan, and Avi Wigderson. Entropy waves, the zig-zag graph product,
and new constant-degree expanders and extractors. In Proceedings 41st Annual Symposium on
Foundations of Computer Science, pages 3–13. IEEE, 2000.

42 Thomas J Richardson, Mohammad Amin Shokrollahi, and Rüdiger L Urbanke. Design of
capacity-approaching irregular low-density parity-check codes. IEEE Trans. Inf. Theory,
47(2):619–637, 2001.

43 Thomas J Richardson and Rüdiger L Urbanke. The capacity of low-density parity-check codes
under message-passing decoding. IEEE Trans. Inf. Theory, 47(2):599–618, 2001.

44 Noga Ron-Zewi, Mary Wootters, and Gilles Zémor. Linear-time erasure list-decoding of
expander codes. IEEE Trans. Inf. Theory, 67(9):5827–5839, 2021. doi:10.1109/TIT.2021.
3086805.

45 Ron M. Roth and Vitaly Skachek. Improved nearly-mds expander codes. IEEE Trans. Inf.
Theory, 52(8):3650–3661, 2006. doi:10.1109/TIT.2006.878232.

46 Michael Sipser and Daniel A Spielman. Expander codes. IEEE Trans. Inf. Theory, 42(6):1710–
1722, 1996.

47 Vitaly Skachek. Minimum distance bounds for expander codes. In 2008 Information Theory
and Applications Workshop, pages 366–370. IEEE, 2008.

48 DA Spielman. Linear-time encodable and decodable error-correcting codes. IEEE Trans. Inf.
Theory, 42(6):1723–1731, 1996.

49 R Tanner. A recursive approach to low complexity codes. IEEE Trans. Inf. Theory, 27(5):533–
547, 1981.

50 Michael Viderman. Linear-time decoding of regular expander codes. ACM Transactions on
Computation Theory (TOCT), 5(3):1–25, 2013.

51 Michael Viderman. LP decoding of codes with expansion parameter above 2/3. Inf. Process.
Lett., 113(7):225–228, 2013. doi:10.1016/J.IPL.2013.01.012.

52 Gilles Zémor. On expander codes. IEEE Trans. Inf. Theory, 47(2):835–837, 2001. doi:
10.1109/18.910593.

53 Gillés Zémor. On expander codes. IEEE Transactions on Information Theory, 47(2):835–837,
2001.

APPROX/RANDOM 2024

https://doi.org/10.1109/FOCS46700.2020.00050
https://doi.org/10.1145/3519935.3520017
https://doi.org/10.1109/TIT.2021.3119384
https://doi.org/10.1109/TIT.2021.3086805
https://doi.org/10.1109/TIT.2021.3086805
https://doi.org/10.1109/TIT.2006.878232
https://doi.org/10.1016/J.IPL.2013.01.012
https://doi.org/10.1109/18.910593
https://doi.org/10.1109/18.910593




Coboundary and Cosystolic Expansion Without
Dependence on Dimension or Degree
Yotam Dikstein # Ñ

Institute for Advanced Study, Princeton, NJ, USA

Irit Dinur # Ñ

Weizmann Institute of Science, Rehovot, Israel

Abstract
We give new bounds on the cosystolic expansion constants of several families of high dimensional
expanders, and the known coboundary expansion constants of order complexes of homogeneous
geometric lattices, including the spherical building of SLn(Fq). The improvement applies to the
high dimensional expanders constructed by Lubotzky, Samuels and Vishne, and by Kaufman and
Oppenheim.

Our new expansion constants do not depend on the degree of the complex nor on its dimension,
nor on the group of coefficients. This implies improved bounds on Gromov’s topological overlap
constant, and on Dinur and Meshulam’s cover stability, which may have applications for agreement
testing.

In comparison, existing bounds decay exponentially with the ambient dimension (for spherical
buildings) and in addition decay linearly with the degree (for all known bounded-degree high
dimensional expanders). Our results are based on several new techniques:

We develop a new “color-restriction” technique which enables proving dimension-free expansion
by restricting a multi-partite complex to small random subsets of its color classes.
We give a new “spectral” proof for Evra and Kaufman’s local-to-global theorem, deriving better
bounds and getting rid of the dependence on the degree. This theorem bounds the cosystolic
expansion of a complex using coboundary expansion and spectral expansion of the links.
We derive absolute bounds on the coboundary expansion of the spherical building (and any order
complex of a homogeneous geometric lattice) by constructing a novel family of very short cones.
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1 Introduction

High dimensional expansion, which is a generalization of graph expansion to higher dimen-
sional objects, is an active topic in recent years. The importance of graph expansion across
many areas of computer science and mathematics, suggests that high dimensional expansion
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may also come to have significant impact. So far we have seen several exciting applications
including analysis of convergence of Markov chains [1], and constructions of locally testable
codes and quantum LDPC codes [16, 55].

Several notions of expansion that are equivalent in graphs, such as convergence of random
walks, spectral expansion, and combinatorial expansion, turn out to diverge into two main
notions in higher dimensions.

The first is the notion of local link expansion which has to do with the expansion of the
graph underlying each of the links of the complex; where a link is a sub-complex obtained
by taking all faces that contain a fixed lower-dimensional face. This notion is qualitatively
equivalent to convergence of random walks, it implies agreement testing, and it captures
a spectral similarity between a (possibly sparse) high dimensional expander and the dense
complete complex. It allows a spectral decomposition of functions on the faces of the complex
in the style of Fourier analysis on the Boolean hypercube, see [13, 41, 31, 3, 25].

The second notion is coboundary and cosystolic expansion. Here we look at the complex
not only as a combinatorial object but also as a sequence of linear maps, called coboundary
maps, defined by the incidence relations of the complex. The i-th coboundary map δi maps
a function on the i-faces to a function on the i + 1-faces, C0 δ0→ C1 δ1→ · · · δd−1→ Cd where
Ci = Ci(X,F2) = {f : X(i) → F2} is the space of functions on i faces with coefficients in
F2 (we will consider general groups of coefficients, beyond F2). These functions are called
i-chains. The coboundary map δi is defined in a very natural way: the value of δf(s) for any
s ∈ X(i+ 1) is the sum of f(t) for all s ⊃ t ∈ X(i) (the precise definition is in Section 2).

Coboundary (or cosystolic1) expansion captures how well the coboundary map tests its
own kernel, in the sense of property testing. Given f ∈ Ci such that δf ≈ 0, coboundary
expansion guarantees existence of some g ∈ ker δi such that f ≈ g. More precisely, a complex
is a β coboundary (or cosystolic) expander if

wt(δf) ⩾ β · min
g∈Kerδ

dist(f, g)

where wt(δf) is the hamming weight of δf . We denote by hi(X) the largest value of β that
satisfies the above inequality for all f .

Whereas for i = 0 coboundary expansion coincides with the combinatorial definition of
edge expansion, for larger i, it may appear at first glance to be quite mysterious. However,
this definition is far from being a merely syntactical generalization of the i = 0 case and
turns out to provide a rich connection between topological and cohomological concepts and
between several important concepts in TCS, which we describe briefly below.

The study of coboundary and cosystolic expansion was initiated independently by Linial,
Meshulam and Wallach [45], [51] in their study of connectivity of random complexes, and by
Gromov [29] in his work on the topological overlapping property. Kaufman and Lubotzky [36]
were the first to realize the connection between this definition and property testing. This
point of view is important in the recent breakthroughs constructing locally testable codes
and quantum LDPC codes [16, 55] (see also earlier works [23]).

Moreover, the coboundary maps come from a natural way to associate a (simplicial)
complex to a constraint satisfaction problem. Attach a Boolean variable to each i-face, and
view the (i + 1)-faces as parity constraints. The value that an assignment f : X(i) → F2

1 The difference between coboundary and cosystolic expansion is just whether the cohomology is 0 or not
(i.e. whether Kerδi+1 = Imδi). This distinction is not important for this exposition and the expansion
inequality is the same in both cases.
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gives on s ∈ X(i+ 1) is δf(s). This connection to CSPs has been harnessed towards showing
that the CSPs derived from certain cosystolic expanders are hard to refute for resolution and
for the sum of squares hierarchy, [17, 33].

In addition, cosystolic expansion of 1-chains (with non-abelian coefficients) of a complex
has been connected to the stability of its topological covers [20]. Informally, a complex is
cover-stable if slightly faulty simplicial covers are always “fixable” to valid simplicial covers.
Perhaps surprisingly, this is related to agreement testing questions, particularly in the small
1% regime, which is a basic PCP primitive and part of the initial motivation for this work.
We discuss agreement testing and its relation to coboundary expansion in more detail further
below in this introduction.

In light of all of the above, we believe that cosystolic expansion is a fundamental notion
that merits a deeper systematic study. Along with the aim of exploring its various implications,
a more concrete research goal would be to give strong bounds, and ultimately nail down
exactly, the correct expansion values for the most important and well-studied high dimensional
expanders. We mention that to the best of our knowledge even for the simplest cases, such
as expansion of k-chains in the n-simplex, exact expansion values are not yet completely
determined.

In this work we provide new bounds for the coboundary expansion of the spherical
building, and the cosystolic expansion of known bounded-degree high dimensional expanders
including the complexes of [49, 48, 42].

Two of the most celebrated results in this area are the works of [35] and [22] showing that
the bounded-degree families of Ramanujan complexes of [48] are cosystolic expanders. These
works introduce an elegant local-to-global criterion, showing that if the links are coboundary
expanders, and further assuming spectral expansion, then the entire complex is a cosystolic
expander.

The estimates proven by [35, 22] for the coboundary expansion parameters are roughly
hk(X) ⩾ min

(
1
Q , (d!)−O(2k)

)
. Here X is a d dimensional LSV complex and Q is the maximal

degree of a vertex which is roughly equal to 1/λO(d2) in these complexes, where λ is the
spectral bound on the expansion of the links. Subsequent works by Kaufman and Mass
[37, 38, 39], improved this bound to

hk(X) ⩾ min
(

1
Q
, (d!)−O(k)

)
. (1)

We completely get rid of the dependence on the ambient dimension d and on the maximal
degree Q, and prove

▶ Theorem 1. For every integer d > 1 and every small enough λ > 0 let X be a d-dimensional
LSV complex whose links are λ-one-sided expanders. For every group 2 Γ, every small enough
λ > 0 and every integer k < d− 1, hk(X,Γ) ⩾ exp(−O(k6 log k)).

Our bounds for hk only depend on the dimension k of the chains, so for k = 1 they are
absolute constants. For larger k we still suffer an exponential decay. We do not know what
the correct bound should be and whether dependence on k is at all necessary.

The case of k = 1 is interesting even in complexes whose dimension is d ≫ 1, because h1

controls the cover stability of the complex, as shown in [20]. Our bounds also immediately
give an improvement for the topological overlap constants, when plugged into the Gromov
machinery [30, 21, 22]. We elaborate on both of these applications later below.

2 The theorem holds for every group Γ for which cohomology is defined, namely, abelian groups for k > 1
and any group for k = 1.
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The result is proven by enhancing the local-to-global criterion of [22], and introducing a
variant of the local correction algorithm that makes local fixes only if they are sufficiently
cost-effective. This is inspired by and resembles the algorithms in [22, 16, 55].

Our analysis is novel and departs from previous proofs: instead of relying on the so-called
“fat machinery” of [22] (and its adaptations [37, 38]), our proof is 100% fat free and relies on
the up/down averaging operators on real-valued functions. Our main argument is to show
that, for a function h that is the indicator of the support of a (locally minimal) k-chain,

∥D · · ·Dh∥2 ≳ · · · ≳ ∥DDh∥2 ≳ ∥Dh∥2 ≳ ∥h∥2,

where D is the down averaging operator, and we write a ≳ b whenever a ⩾ Ω(b). From here
we easily derive a lower bound on ∥h∥2 showing that either the correction algorithm has
found a nearby cocycle, or else the coboundary of our function was initially very large to
begin with.

This method gives universal bounds on the cosystolic expansion of any complex whose
links have both sufficient coboundary-expansion and sufficient local spectral expansion,

▶ Theorem 2. Let β, λ > 0 and let k > 0 be an integer. Let X be a d-dimensional simplicial
complex for d ⩾ k + 2 and assume that X is a λ-one-sided local spectral expander. Let Γ be
any group. Assume that for every non-empty r ∈ X, Xr is a coboundary expander and that
hk+1−|r|(Xr,Γ) ⩾ β. Then

hk(X,Γ) ⩾ βk+1

(k + 2)! · 4 − eλ.

Here e ≈ 2.71 is Euler’s number.

Armed with an improved local-to-global connection, we derive Theorem 1 from Theorem 2
by further strengthening the coboundary expansion of the links of the LSV complexes,
namely spherical buildings. The best previously known bound on coboundary expansion
of k-cochains in spherical buildings is due to [30] and [47]. They proved a lower bound of((

d+1
k+1

)
(d+ 2)!

)−1
. This decays exponentially with the ambient dimension d, and with the

cochain level k. We remove the dependence on d by developing a new technique which we
call “color-restriction”. The d-dimensional spherical buildings are colored, namely, they are
d+1-partite. For a set of ℓ colors F ⊂ [d+1], the color restriction XF is the complex induced
on vertices whose color is contained in F . The restriction to the the colors of F reduces the
dimension of X from d to ℓ− 1. We say that a color restriction XF is a β-local coboundary
expander, if XF is a β-coboundary expander, and the same holds for the intersection of XF

with links (neighbourhoods) of faces whose color is disjoint from F . We show that if a typical
color-restriction is a local coboundary expander, then the entire complex is a coboundary
expander, and the expansion is independent of the dimension. Namely,

▶ Theorem 3. Let k, ℓ, d be integers so that k + 2 ⩽ ℓ ⩽ d and let β, p ∈ (0, 1]. Let X be a
(d+ 1)-partite d-dimensional simplicial complex so that

P
F ∈([d+1]

ℓ )

[
XF is a β-locally coboundary expander

]
⩾ p.

Then hk(X) ⩾ pβk+1

e(k+2)! .
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Finally, to prove that the spherical building satisfies the conditions of this theorem, we
need to show that a typical random color-restriction is a good coboundary expander. For
this we rely on the “cone machinery” developed by Gromov [30], Kozlov and Meshulam [44],
and Kaufman and Oppenheim [42]. We construct in the full version of this paper [10], a
novel family of short cones, thus proving the following.

▶ Theorem 4. Let k ⩾ 0. There is an absolute constant βk = exp(−O(k5 log k)) ⩾ 0 so
that the following holds. Let X be the SLn(Fq)-spherical building for any integer n ⩾ k + 1
and prime power q. Let Γ be any group. Then X is a coboundary expander with constant
hk(X,Γ) ⩾ βk.

In fact, we prove a more general version of this theorem, that holds for the order complex of
any homogeneous geometric lattice, see the full version of this paper [10].

Most earlier works on cosystolic expansion focus on F2 coefficients (see [37] and [20] for
two exceptions). This is an important case especially in light of Gromov’s result connecting
F2-expansion and topological overlap. However, expansion (of 1-chains) with respect to more
general coefficients is necessary for results on topological covers and in turn for agreement
testing. The theorems stated above show expansion of k-chains with respect to coefficients
not only in F2 but in general abelian groups Γ, and when k = 1 also for non abelian groups
Γ. In other words, the theorems hold for all groups of coefficients where the cohomology is
defined.

Finally, we end with an upper bound. While most of our work is focused on lower bounds
for coboundary and cosystolic expansion, we show in the full version of this paper [10] that
families of dense simplicial complexes cannot have cosystolic expansion greater than 1 + o(1).
This implies that high degree, in some weak sense, limits cosystolic expansion. It is interesting
to compare this to a result of Kozlov and Meshulam that shows upper bounds on coboundary
expansion of complexes with bounded degree [44].

1.1 Applications of cosystolic expansion
We describe two applications of cosystolic expansion for deriving topological properties of
simplicial complexes.

Topological overlap

Cosystolic expansion was studied by [30] to give a combinatorial criterion for the topological
overlapping property. Let f : X → Rk be continuous mapping (with respect to the natural
topology on X), i.e. f realizes X in Rk. A point p ∈ Rk is called c-heavily covered if

P
s∈X(k)

[p ∈ f(s)] ⩾ c.

A well known result by [24] showed that for every affine map from the complete 2-dimensional
complex to the plane, there exists a 1

27 -heavily covered point. Gromov’s greatly generalized
this theorem to all continuous functions (instead of only affine functions), all dimensions
k (instead of k = 2) and complexes that are cosystolic expanders (instead of the complete
complex), with c that depends on the dimension of the map k, as well as the cosystolic
expansion constant. For a precise statement, see the full version of this paper [10].

The motivation for [22] was to show that there exists families of bounded degree simplicial
complexes which have this property. They use [48] complexes and achieve a lower bound of
c ⩾ min( 1

Q , (d!)−O(2k)), which comes from their bound on cosystolic expansion. This bound
has been improved as a corollary of [39] to min( 1

Q , (d!)−O(k)). Here again, d is the dimension
of X, which may be much larger than k, and Q is the maximal degree of a vertex in X.
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Plugging in our bounds into Gromov’s theorem gives the bound c ⩾ exp(−O(k7 log k))
for the topological overlapping property. This bound is free of the ambient dimension and of
the degree.

Cover stability

The second author and Meshulam studied a topological locally testable property called cover
stability [20]. This property is equivalent to cosystolic expansion of 1-chains. A covering map
between two simplicial complexes X,Y is a surjective t-to-1 simplicial map3 ρ : Y (0) → X(0)
such that for every ũ ∈ Y (0) and ρ(ũ) = u ∈ X(0), it holds that the links of ũ, u are
isomorphic Yũ

∼= Xu.
Graph covers (also known as lifts) have been quite useful in construction of expander

graphs. Bilu and Linial showed that random covers of Ramanujan graphs are almost
Ramanujan [6]. A celebrated result by [50] used these techniques to construct bipartite
Ramanujan graphs of every degree. Recently, [9] showed that random covers could also be
applied for constructing new simplicial complexes that are local spectral expanders.

Dinur and Meshulam [20] show that there exists a test that for any simplicial complex
X and an alleged cover given by a simplicial map ρ : Y → X samples q points (ui, ρ(ui))
and measures how close ρ is to an actual covering map. The query complexity of the test is
q = 3t points. Its soundness is affected by the cosystolic expansion of 1-chains. Using our
new bounds on cosystolic expansion, we show that the complexes constructed in [48] or in
[42] are cover-stable, i.e. that there exists some universal constant c > 0, such that for every
ρ : Y (0) → X(0)

P
(ui,ρ(ui))q

i=1

[test fails] ⩾ c · min {dist(ρ, ψ) | ψ : Y (0) → X(0) is a cover} ,

where the distance is Hamming distance.

Agreement testing

Coboundary expansion found an exciting new application in agreement testing [28, 11, 5].
An agreement test is a consistency test that originated as a component in low degree testing
[58, 2, 56], but has been extensively studied ever since (see e.g. [26, 34, 18]). This test is a
crucial component in many PCP constructions [57, 26, 15, 34, 19]. Given a set of partial
functions on a set, an agreement test is a way to test whether these functions are correlated
with some function that defined on the whole vertex set. The works [28, 11, 5] mentioned
above use coboundary expansion to characterize when an agreement test is sound. Via this
characterization they analyze agreement tests on high dimensional expanders. Continuing
this line of works, [12, 14, 4] use theorems and tools developed in a preliminary version of
this paper, to lower bound coboundary expansion of new high dimensional expanders, and
with these lower bounds they obtain new agreement tests. These include the first agreement
tests where the underlying complex family is bounded degree in the so called “list decoding
regime” (the regime that is relevant to high-soundness PCPs such as the parallel repetition
PCP [57, 34]).

3 simplicial means that every i-face in Y is sent to an i-face in X.
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1.2 Related work

Coboundary and Cosystolic expansion was defined by Linial, Meshulam and Wallach [45],
[51], and indpendently by Gromov [30]. Gromov studied cosystolic expansion as a proxy for
showing the topological overlapping property. Linial, Meshulam and Wallach were interested
in analyzing high dimensional connectivity of random complexes.

Kaufman, Kazhdan and Lubotzky [35] introduced an elegant local to global argument
for proving cosystolic expansion of 1-chains in the bounded-degree Ramanujan complexes of
[49, 48]. This was significantly extended by Evra and Kaufman [22] to cosystolic expansion
in all dimensions, thereby resolving Gromov’s conjecture about existence of bounded degree
simplicial complexes with the topological overlapping property in all dimensions. Kaufman
and Mass [37, 38] generalized the work of Evra and Kaufman from F2 to all other groups
as well, and used this to construct lattices with good distance. The best previously known
bound for LSV complexes (1) was shown by Kaufman and Mass in [39].

Following ideas that appeared implicitly in Gromov’s work, Lubotzky Mozes and Meshulam
analyzed the expansion of many “building like” complexes [47]. Kozlov and Meshulam [44]
abstracted the main lower bound in [47] to the definition of cones (which they call chain
homotopies), in order to analyze the coboundary expansion of geometric lattices and other
complexes. Their work also connects coboundary expansion to other homological notions, and
gives an upper bound to the coboundary expansion of bounded degree simplicial complexes.
In [42], Kaufman and Oppenheim defined the notion of cones in order to analyze the cosystolic
expansion of their high dimensional expanders (see [40]). In addition, they also come up
with a criterion for showing that complexes admit short cones. They prove lower bounds on
the cosystolic expansion of their complexes for 0- and 1-chains. The case of k-chains with
k ⩾ 2 is still open.

Several works tried to define quantum LDPC codes as cohomologies of simplicial complexes.
Cosystolic expansion is used for analyzing the distance of the quantum code. Works by
Evra, Kaufman and Zémor [23] and by Kaufman and Tessler [43] used cosystolic expansion
in Ramanujan complexes to construct quantum codes that beat the

√
n-distance barrier.

This continued in a sequence of works [54, 32, 7] which culminated in the breakthrough
work of [55] that construct quantum LDPC codes with constant rate and distance. This
later code is a cohomology of a certain chain complex, albeit not a simplicial complex; and
it is analyzed essentially through the cosystolic expansion. Developing new techniques for
cosystolic expansion can be potentially useful in this domain as well.

1.3 Open questions

The works by [47], [44] and [42] analyze a variety of symmetric complexes (that support a
transitive group action). Could one combine our “color restriction” technique with the cone
machinery to get lower bounds independent of degree and dimension on these complexes
as well? There are a number of concrete constructions of local spectral high dimensional
expanders that have excellent local spectral properties [8, 46, 27, 52, 9]. Are any of them
cosystolic expanders?

Another intriguing direction of research is to develop additional techniques for analyzing
coboundary or cosystolic expansion. The current techniques are limited to complexes that
either have a lot of symmetry, or have excellent local expansion properties. Are there other
complexes with these properties?
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Our expansion bounds still have a dependence on the level (k) of the chains. In the
complete complex, for instance, this is not necessary. The complete complex is a β = 1 + o(1)
coboundary expander for all k-chains [47]. It is not clear whether a dependence on k is
necessary even in the spherical building. Which complexes have coboundary expansion that
does not decay with the size of the chains?

Finally, the notion of coboundary and cosystolic expansion is closely related to locally
testable codes and quantum LDPC codes. They also have connections to agreement expanders.
It is interesting to find additional applications for these expanders.

1.4 Overview of the proof of Theorem 1
We start with a complex X that is a finite quotient of the affine building, as constructed
by [48]. Our goal is to lower bound the cosystolic expansion of X. The proof has three
components:

(Theorem 2) A new local-to-global argument that derives cosystolic expansion of the
complex from coboundary and spectral expansion of its links.
(Theorem 3) A general color restriction technique that reduces the task of analyzing the
coboundary expansion of a partite complex, to that of analyzing the local coboundary
expansion of random color restrictions of it.
(Theorem 4) Bounds on random color restrictions of (links of) the spherical building.
Towards this end we construct a novel family of short cones for the spherical building
(not based on apartments as in previous works [47]).

Below we give a short overview of each of these steps. For simplicity we assume in this
subsection that Γ = F2, which captures the main ideas.

The local to global argument, Theorem 2

Let X be our simplicial complex. We describe a correction algorithm, that takes as input
a k-chain f : X(k) → F2, with small coboundary P [δf ̸= 0] = ε and outputs a k-chain
f̃ : X(k) → F2 close to f that has no coboundary, i.e. δf̃ = 0. For this overview, we focus
on k = 1, i.e. f is a function on edges, which already exhibits the main ideas.

Let η > 0 be some predetermined parameter. Our algorithm locally fixes “stars” of lower
dimensional faces, that is, sets Stark(r) = {s ∈ X(k) | s ⊇ r} for r ∈ X(j) (when j ⩽ k).
The fix takes place only if it is sufficiently useful: whenever it decreases the weight of δf by
at least η P [Stark(r)]. In the case at hand, k = 1, so r is either a vertex or an edge, so
1. If r ∈ X(1), Star1(r) = {r} and a fix just means changing the value of f(r).
2. If r ∈ X(0), Star1(r) = {ru}u∼r are all edges adjacent to r. Here a fix means changing

the values of all {f(ru) | u ∼ r} simultaneously.

▶ Algorithm 5.
1. Set f0 := f . Set i = 0.
2. While there exists a vertex or edge r ∈ X(0) ∪X(1) so that Stark(r) has an assignment

that satisfies a η P [Stark(r)]-fraction of faces more than the current assignment.
Let fixr : Stark(r) → Γ be an optimal assignment to Stark(r).

Set fi+1(s) =
{
fi(t) r ̸⊆ s

fixr(s) r ⊆ s
.

Set i:=i+1.
3. Output the final function f̃ := fi.
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The fact that we correct f locally only if the fix satisfies η fraction more triangles will promise
that dist(f, f̃) ⩽ 1

ηwt(δf). The output of the algorithm, f̃ , is not necessarily locally minimal
in the sense of [35, 22], but it is “η-locally-minimal”.

Notation: For functions g, h : X(ℓ) → R we denote by ⟨g, h⟩ = Er∈X(ℓ) [g(r)h(r)] the
usual inner product. For ℓ = 1, 2, denote by Dℓ the down operator that takes h : X(2) → R
and outputs Dℓh : X(2 − ℓ) → R via averaging. Namely Dℓh(r) is the average of h(s) over
s ⊇ r, Es⊇r [h(s)].

Let h : X(2) → R indicate the support of a δf̃ , so h(t) = 1 iff δf̃ ≠ 0. Our main argument
is to show

∥D3h∥2 ≳ ∥D2h∥2 ≳ ∥Dh∥2 ≳ ∥h∥2.

Eventually D3h = E[h]2 is just a constant function. This shows that (E[h])2 = const · E[h]
which implies that either the algorithm corrected f to a cosystol, i.e. h = 0, or that h has
large weight, which implies that δf had large weight to begin with.

Let us show for example that ∥D3h∥2 ≳ ∥D2h∥2 given that ∥D2h∥2 ≳ ∥Dh∥2 ≳ ∥h∥2.
To do so, we define an auxiliary averaging operator N based on a random walk from vertices
to triangles, and use the fact that in local spectral expanders,

∥D3h∥2 ≈ ⟨Nh,D2h⟩. (2)

The operator N : ℓ2(X(2)) → ℓ2(X(0)) is defined by Nh(v) = Es [h(s)], where s is sampled
according to the following walk: Given v ∈ X(0), sample some t ∈ X(3) such that v ∈ t, and
then go to the triangle s = t \ {v}. We mention that the concept of localizing over such a
distribution has appeared in [39]. The proof of (2) follows by localizing the expectation to
the links and relying on the link expansion as in [53], [13, Claim 8.8] and in [41].

The key lemma in the proof shows that if there are many faces s′ ⊇ v0 such that h(s′) = 1,
then there are many s such that v /∈ s, {v} ∪ s = t ∈ X(3), where h(s) = 1. More precisely,
we will show that for every v ∈ X(0) it holds that

Nh(v) ≳ β(D2h(v) − η)4. (3)

This immediately implies that

⟨Nh,D2h⟩ = E
v

[
D2h(v)Nh(v)

]
(3)
≳ β(E

v

[
(D2h(v))2]

− η E
v

[
D2h(v)

]
)

≳ β∥D2h∥2 − βη∥h∥2

≳ β∥D2h∥2.

The second inequality follows from Ev

[
D2h(v)

]
= Es [h(s)] = ∥h∥2. The last inequality

follows from the assumption that ∥h∥2 = O(∥D2h∥2). Combining this with (2) gives us the
desired inequality.

Let us understand what is written in (3). On the right-hand side, D2h(v) =
Pxy∈Xv(1) [h(vxy) = 1] is the fraction of triangles vxy containing v, such that δf̃(vxy) ̸= 0.
On the left-hand side, Nh(v) is the fraction of s that complete v to some t = v ∪ s ∈ X(3),
so that δf̃(s) ̸= 0. For such an s = uxy,

0 = δδf̃(vuxy) = δf̃(uxy) + (δf̃(vux) + δf̃(vuy) + δf̃(vxy)). (4)

Set g : Xv(1) → F2 to be g(xy) = δf̃(vxy), and note that g has the following properties:
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1. By (4), δf̃(uxy) = 1 ⇐⇒ δg(uxy) = 1.
2. P [g ̸= 0] = Ps∋v

[
δf̃(s) ̸= 0

]
= D2h(v).

3. η-local-minimality: which is dist(g,B1(Xv)) ⩾ P [g ̸= 0] − η, where B1(Xv) =
{δψ | ψ : Xv(0) → F2} is the set of coboundaries.

We explain the third item. Assume towards contradiction that dist(g,B1(Xv)) < P [g ̸= 0]−η
and let δψ be a coboundary closest to g. Then by changing the values of f̃ on Star(v) to
be f̃ ′(vu) := f̃(vu) + ψ(u), we have that whenever g(xy) = δψ(xy), then the fixed function
satisfies δf̃ ′(vxy) = 0. I.e.

dist(g, δψ) = P
vxy

[
δf̃ ′(vxy) = 0

]
< P

vxy

[
δf̃(vxy) = 0

]
− η.

This is a contradiction to the η-local minimality of f̃ which is guaranteed by the algorithm.
Here is where the coboundary expansion of Xv comes into play. By coboundary expansion,

we have that P [δg(uxy) = 1] ⩾ β dist(g,B1(Xv)). By combining the above we will get that

Nh(v) = P
uxy∈Xv(2)

[
δf̃(uxy) ̸= 0

]
⩾ β( P

xy∈Xv(1)
[g(xy) ̸= 0] − η) = β(D2h(v) − η).

The “color restriction” technique, Theorem 3

For this overview, assume that k = 2 The full details are in the full version of this paper [10].
Let Y be a d-dimensional (d+ 1)-partite complex so that a p-fraction of its color restrictions
Y F are β-local-coboundary expanders. We begin with a 2-chain f : Y (2) → F2 with small
coboundary, namely Ps∈Y (3) [δf(s) ̸= 0] = ε. We need to find a 1-chain g : Y (1) → F2 so
that dist(f, δg) ⩽ O( ε

β3p ).
We first select a random color restriction, i.e. a set of colors so that Y F is a local

coboundary expander, that the weight of δf when restricted to triangles whose colors are
in F is close to weight of δf on all Y . Averaging arguments guarantee that such F exists.
Using this F , we construct g in three steps. In the first step we define g on edges with both
endpoints colored in F , uv ∈ Y F . In the second step we define g on edges with one endpoint
colored in F , i.e. uv ∈ Y (1) where u ∈ Y F and v /∈ Y F . In the third step we define g on
edges uv ∈ X(1) with neither endpoints colored in F , i.e. where u, v /∈ Y F . Every step
uses the values of g that were constructed in the step before. For k > 2 the (k − 1)-chain is
constructed following a similar sequence of k + 1 steps.
1. We start with the values of g on edges vu ∈ Y F (1). By the choice of F , the weight of δf

inside Y F is roughly ε. Local coboundary expansion implies that there exists a 1-chain
g0 whose coboundary is close to f on Y F . We set g(uv) = g0(uv) for all uv ∈ Y F (1).

2. Next we define g on edges vu so that v /∈ Y F and u ∈ Y F . Fix some v /∈ Y F . Let
Y F

v =
{
s ∈ Y F

∣∣ s ∪ v ∈ Y
}

. This is the color restriction of the link of v. We wish to set
values for g(vu) for all edges vu such that u ∈ Y F

v (0). We describe a system of equations
that we use to set the values of g on the edges vu so as to satisfy a maximal number of
equations. For every u1u2 ∈ Y F

v (1), the triangle vu1u2 defines an equation:

f(vu1u2) + g(u1u2) = g(u1v) + g(u2v). (5)

Note that the left-hand side of the equation is known since we have the values of f on
all triangles, and we already constructed g for edges u1u2 ∈ Y F (1). So the above is an
equation with two unknowns. We set g(vu) simultaneously for all u ∈ Y F

v (1) to be an
assignment that satisfies the largest fraction of equations (ties broken arbitrarily).
The idea behind this step is the following. Obviously, we’d like that f(vu1u2) = g(u1u2) +
g(u1v) + g(u2v) for as many triangles as possible, so it makes sense to define g to satisfy



Y. Dikstein and I. Dinur 62:11

Figure 1 Tiling a cycle.

the largest amount of equations (5). Let hv : Y F
v (1) → F2 be the left-hand side of (5), i.e.

hv(u1u2) = f(vu1u2) + g(u1u2). We want to find an assignment gv : Y F
v (0) → F2 so that

hv(u1u2) = gv(u1) + gv(u2) for as many equations (5) as possible (and set g(vu) = gv(u)).
Finding a solution gv : Y F

v (0) → F2 that satisfies (5) is equivalent finding gv so that
hv(u1u2) = δgv(u1u2). Hence, to find an assignment that satisfies most of the equations
is the same showing that hv is close to a coboundary. In the analysis we show that
δhv ≈ 0. This together with the local coboundary expansion of Y F (which says that
h1(Y F

v ,F2) ⩾ β) will show that indeed we can find satisfying {gv}v /∈Y F so that f ≈ δg

where the distance is over edges uv where v /∈ Y F , u ∈ Y F .
3. Finally we need to define the values of g on edges vu so that v, u /∈ Y F . Let vu be such

an edge. Every triangle uvw where w ∈ Y F
vu(0) defines a constraint on g(vu):

f(uvw) + g(uw) + g(vw) = g(uv). (6)

As in the previous case, f(uvw) is known, and g(uw), g(vw) were determined in step 2. We
set g(vu) = maj

{
f(uvw) + g(uw) + g(vw)

∣∣ w ∈ Y F
uv(0)

}
. Ties are broken arbitrarily.

Here we use the local coboundary expansion of Y F in a way similar to the previous step,
to show that indeed f ≈ ∂g.

New bounds on color-restrictions of the spherical building via cones, Theorem 4

In order to apply the color restriction technique we need to show that for a d-dimensional
spherical building, many color restrictions are coboundary expanders5. For this overview
we assume that k = 1 and |F | = 5. Let us see how to bound coboundary expansion by
constructing short cones.

It turns out easier to do so when the set of colors is a set of colors that are geometrically
increasing (e.g. for k = 1 we need colors F = {i1, i2, ..., i5} so that ij ⩾ 10ij−1). The fraction
of such sets of colors F is a constant that doesn’t depend on d (it may depend on k). For
example, there is a constant probability that we select colors F so that for j = 1, 2, .., 5,

d
1016−3j ⩽ ij <

2d
1016−3j , since each of these intervals are a constant fraction of the interval

[1, 2, ..., d]. When these inequalities hold then ij ⩾ 10ij−1.
Denote by Y the SLd(Fq)-spherical building. Let Y F be a complex induced by the

subspaces of dimensions (i.e., colors) F = {i1, i2, ..., i5} so that ij ⩾ 10ij−1). Using the cone
technology described in the full version of this paper [10], showing the Y F is a coboundary
expander reduces to showing that there is a short 1-cone on Y F . A 1-cone consists of three
things:

5 In fact, we need to show that the links of the color restrictions are also coboundary expanders, but we
ignore this point in the overview for brevity.
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1. A vertex v ∈ X(0) (sometimes called the apex).
2. For every u, a path pu from the apex v to u in Y F (1).
3. For every edge uw ∈, a tiling by triangles tuw ⊂ Y F (2) of the cycle that consists of the

path pu from v to u, the edge uw and the path pw from w back to v. Denote this cycle by
pu ◦ uw ◦ pw. Here a tiling is a set of triangles whose boundary is the edges of the cycle.

We give a formal and general definition of cones in the full version of this paper [10]. The
radius of a cone is rad((v, {pu}u∈Y F (0), {tuw}uw∈Y F (1))) = maxuw∈X(1)|tuw|.

We start by choosing an apex v = v0 of dimension i1 arbitrarily. Next we choose our
paths to be as short as possible, and to consist of subspaces of dimension as low as possible.
Explicitly we do the following.
1. For u adjacent to v0, set pu = (v0, u).
2. For u of the same dimension as v0 we find some w of dimension i2 so that w is a neighbour

of v0 and u, and set pu = (v0, w, u). This is always possible since the dimension of u+ v0
is at most 2i1, so we can take any w of dimension i2 ⩾ 2i1 that contains the sum of spaces.
(Notice how the fact that dimensions are geometrically increasing is important here).

3. For other u ∈ Y F (0), we first take some w2 ⊆ u of dimension i1. Then we find some w1
who is a neighbour of v0 and of w2 and we set pu = (v0, w1, w2, u).

Constructing tw1w2 requires more care. Let us first consider the easier case. If
dim(w1), dim(w2) ⩽ i4 then the cycle pw1 ◦ w1w2 ◦ pw2 contains at most 7 vertices, all
of dimension ⩽ i4. In particular, the sum of all the vertices/subspaces is of dimension at
most 7i4 ⩽ i5, so there is a vertex u∗ of dimension i5 that contains all the vertices in the
cycle. The set of triangles u∗xy for all edges xy in the cycles is indeed a tiling of the cycle.

In the general case, it could be that the dimension of (say) w1 is i5. For example, assume
that dim(w1) = i5, dim(w2) = i4 (in particular w2 ⊆ w1. It is useful to read this description
while looking at Figure 1. In this case, we first find a tiling that “shifts” the cycle to a cycle
of low dimension vertices. More explicitly, we find some w′

2 ⊆ w2 of dimension i3, that is
also connected to w’s neighbours in the cycle. These neighbours are w1 (and any subspace
of w2 is connected to it), and some u′

2 of dimension ⩽ i2, so we can indeed find some w′
2

that is connected to u and u′
2 of dimension i3. We tile the cycle with w2w

′
2u

′
2, w2w

′
2w1. This

exchanges w2 with w′
2 in the untiled cycle. We perform a similar vertex-switch, for w1 as

well, finding some w′
1 of dimension i4 that is connected to w1 neighbours in the untiled cycle.

After these two steps, we can find a u∗ that is connected to all the (now low-dimensional)
cycle as in the previous case.

1.5 Organization of this paper and the full version
Section 2 contains preliminaries. We prove Theorem 2 that connects coboundary expansion
in links to cosystolic expansion in Section 3 via the local correction algorithm. We develop
the “color restriction” technique and prove Theorem 3 in the full version of this paper [10].
We analyze the expansion of the spherical building and other homogeneous geometric lattices
in the full version of this paper [10]. In the full version [10], we also tie everything up and
prove Theorem 1, as well as present the aforementioned applications of this bound. We also
give there an upper bound on the cosystolic expansion of dense complexes.

2 Preliminaries and notation

For a more thorough preliminary section, see the full version of the paper [10].
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Simplicial complexes

A pure d-dimensional simplicial complex X is a set system (or hypergraph) consisting of
an arbitrary collection of sets of size d + 1 together with all their subsets. The sets of
size i + 1 in X are denoted by X(i), and in particular, the vertices of X are denoted by
X(0). We will sometimes omit set brackets and write for example uvw ∈ X(2) instead of
{u, v, w} ∈ X(2). As convention X(−1) = {∅}. Unless it is otherwise stated, we always
assume that X is finite. Let X be a d-dimensional simplicial complex. Let k ⩽ d. We
denote the set of oriented k-faces in X by

→
X(k) = {(v0, v1, ..., vk) | {v0, v1, ..., vk} ∈ X(k)}.

For s = (v0, v1, ..., vk) ∈
→
X(k) we denote set(s) = {vi}k

i=0, but when its clear from context
we abuse notation and write s for its underlying set instead of set(s). For an oriented face
s ∈

→
X(k) and an index i ∈ {0, 1, ..., k}, we denote by si the face obtained by removing the

i-th vertex of s.
Finally, Let s = (v0, ..., vi), and t = (u0, ..., uj). We denote by the concatenation

s ◦ t = (v0, v1, ..., vi, u0, u1, ..., uj).

Probability over simplicial complexes

Let X be a simplicial complex and let Pd : X(d) → (0, 1] be a density function on X(d)
(i.e.

∑
s∈X(d) Pd(s) = 1). This density function induces densities on lower level faces

Pk : X(k) → (0, 1] by Pk(t) = 1
(d+1

k+1)
∑

s∈X(d),s⊃t Pd(s). We can also define a probability over

directed faces, where we choose an ordering uniformly at random. Namely, for s ∈
→
X(k),

Pk(s) = 1
(k+1)! Pk(set(s)). When it’s clear from the context, we omit the level of the faces,

and just write P[T ] or Pt∈X(k) [T ] for a set T ⊆ X(k).

2.1 Coboundary and cosystolic expansion

Asymmetric functions

Let X be a d-dimensional simplicial complex. Let −1 ⩽ k ⩽ d be an integer. Let Γ be a
group. A function f :

→
X(k) → Γ is asymmetric if for every (v0, v1, ..., vk) ∈

→
X(k), and every

permutation π : [k] → [k] it holds that

f(v0, v1, ..., vk) = f(vπ(0), vπ(1), ..., vπ(k))sign(π).

We denote the set of these functions by Ck(X,Γ). We note that by fixing some order to
the vertices X(0) = {v0, v1, ..., vn}, there is a bijection between functions f : X(k) → Γ and
asymmetric functions

→
f :

→
X(k) → Γ. Given f : X(k) → Γ and a set s = {vi0 , vi1 , ..., vik

} so
that i0 < i1 < ... < ik, we set

→
f (vπ(i0), vπ(i1), ..., vπ(ik)) = f(s)sign(π).

Let f :
→
X(k) → Γ. The weight of f is wt(f) = Pt∈X(k) [f(t) ̸= 0]. For two functions

f, g :
→
X(k) → Γ the distance between f and g is dist(f, g) = wt(f−g) = Pt∈X(k) [f(t) ̸= g(t)].

Cohomology

Let Γ be an abelian group. The coboundary operator δk : Ck(X,Γ) → Ck+1(X,Γ) is defined
by δkf(s) =

∑k
i=0(−1)if(si). It is a direct calculation to verify that for any asymmetric

function f ∈ Ck the function δkf is indeed an asymmetric function, and that δk+1 ◦ δk = 0.
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Let Bk(X,Γ) = Im(δk−1) be the space of coboundaries. Let Zk(X,Γ) = Ker(δk) be the
space of cosystols. As δk+1 ◦ δk = 0, it holds that Bk(X,Γ) ⊆ Zk(X,Γ). The k-cohomology
is Hk(X,Γ) = Zk(X,Γ)/Bk(X,Γ).

Coboundary expansion

For a function f :
→
X(k) → Γ let dist(f,Bk) = ming∈Ck−1 dist(f, δg), be the minimal distance

between f and a coboundary. The k-th coboundary constant of a complex X (with respect
to an abelian group Γ) is hk(X,Γ) = minf∈Ck\Bk

wt(δf)
dist(f,Bk) where Bk = Bk(X,Γ). Note that

hk(X,Γ) > 0 if and only if Hk = 0.

Cosystolic expansion

A very related high dimensional notion of expansion is cosystolic expansion. The k-th
cosystolic expansion constant of X (with respect to an abelian group Γ) is

hk(X,Γ) = min
f∈Ck\Zk

wt(δf)
dist(f, Zk) ,

where Zk = Zk(X,Γ). Notice that when Bk(X,Γ) = Zk(X,Γ), namely, when Hk = 0, this
coincides with the definition of coboundary expansion, and this justifies using the same
notation hk, where the term coboundary expansion (as opposed to cosystolic expansion) is
taken to indicate Hk = 0.

Another useful way to understand the constant is the following. hk(X,Γ) ⩾ β if and
only if for every f :

→
X(k) → Γ there is some h ∈ Zk(X,Γ) so that β dist(f, h) ⩽ wt(δf). We

note that in the work of [22] cosystolic expanders were also required to have no small weight
f ∈ Zk(X,Γ) \Bk(X,Γ). We don’t focus on this notion in our work.

Non abelian coboundary and cosystolic expansion

For k = 0, 1 we can define the cohomology with respect to non abelian groups as well. Let
Γ be a non abelian group. As before, for every k we can define Ck(X,Γ). We define the
coboundary operators as follows:
1. δ−1 : C−1(X,Γ) → C0(X,Γ) is δ−1h(v) = h(∅).
2. δ0 : C0(X,Γ) → C1(X,Γ) is δ0h(vu) = h(v)h(u)−1.
3. δ1 : C1(X,Γ) → C2(X,Γ) is δ1h(vuw) = h(vu)h(uw)h(wv).
It is easy to check that δk+1 ◦ δkf = e where e ∈ Γ is the unit. The definitions for hk(X,Γ)
and coboundary expansion are the same as in the abelian case for k = 0, 1.

2.2 Local properties of simplicial complexes
Links of faces

Let X be a d-dimensional simplicial complex. Let k < d and s ∈ X(k). The link of s is a
d−k− 1-dimensional simplicial complex defined by Xs = {t \ s | t ∈ X, t ⊇ s}. We point out
that the link of the empty set is X∅ = X. Let s ∈ X(k) for some k ⩽ d. The density function
Pd on X induces on the link is Ps

d−k−1 : X(d− k − 1) → (0, 1] where Ps
d−k−1[t] = P[t∪s]

P[s](d+1
k+1)

.
We usually omit s in the probability, and for T ⊆ Xs(k) we write Pt∈Xs(k) [T ] instead.

High dimensional local spectral expanders

Let X be a d-dimensional simplicial complex. Let k ⩽ d. The k-skeleton of X is X⩽k =⋃k
j=−1 X(j). In particular, the 1-skeleton of X is a graph.
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▶ Definition 6 (Spectral expander). Let G = (V,E) be a graph (that is, a 1-dimensional
simplicial complex). Let A be its normalized adjacency operator, i.e. for every f : V → R,
Af : V → R is the function Af(v) = Euv∈E [f(u)]. Let 1 = λ1 ⩾ λ2 ⩾ ... ⩾ λ|V | ⩾ −1 be the
eigenvalues of A.

Let λ ⩾ 0. We say that G is a λ-one sided spectral expander if λ2 ⩽ λ. We say that G is
a λ-two sided spectral expander if λ2 ⩽ λ and λ|V | ⩾ −λ.

▶ Definition 7 (high dimensional local spectral expander). Let X be a d-dimensional simplicial
complex. Let λ ⩾ 0. We say that X is a λ-one sided (two sided) local spectral expander if for
every s ∈ X⩽d−2, the 1-skeleton of Xs is a λ-one sided (two sided) spectral expander.

3 Cosystolic expansion

In this section we prove that local spectral expanders whose links are coboundary expanders
are cosystolic expanders, that is, Theorem 2.

In fact, we prove a slightly more general statement, allowing for different coboundary
expansion in every level.

▶ Theorem 8. Let k > 0 be an integer and let β0, β1, β2, ..., βk ∈ (0, 1] and λ > 0. Let X be
a d-dimensional simplicial complex for d ⩾ k + 2 and assume that X is a λ-one-sided local
spectral expander. Let Γ be any group. Assume that for every 0 ⩽ ℓ ⩽ k and r ∈ X(ℓ), Xr is

a coboundary expander and that hk−ℓ(Xr,Γ) ⩾ βk−ℓ. Then hk(X,Γ) ⩾
∏k

ℓ=0
βℓ

(k+2)!·4 − eλ.

Here e ≈ 2.71 is Euler’s number. Obviously, Theorem 2 follows from Theorem 8 by setting
βℓ = β for every ℓ = 0, 1, 2, ..., k. The following proposition, that is important for the
topological overlapping property will also be proven via similar arguments.

▶ Proposition 9. Let k > 0 be an integer and let β0, β1, β2, ..., βk−1 ∈ (0, 1] and λ > 0.
Let X be a d-dimensional simplicial complex for d ⩾ k + 1 and assume that X is a λ-one-
sided local spectral expander. Let Γ be any group. Assume that for every 0 ⩽ ℓ ⩽ k − 1
and r ∈ X(ℓ), Xr is a coboundary expander and that hk−ℓ(Xr,Γ) ⩾ βk−ℓ−1. Then every

g ∈ Zk(X,Γ) \Bk(X,Γ), has wt(g) ⩾
∏k−1

ℓ=0
βℓ

(k+1)! − eλ.

We remark that the when Γ is non abelian, these statements make sense only when k = 1.
Turning back to Theorem 8, we present a correction algorithm. We will show that when
f ∈ Ck(X,Γ) has a small coboundary, then the algorithm below returns some f̃ ∈ Zk(X,Γ)
that is close to f .

▶ Algorithm 10. Input: A function f :
→
X(k) → Γ, a parameter η ⩽ 1. Output: A function

f̃ :
→
X(k) → Γ.

1. Set f0 := f . Set i = 0.
2. While there exists ℓ ⩽ k, and a face r ∈

→
X(ℓ) so that Stark(r) = {s ∈ X(k) | r ⊆ s}

has an assignment that satisfies a η P [Stark(r)]-fraction of faces more than the current
assignment, do:

Let fixr : Stark(r) → Γ be an optimal assignment to Stark(r), satisfying the maximal
number of k + 1-faces containing r.

Set fi+1(s) =
{
fi(s) r ̸⊆ s

fixr(s) r ⊆ s
.

Set i:=i+1.
3. Output f̃ := fi.
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3.1 Properties of Algorithm 10
Before proving Theorem 8 we record some properties of Algorithm 10.

▷ Claim 11. Algorithm 10 halts on every input.

▷ Claim 12. Let f :
→
X(k) → Γ and let η ⩽ 1. Let f̃ :

→
X(k) → Γ be the output of

Algorithm 10 on (f, η). Then η dist(f, f̃) ⩽ wt(δf).

These claims are elementary, they proven in full in the full version of this paper [10].

3.2 Local minimality
▶ Definition 13 (Restriction). Let g ∈ Ck(X,Γ) and let r ∈ X(ℓ) for some 0 ⩽ ℓ ⩽ k − 1.
The restriction of g to r is the function gr ∈ Ck−ℓ−1(Xr,Γ) is defined by gr(p) = g(r ◦ p).

▶ Definition 14 (Local minimality). Let η ⩾ 0 and let g ∈ Ck(X,Γ). We say that g is
η-locally minimal, if for every 0 ⩽ ℓ ⩽ k − 1, every r ∈ X(ℓ), and every h ∈ Ck−ℓ−2(Xr,Γ)
it holds that wt(gr) ⩽ wt(gr + δh) + η.

▶ Definition 15 (Non abelian local minimality). If Γ is non-abelian we need the correct analogy
to adding coboundaries. The definition of η-minimality is as follows. If k = 1, we say that g is
η-locally minimal if for every v ∈ X(0), and every γ ∈ Γ, it holds that wt(gv) ⩽ wt(γ ·gv)+η.
If k = 2, we say that g is η-locally minimal if:
1. For every edge uv and every γ ∈ Γ, it holds that wt(guv) ⩽ wt(γ · guv) + η.
2. For every vertex v and every function h : Xv(0) → Γ, it holds that wt(gv) ⩽ wt(gh

v ) + η,
where gh

v (uw) = h−1(u)gv(uw)h(w).

The following claim is standard and is proven in the full version of this paper [10]

▷ Claim 16. Let f :
→
X(k) → Γ and let η ⩽ 1. Let f̃ :

→
X(k) → Γ be the output of

Algorithm 10 on (f, η). Then δf̃ is η-locally minimal.

3.3 Locally minimal cosystols are heavy
The following lemma states that non-zero functions that are locally minimal must have large
weight.

▶ Lemma 17. Let β0, ..., βk−1 and λ be as in Theorem 8. Let X be such that for every 0 ⩽
ℓ ⩽ k− 1 and every s ∈ X(ℓ) it holds that Xs is a coboundary expander and hk−ℓ−1(Xs,Γ) ⩾
βk−ℓ−1. Assume further that X is a λ-local spectral expander. Let g ∈ Zk(X,Γ) be non-zero
and η-locally minimal. Then

wt(g) ⩾
∏k−1

ℓ=0 βℓ

(k + 1)! − e(η + λ). (7)

Additionally, for the case of non-abelian Γ, when k = 2, (7) holds for η-locally minimal
and non-zero g = δf , for any f ∈ C1(X,Γ).

The last remark regarding k = 2 is needed since Z2(X,Γ) is not defined for non-abelian
groups Γ. This lemma implies Theorem 2 and Proposition 9 directly.
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Proof of Theorem 8, given Lemma 17. Fix η =
∏k

ℓ=0
βℓ

4((k+2)!) . Let f̃ be the output of Al-

gorithm 10 for some function f and η. If wt(δf) ⩾
∏k

ℓ=0
βℓ

4(k+2)! − eλ there is nothing to prove,

so we assume that wt(δf) <
∏k

ℓ=0
βℓ

4(k+2)! − eλ. Then δf̃ ∈ Zk+1(X,Γ) is an η-locally minimal
function so that wt(δf̃) ⩽ wt(δf). Hence by Lemma 17 (applied with k + 1 instead of k),
δf̃ = 0 and f̃ is a cosystol. By Claim 12, η dist(f, f̃) ⩽ wt(δf), and we are done. ◀

Proof of Proposition 9, given Lemma 17. For every r ∈ X(j) and h ∈ Ck−j−1(Xr,Γ), we
define h↑ : X(k) → Γ by

h↑(s) =
{
h(p) s = r ◦ p
0 r ̸⊆ s.

.

It is easy to see that gr + δh = (g + δh↑)r.
Now let 0 ̸= g ∈ Zk(X,Γ) \ Bk(X,Γ) be minimal among all Zk(X,Γ) \ Bk(X,Γ). By

the above, g is also 0-locally minimal (since otherwise we could have found some non-zero

coboundary δh↑ to add to g and decrease its weight). Thus wt(g) ⩾
∏k−1

ℓ=0
βℓ

(k+1)! − eλ as required.
We remark that the case where Γ is non-abelian and k = 1 is similar. Given g ∈

Z1(X,Γ) \B1(X,Γ) that is non-zero and has minimal weight over all such functions. First
we establish that it is locally minimal. Indeed, assume towards contradiction that there is
some vertex v ∈ X(0) and γ ∈ Γ so that wt(gv) < wt(γgv). Then the function

g′(xy) =


γg(xy) x = v

g(xy)γ−1 y = v

g(xy) otherwise

.

is also a cosystol. Taking some triangle vuw ∈ X(2) that contains v, the value of

δg′(vuw) = γδg(vuw)γ−1 = e

(the identity in Γ). For any triangle uwx that doesn’t contain v we have that δg′(uwx) =
δg(uwx) = e. On the other hand, wt(g′) < wt(g) so g′ is trivial, which implies that g = δh

where h(v) = γ and h(u) = e. A contradiction to the fact that g /∈ B1(X,Γ). ◀

The remainder of this section is devoted to proving Lemma 17. For this we need to define
averaging operators that play a crucial role in the theory behind local-spectral expanders.
We will only define what we need so for a more thorough exposition see e.g. [13]. Let
ℓ2(X(j)) be the Hilbert space of all functions f : X(j) → R where the inner product is
⟨f, g⟩ = Er∈X(j) [f(r)g(r)]. Let Dk : ℓ2(X(k)) → ℓ2(X(k − 1)) be the following operator

Dkf(s) = E
t⊇s

[f(t)] .

This operator’s adjoint is Uk−1 : ℓ2(X(k − 1)) → ℓ2(X(k)) that is defined by

Uk−1f(t) = E
s⊆t

[f(s)] .

As a shorthand we write Dℓ
k = Dk−ℓ+1Dk−ℓ+2...Dk for ℓ ⩾ 1 (and the same for U). For

ℓ = 0 D0
k = U0

k = Id. We record that Dℓ
kf is a function whose domain is X(k − ℓ), and that

U ℓ
kf is a function whose domain is X(k + ℓ).
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Let j ⩽ k < d. The operator Nk→j : ℓ2(X(k)) → ℓ2(X(j)) is defined by

Nk→jf(r) = E
t∈X(k+1),t⊇r

[
E

s⊆t,r ̸⊆s
[f(s)]

]
.

Let us spell out this expression. We average over f(s) where s is chosen according to the
following rule. We first sample some t ⊇ r in X(k + 1), and then we sample s ⊆ t given that
it does not contain r.

When j, k is clear from the context we simply write D,U,N .
The following is an operator norm inequality that is similar to [13], but for the one-sided

case. We prove it in the full version of this paper [10].

▷ Claim 18. Let X be a λ-one-sided local spectral expander. Then Uk−j
j Nk→j ⪯

Uk−j+1
j−1 Dk−j+1

k + λId for every j ⩽ k.

Here A ⪯ B for self adjoint operators A,B means that B −A is positive semi-definite, that
is, ⟨(B −A)h, h⟩ ⩾ 0 for every function h in the domain of A,B.

Proof of Lemma 17. Let h = 1g ̸=0. We will prove that wt(g) = E[h] ⩾
∏k−1

ℓ=0
βℓ

(k+1)! − e(η + λ).
We do this by showing that
1. ∥Dkh∥2 ⩾ 1

k+1 ∥h∥2 − λ∥h∥2.

2. For 0 ⩽ j < k, ∥Dk−j+1
k h∥2 ⩾ βk−j−1

j+1 · ∥Dk−j
k h∥2 −

(
βk−j−1η

j+1 + λ
)

∥h∥2.

We note that Dk+1h is a constant (as λ-local spectral expansion says in particular that
the complex is connected) - the average of h on all faces. Hence ∥Dk+1h∥2 = E[h]2. By
iteratively applying these inequalities we get that

E[h]2 = ∥Dk+1h∥2

⩾ βk−1∥Dkh∥2 − (βk−1η + λ) ∥h∥2

⩾
βk−1βk−2

2 ∥Dk−1h∥2 − βk−1

(
βk−2η

2 + λ

)
∥h∥2 − (βk−1η + λ) ∥h∥2

...

⩾ ∥h∥2 ·

∏k−1
ℓ=0 βℓ

(k + 1)! − η
k−1∑
j=0

βj

(k − j + 1)! − λ

1 +
k−1∑
j=0

βj

(k − j + 1)!

 .

By assuming βj ⩽ 1, we upper bound
∑k−1

j=0
βj

(k−j+1)! ⩽
∑∞

j=0
1
j! = e, and get E[h]2 ⩾

∥h∥2 ·
∏k−1

ℓ=0
βℓ

(k+1)! − e(η + λ). As ∥h∥2 = E[h] the lemma follows.

Let us begin with the first item. we call s ∈ X(k) active if h(s) = 1. By assumption,
g ∈ Zk(X,Γ), i.e.

δg(t) =
k+1∑
i=0

(−1)ig(ti) = 0.

Thus if t ∈ X(k + 1) contains an active s = ti1 , then it must also contain a second active
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s′ = ti2
6. This implies that Nk→kh(s) ⩾ 1

k+1h(s), and so

⟨h,Nk→kh⟩ = E
t
[h(t)Nk→kh(t)] ⩾ 1

k + 1∥h∥2.

By Claim 18 Nk→k ⪯ UD + λId, so

1
k + 1∥h∥2 ⩽ ⟨Nk→kh, h⟩ ⩽ ⟨UDh, h⟩ + λ∥h∥2 = ∥Dh∥2 + λ∥h∥2

so the first item is proven.
Next, we will prove the second item. As before, we will show that

⟨Uk−jNk→jh, h⟩ ⩾ βk−j−1

j + 1 · (∥Dk−jh∥2 − η∥h∥2). (8)

Then we rely on Claim 18

∥Dk−j+1h∥2 ⩾ ⟨Uk−jNk→jh, h⟩ − λ∥h∥2. (9)

Combining these inequalities completes the proof.
We now state the following claim, which is proven using the coboundary expansion of Xr

where r is a j-face.

▶ Lemma 19 (Key lemma). Let r ∈ X(j). Then

Nk→jh(r) ⩾ βk−j−1

j + 1 (Dk−jh(r) − η).

From this pointwise inequality, (8) follows easily:

⟨Uk−jNk→jh, h⟩ = ⟨Nk→jh,D
k−jh⟩ ⩾ E

r

[
Dk−jh(r) · βk−j−1

j + 1 · (Dk−jh(r) − η)
]

= βk−j−1

j + 1 · (∥Dk−jh∥2 − η∥h∥2) (10)

◀

We will prove Lemma 19 under the assumption that Γ is abelian since additive notation
is more convenient. For non-abelian groups, see Remark 20.

Proof of Lemma 19. First, let us understand the meaning of the inequality in Lemma 19.
Recall that Nk→jh(r) is an average of h(s) over faces s ∈ X(k) so that r, s ⊆ t for some
t ∈ X(k + 1) and r ̸⊆ s. As h is an indicator function this is the same as writing

Nk→jh(r) = P
t,s

[h(s) = 1] ,

where t, s are as above. On the other side of the inequality there is Dk−jh(r) = Ps⊇r [h(s) = 1].
Hence, we need to show that if there are many active faces that contain r, there must also
be many active faces that “complete” r to a (k + 1)-face.

We first note that

Nk→jh(r) = P
t,s

[h(s) = 1] ⩾ 1
j + 1 P

t
[∃s ⊆ t h(s) = 1 and r ̸⊆ s] , (11)

so we shall actually lower bound Pt [∃s ⊆ t h(s) = 1 and r ̸⊆ s].

6 in the case where Γ is non-abelian and g = δf ∈ C2(X, Γ), even though δg(abcd) is not defined, one still
observes that δf(abc) = δf(acd) = δf(abd) = e implies that δf(bcd) = 0 so the same conclusion holds.

APPROX/RANDOM 2024
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As g ∈ Zk(X,Γ), for every t = r ◦ p ∈ X(k + 1)

0 = δg(r ◦ p) =
j∑

i=0
(−1)ig(ri ◦ p) + (−1)j

k−j∑
i=0

(−1)ig(r ◦ pi). (12)

And in particular

k−j∑
i=0

(−1)ig(r ◦ pi) ̸= 0 ⇐⇒
j∑

i=0
(−1)ig(ri ◦ p) ̸= 0. (13)

Recall that the restriction of g is gr : Xr(k − j − 1) → Γ, defined by gr(p) = g(r ◦ p). As we
can see, δgr(p) is the left-hand side of (13). Thus

P
t

[∃s ⊆ t h(s) = 1 and r ̸⊆ s] ⩾ P
t=r◦p

[
k−j∑
i=0

(−1)ig(r ◦ pi) ̸= 0
]

(14)

= P
p∈Xr(k−j)

[δgr(p) ̸= 0] . (15)

By assumption Xr is a βk−j−1-coboundary expander, this is at least βk−j−1 ·
dist(gr, B

k−j−1(Xr,Γ)).
To conclude we need to show that

dist(gr, B
k−j−1(Xr,Γ)) ⩾ P

s⊇r
[g(s) ̸= 0] − η. (16)

But

dist(gr, B
k−j−1(Xr,Γ)) = min

f∈Ck−j−2(Xr,Γ)
{wt(gr + δf)} ⩾ wt(gr) − η. (17)

where the inequality follows from η-minimality of g. As wt(gr) = Ps⊇r [h(s) = 1] we have
proven

Nk→jh(r) ⩾ βk−j−1

j + 1 dist(gr, B
k−j−1(Xr,Γ)) ⩾ βk−j−1

j + 1

(
P

s⊇r
[h(s) = 1] − η

)
. ◀

▶ Remark 20 (The non-abelian case). The first place where we need to accommodate for the
non-commutativity is in the derivation of (14). Let us understand how to substitute (12)
which implies (13), for non-abelian groups.

If for example, if r ∈ X(0) and g ∈ Z1(X,Γ), and ruw ∈ X(2) we can write

e = δg(ruw) = g(ru)g(uw)g(wr)

instead of (12). This implies that

g(uw) = g(ur)g(rw) (18)

or

g(rw)g(uw)g(wr) = g(rw)·(g(ur)g(rw))·g(wr) = g(rw)g(ru)−1 = gr(w)gr(u)−1 = δgr(wu)

where in the first equality we plugged in the first part of (18) and in the second to last
equality we plugged in the second part of (18). Since the left hand side is a conjugation of
g(uw), we deduce that g(uw) ̸= e ⇐⇒ δgr(uw) ̸= e. This is the same conclusion as we get
in (12). The case where r ∈ X(1) is similar.
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If k = 2 we cannot even define (12) since the coboundary map is not defined. Still, let us
see that a similar conclusion to (13) holds. Let g = δf ∈ C2(X,Γ). Let r = ab ∈ X(1) and
t = abcd ∈ X(3). Denote by γ = f(ab)f(bc)f(cd). Then

γ−1δgr(cd)γ = γ−1g(rc)g(rd)−1γ

= γ−1g(abc)g(adb)γ

= f(dc) ·
✭✭✭✭✭✭✭✭✭✭
(f(cb)f(ba)f(ab)f(bc)) · f(ca)f(ad)f(db) ·✭✭✭✭✭✭(f(ba)f(ab)) · f(bc)f(cd)

= (f(dc)f(ca)f(ad))(f(db)f(bc)f(cd))
= δf(dca)δf(dbc)

= g(dca)g(dcb)−1.

In particular, we deduce that g(dca)g(dcb)−1 ̸= e ⇐⇒ δgr(cd) ̸= e, and (14) now becomes

P
t

[∃s ⊆ t h(s) = 1 and r ̸⊆ s] ⩾ P
t=r◦cd

[
g(dca)g(dcb)−1 ̸= 0

]
= P

cd∈Xr(1)
[δgr(cd) ̸= 0] . (19)

Similarly, when r = a ∈ X(0) and t = abcd we observe similarly that

f(ab)g(bcd)f(ba) = f(ab)(f(bc)f(cd)f(db))f(ba)
= f(ab)f(bc) · (f(ca)f(ac)) · f(cd) · (f(da)f(ad)) · f(db)f(ba)
= δf(abc)δf(acd)δf(adb)
= ga(bc)ga(cd)ga(db)
= δga(bcd),

and in particular

P
t

[∃s ⊆ t h(s) = 1 and r ̸⊆ s] ⩾ P
t=a◦bcd

[g(bcd) ̸= e] = P
bcd∈Xa(2)

[δga(bcd) ̸= e] . (20)

The second equality we need to modify is (17). For example, take an η-locally minimal
g ∈ C2(X,Γ), a vertex r ∈ X(0), and δh ∈ B1(Xr,Γ) that is a closest coboundary to
gr ∈ C1(Xr,Γ). Then

dist(gr, δh) = P
[
gr(vu) ̸= h(v)h(u)−1]

= wt(gh
r ) ⩾ wt(gr) − η.

The case where r ∈ X(1) is similar.
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Abstract
Let G = (V, E) be a graph on n vertices and let m∗(G) denote the size of a maximum matching in
G. We show that for any δ > 0 and for any 1 ≤ k ≤ (1 − δ)m∗(G), the down-up walk on matchings
of size k in G mixes in time polynomial in n. Previously, polynomial mixing was not known even for
graphs with maximum degree ∆, and our result makes progress on a conjecture of Jain, Perkins,
Sah, and Sawhney [STOC, 2022] that the down-up walk mixes in optimal time O∆,δ(n log n).

In contrast with recent works analyzing mixing of down-up walks in various settings using
the spectral independence framework, we bound the spectral gap by constructing and analyzing a
suitable multi-commodity flow. In fact, we present constructions demonstrating the limitations of
the spectral independence approach in our setting.
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1 Introduction

Sampling and counting matchings in graphs is a central and well-studied problem. An early
success in this direction is the classical algorithm of Kasteleyn for counting the number of
perfect matchings in a planar graph [18]. Starting with the foundational work of Valiant [23],
it was established that Kasteleyn’s algorithm is exceptional in the sense that it is #P-hard to
(exactly) count the number of perfect matchings, even for restricted classes of input graphs
such as bipartite graphs and graphs of bounded degree. In fact, perhaps quite surprisingly,
the more general problem of counting matchings of a given size is #P-hard, even restricted
to the class of planar graphs [15].

Given the above hardness results, the best one can hope for is fully polynomial-time
(possibly randomized) approximation schemes. In particular, in connection with fully
polynomial-time randomized approximation schemes (FPRAS) for the number of matchings
(possibly of a given size), as well as being an important problem in its own right, much work
has been devoted to the problem of approximately sampling from various distributions on
matchings of a graph. The celebrated work of Jerrum and Sinclair [16] showed that for the
monomer-dimer model at activity λ (i.e. the distribution on matchings where the probability
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63:2 Rapid Mixing of the Down-Up Walk on Matchings of a Fixed Size

of a matching M is proportional to λ|M |; λ is known as the activity), the Glauber dynamics
mixes in time polynomial in n and λ. For graphs G = (V, E) of bounded degree and λ = O(1),
the optimal mixing time O(|E| log n) was obtained by Chen, Liu, and Vigoda [6].

By combining with a rejection sampling procedure, both of these works give polynomial
time algorithms to approximately sample from the uniform distribution on matchings of
size k ≤ (1 − δ)m∗(G) for any fixed δ > 0, where m∗(G) denotes the matching number of G

i.e. the size of a largest matching in G; approximately sampling from the uniform distribution
on perfect matchings of a graph remains a major open problem, although in the bipartite
case, this was famously resolved by Jerrum, Sinclair, and Vigoda [17]. For the class of
bounded degree graphs, an algorithm with near-optimal run time was provided by a recent
work of Jain, Perkins, Sah, and Sawhney [14]; they gave an algorithm which, given a graph
G of maximum degree ∆, an integer 1 ≤ k ≤ (1 − δ)m∗(G), and a parameter ε > 0, outputs
a random matching M of size k in time Õ∆,δ(n)1 such that the total variation distance is
less than ε between the distribution on M and the uniform distribution on Mk(G): the
matchings in G of size k.

Despite this progress, the mixing time of perhaps the simplest random walk on Mk(G) –
the so-called down-up walk – is not understood. By the down-up walk for matchings of size
k, we refer to the following chain:
1. Denote the state at time t by Mt ∈ Mk.
2. Choose e ∈ Mt and e′ ∈ E uniformly at random.2

3. Let M ′ := Mt ∪ {e′} \ {e}. If M ′ ∈ Mk, then Mt+1 = M ′. Else, Mt+1 = Mt.
It is clear that the down-up walk is reversible with respect to the uniform distribution on
Mk so that whenever it is ergodic (this need not be the case; for instance, consider the
uniform distribution on perfect matchings of an even cycle), it converges to the uniform
distribution on Mk. It is believed that for any fixed δ > 0 the down-up walk on Mk mixes
in polynomial time for all 1 ≤ k ≤ (1 − δ)m∗(G).3 In fact, it was conjectured by Jain,
Perkins, Sah, and Sawhney [14, Conjecture 1.4] that for graphs G of maximum degree ∆
and 1 ≤ k ≤ (1 − δ)m∗(G), the ε-total-variation mixing time of the down-up walk on Mk(G)
is O∆,δ(n log(n/ε)), which would be optimal up to the implicit constants.

The main result of this note establishes that the down-up walk on Mk(G) mixes in
polynomial time for all 1 ≤ k ≤ (1 − δ)m∗(G). While our mixing time is unfortunately not
sharp enough to resolve the aforementioned conjecture from [14], our result has the benefit
of being applicable to arbitrary graphs (as opposed to graphs of bounded degree).

▶ Theorem 1. Let δ ∈ (0, 1). For a graph G = (V, E) on n vertices and m edges, and an
integer 1 ≤ k ≤ (1 − δ)m∗(G), the down-up walk on matchings of size k has ε-mixing time
O(n4/δm4k log(1/ε)).

▶ Remark 2. Restricted to the class of graphs of maximum degree ∆, our proof gives the
improved ε-mixing time bound of O∆,δ(n6k log(1/ε)) by Equation (7) and Equation (1). We
leave it as a very interesting open problem whether the mixing time can be improved to
Õ∆,δ(n) in this case (as was conjectured in [14]).

1 Õ hides polylogarithmic factors in n and 1/ε.
2 Another convention is to choose e′ uniformly at random among those edges for which Mt∪{e′}\{e} ∈ Mk;

in our setting, this would only have the effect of leading to a constant factor speed-up in the mixing
time.

3 Some restriction on the range of k is needed since, as just mentioned, the down-up walk is not even
ergodic in general.
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Our proof is based on bounding the spectral gap using a carefully constructed flow. It is
natural to ask whether the powerful spectral independence framework (developed in [3]) can
be used to derive a similar result; in Section 3, we present examples showing that there are
serious barriers to this, even for the class of bounded degree graphs. Roughly, the main point
is that the condition k ≤ (1 − δ)m∗(G) is not closed under pinnings (even if we take pinnings
at random); this is not the case for the parameter range of independent sets considered
in [13] and is key to making the spectral independence approach amenable in their setting.

1.1 Related work
For the down-up walk, notice that even the case when G is itself a matching is already
interesting; in this case, the down-up walk coincides with the classical and well-studied
Bernoulli-Laplace chain to sample from the uniform distribution on

([n]
k

)
(e.g. [10, 19]).

As discussed earlier, there are polynomial time algorithms, based on the rapid mixing of
Glauber dynamics for the monomer-dimer model, to approximately sample from the uniform
distribution on Mk(G), 1 ≤ k ≤ (1 − δ)m∗

k(G); instead of combining rejection sampling with
the Glauber dynamics, one may also combine rejection sampling with a local random walk
to sample from the uniform distribution on the union of matchings of size k and k − 1 (the
rapid mixing of this walk is shown in [8]). For bipartite graphs [17] and planar graphs [1],
there are polynomial time algorithms to approximately sample from the uniform distribution
on Mk(G) for all 1 ≤ k ≤ m∗(G).

Perhaps most relevant to this note is recent work of Jain, Michelen, Pham, and Vuong [13]
which established optimal mixing of the down-up walk on independent sets of a given size
1 ≤ k ≤ (1 − δ)αc(∆)n, for the class of n vertex graphs G with maximum degree ∆ (using
the spectral independence framework). Here, αc(∆) is a function such that the problem
of (approximately) sampling independent sets of size k > αc(∆)n on n vertex graphs with
maximum degree ∆ is computationally intractable, unless NP = RP; this was shown by
Davies and Perkins [9]. In the same paper, Davies and Perkins showed that by combining
the rapid mixing of the Glauber dynamics for the hard-core model in the tree uniqueness
regime ([3, 6]) with a rejection sampling step, one can obtain a polynomial time algorithm to
approximately sample from the uniform distribution on independent sets of size k provided
that 1 ≤ k ≤ (1 − δ)αc(∆)n; this is entirely analogous to how [16, 6] imply polynomial time
approximate samplers for the uniform distribution on Mk(G) for 1 ≤ k ≤ (1 − δ)m∗(G).
Davies and Perkins conjectured [9, Conjecture 5] that the down-up walk for independent sets
mixes in polynomial time provided that 1 ≤ k ≤ (1 − δ)αc(∆)n and this was resolved (in a
stronger form) by [13]; our work may be viewed as resolving the analog of the conjecture of
Davies and Perkins for matchings.

Finally, we remark that there is a large body of literature in probability concerned with
the mixing of analogous walks for product(-like) domains with conservation laws (in our
setting, the size of the matching is a conserved quantity); see, e.g., [5, 12] and the references
therein. In our setting, the base measure (the natural choice is the monomer-dimer model
at a suitable activity) is significantly more complicated and very far from being a product
distribution, although we remark works are often able to exploit product structure and other
symmetries to obtain rather precise results.

1.2 Organization
In Section 2, we present the proof of Theorem 1. In Section 3, we discuss barriers to a
potential spectral independence approach for proving Theorem 1. In each (sub)section, we
begin with an overview of the proof and some motivation.

APPROX/RANDOM 2024
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2 Proof of Theorem 1

2.1 Preliminaries
Let P denote the transition matrix of an ergodic Markov chain on the finite state space
Ω, which is reversible with respect to the (unique) stationary distribution π. Let E(P ) =
{(x, y) ∈ Ω × Ω : P (x, y) > 0} denote the “edges” of the transition matrix. Recall that the
Dirichlet form is defined for f, g : Ω → R by

EP (f, g) := 1
2

∑
x,y∈Ω

π(x)P (x, y)(f(x) − f(y))(g(x) − g(y)).

The spectral gap α is defined to be the largest value such that for all φ : Ω → R,

α Varπ[φ] ≤ EP (φ, φ).

The (total-variation) mixing time is defined by

τmix = max
x∈Ω

min{t : d(P tx, π)TV < 1/4},

where d(·, ·)TV denotes the total variation distance between probability distributions.4 The
following relationship between the spectral gap and the mixing time is standard (see, e.g. [20]):

τmix ≤ α−1 log
(

1
minx∈Ω π(x)

)
. (1)

In order to bound the spectral gap of the down-up walk, we will use the technology of
multicommodity flows ([22, 11]).

▶ Definition 3. Consider the undirected graph H = (Ω, E(P )). For x, y ∈ Ω, let Qxy denote
the set of all simple paths from x to y in H. Let Q =

⋃
x,y Qxy. A flow is a function

f : Q → R≥0 such that
∑

q∈Qxy
f(q) = π(x)π(y). Given a flow f , we define its cost by

ρ(f) = max
(x,y)∈E(P )

1
π(x)P (x, y)

∑
q∋(x,y)

f(q),

and its length by

ℓ(f) = max
q:f(q)>0

|q|,

where |q| denotes the number of edges in the path q.

It was shown in [22, 11] that any flow gives a lower bound on the spectral gap.

▶ Theorem 4. Let P be a reversible ergodic Markov chain and f be a flow. Then the spectral
gap α satisfies

α ≥ 1/(ρ(f)ℓ(f)).

For each t ∈ E(P ), let paths(t) = {q ∋ t : f(q) > 0}. A common tool (see, e.g., [22])
for bounding ρ(f) is a flow encoding, which is a collection of maps ηt : paths(t) → Ω for all
t ∈ E(P ). If all the maps are poly(n)-to-one and the measure π is “fairly tame” (the uniform
measure on Ω automatically satisfies this condition), then this gives an inverse polynomial
bound on the spectral gap.

4 Note that the quantity 1/4 is fairly arbitrary here. Replacing 1/4 with ε increases the mixing time by
at most a factor of log2(ε−1).
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2.2 Constructing a flow
Recall that 1 ≤ k ≤ (1 − δ)m∗(G) and Ω denotes the set of matchings in G of size exactly
k. Given two matchings x, y ∈ Ω, our flow will be constructed by uniformly distributing
the demand π(x)π(y) over a collection of carefully constructed paths. Compared to the
construction of a flow in [16], we face two challenges:

First, since we are not working with perfect matchings (or matchings which are a constant
additive size away from being perfect), using just one path to route all the flow for each
pair of matchings in the natural fashion results in a flow with exponentially high cost.
To get around this issue, we use the (standard) idea of distributing the flow uniformly
among essentially all possible paths, as is done for the Bernoulli-Laplace model (see [22])
and also for a random walk on the union of matchings of size k and k − 1 [8].
Second – and this is the main new ingredient in our construction – our state space
consists of matchings of a fixed size, whereas all previous walks and flow constructions
(e.g. [16, 8]) required working with matchings of at least two adjacent sizes. In order to
route flow along such paths while still incurring only polynomial cost, we divide pairs of
matchings into a “good” set and a “bad” set depending on the combinatorial structure
of the symmetric difference. For the good set, it is fairly simple to construct a flow,
incorporating the above idea of distributing the flow uniformly among all possible paths.
For a pair in the bad set (x, y), we show that there is a nearby good pair (x̃, y), in the
sense that x can be transformed into x̃ using a short path. The fact that we can transform
x to a suitable x̃ with a short path is key to bounding the cost of the flow, and this is
where we use that k ≤ (1 − δ)m∗(G).

Let x ⊕ y denote the symmetric difference (x \ y) ∪ (y \ x). Since x and y are each
matchings and so have maximum degree 1, x ⊕ y is a disjoint union of paths and even-length
cycles. For the sake of analysis, place arbitrary total orders on the set of even length paths in
G and the set of even length cycles in G. Associate to each cycle one arbitrary distinguished
vertex and to each odd-length path one arbitrary distinguished endpoint. These will all
remain fixed for the remainder of the paper.

We partition Ω2 := Ω × Ω into (Ω2)g ∪ (Ω2)b where

(Ω2)b = {(x, y) : x ⊕ y contains a cycle and no odd-length paths},

(Ω2)g = Ω2 \ (Ω2)b.

We will first describe the collection of paths between the “good pairs” (Ω2)g. Later, we will
leverage this collection on paths along with an additional idea to obtain a suitable collection
of paths between the “bad pairs” (Ω2)b.

Good pairs

Let (x, y) ∈ (Ω2)g. The symmetric difference x ⊕ y consists of even length paths, even length
cycles, odd length paths with more edges in y (which are necessarily x-augmenting paths),
and odd length paths with more edges in x (which are necessarily y-augmenting paths).
We have an induced ordering on the even paths and the cycles from our total order. Since
|x| = |y|, x ⊕ y contains the same number of x-augmenting and y-augmenting paths; suppose
there are 2j total odd-length paths. Let σx, σy be permutations of the sets of x-augmenting,
y-augmenting paths respectively. For each such choice of (σx, σy), we construct a path as
follows from x to y in Ω. Before proceeding to the formal details, let us briefly describe the
procedure: we first change x to y along all even paths. We then change x to y along the

APPROX/RANDOM 2024



63:6 Rapid Mixing of the Down-Up Walk on Matchings of a Fixed Size

first x-augmenting path σx(1); at the end of such a path, there is an additional y-edge to
be added, which gives us the necessary room to switch from x to y along all cycles, while
still remaining in Ω. At the end of the cycle processing stage, there is an additional y-edge
to be added; we pair this up with switching x to y along the first y-augmenting path σy(1).
Finally, we switch x to y along pairs of x-augmenting and y-augmenting paths σx(i), σy(i) in
the natural fashion.

Formally, set M0 = x and proceed as follows:
1. Process all even length paths in order. To process an even path, enumerate the edges

e1, e2, . . . , e2ℓ such that ei ∩ ei+1 ̸= ∅ and e1 ∈ y. This places all odd edges in y and the
evens in x. Suppose t steps have been taken. First make the transition Mt+1 = Mt∪e1\e2,5
then Mt+2 = Mt+1 ∪ e3 \ e4, and continue until Mt+ℓ = Mt+ℓ−1 ∪ e2ℓ−1 \ e2ℓ. After
processing all even paths, if we have reached y, terminate.

2. Process the first x-augmenting path p = σx(1). Let e∗ ∈ p be the edge incident to the
distinguished endpoint. Process p \ e∗ as an even path as in step (1), leaving only e∗ to
be added.

3. Process all cycles in order. For a cycle c, let e (respectively e′) be the edge in c ∩ x

(respectively c ∩ y) incident to the distinguished vertex of c. First, let Mt+1 = Mt ∪ e∗ \ e

to complete the previous path and puncture the cycle. Now, process c \ {e, e′} as an even
path as in step (1). Label e∗ := e′ and process the next cycle in the same way. At the
end of this step, some e∗ will remain.

4. Process the first y-augmenting path p = σy(1). Let e ∈ p be the edge incident to the
distinguished endpoint. Begin with Mt+1 = Mt ∪ e∗ \ e, then process p \ e as an even
path as in step (1).

5. Process any remaining x-augmenting and y-augmenting paths in pairs p = σx(i), p′ = σy(i).
Let e (respectively e′) denote the edges incident to the distinguished endpoints of p

(respectively p′). First process p\e as an even path, then exchange Mt+1 = Mt ∪ e \ e′,
then process p′\e′ as an even path.

This defines a unique path from x to y for any two permutations σx, σy, and so gives
(j!)2 total paths x → y. We uniformly distribute the demand π(x)π(y) = 1/|Ω2| by setting
f(q) = 1/(|Ω|2(j!)2) for each path q thus defined.

Bad pairs

Given (x, y) ∈ (Ω2)b, we will route the flow through (Ω2)g by choosing some suitable
(x̃, y) ∈ (Ω2)g and adding a suitable prefix to all paths (as above) from x̃ to y. Since
|x| ≤ (1 − δ)m∗(G), x has some augmenting path p of length at most 2δ−1. This follows
from the pigeonhole principle: for M∗ a maximum matching in G, x ⊕ M∗ is a graph with at
most 2m∗(G) non-isolated vertices and at least δm∗(G) disjoint x-augmenting paths, so that
there must be an x-augmenting path of length at most 2δ−1. Consider now x+ := x ⊕ p; this
is a matching of size k + 1. We claim that there exists some e ∈ x+ such that for x̃ := x+ \ e

satisfies (x̃, y) ∈ (Ω2)g. To see this, note that since |x+| > |y|, x+ ⊕y contains a y-augmenting
path p′. If x+ ⊂ p′, then x+ ⊕ y cannot contain a cycle, as p′ is an alternating path between
edges in x+ and in y, and |x+| = |y| + 1, and so y ⊂ p′ as well. Thus x+ ⊕ y = p′ is a single
path and contains no cycles, so we may choose any e ∈ x+ and (x̃, y) ∈ (Ω2)g. Otherwise, by
choosing any edge e ∈ x+ \ p′, we guarantee x̃ ⊕ y has odd-length paths (in particular, p′)
and so (x̃, y) ∈ (Ω2)g.

5 As a slight abuse of notation, when m is a matching, we will write m ∪ e to mean m ∪ {e} and similarly
m \ e instead of m \ {e}.
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For every pair (x, y) ∈ (Ω2)b, we make a fixed (but otherwise arbitrary) choice of p (an
x-augmenting path of length at most 2δ−1) and e as above. For a path q̃ ∈ Qx̃y, we define
q ∈ Qxy as follows.
1. Process p as an x-augmenting path (see previous step 2), leaving some e∗ to be added.
2. Make the exchange Mt+1 = Mt ∪ e∗ \ e, arriving at x̃.
3. Follow the path q̃.

We assign f(q) = f(q̃) so that the same amount of flow is routed from x to y as from x̃

to y. We remark that choosing an augmenting path of length Oδ(1) is crucial for bounding
the cost of the flow below.

2.3 Flow encoding
For t ∈ E(P ), we now bound f(t) :=

∑
q∋t f(q) using the method of flow encodings. Recall

that paths(t) = {q ∋ t : f(q) > 0}. Fix some transition t = (z, z′) ∈ E(P ). We will partition
paths(t) into three sets and bound the contribution to f(t) from each of the three using a
“partial flow encoding”. We have the “good” paths pathsg(t) consisting of paths q ∈ paths(t)
whose endpoints are in (Ω2)g. Recall that the paths in (Ω2)b consist of two phases: the prefix
from x → x̃, and then a good path from x̃ → y. Denote by pathsa(t) those paths which use
the transition t in the prefix x → x̃, and by pathsb(t) those paths which use the transition t

in the path from x̃ → y. We will frequently need the set of short paths in G

Pδ :=
{

(v1v2 · · · vℓ) : {vi, vi+1} ∈ E(G), ℓ ≤ 2/δ
}

.

We will construct Ω × Pδ-valued functions ηg, ηb, ηa on these subsets of paths(t).

Construction of ηg

We first construct ηg : pathsg(t) → Ω × Pδ. Let t = (z, z′) ∈ E(P ). For a path q, let q−, q+

be the endpoints. Let m = q− ⊕ q+ ⊕ (z ∪ z′). It is easily checked that m is a matching
of size k − 1 and that m′ ⊕ (z ∪ z′) = q− ⊕ q+ (the same construction is used in [16]).
For consistency, we further map m into an element of Ω × Pδ using a fixed (but otherwise
arbitrary) m′-augmenting path p ∈ Pδ. The existence of a short m-augmenting path is
guaranteed by the fact that |m| < (1 − δ)m∗(G). Formally, we have

ηg : pathsg(t) → Ω × Pδ

q 7→ (q− ⊕ q+ ⊕ (z ∪ z′) ⊕ p, p).

Note that given the image (m ⊕ p, p), we take (m′ ⊕ p) ⊕ p to recover m, which then recovers
q− ⊕ q+ as before. We can now reindex the sum∑

q∈pathsg(t)

f(q) =
∑

(m,p)∈Ω×Pδ

∑
q∈η−1

g (m,p)

f(q).

The endpoints of every q ∈ η−1
g (m, p) have the same symmetric difference as noted above.

Let this symmetric difference have 2j odd-length paths. By our construction of the flow,
f(q) = |Ω|−2(j!)−2 for all q ∈ η−1

g (m, p). We now count how many paths use the transition
(z, z′) based on which G-paths it is processing. This requires some case analysis, but
ultimately, is based on blending the analysis of the flow encoding for the Glauber dynamics
for the monomer-dimer model in [16] with the flow encoding for the Bernoulli-Laplace
model [22].

APPROX/RANDOM 2024
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Case I: If (z, z′) is processing even length paths, then we can use our total order on even
length paths to identify which parts of each cycle belong to q− and to q+. We know that
we have not yet begun processing odd paths or cycles, so the parts in z belong to q− and
those outside z belong to q+. We thus know q− and q+ and so there are exactly (j!)2

paths using (z, z′).
Case II: If (z, z′) finishes processing an odd-length G-path and begins processing a cycle,

then we know the odd G-path is the first such processed, and by the same reasoning
as before, we can deduce the endpoints q− and q+. We also know σx(1) is the path
intersecting z ⊕ z′. The remainder of σx and the entirety of σy is free, so there are (j!)2/j

paths using (z, z′).
Case III: If (z, z′) is processing entirely cycles, then z has a perfect matching on j + 1 of the

odd-length paths and the interior edges on j − 1 of the odd-length paths. One of these
G-paths has already been augmented, and then there will be a path for every ordering of
the remaining G-paths. Thus there are (j + 1)j!(j − 1)! = (1 + 1/j)(j!)2 paths.

Case IV: If (z, z′) finishes a cycle and begins an odd-length path, then z has a perfect
matching on j + 1 odd paths (one of which is being de-augmented in (z, z′)) and the
interior edges on j − 1 odd paths. The path touched by z ⊕ z′ is σy(1). We must choose
one of the remaining j perfectly matched paths to be σx(1), and then the remainder of
σx, σy are free on the sets of j − 1 interior, perfect paths respectively. There are thus
j((j − 1)!)2 = (j!)2/j paths using (z, z′).

Case V: If (z, z′) is augmenting an odd-length path, then of the other 2j − 1 paths, z is
perfect on j and interior on j − 1. Suppose 2r paths have already been processed. Then
we may choose the already-augmented paths (

(
j
r

)
choices), the already-de-augmented

paths (
(

j−1
r

)
choices), the order for each ((r!)2 choices), and the order for the remaining

augmentations and de-augmentations ((j − r)!(j − 1 − r)! choices). This gives j!(j − 1)!
paths through (z, z′) that have already processed r pairs of G-paths. We now sum over
0 ≤ r ≤ j − 1 to get j(j!)(j − 1)! = (j!)2 total paths through (z, z′).

Case VI: If (z, z′) is de-augmenting an odd-length path, then by the same logic but with
j − 1 perfect paths and j interior paths, we again have (j!)2 total paths.

Case VII: If (z, z′) finishes augmenting one odd path and begins de-augmenting the next,
then we know these G-paths occur adjacently in the path q. Then by the same reasoning
as Case V but with j − 1 perfect paths and j − 1 interior paths, we will get (j!)2/j total
paths through (z, z′).

In all cases, we have at most (1+1/j)(j!)2 ≤ 2(j!)2 paths in η−1
g (m, p) that use the transition

(z, z′). As each has weight f(q) = |Ω|−2(j!)−2, this means the inner sum is at most 2/|Ω|2
and so we can bound∑

q∈pathsg(t)

f(q) =
∑

(m,p)∈Ω×Pδ

∑
q∈η−1

g (m,p)

f(q) ≤
∑

(m,p)∈Ω×Pδ

2
|Ω|2

= 2|Pδ|
|Ω|

. (2)

Construction of ηb

Recall that pathsb(t) are those paths that use the transition t as part of following a “good”
path from x̃ to y. Thus we may instead choose the good path q that is routed through t,
and then count how many starting points x could route through q− (the starting point of q)
to get to q+ (the ending point of q). By the construction of our paths, this requires x ⊕ q−

to be a single short augmenting G-path in Pδ together with a single edge in E(G). These
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together will uniquely determine the total path x → q+. Thus each good path through t is
used in at most |Pδ| |E(G)| bad paths, and the value of f is unchanged by the prefix, so we
may bound using Equation (2)∑

q∈pathsb(t)

f(q) ≤
∑

q̃∈pathsg(t)

|Pδ| |E(G)|f(q̃) ≤ 2|Pδ|2|E(G)|
|Ω|

. (3)

Construction of ηa

Finally, for t = (z, z−) and q ∈ pathsa(t), let p be the G-path that is augmented during the
prefix. Then, define the function

ηa : pathsa(t) → Ω × Pδ

q 7→ (q+, p).

Suppose q ∈ η−1
a (m, p) for some matching m ∈ Ω and G-path p ∈ Pδ and let t = (z, z−).

Then we know that q+ = m, and we know that q− consists of z \p and the interior alternating
edges of p. Thus all paths in η−1

a (m, p) have the same endpoints, and so their total flow is at
most the net flow between those two points, which is |Ω|−2. We can then calculate∑

q∈pathsa(t)

f(q) =
∑

(m,p)∈Ω×Pδ

∑
q∈η−1

a (m,p)

f(q) ≤
∑

(m,p)∈Ω×Pδ

1
|Ω|2

= |Pδ|
|Ω|

. (4)

Bounding the cost of the flow

Using Equation (2), Equation (3), and Equation (4), for any transition t ∈ E(P ),∑
q∈paths(t)

f(q) =
∑

q∈pathsg(t)

f(q)+
∑

q∈pathsb(t)

f(q)+
∑

q∈pathsa(t)

f(q) ≤ 3|Pδ| + 2|Pδ|2|E(G)|
|Ω|

. (5)

Since π(z) = 1/|Ω| for all z ∈ Ω and P (z, z′) ≥ 1/(k|E(G)|) (since the possible transitions
from z consist of removing one of k edges and adding one of |E(G)| edges), we get that

ρ(f) ≤ |Ω| · k|E(G)| · 3|Pδ| + 2|Pδ|2|E(G)|
|Ω|

≤ 3k|E(G)|2|Pδ|2.

Finally, let ∆ denote the maximum degree of G and note that |Pδ| ≤ 2n∆2/δ−1 to get that

ρ(f) ≤ 12k|E(G)|2 · n2∆4/δ−2. (6)

2.4 Rapid mixing
We will use Theorem 4 to bound the spectral gap via the flow f defined in Section 2.2. Note
that the down-up walk is reversible with respect to the uniform distribution, aperiodic since
P (x, x) > 0, and irreducible (for instance, by using the paths used in our flow f). Therefore,
the assumptions of Theorem 4 are satisfied. To bound the maximum length ℓ(f) of any
path used in our flow, note that by construction, any edge in G is included in at most three
exchanges. Hence, ℓ(f) ≤ 3|E(G)|. Combining this with Equation (6), we see that the
spectral gap α of the down-up walk satisfies

α−1 ≤ 36k|E(G)|3 · n2∆4/δ−2. (7)

Finally, the mixing time bound in Theorem 1 follows from Equation (1) by noting that
log |Ω| ≤ log 2|E(G)| ≤ |E(G)|.

APPROX/RANDOM 2024



63:10 Rapid Mixing of the Down-Up Walk on Matchings of a Fixed Size

3 Barriers to the spectral independence approach

For a distribution π on
([n]

k

)
, we define the (signed) pairwise influence matrix Mπ ∈ Rn×n by

Mπ(i, j) =
{

0 if j = i,

Pπ[j | i] − Pπ[j | i] otherwise.
,

where Pπ[i] = PS∼π[i ∈ S] and Pπ[i] = PS∼π[i /∈ S]. We say that π is η-spectrally
independent (at link ∅) if λmax(Mπ) ≤ η and that π is η-ℓ∞-independent (at link ∅) if
maxi∈[n]

∑n
j=1 |Mπ(i, j)| ≤ η. Note that the latter condition implies the former.

We begin by noting that for the class of bounded degree graphs, for k bounded away from
the matching number, the uniform distribution on matchings of size k is O(1)-ℓ∞-independent.

▶ Proposition 5. Let G = (V, E) be a graph on n vertices with maximum degree ∆. Let
δ > 0 and for 1 ≤ k ≤ (1 − δ)m∗(G), let π be the uniform distribution on matchings of G of
size k. Then π is Oδ,∆(1)-ℓ∞-independent (at link ∅).

Proof. For k = o(n), this is implied by a coupling argument (e.g. [21]). For k = Ω(n), the
proof follows from the same argument as in the proof of [13, Theorem 8]: the differences
are that we compare to the monomer-dimer model at activity λ = Oδ,∆(1) using [14,
Lemma 4.1], replace [13, Theorem 9] by [6, Theorem 2.10], and replace [13, Theorem 15]
by a suitable multivariate zero-free region for the matching polynomial (e.g. [7]). We omit
further details. ◀

Given Proposition 5, one might hope to obtain an inverse polynomial bound on the
spectral gap of the down-up walk (at least for the class of bounded degree graphs) using
the powerful spectral independence framework as is done, for instance, in the case of the
down-up walk on independent sets of a fixed size in [13]; we refer the reader to [3] for an
introduction to this framework. In order to do this, we need to show that the distribution
remains Oδ,∆(1)-spectrally independent under any pinning. In our situation, a pinning τ

is a matching of size ℓ < k. We would then consider Ωτ = {m ∈ Ω : τ ⊂ m} under the
distribution induced by π (uniform, in our case), and show Oδ,∆(1)-spectral independence of
this space. We note that there is a more powerful “average-case” version of this argument,
which (roughly) allows us to consider typical pinnings obtained by starting from some fixed
matching of size k and pinning a random subset of k − ℓ edges to be included (see [4, 2]).
We present barriers to this approach.

We observe that such an approach cannot work for the down-up walk. Indeed, if it were to
work, then one would also be able to show that the down-up walk has inverse polynomial
spectral gap for the induced uniform distribution on size ℓ matchings obtained by starting
with an arbitrary matching of size k and pinning a uniform subset of k − ℓ edges to belong
to the matching. However, as we discuss below, it is easy to construct an example where
even for polynomially large ℓ, with high probability, the down-up walk is not even ergodic
(Claim 7).
In the above example, the failure of ergodicity may be circumvented by using an O(1)-step
down-up walk. However, it is still the case that proving mixing of the O(1)-step down-up
walk using the (average) spectral independence framework necessitates proving mixing for
the O(1)-step down-up walk for the aforementioned induced distributions on matchings
of size ℓ. We present a construction (Claim 6) showing that these induced distributions
can correspond to the uniform distribution on size ℓ matchings in pretty arbitrary graphs
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with matching number ℓ(1 + o(1)); hence, there does not seem to be a way to use this
machinery without basically showing that O(1)-step down-up walks mix rapidly for
(almost) maximum matchings in arbitrary bounded-degree graphs, which is a major open
problem.

Our examples will follow the same general template. To set up some notation, given a
graph G = (V, E) and a pinning τ (a matching τ in G), define the residual graph Gτ to be
the induced subgraph

Gτ = G[V (Gτ )],

where

V (Gτ ) = V (G) \
⋃
e∈τ

e.

Sampling from the uniform distribution on matchings in G of size k, conditioned on pinning
τ to be in the matching, is equivalent to finding a matching of size k − |τ | in Gτ .

We are now ready to construct our examples. Fix some 0 < δ < 1/5 the desired gap from
maximality, as in the statement of Theorem 1. We define a graph G = (V, E) where |V | = n

as follows: G consists of δn/2 disjoint copies of P9 (the path with 10 vertices and 9 edges)
and an arbitrary graph G′ on the remaining (1 − 5δ)n vertices such that G′ has a perfect
matching. Let M be the matching given by taking the union of a perfect matching M ′ in G′

with the interior alternating edges on each P9; note that |M | = n/2 − δn/2 = (1 − δ)m∗(G).
We will be considering pinning a uniform random subset of M of a fixed size.

▷ Claim 6. For a random pinning τ of size (1 − λ)|M |, the ratio

E
[
1 − |M | − |τ |

m∗(Gτ )

]
= O(δλ4).

The implication of this claim is that, while we started with the uniform distribution on
matchings of size at most (1 − δ) of the maximum matching in G, we now need to deal with
the uniform distribution on matchings of size at least (1 − δλ4) times the maximum matching
in Gτ .

Proof. Let τ be a random pinning of size (1 − λ)|M |. Let Xτ be the number of P9s that τ

does not intersect. Then by linearity of expectation,

E[Xτ ] = δn

2 Pr[τ avoids a fixed P9] = O(δnλ5). (8)

The key observation here is that once we have pinned any edge in M ∩ P9 for some copy of
P9, we have split P9 into two even paths and are demanding a maximum matching on each
of those. Hence, by construction, we see that m∗(Gτ ) = |M | − |τ | + Xτ . We now compute

E
[
1 − |M | − |τ |

m∗(Gτ )

]
= 1 − E

[
|M | − |τ |

|M | − |τ | + Xτ

]
≤ 1 − |M | − |τ |

|M | − |τ | + E[Xτ ]

≤ E[Xτ ]
λ|M |

= O(δλ4),

where the first line uses Jensen’s inequality and the second line uses Equation (8). ◀

In the above construction, take G′ to be a disjoint union of (1 − 5δ)n/4 copies of C4 (the
4-cycle) and accordingly, take M ′ to be a union of perfect matchings on each C4.

APPROX/RANDOM 2024
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▷ Claim 7. For a random pinning τ of size n/2 − n2/3, with high-probability, the down-up
walk on matchings of size |M | − τ on the induced graph Gτ is not ergodic.

Proof. It suffices to show that for a random pinning τ of size n/2−n2/3, with high probability,
(i) τ intersects every P9, (ii) τ fails to intersect some C4.

For (i), by a union bound and direct computation, we get that

P[τ avoids some P9 ∩ M ] ≤ δn

2 P[τ avoids a fixed P9 ∩ M ] = O(δn−1/3).

For (ii), we get that

P[τ intersects all C4] = P[τ c contains no C4 ∩ M ]

≤ nO(1)P[τ c does not contain a fixed C4 ∩ M ](1−5δ)n/4

≤ exp(−Θ(n1/3)),

where the second follows by comparing probabilities between the independent model of
density Θ(n−1/3) and the slice model and the last line follows by direct computation. The
union bound now shows that with high probability, (i) and (ii) simultaneously hold. ◁
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Abstract
A tournament is a complete directed graph. A source in a tournament is a vertex that has no
in-neighbours (every other vertex is reachable from it via a path of length 1), and a king in a
tournament is a vertex v such that every other vertex is reachable from v via a path of length at
most 2. It is well known that every tournament has at least one king. In particular, a maximum
out-degree vertex is a king. The tasks of finding a king and a maximum out-degree vertex in a
tournament has been relatively well studied in the context of query complexity. We study the
communication complexity of finding a king, of finding a maximum out-degree vertex, and of finding
a source (if it exists) in a tournament, where the edges are partitioned between two players. The
following are our main results for n-vertex tournaments:

We show that the communication task of finding a source in a tournament is equivalent to the
well-studied Clique vs. Independent Set (CIS) problem on undirected graphs. As a result, known
bounds on the communication complexity of CIS [Yannakakis, JCSS’91, Göös, Pitassi, Watson,
SICOMP’18] imply a bound of Θ̃(log2 n) for finding a source (if it exists, or outputting that
there is no source) in a tournament.
The deterministic and randomized communication complexities of finding a king are Θ(n). The
quantum communication complexity of finding a king is Θ̃(

√
n).

The deterministic, randomized, and quantum communication complexities of finding a maximum
out-degree vertex are Θ(n log n), Θ̃(n) and Θ̃(

√
n), respectively.

Our upper bounds above hold for all partitions of edges, and the lower bounds for a specific partition
of the edges.

One of our lower bounds uses a fooling-set based argument, and all our other lower bounds follow
from carefully-constructed reductions from Set-Disjointness. An interesting point to note here is
that while the deterministic query complexity of finding a king has been open for over two decades
[Shen, Sheng, Wu, SICOMP’03], we are able to essentially resolve the complexity of this problem in
a model (communication complexity) that is usually harder to analyze than query complexity.
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1 Introduction

Graph problems have been very widely studied through the lens of query and communication
complexity. In the most natural query setting, an algorithm has query access to an oracle
that on being input a pair of vertices, outputs whether or not an edge exists between those
vertices. In the basic communication complexity setup for graph problems, two parties,
say Alice and Bob, are given the information about the edges in E1 and E2, respectively,
where E1 and E2 are disjoint subsets of all possible edges in the underlying graph. Their
task, just as in the query model, is to jointly solve a known graph problem on the graph
formed by the edges in E1 ∪ E2. Several interesting results are known in these basic query
and communication settings in the deterministic, randomized, and quantum models, see, for
example, [5, 27, 19, 29, 40, 9, 11] and the references therein.

A prime example of a graph problem whose query complexity and communication
complexities have been widely studied is Graph Connectivity. The randomized and quantum
communication complexities of this problem are known to be O(n log n) and Ω(n). This gap
has been open for a long time, and the question of closing it has been explicitly asked [29, 27].
On the other hand, its deterministic communication complexity is known to be Θ(n log n) [27].

A graph problem that has been extensively studied in the context of communication
complexity is the Clique vs. Independent Set (CIS) problem [47, 25, 26, 8]. The CIS problem
is so fundamental that it makes an appearance in the first chapter of standard textbooks
on communication complexity [32, 41] (in fact, it is defined on the first page of the latter
textbook). The CIS problem is parametrized by a graph G = ([n], E), known to both
Alice and Bob. Alice is given C ⊆ [n] that forms a clique in G, Bob is given I ⊆ [n] that
forms an independent set in G, and their task is to determine whether or not C ∩ I = ∅.
Note that if C ∩ I ̸= ∅, then it must be the case that |C ∩ I| = 1. It was long known
that the communication complexity of CIS is O(log2 n) for all graphs G. More than two
decades after this upper bound was discovered, a near-matching lower bound of Ω̃(log2 n)
was shown to hold for a particular G, in a culmination of a long line of ground-breaking
work [31, 28, 3, 45, 25, 26].

▶ Theorem 1 ([47], [26, Theorem 1.2]). Let G be an n-vertex graph. Then, Dcc(CISG) =
O(log2 n). Furthermore, there exists an n-vertex graph G such that Dcc(CISG) = Ω̃(log2 n).

This lower bound on the communication complexity of CIS also gives the currently-best-
known lower bound for the exponent in the famous log-rank conjecture [35]. We remark that
the upper bound above also holds if the task is to output the label of the unique intersection
of C and I if C ∩ I ̸= ∅.

While not as well-studied as the undirected case, communication complexity of directed
graph problems has also received some attention in the past (see, for example, [29, 6, 13]).
In this work, we consider tournaments, which are directed graphs with exactly one directed
edge between each pair of vertices (i.e. the underlying undirected graph is complete). We
adopt the natural communication complexity setting where Alice knows the orientation of a
subset E of the edges, Bob knows the orientation of the remaining edges, and their goal is to
jointly solve a known task on the tournament.
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A source of a tournament is a vertex with no in-neighbour. The first problem that we
study is source-finding: finding the source of a tournament (if it exists, and reporting that no
source exists otherwise). The source-finding problem has recently played a central role in the
recent breakthrough by Chattopadhyay, Mande and Sherif that refuted the log approximate-
rank conjecture [15] which is the randomized analog of the famous log-rank conjecture [35] of
communication complexity. It was as also used in the follow-up results [4, 46] that refuted the
quantum version of this conjecture. Source-finding has been studied in the context of query
complexity and voting theory (see [18] and the references therein). In fact, the problem of
finding a source in a tournament (in the bounded-round communication complexity setting)
has been studied by Chakrabarti et al. [13, Sections 3, 4] with applications to streaming
lower bounds. In a recent preprint, Ghosh and Kuchlous [24] studied the communication
complexity of source-finding in general graphs. Interestingly, they showed that source-finding
in general directed graphs can be exponentially harder than source-finding in tournaments
as demonstrated by our results (Corollary 3).

We denote the source-finding problem in the specific communication setting discussed
above by SRCE (recall that E is the set of edges whose orientation is known to Alice).
Perhaps surprisingly, we show that this task is equivalent to the CIS problem on undirected
graphs.

▶ Theorem 2.
For all n-vertex graphs G = ([n], E), Dcc(CISG) ≤ Dcc(SRCE) + O(log n).
For all subsets of edges E of the complete n-vertex graph, there exists an n-vertex graph
G such that Dcc(SRCE) ≤ Dcc(CISG).

Using known near-tight bounds on the communication complexity of CIS (Theorem 1),
Theorem 2 immediately yields the following corollary which gives near-tight bounds on the
communication complexity of finding a source in a tournament.

▶ Corollary 3. For all subsets E of the edges of the complete n-vertex graph, the deterministic
communication complexity of finding a source of a tournament if it exists, or outputting that
there is no source is

Dcc(SRCE) = O(log2 n).

Furthermore, there exists a subset E of edges of the complete n-vertex graph such that the
deterministic communication complexity of finding a source is

Dcc(SRCE) = Ω̃(log2 n).

We believe that this equivalence between SRC and CIS will generate further insights into
relationships among complexity measures in query and communication settings that are yet
to be resolved. Recall that the source-finding function was also recently used to refute the
randomized and quantum versions of the log-rank conjecture [15, 4, 46]. In particular, these
works showed that the randomized and quantum communication complexities of finding a
source in a tournament is polynomially large in the input size. However, in their settings,
Alice and Bob each know a bit per edge, and that edge’s direction is determined by the
bitwise XOR of Alice and Bob’s bits for that edge. In view of this, Corollary 3 demonstrates
a fundamental difference between the communication complexities of the source-finding
problem when the edge directions are partitioned between Alice and Bob, and when Alice
and Bob jointly have partial information about each edge.

Motivated to find a “most-dominant vertex” in a tournament, Landau defined the notion
of a king in a tournament [34]. A king in a tournament is a vertex v such that every other
vertex w is either reachable via a path of length 1 or length 2 from v. While it is easy
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to see that there are tournaments that do not have a source, it is also easy to show that
every tournament has a king [34, 38]. If a tournament has a source, then it is a unique king
in the tournament. In view of this, a natural variant of SRCE (and hence CIS, in view of
Theorem 2) is the communication task of finding a king in a tournament.

We remark here that the deterministic query complexity of finding a king in an n-vertex
tournament is still unknown, and the state-of-the-art bounds are Ω(n4/3) and O(n3/2),
and are from over 2 decades ago [44]. Recently, [37] essentially resolved the randomized
and quantum query complexities of this problem: they showed that the randomized query
complexity of finding a king in an n-vertex tournament is Θ̃(n), and the quantum query
complexity is Θ̃(

√
n). The complexity of finding a king and natural variants of it have also

been fairly well-studied in different contexts [44, 2, 10, 33].
We consider the communication complexity of finding a king in an n-vertex tournament,

denoting this task by KINGn. Perhaps surprisingly, while resolving the query complexity of
finding a king in a tournament seems hard, we are able to essentially resolve its asymptotic
deterministic, randomized, and quantum communication complexities.

▶ Theorem 4. For all disjoint partitions E1, E2 of the edges of a tournament, the determin-
istic, randomized, and quantum communication complexities of finding a king (where Alice
knows the edge directions of edges in E1 and Bob knows the edge directions of edges in E2)
are as follows:

Dcc(KINGn) = O(n), Rcc(KINGn) = O(n), Qcc(KINGn) = O(
√

n log n).

Furthermore, there exists a disjoint partition E1, E2 such that the deterministic, randomized,
and quantum communication complexities of finding a king are as follows:

Dcc(KINGn) = Ω(n), Rcc(KINGn) = Ω(n), Qcc(KINGn) = Ω(
√

n).

In order to show our deterministic and randomized upper bounds, we give a O(n) cost
deterministic protocol. Our quantum upper bound follows from the upper bound in Theorem 5
(the upper bound in Theorem 5 is for the problem of finding a vertex of maximum out degree
in the same setting, which is always a king [34]). Our lower bounds follow from a carefully
constructed reduction from Set-Disjointness. We sketch our proofs in Section 1.1.

Interestingly, our lower bounds actually hold for tournaments that are promised to have
exactly 3 kings. It is well known that a tournament cannot have exactly 2 kings [38]. Thus,
the only “easier” case than this promised one is that where the input tournament is promised
to have exactly one king. This case is handled in Corollary 3 (it is easy to see that a
tournament has a unique king iff the unique king is a source in the tournament).

It is folklore [34] that a vertex with maximum out-degree in a tournament is also a king
in the tournament. Thus, another natural question that arises is: what is the complexity of
finding a maximum out-degree vertex? The deterministic and randomized query complexity
of this task is known to be Θ(n2), and its quantum query complexity is between Ω(n) and
O(n3/2) [7, 37]. Let MODn denote the search problem of finding a maximum out-degree
vertex in an n-vertex tournament. We study the communication complexity of MODn, again
in the natural setting where the edges of the tournament are partitioned between Alice and
Bob. We show the following:

▶ Theorem 5. For all disjoint partitions E1, E2 of the edges of a tournament, the determin-
istic, randomized, and quantum communication complexities of finding a maximum out-degree
vertex (where Alice knows the edge directions of edges in E1 and Bob knows the edge directions
of edges in E2) are as follows:

Dcc(MODn) = O(n log n), Rcc(MODn) = O(n log log n), Qcc(MODn) = O(
√

n log n).
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Furthermore, there exist disjoint partitions such that the deterministic, randomized, and
quantum communication complexities of finding a maximum out-degree vertex are as follows:1

Dcc(MODn) = Ω(n log n), Rcc(MODn) = Ω(n), Qcc(MODn) = Ω(
√

n).

We direct the reader’s attention to the similarity between our communication complexity
bounds for MODn and known bounds for the communication complexity of Graph Connectiv-
ity mentioned earlier in this section: just like in that case we are able to give tight bounds
on the deterministic communication complexity, but our bounds are loose by logarithmic
factors in the randomized and quantum settings.2 Our randomized and quantum lower
bounds follow using exactly the same reduction from Set-Disjointness as in Theorem 4. Our
deterministic lower bound follows by a carefully constructed fooling set lower bound. We
give a sketch of our proofs in Section 1.1.

While most of the relevant literature of finding kings in tournaments deals with minimizing
the number of queries to find a king (which is equivalent to minimizing the depth of a decision
tree that solves KING), none deal with minimizing the size complexity of a decision tree that
solves KING. Logarithm of decision tree size complexity is characterized, upto a log factor
in the input size, by the rank of the underlying relation (see [36] for definition of size), and
these are measures that have gained a significant interest in the past few years in various
contexts (see, for instance, [14, 17, 16] and the references therein). While the decision tree
depth complexity of KINGn lies between Ω(n4/3) and O(n3/2), we show a tight bound of
n− 1 on rank(KINGn), which implies and Ω(n) lower bound and an O(n log n) upper bound
on the logarithm of decision tree size for KINGn. We omit the statement of this result and
its proof due to lack of space, and refer the reader to the full version of the paper [36].

1.1 Sketch of proofs of main results
1.1.1 Equivalence of source-finding and CIS
We first sketch the proof of Theorem 2, which is the equivalence of finding a source in a
tournament and the Clique vs. Independent Set problem. Below is a sketch of the proof
of the first part of this theorem. Consider a graph G = ([n], E), and an input C, I to the
Clique vs. Independent Set problem. Here Bob is given C ⊆ [n] which is a clique in G, and
Alice is given I ⊆ [n] which is an independent set in G (we switch the order of inputs for
convenience). Alice and Bob construct the following instance to the source-finding problem:

Alice has the edge directions of all edges in E, and Bob has the remaining edge directions
in E.
Alice constructs her edge directions such that all vertices in I have in-degree 0 with
respect to her edge directions in E. This is easy to do since there are no edges between
any pair of vertices in I. She also ensures that all vertices in [n] \ I have in-degree at
least 1, with respect to her edge directions in E. She can ensure this if G is a connected
graph. (see Section 3.)
Just as the above, Bob ensures that all vertices in C have in-degree 0 w.r.t. E, and all
vertices in [n] \ C have in-degree at least 1 w.r.t. E.

1 The edge partition we use to prove our deterministic lower bound is different from the partition we use
to prove our randomized and quantum lower bounds.

2 After a full version of our work appeared in the public domain [36], Ghosh [23] communicated to us a
proof of a matching randomized Ω(n log log n) lower bound in Theorem 5, showing that our randomized
upper bound is tight.
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Using the properties above, it is not hard to show that s = C ∩ I iff s is a source in the
tournament jointly constructed by Alice and Bob above. This concludes the reduction from
CIS to source-finding.

In the other direction, if Alice is given edge directions for the subset E of edges of the
complete n-vertex graph, then the underlying graph G that Alice and Bob construct for the
CIS problem is G = ([n], E). For the purpose of this reduction, we assume that Alice has
an independent set as input to CIS, and Bob has a clique. Alice considers her input, an
independent set, I to the CIS problem to be the set of all vertices with in-degree 0 w.r.t. E

(note that these vertices must form an independent set in G), and Bob constructs his input
clique C to be all vertices with in-degree 0 w.r.t. his edges (these form a clique w.r.t. E, and
hence in G). Note that a source in the initial tournament, if it exists, must be a vertex in
I ∩C since it must have in-degree 0 both w.r.t. Alice’s and w.r.t. Bob’s edges. Moreover this
is the only way in which I intersection C is non-empty. In other words, I ∩ C ≠ ∅ iff there
is a source in the initial tournament. This concludes the reduction from source-finding to
CIS, and hence Theorem 2. Known upper bounds and lower bounds on the communication
complexity of the Clique vs. Independent Set problem (Theorem 1) then yield Corollary 3.

Some of our proofs of the lower bounds in Theorems 4 and 5 follow the same outline.
In the next section, we sketch our upper bounds, and we sketch our lower bounds in the
following section.

1.1.2 Upper bounds

We start with ideas behind the upper bounds in Theorem 4. Throughout this paper, we
will view a n-vertex tournament as a string G ∈ {0, 1}(

n
2), where the indices are labeled by

pairs {i < j ∈ [n]} and Gi,j = 1 means the edge between vertices i and j is directed from i

to j. Recall that the goal is to construct a communication protocol for finding a king in a
tournament G ∈ {0, 1}(

n
2) whose edges are partitioned into E1 (with Alice) and E2 (with

Bob).
Consider the deterministic communication model. At a high level, our protocol proceeds

in rounds, and in each round Alice and Bob reduce the problem to king-finding in a smaller
subtournament. In the beginning of each round assume without loss of generality that Alice
has a larger number of edges. Alice sends Bob the label of a vertex v with maximum number
of out-neighbours in E1 along with the in-neighbourhood of v in E1 as a bit-string (one bit for
every other vertex u in the current subtournament for which Alice knows the direction of the
edge between u and v). Upon receiving v, Bob also sends the in-neighbourhood of v in E2 as a
bit-string. Thus both players know the entire in-neighbourhood of v in the entire tournament
by the end of the round. The communication cost so far is at most 2n + log n = O(n), where
n is the number of vertices in the current tournament. The players now reduce to finding a
king in the in-neighbourhood of v, since by [38] (also see Lemma 11), this would give a king in
the tournament G. Since |E1| ≥ |E2|, the number of out-neighbours of v is at least (n− 1)/4.
This yields a communication protocol of cost T (n) that is described by a recurrence of the
form T (n) ≤ T (3n/4) + O(n), which is easily seen to give a solution of T (n) = O(n). For
the quantum upper bound, we note that a maximum out-degree vertex is always a king [34].
Our O(

√
n log n) quantum upper bound for finding a king then immediately follows from

Theorem 5, which we describe shortly.
We now sketch proofs of the upper bounds in Theorem 5. Our upper bounds follow from

communication protocols for the following problem: Alice and Bob are given A ∈ [n]n and
B ∈ [n]n, respectively. Their goal is to output an index i ∈ [n] that maximizes ai +bi. We call
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this communication problem MAXSUMn,n. The reduction from MODn to MAXSUMn,n is easy
to see: Alice and Bob construct A, B to be the vector of out-degrees of all vertices w.r.t. their
edges. Thus a deterministic communication protocol of cost O(n log n) immediately follows
for MODn: Alice sends A to Bob, who then computes an answer. We now sketch the
randomized upper bound. Let S = (s1, . . . , sn) where si = ai + bi. The first observation is
that deciding si ≥ sj is equivalent to deciding ai − aj ≥ bj − bi. The latter can be done with
cost O(log log n) and error at most 1/3 by using the communication protocol of Greater-Than
due to [39, Theorem 1] (see Theorem 21). Thus Alice and Bob have access to a “noisy”
oracle that decides whether si ≥ sj , for all i, j ∈ [n], independently with probability at least
2/3. Finding arg maxi∈[n] si with error probability 1/3 can be done by making O(n) such
queries (due to [21], see Theorem 20). This gives a protocol with an overall communication
cost of O(n log log n). The quantum communication protocol is an application of a result
of [12], along with a quantum query upper bound for computing argmax (see Theorem 15),
see Section 5 for details.

1.1.3 Lower bounds
Our intuition for the lower bounds is that a “hard” partition of edges between Alice and
Bob should be such that every vertex has an equal number of incident edges with Alice and
with Bob. One such natural partition of the edges is as follows: Alice receives the complete
tournament restricted to the first n/2 vertices and the complete tournament restricted to
the last n/2 vertices, and Bob receives all of the edges between these vertices. While we
are unable to use this partition of edges to prove a lower bound for KINGn, we do use it
to show a deterministic lower bound for MODn. Our approach to showing a deterministic
communication lower bound for MODn is to construct a large fooling set (see Lemma 19).
More precisely, for a permutation σ ∈ S, where S is a suitably chosen large (size 2Ω(n log n))
subset of Sn, we construct inputs Aσ, Bσ to Alice and Bob such that vertex 1 is a unique
maximum out-degree vertex for all σ ∈ S. We also ensure that “cross-inputs” (Aσ, Bσ′) with
σ ̸= σ′ lead to vertex 1 not being a maximum out-degree vertex as long as σ and σ′ are far
away in the ℓ∞ norm, which we force to be true for all permutations in S by our construction.
We refer the reader to Section 5 for technical details.

While we are unable to make the same reduction work to show the communication
lower bounds for KINGn (and for good reason, since this argument gives an Ω(n log n) lower
bound, and there is an O(n) upper bound for the communication complexity of KINGn) and
randomized and quantum communication lower bounds for MODn, our partition constructed
there has a similar flavor to that above. A key intermediate function that we consider
for showing our remaining lower bounds is a variant of KING inspired by the well-studied
Indexing function. Aptly, we name our variant IndexKING, defined below. For a tournament
G ∈ {0, 1}(

n
2) with vertex set [n], and a set S ⊆ [n], we use the notation G|S to denote the

subtournament of G induced on the vertices in S.

▶ Definition 6. Let n > 0 be a positive integer. Define the IndexKINGn communication
problem as follows: Alice is given a set S ⊆ [n] and Bob is given a tournament G ∈ {0, 1}(

n
2)

on n vertices. Their goal is to output a king in G|S.

We consider the restriction of IndexKING to those inputs where Bob’s tournament is a
transitive tournament (see Definition 12). We denote this variant by t-IndexKING. A moment’s
observation (see Observation 8) reveals that this problem is equivalently formulated as follows.
We name this version the Permutation Maximum Finding problem, defined below, and we
believe that this problem is of independent interest.
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▶ Definition 7 (Permutation Maximum Finding). Let n > 0 be a positive integer. In the
Permutation Maximum Finding problem, PMFn, Alice is given as input a subset S of [n],
Bob is given a permutation σ ∈ Sn, and their goal is to output

PMFn(S, σ) =
{
⊥ S = ∅
arg maxj∈S σ(j) S ̸= ∅.

Unless explicitly mentioned otherwise, we assume that Alice’s input S to PMFn is always a
non-empty set. In other words, in the PMF problem, Alice is given a subset of [n], Bob is
given a ranking of all elements in [n] (here, σ(i) denotes the rank of i), and their goal is to
find the element in Alice’s set that has the largest rank.

▶ Observation 8. Let n > 0 be a positive integer. Then, cost(PMFn) = cost(t-IndexKINGn),
where cost ∈ {Dcc, Rcc, Qcc}.3

We refer the reader to the full version [36] for a proof.
We show that Set-Disjointness reduces to PMF (see Lemma 28 and its proof). The

lower bound results for PMF follow from known results for communication complexity of
Set-Disjointness (see Theorem 17).

Next we reduce from PMFn to KING. Our reduction ensures that an instance (S, σ) to
PMFn gives us a tournament GS,σ with the following properties:

The tournament has 3n vertices, partitioned into V1, V2, V3, of n vertices each, each
labeled by elements of [n]. The internal edges (edges in

(
V1
2

)
,
(

V2
2

)
and

(
V3
2

)
) in each of the

partitions are with Bob, and these correspond to transitive tournaments defined by σ.
The remaining “cross” edges are all with Alice, and the directions of these are determined
by S (see Figure 1 for details).
The tournament GS,σ has exactly three kings (which are also the three unique maximum
out-degree vertices), one in each Vi, and each of these is labeled by PMFn(S, σ).

Thus finding a king or a maximum out-degree vertex in GS,σ amounts to Alice and Bob
solving PMFn, which we’ve already sketched to be hard via a reduction from Set-Disjointness.
An interesting point to note is that this actually shows a lower bound on the communication
complexity of finding a king, even when the input tournament is promised to have exactly three
kings. Recall that we showed that finding a king can be done with O(log2 n) deterministic
communication when an input is promised to have exactly one king (Corollary 3). Also it is
easy to show using Lemma 11 that there are no tournaments with exactly two kings. Thus,
the “easiest” non-trivial case of a promised tournament with exactly three kings is already
hard for communication.

2 Preliminaries

Let [n] = {1, . . . , n}. We use the notation polylog(n) to denote O(log(n)c) for some fixed
constant c. For f : N → N, we use the notation Õ(f) to denote O(f logc1 f) and Ω̃(f) to
denote Ω(f/(logc2 f)), for some constants c1, c2.

A tournament G ∈ {0, 1}(
n
2) is a complete directed graph on n-vertices. For v, w ∈ [n]

such that v < w, if Gv,w = 1 then there is an out-edge from v to w, i.e. v → w (otherwise
there is an out-edge from w to v). In this case we say that v 1-step dominates w. Similarly,
for u, w ∈ [n], if there exists a v ∈ [n] such that u→ v and v → w then we say that u 2-step

3 We actually prove the stronger statement that the problems PMFn and t-IndexKINGn are equivalent, in
the sense that Alice and Bob need not communicate to go one from one problem to another.
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dominates w. Let S ⊆ [n] be such that v 2-step (1-step) dominates w for all w ∈ S. We then
say that v 2-step (1-step) dominates S. It is easy to see that there are tournaments where no
vertex 1-step dominates all other vertices (such a vertex is called the source of G). However,
it is now folklore that every tournament has a vertex v such that every vertex w ̸= v is either
1-step or 2-step dominated by v. Such a vertex is called a king of the tournament (see [34]).

▶ Lemma 9 (Folklore). Let G ∈ {0, 1}(
n
2) be a tournament. Then there exists a vertex v ∈ [n]

such that v is a king of G.

For a vertex v ∈ [n], let N−(v) = {w ∈ [n] : w → v} and N+(v) = {w ∈ [n] : v → w}.
Thus N−(v) and N+(v) denote the in-neighbourhood and out-neighbourhood of v in G,
respectively. The in-degree of v, denoted by d−(v) is defined as |N−(v)|, and similarly the
out-degree of v is denoted by d+(v) and is defined as |N+(v)|. If a vertex has maximum
out-degree in the tournament, then that vertex is a king of the tournament (a proof can be
found in [38]).

▶ Lemma 10 ([34]). Let G ∈ {0, 1}(
n
2) be a tournament and v ∈ [n] be a vertex of maximum

out-degree in G. Then v is a king in G.

For S ⊆ [n] let G|S be the tournament induced on S by G, i.e. G|S is a tournament with
vertex set as S and direction of edges in S are same as that in G.

The following is an important lemma that we use often.

▶ Lemma 11 ([38]). Let G ∈ {0, 1}(
n
2) be a tournament and v ∈ [n]. If a vertex u is a king

in G|N−(v), then u is a king in G.

A special class of tournaments is the class of transitive tournaments, which we define
next.

▶ Definition 12 (Transitive Tournament). A tournament G ∈ {0, 1}(
n
2) is transitive if it

satisfies the following property: for all u, v, w ∈ [n], u→ v and v → w implies u→ w.

In other words, a transitive tournament is a tournament which is a directed acyclic graph.

▶ Lemma 13 (Properties of Transitive Tournaments). Let G ∈ {0, 1}(
n
2) be a transitive

tournament. There is an ordering v1, . . . , vn of [n] such that
v1 is a source vertex and hence a unique king in G, and
for all i ∈ {2, . . . , n}, vi is source vertex in G|[n]\

⋃i−1
j=1

{vj}.

Proof. Since G is a directed acyclic graph, a topological sort on the vertices gives a source of
the graph. Let this vertex be v1. The vertex vi is obtained by applying the same argument
over the transitive tournament G|[n]\

⋃i−1
j=1

{vj}. ◀

2.1 Query and Communication Complexity
We refer the reader to the full version [36] of our paper for the formal setup of deterministic,
randomized, and quantum query complexity.

▶ Definition 14 (ARGMAXk,n). Let k be a positive integer and let a ∈ ([k])n. Given query
access to a, find i ∈ [n] such that ai ≥ aj for all j ̸= i ∈ [n].

▶ Theorem 15 ([20]). There exists a quantum query algorithm for ARGMAXk,n with query
cost O(

√
n).
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We refer the reader to the full version [36] of our paper for the formal setup of deterministic,
randomized, and quantum communication complexity.

▶ Definition 16 (Set-Disjointness). Let n > 0 be a positive integer. The Set-Disjointness
problem is denoted by DISJn : {0, 1}n × {0, 1}n → {0, 1} and is defined by

DISJn(A, B) = 1 ⇐⇒ A ∩B = ∅,

where A, B ⊆ [n] are the characteristic sets of Alice and Bob’s inputs, respectively.

The communication complexity of DISJn is extensively studied. We require the following
known bounds on its communication complexity [5, 30, 43, 42, 1].

▶ Theorem 17 (Communication complexity of Set-Disjointness). The deterministic, randomized,
and quantum communication complexity of DISJn is as follows:

Dcc(DISJn) = n, Rcc(DISJn) = Θ(n), Qcc(DISJn) = Θ(
√

n).

It is a folklore result that, classically, query algorithms for functions give communication
protocols for these functions composed with small gadgets with very little blowup in the
complexity. In the quantum setup we have the following theorem, that essentially follows
from [12].

▶ Theorem 18 ([12]). Let f ⊆ Dn
f × R be a relation where Df = [k] for some finite k,

and let g : Dg × Dg → Df be a function. For all ε > 0, if Qε(f) ≤ T then Qcc
ε (f ◦ g) ≤

2T (⌈log n⌉+ ⌈log k⌉+ ⌈log |Dg|⌉).

We refer the reader to the full version [36] of our paper for a proof.
A fooling set for a communication problem f ⊆ (X × Y)×R is a set S ⊆ X × Y such

that for all pairs s1 = (x1, y1) and s2 = (x2, y2) in S, we have

{r ∈ R|(x1, y1, r) ∈ f ∧ (x1, y2, r) ∈ f ∧ (x2, y1, r) ∈ f ∧ (x2, y2, r) ∈ f} = ∅.

▶ Lemma 19. Let f ⊆ (X × Y)×R be a communication problem, and let S ⊆ X × Y be a
fooling set for f . Then, Dcc(f) ≥ log |S|.

We refer the reader to standard texts for a formal proof [32, Lemma 1.20]. We remark that
standard texts usually frame the fooling set lower bound as a lower bound technique for
communication complexity of functions rather than relations, but the same proof technique
is easily seen to show the statement above as well. A sketch of the proof is as follows: The
leaves of a protocol tree of depth c yields a partition of the space X × Y into 2c rectangles,
each of which has at least one r ∈ R that is a valid output for all pairs of inputs in the
rectangle. By the property of a fooling set, each element of it must belong to a different leaf.
This implies the number of leaves in any protocol for f must be at least |S|, implying that
the depth of any protocol must be at least log |S|.

We require the following theorem that gives an algorithm to find the maximum in a list
given noisy comparison oracle access. The formulation we use below follows easily from [21,
Theorem 15].

▶ Theorem 20 ([21, Theorem 15]). Let S = (s1, . . . , sn) be a list of n numbers. Suppose we
have access to a “noisy” oracle, that takes as input a pair of indices i ̸= j ∈ [n], and outputs
a bit that equals I[si ≥ sj ] with probability at least 2/3, independent of the outputs to the
other queries. Then there is an algorithm that makes O(n) queries to the noisy oracle and
outputs arg maxi∈[n] si with probability at least 2/3.
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▶ Theorem 21 ([39, Theorem 1]). Let n > 0 be a positive integer. The GT : [n]× [n]→ {0, 1},
where Alice is given x ∈ [n] and Bob is given y ∈ [n] is defined as GT(x, y) = 1 if and only if
x ≥ y. The randomized communication complexity of GT is O(log log n).

2.2 Formal definitions of graph problems of interest
For clarity and completeness, we include formal definitions of the tasks of finding a king and
finding a maximum out-degree vertex in this section.

▶ Definition 22. Let n > 0 be a positive integer. Define KINGn ⊆ {0, 1}(
n
2) × [n] to be

(G, v) ∈ KINGn ⇐⇒ v is a king in the tournament G.

▶ Definition 23. Let n > 0 be a positive integer. Define MODn ⊆ {0, 1}(
n
2) × [n] to be

(G, v) ∈ MODn ⇐⇒ v is a maximum out-degree vertex in the tournament G.

When we give communication upper bounds for these problems, our upper bounds hold for
all partitions of the input variables

(
n
2
)

between Alice and Bob. When we give lower bounds,
we exhibit specific partitions for which our lower bounds hold.

3 Communication complexity of finding a source

We consider the communication complexity of finding a source in a tournament if it exists.
Alice knows the edge directions of a subset EA of the edges of a tournament T ∈ {0, 1}(

n
2),

Bob knows the directions of the remaining edges EB , and their goal is to output the label of
a source in the whole tournament if it exists, or output that the tournament has no source.
Formally, for a partition of edges EA, EB of the complete n-vertex graph, define

SRCEA
: {0, 1}EA × {0, 1}EB → {0, 1, . . . , n} (1)

to be SRCEA
(a, b) = 0 if there is no source in the tournament defined by edge directions a, b,

and SRCEA
(a, b) = i if vertex i is the (unique) source in the same tournament. We define

the decision version of this problem to be SRCdec
EA

: {0, 1}EA × {0, 1}EB → {0, 1}. That is,
SRCdec

EA
outputs 0 if there is no source in the tournament, and outputs 1 if there is a source.

Below, we define the celebrated Clique vs. Independent Set problem on an n-vertex graph
G [47], which we henceforth abbreviate as CISG. The CISG problem is associated with an
n-vertex undirected graph G = (V, E). In this problem, Alice and Bob both know G. Alice
is given as input a clique x ⊆ [n] in G, Bob is given as input an independent set y ⊆ [n], and
their goal is to either output that x ∩ y = ∅, or output the label of the (unique) vertex v

with {v} = x ∩ y.4
There has been a plethora of work on the Clique vs. Independent set problem, see for

example, [47, 25, 26, 8]. Of relevance to us is Theorem 1, which gives near-tight bounds on
the deterministic communication complexity of this problem.

Perhaps surprisingly, we show that the communication problem of finding a source in a
tournament is equivalent to the Clique vs. Independent Set problem. Corollary 3 would then
immediately follow. We now prove Theorem 2.

4 Conventionally, the Clique vs. Independent Set problem is phrased as a decision problem, where the
task is to determine if x ∩ y is empty or non-empty. The known bounds we state here are easily seen to
hold for the “search version” that we consider as well.

APPROX/RANDOM 2024



64:12 On the Communication Complexity of Finding a King in a Tournament

Proof of Theorem 2. In this proof, we assume for convenience that in the Clique vs. Inde-
pendent Set Problem, Alice is given an independent set and Bob is given a clique.

Let G = (V, E) be an n-vertex graph. Let I, C ⊆ [n] be Alice and Bob’s input to CISG,
respectively. Recall that the vertices in I form an independent set in G and the vertices
in C form a clique in G. We now describe the reduction from CISG to SRCE . Before
delving into the main reduction, we do a preprocessing of small communication cost to
make sure that G is connected and the size of the independent set I is at least 3.
Preprocessing: Bob sends the label of the connected component in G that his clique C is
part of. Alice removes from her independent set I, all vertices that aren’t part of this
connected component. She now sends a bit to Bob to indicate whether |I| ≥ 3. If not, she
further sends labels of the two vertices in I to Bob who then responds with an answer.
This requires a total of O(log n) communication cost. We can therefore assume that the
graph G is connected and |I| ≥ 3 for the rest of the reduction. Alice and Bob locally
construct the following inputs to SRCE (recall that Alice must construct edge directions
in E, and Bob must construct the remaining edge directions).

Alice orients the edges in E, using Claim 24 and the fact that G is a connected graph,
such that only the vertices in I have in-degree 0.
Bob orients the edges in E as follows. For vertices in C, he orients the edges in their
connected components in G, using Claim 24, such that only the vertices in C have
in-degree 0. Next he orients the edges of connected components that don’t contain
vertices of C. If this connected component is not a tree, he uses Claim 25 to orient
the edges such that no vertex has in-degree 0. If the connected component is a tree,
he orients the edges in an arbitrary way.

Let T denote the tournament constructed above. We next show that (I, C) is a 1-input
to CISG iff there exists a source in T . This would prove the first part of the theorem.
Moreover, we show that when there is a source in the constructed tournament, the source
vertex is the same as the unique vertex in I ∩ C.
Let (I, C) be a 1-input to CISG and s be the unique vertex in I ∩ C. We show that s

is the source in the tournament T . By construction, the neighbours of s in E are the
outneighbours of s in Alice’s input, and the neighbours of s in E are the outneighbours
of s in Bob’s input.
We prove the contrapositive for the other direction. Let (I, C) be a 0-input to CISG, i.e.,
I ∩ C = ∅. We show that there is no source in T . Vertices in I are ruled out from being
a source by the orientation of Alice’s edges. Now the vertices of I forms a clique in Bob’s
input, thus they form a connected component that is not a tree (since |I| ≥ 3). Since
this connected component does not contain a single vertex from C (since we assumed
I ∩ C = ∅), the construction above (using Claim 25) implies that all vertices in I have
in-degree at least 1 w.r.t. Bob’s edge directions. Thus, there is no source in the entire
tournament.
In the other direction, let {0, 1}EA and {0, 1}EB be Alice and Bob’s input to SRCEA

,
where EA, EB form a partition of the edges of the n-vertex complete graph. Say that the
tournament formed by these inputs is T . Alice and Bob construct the following instance
to the Clique vs. Independent Set problem.

The graph is G = (V, E) with V = [n] and E = EA.
Alice constructs I ⊆ [n] to be all of the vertices with in-degree 0 w.r.t. EA. It is easy
to see that I forms an independent set in G since any edge between vertices in I causes
one of the vertices in I to have in-degree at least 1.
Bob constructs C ⊆ [n] to be all of the vertices with in-degree 0 w.r.t. EB . As in the
previous bullet, it is easy to see that C forms an independent set in G, and hence a
clique in G.
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Consider the input (I, C) to CISG as constructed above. We show now that I ∩ C ̸= ∅ iff
there is a source in T , which would prove the second part of the theorem since (I, C) and
G were constructed using no communication.
Suppose s is a source in T . Since s has in-degree 0 w.r.t. both EA and EB, we must
have s ∈ I ∩C. Moreover, since every other vertex must have in-degree at least 1, such a
vertex is either not in I or not in C. Thus, s = I ∩ C. In the other direction, suppose
s = I ∩ C. By the construction above, s must have in-degree 0 w.r.t. both EA and EB ,
and hence is a source in T . ◀

▷ Claim 24. Let T be a tree, V be its vertex set and I be an independent set in T . Then
there exists an orientation of the edges of T such that exactly the vertices in V \ I have
in-degree at least 1.

Proof of Claim 24. We now show a procedure to orient the edges such that the set of vertices
with in-degree 0 equals the set I. Consider a (left-to-right) listing of subsets of vertices based
on their distances from the set I. So if the listing looks like V0, V1, · · · , Vj , · · · , then V0 = I,
and Vj ⊆ V \ I is the set of vertices such that the length of a shortest path to reach a vertex
in I equals j. We orient the edges from Vi → Vi+1 for i ≥ 0. The edges within a partition,
say Vi, are oriented arbitrarily. Now using the fact that tree is a connected graph, it is easily
seen that every vertex in V \ I has in-degree at least 1. Moreover, by our construction, all
vertices in V0 = I has in-degree 0. ◁

▷ Claim 25. Let G be a connected graph that is not a tree. Then, there exists an orientation
of the edges of G such that every vertex of G has in-degree at least 1.

Proof of Claim 25. Since G is connected but not a tree, it contains a cycle, say C. Orient
the edges of C in a cyclic way to give in-degree 1 to every vertex in C, and then orient the
edges “away” from the cycle C (in a manner similar to the proof in Claim 24 where V0 = C

here) to add 1 to in-degrees of vertices in V \C. Thus the directed graph so constructed has
no vertex with in-degree 0. ◁

4 Communication complexity of KING

The proof of Theorem 4 is divided into two parts. We show the upper bounds in Section 4.1
and the lower bounds in Section 4.2.

4.1 Upper bounds on communication complexity of KINGn

We start by proving an O(n) upper bound on the deterministic communication complexity
which also implies an O(n) upper bound on the randomized communication complexity.

▶ Lemma 26. Let G ∈ {0, 1}(
n
2) be a tournament and let E1, E2 be a partition of the edges

of G. The deterministic and randomized communication complexity of finding a king of G,
where Alice is given E1 and Bob is given E2, is upper bounded as follows

Dcc(KINGn) = O(n), Rcc(KINGn) = O(n).
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Proof. The proof follows via the Protocol in Algorithm 1.

Algorithm 1 Deterministic Communication Protocol for KINGn.

1: Input: Let G ∈ {0, 1}(
n
2) be a tournament and E1, E2 ⊆ {(i, j) : i < j ∈ [n]} be a

partition of the edges of G. Alice (Player 1) is given {0, 1}E1 and Bob (Player 2) is given
{0, 1}E2 .

2: S = [n]
3: while |E1| > n and |E2| > n do
4: b← arg max

i∈{0,1}
|Ei| ▷ Ties broken arbitrarily

5: v ← arg max
w∈[n]

{out-degree(w) in Eb} ▷ Ties broken arbitrarily

6: Player b sends to Player 1− b the label of v along with a |S|-bit indicator vector of
the in-neighbourhood of v in Eb

7: Player 1− b sends an |S|-bit indicator vector of the in-neighbourhood of v in E1−b

8: S ← S ∩N−(v)
9: E1 ← the edges of E1 that are present in G|S

10: E2 ← the edges of E2 that are present in G|S
11: end while
12: if |E1| ≤ n then
13: Alice sends E1 to Bob
14: Bob outputs a king of the tournament.
15: else if |E2| ≤ n then
16: Bob sends E1 to Alice
17: Alice outputs a king of the tournament.
18: end if

Correctness. It is easy to see that in every iteration of the while loop, the size of either E1
or E2 decreases by at least 1. This shows that our algorithm always terminates.

Let S(i) denote the set S in i’th iteration of the while loop, where S(1) = [n]. We
maintain the invariant that in every iteration of the while loop, a king in G|S(i+1) is also
a king in G|S(i) . This follows easily from Lemma 11 since S(i+1) is obtained from S(i) by
restricting to vertices in the in-neighbourhood of some vertex v in Line 8. Assume without
loss of generality that the while loop terminates with |E1| ≤ n. In this case, in Line 13,
Alice sends her edges to Bob who outputs a king of G.

Cost. We show that the cost of Protocol 1 is upper bounded by O(n) for all tournaments
G ∈ {0, 1}(

n
2). Suppose we enter the while loop with |S| = k. Let c(k) be the number of

bits communicated during the execution of the while loop. Consider Line 6, and assume
without loss of generality that |E1| ≥ |E2|, thus |E1| ≥ (1/2 ·

(
k
2
)
). Since every edge in E1 is

an out-edge for some vertex (note that E1 and E2 are subsets of edges of G|S due to Line 9
and Line 10) we have

∑
u∈S d+(v) ≥ (1/2 ·

(
k
2
)
) (where the out-degrees are only computed in

E1) and hence by an averaging argument there exists v ∈ S such that the out-degree of v

when restricted to E1 (and therefore S) is at least (k − 1)/4. Thus the in-degree of v in S is
at most (3/4 · (k − 1)). Furthermore, in each iteration of the while loop, ⌈log k⌉+ k bits
are communicated in Line 6 and k bits are communicated in Line 7. We have the following
upper bound on c(k): c(k) ≤ c(3k/4) + ⌈log k⌉ + 2k, and thus c(n) = O(n). Also observe
that either Line 13 or Line 16 is executed and in each case at most n bits are communicated.
Thus the overall number of bits communicated in O(n). ◀
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Next, we give an O(
√

n log n) cost quantum communication protocol for KINGn. Our
quantum communication upper bound is a corollary of Theorem 5 which gives a quantum
communication protocol for finding a maximum out-degree vertex in a tournament (such a
vertex is also a king, see Lemma 10).

▶ Lemma 27. Let G ∈ {0, 1}(
n
2) be a tournament and let E1, E2 be a partition of E. The

quantum communication complexity, where Alice is given E1 and Bob is given E2. Then

Qcc(KINGn) = O(
√

n log n).

4.2 Lower bounds on communication complexity of KINGn

Next, we prove the lower bound. In order to do this, we first give a lower bound on the
communication complexity of PMFn. Recall that, in this problem, Alice is given as input a
subset S of [n], Bob is given a ranking of elements of [n] defined by σ, and their goal is to
output the element in S that has the largest rank according to σ.

▶ Lemma 28. The deterministic, randomized, and quantum communication complexity of
PMFn is as follows:

Dcc(PMFn) = Ω(n), Rcc(PMFn) = Ω(n), Qcc(PMFn) = Ω(
√

n).

Proof. We show that Set-Disjointness reduces to PMFn and the lemma follows from The-
orem 17. We describe the reduction next.

Consider an input to Set-Disjointness, S, T ⊆ [n] where S is with Alice and T is with
Bob. Alice and Bob locally construct the following instance of PMFn: Alice retains her set
S, and Bob creates an arbitrary σ such that the following holds:

∀i ̸= j ∈ [n], (Ti = 0) ∧ (Tj = 1) =⇒ σ(i) < σ(j).

In other words, Bob creates a permutation σ of [n] that ranks all of the indices in T higher
than all of the indices outside T . They then run a protocol for PMFn with inputs S, σ, let
k be the output of this protocol. If k ∈ T then they return S ∩ T ̸= ∅ else they return
S ∩ T = ∅.

Correctness. If PMFn(S, σ) = ⊥, then the players know (without any additional commu-
nication) that S = ∅ and hence DISJn(S, T ) = 1. Thus, we may assume S ̸= ∅. Since any
protocol for PMFn must output an index k ∈ S. By Bob’s construction of σ, the elements of
T are ranked higher than elements that are not in T . Since k is the output of a protocol
for PMFn, k is the highest ranked element in S by σ. Thus if k is not among the top |T |
ranked elements, then all elements of S are ranked lower than all elements of T (by Bob’s
construction of σ) and S ∩ T = ∅. On the other hand if k is among the top |T | ranked
elements then k ∈ T ∩ S. These conditions can be checked by Bob who has σ and k. ◀

By the equivalence of PMF and the transitive variant of IndexKING (Observation 8),
Lemma 28 implies the same lower bounds on t-IndexKINGn.

We thus immediately conclude the same lower bounds on the general IndexKING problem
(where Bob’s tournament is arbitrary, and need not be transitive).

▶ Corollary 29. The deterministic, randomized, and quantum communication complexity of
IndexKINGn is as follows:

Dcc(IndexKINGn) = Ω(n), Rcc(IndexKINGn) = Ω(n), Qcc(IndexKINGn) = Ω(
√

n).
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S0

T0

S2

T2

S1

T1

Figure 1 Visual depiction of GS,σ. For each b ∈ {0, 1, 2}, Sb contains the vertices {ib : i ∈ S}
and Tb contains the vertices {ib : i /∈ S}. There are four types of edges (also see Definition 30):

Edges of Type 1 are those within each Tb ∪ Sb, here ib → jb iff σ(i) > σ(j).
Edges of Type 2 are those between Sb and Tb′ for b ̸= b′, here ib → jb′ .
Edges of Type 3 are those between Sb and Sb′ for b ̸= b′, here ib → jb′ iff b′ = b + 1 (mod 3).
Edges of Type 4 are those between Tb and Tb′ for b ̸= b′, here ib → jb′ iff b′ = b + 1 (mod 3).

We now give a lower bound on the communication complexity of KINGn. For this we first
define a class of tournaments that we use in our proof.

4.3 A class of tournaments
In this section, we define a special class of tournaments on 3n vertices, that are parametrized
by a subset S ⊆ [n] and an ordering σ of [n].

▶ Definition 30. Given a set S ⊆ [n] and σ ∈ Sn, define the tournament GS,σ on 3n vertices
as follows:

The vertex set is V = {ib : i ∈ [n], b ∈ {0, 1, 2}}.
For each b ∈ {0, 1, 2} and all i ̸= j ∈ [n], the direction of the edge between ib and jb is
ib → jb iff σ(i) > σ(j). We refer to these as Type 1 edges.
For all b ̸= b′ ∈ {0, 1, 2}, all i ∈ S and all j /∈ S, ib → jb′ is an edge. We refer to these
as Type 2 edges.
For all b ̸= b′ ∈ {0, 1, 2} and all i ̸= j ∈ S, the direction between the edge ib and jb′ is
ib → jb′ iff b′ = b + 1(mod 3). We refer to these as Type 3 edges.
For all b ̸= b′ ∈ {0, 1, 2} and all i ̸= j /∈ S, the direction between the edge ib and jb′ is
ib → jb′ iff b′ = b + 1(mod 3). We refer to these as Type 4 edges.

We refer the reader to Figure 1 for a pictorial representation and some additional notation.

▶ Lemma 31. Let n > 0 be a positive integer, S ⊆ [n] and σ ∈ Sn. Then, the tournament
GS,σ has exactly three kings, namely k0, k1, k2, where k = arg maxj∈S σ(j). Moreover,
k0, k1, k2 are the only vertices with maximum out-degree in GS,σ.

Proof. We first show that k0 is a king. The argument for k1, k2 being kings follows similarly.
To show that k0 is a king, we exhibit paths of length one or two from k0 to all other vertices
in the tournament.
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First note that for any element j ∈ S, there is an edge from k0 to j0 since k =
arg maxj∈S σ(j) (this is an edge of Type 1). Thus, k0 1-step dominates S0.
For all j /∈ S and b ∈ {1, 2}, there is an edge (of Type 2) from k0 to jb. Thus, k0 1-step
dominates T1 and T2.
For j, j′ ∈ S, there is an edge (of Type 3) from k0 to j1. Thus k0 1-step dominates S1.
There is also an edge (also of Type 3) from j1 to j′

2. Thus, k0 2-step dominates S2.
For an arbitrary j ∈ S, as noted above, there is an edge from k0 to j1. For j′ /∈ S, there
is an edge (of Type 2) from j1 to j′

0. Thus, k0 2-step dominates T0.
This shows that k0 (and similarly k1 and k2) is a king in GS,σ.5 We next show that no other
vertex is a king. We do this by showing for every other vertex k′

b, a vertex that is not 1-step
or 2-step dominated by k′

b.
Consider k′ ̸= k ∈ S and b ∈ {0, 1, 2}. We now show that k′

b does not 1-step or 2-step
dominate kb.

Since kb is the unique king in the transitive tournament (GS,σ)|Sb
(see Lemma 13), k′

b

does not 1-step dominate kb via Type 1 edges. Moreover, the only vertices that are
1-step dominated by k′

b via Type 1 edges are a subset of vertices in Sb ∪ Tb. None of
these vertices can 1-step dominate kb since (GS,σ)|Sb∪Tb

is a transitive tournament.
This shows that k′

b cannot 1-step dominate or 2-step dominate kb by first using an
edge of Type 1.
The only other out-going edges from k′

b are either of Type 2 or Type 3.
Consider a Type 2 edge which goes from k′

b to Tb+1 (mod 3) (Tb+2 (mod 3) follows
similarly). By construction, there is no edge from any vertex in Tb+1 (mod 3) to kb (see
Figure 1).
Now consider a Type 3 edge which goes from k′

b to Sb+1 (mod 3). By construction,
there is no edge from any vertex in Sb+1 (mod 3) to kb (see Figure 1).

Consider k′ /∈ S and b ∈ {0, 1, 2}. We now show that k′
b does not 1-step or 2-step

dominate kb+2 (mod 3).
The only out-going edges from k′

b are either of Type 1 or Type 4. On taking a Type
1 edge, k′

b can only 1-step dominate a subset of vertices of Sb ∪ Tb. None of these
vertices have an edge to kb+2 (mod 3) (see Figure 1). Thus, k′

b cannot 2-step dominate
kb+2 (mod 3) by first taking a Type 1 edge.
A Type 4 edge goes from k′

b to a vertex in Tb+1 (mod 3). By construction, no vertex in
Tb+1 (mod 3) has an edge to kb+2 (mod 3) (see Figure 1).

Finally, we observe that k0, k1, k2 are the only three vertices with maximum out-degree in
GS,σ. Observe that the out-degrees of k0, k1, k2 are all equal by symmetry. By Lemma 10, a
vertex with maximum out-degree in GS,σ is a king in GS,σ. This, along with the proof above
that shows that k0, k1, k2 are the only kings in GS,σ, immediately implies that k0, k1, k2 are
the only three vertices with maximum out-degree in GS,σ. ◀

4.4 Proof of Theorem 4

We now prove Theorem 4. The upper bounds follow from the arguments in Section 4.1. For
the lower bounds, we do a reduction from PMF. The class of tournaments constructed in
Section 4.3, and its properties, play a crucial role in the reduction.

5 We remark here that there is an alternative proof that shows k0 to be a king: consider an arbitrary
j1 for an arbitrary j ∈ S. The in-neighborhood of j1 contains S0 and a subset of S1 ∪ T1. It can be
verified that k0 is a source (and hence a king) in the tournament restricted to the in-neighbourhood of
j1. Lemma 11 then implies that k0 is a king. We choose to keep the current proof for clarity.
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Proof of Theorem 4. The upper bounds follow from Lemma 26 and Lemma 27.
For the lower bounds, consider an input S ⊆ [n] to Alice and σ ∈ Sn to Bob for

PMFn. Alice and Bob jointly construct the tournament GS,σ. Note that this construction is
completely local and involves no communication; Alice can construct all edges of Types 2, 3
and 4, and Bob can construct all edges of Type 1 (see Figure 1). By Lemma 31, there are
exactly 3 kings in GS,σ and these are

{
ib : b ∈ {0, 1, 2} , i = arg maxj∈S σ(j) = PMFn(S, σ)

}
(recall Definition 7). Thus, running a protocol for KING3n on input GS,σ (where Alice has
edges of Types 2, 3 and 4, and Bob has edges of Type 1) gives the solution to PMFn(S, σ) at
no additional cost. Lemma 28 implies the required lower bounds. ◀

5 Communication complexity of MOD

Recall that in the MODn communication problem, Alice and Bob are given inputs in {0, 1}E1

and {0, 1}E2 , respectively, where E1 and E2 form a partition of the edge set
(

n
2
)
. Their goal

is to output a vertex v that has maximum out-degree in the tournament formed by the union
of their edges. We next prove Theorem 5. In this theorem we settle the communication
complexity of finding a maximum out-degree vertex in a tournament in the deterministic,
randomized, and quantum models, up to logarithmic factors in the input size. In the
deterministic model we are able to show a tight Θ(n log n) bound.

We first define an intermediate communication problem, MAXSUMn,k, which seems
independently interesting to study from the perspective of communication complexity.

▶ Definition 32. Let n, k > 0 be positive integers. In the MAXSUMn,k problem, Alice is
given A = (a1, . . . , an) ∈ [k]n, Bob is given B = (b1, . . . , bn) ∈ [k]n, and their goal is to
output arg maxj∈[n](aj + bj) (if there is a tie, they can output any of the tied indices).

MAXSUMn,k is easily seen to be the composition of two problems: the outer problem is
ARGMAX2k,n (see Definition 14) and the inner function is SUMk (which adds two integers
in [k], one with Alice and the other with Bob). It is also easy to see that MODn reduces
to MAXSUMn,2n: Alice and Bob can locally construct (a1, . . . , an) and (b1, . . . , bn) to be
the out-degree vectors of all the vertices restricted to edges in their inputs. Thus, a cost-c
protocol for MAXSUMn,2n also gives a protocol for MODn.

We note here that our upper bounds (Theorem 5) actually give upper bounds for the more
general MAXSUMn,k problem; the deterministic, randomized, and quantum communication
upper bounds here are O(n log k), O(n log log k) and O(

√
n log k log n), respectively. Next,

we proceed to give a proof of Theorem 5.

Proof of Theorem 5. For the upper bounds, we exhibit protocols of the required cost for
MAXSUMn,n, which is only a (potentially) harder problem.

For the deterministic upper bound, note that Alice can just send her input to Bob with
cost n log n, and Bob can output the answer.
The randomized upper bound follows by using Theorem 20 with the list s = (a1 +
b1, . . . , an + bn), and observing that testing whether ai + bi ≥ aj + bj can be done with
communication O(log log n) and success probability at least 2/3 (Theorem 21).
For the quantum upper bound, recall that MAXSUMn,n is the composition of ARGMAX2n,n

(with an input list in [2n]n) and SUM (sum of 2 integers in [n], one with Alice and the
other with Bob). Here, ARGMAX2n,n has query complexity O(

√
n), where query access

is to the values of the elements of the list (see Theorem 15) and SUM : [n]× [n]→ [2n].
Setting Dg = [n], Df = [2n], g = SUMn : Dg ×Dg → Df , , f = ARGMAX2n,n ⊆ Dn

f × [n]
in Theorem 18, this gives a quantum communication upper bound of O(

√
n log n).
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Randomized and quantum lower bounds. The randomized and quantum lower bounds
follow the same proof as that of Theorem 4 (see Section 4.4) because the three kings in GS,σ

are precisely the maximum out-degree vertices there as well (see Lemma 31). This argument
also shows a deterministic lower bound of Ω(n).

Deterministic lower bound. We now turn our attention to the deterministic lower bound of
Ω(n log n), which does not use the same reduction as in the proof of Theorem 4. We show this
via a fooling set argument (Lemma 19). Below, we assume that the first half of Alice’s input
corresponds to the out-degree sequence of a tournament on vertex set L = {1, 2, . . . , n/2},
the second half of her input corresponds to the out-degree sequence of a tournament on
vertex set R = {1′, 2′, . . . , (n/2)′}, and Bob’s input is the out-degree sequence of the complete
bipartite tournament between L and R. We focus on inputs that are induced by tournaments
of the following form, that are defined for a permutation σ ∈ Sn/2−1 that acts in an identical
fashion on {2, 3, . . . , n/2} and {2′, 3′, . . . (n/2)′}. We call Alice and Bob’s input constructed
below Aσ and Bσ, respectively.
1. Vertex 1 is the source in L, and vertex 1′ is the source in R. These edges are with Alice.6

2. Vertex 1 has edges towards 1′ and σ−1(2′). All other vertices in {3′, 4′, . . . (n/2)′} have
edges pointing towards vertex 1. These edges are with Bob.

3. For all i, j ∈ {2, 3, . . . , n/2}, there is an edge from i to j iff σ(i) < σ(j). Similarly there
is an edge from i′ to j′ iff σ(i′) < σ(j′). These edges are with Alice.

4. For i ∈ {2, 3, . . . , n/2}, there is an edge from i to 1′. These edges are with Bob.
5. For i, j ∈ {2, 3, . . . , n/2}, there is an edge from i to j′ iff σ(i) ≤ σ(j). These edges are

with Bob.
We now verify that vertex 1 is the unique vertex with maximum out-degree in the whole
tournament (and hence the first coordinate must be output in the corresponding inputs to
Alice and Bob for MODn).

Items 1 and 2 above ensure that vertex 1 has out-degree n/2− 1 + 2 = n/2 + 1.
Item 1 and Item 4 ensure that the out-degree of vertex 1′ is n/2− 1.
Item 1 and Item 5 ensure that vertex σ−1(2′) has out-degree n/2− 2.
For i ∈ {2, 3, . . . , n/2}, the out-degree of vertex σ−1(i) is n/2 − i from Alice’s input
(Item 3) plus i from Bob’s input (Item 5), which gives a total of n/2.
For i ∈ {3, 4, . . . , n/2}, the out-degree of vertex σ−1(i′) is n/2 − i from Alice’s input
(Item 3) plus i− 1 from Bob’s input (Item 5), which gives a total of n/2− 1.

These bullets verify that for input (Aσ, Bσ), vertex 1 is the unique maximum out-degree
vertex. Our fooling set will be of the form F = {(Aσ, Bσ) : σ ∈ S}, where S ⊆ Sn/2−1 is
chosen appropriately. The property that S will satisfy is that for all σ ̸= σ′ ∈ S, at least one
of the inputs (Aσ, Bσ′) or (Aσ′ , Bσ) will not have vertex 1 as a maximum out-degree vertex.
We will also construct S such that |S| = 2Ω(n log n). Lemma 19 will then imply the required
deterministic communication lower bound of Ω(n log n).

It remains to construct S ⊆ Sn/2−1, which we do in the remaining part of this proof. We
construct S such that it satisfies the following property.

∀σ ̸= σ′ ∈ S, ∃i ∈ {2, 3, . . . , n/2} : |σ(i)− σ′(i)| ≥ 2.

6 When we say “edges are with Alice/Bob”, we actually mean Alice/Bob’s out-degree of vertices is
determined by the directions of the underlying edges. In this case we mean Alice’s first coordinate is
n/2 + 1 because vertex 1 is a source in L.
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In the two bullets below, we first show why such an S satisfies the required fooling set
property, and then show a construction of S of size 2Ω(n log n).

Let σ ̸= σ′ be an arbitrary pair of elements of S. Without loss of generality, assume that
i ∈ {2, 3, . . . , n/2} is such that σ′(i) − σ(i) ≥ 2 (otherwise switch the roles of σ and σ′

and run the same argument). Consider the input (Aσ, Bσ′). Note that the out-degree of
vertex 1 remains n/2 + 1 because all edges incident on it are fixed for all inputs in our
fooling set. Alice’s contribution to the out-degree of vertex i is n/2 − σ(i), and Bob’s
contribution is σ′(i), which gives a total of n/2 + σ′(i)− σ(i) ≥ n/2 + 2. Thus vertex 1
cannot be a maximum out-degree vertex in the input (Aσ, Bσ′).
We construct such an S greedily one element at a time. At any step in the construction
we maintain the invariant that the current set T satisfies

∀σ ̸= σ′ ∈ T, ∃i ∈ {2, 3, . . . , n/2} : |σ(i)− σ′(i)| ≥ 2.

Additionally we maintain a “candidate” set of permutations in Sn/2−1 that are not in T ,
and have the property that adding any of them to T will satisfy T ’s invariant. Initially
we start with T = ∅ and the candidate set as Sn/2−1, which clearly satisfies the required
invariant. At any stage, after adding σ to T , we remove the set Sσ from the candidate
set, where Sσ is defined as

Sσ :=
{

τ ∈ Sn/2−1 : |τ(i)− σ(i)| < 2
}
∀i ∈ {2, 3, . . . , n/2} .

It is easy to verify by induction that T and the candidate set thus constructed always
satisfy the required invariant. The initial size of the candidate set is (n/2−1)! = 2Ω(n log n),
and at each step we are removing at most 3n elements from the candidate set. This means
that the number of iterations of this construction is at least 2Ω(n log n−n) = 2Ω(n log n),
which is what we needed. ◀

We remark that while it may seem like the argument used in the previous proof may be
adaptable to prove a deterministic communication lower bound of Ω(n log n) for KINGn, this
is not possible in view of our O(n) deterministic communication upper bound for KINGn

from Theorem 4. This shows an inherent difference between MODn and KINGn in the setting
of deterministic communication complexity.
▶ Remark 33. We note that our Ω(n log n) lower bound for MODn also solves Problem 2
in [22].
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Abstract
To ensure differential privacy, one can reveal an integer fuzzily in two ways: (a) add some Laplace
noise to the integer, or (b) encode the integer as a binary string and add iid BSC noise. The
former is simple and natural while the latter is flexible and affordable, especially when one wants to
reveal a sparse vector of integers. In this paper, we propose an implementation of (b) that achieves
the capacity of the BSC with positive error exponents. Our implementation adds error-correcting
functionality to Gray codes by mimicking how software updates back up the files that are getting
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1 Introduction

Differential privacy is the art of publishing collective facts without leaking any detail of any
user. A mathematically rigorous way to do so is adding noise to an aggregation function
that is Lipschitz continuous (sometimes of bounded variation) in every argument. More
concretely, suppose that we are interested in a feature φ : {0, 1}n → [m] that satisfies

|φ(u) − φ(u′)| ⩽ 1, for u := (u1, . . . , ui, . . . , un) and u′ := (u1, . . . , 1−ui, . . . , un),

i.e., changing the data of the ith user does not change the feature too much. Then publishing
φ(u) + L, where L follows the Laplace distribution with decay rate ε, is ε-differentially
private [3]. That is,

Prob{φ(u) + L < t} ⩽ exp(ε) Prob{φ(u′) + L < t} (1)

for any number t ∈ R, meaning that a data broker will have a hard time telling if ui is 0 or 1.
Publishing φ(u) + L is called the Laplace mechanism [3]. It is optimal1 privacy-wise

as (1) assumes equality half of the time. But it turns out to be randomness-costly and
space-inefficient when we have many features φ1, . . . , φℓ to publish, wherein only k ≪ ℓ of
them are non-zero2 for a given x. In this case, the Laplace mechanism will add noise to

1 Note that we can always choose to publish φ(u) + 100L, which is more private than φ(u) + L by being
less informative and less useful. We say that φ(u) + L is optimal because it strikes a balance between
(1) and utility.

2 For example, φi(u) could be the number of times the ith English word was mentioned in a forum archive
u. Most word counts are going to be zero.
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n bits

S TRETCH OUT RANDOMLY
E(φi1(u)) = ⇝1 11 10 01 10 01 11 11 11 1
E(φi2(u)) = ⇝1 11 11 10 01 10 00 00 00 0
E(φi3(u)) = ⇝1 11 10 01 10 01 10 01 10 0
E(φi4(u)) = ⇝1 10 01 10 00 00 01 10 00 0
E(φi5(u)) = ⇝1 10 01 11 10 01 11 11 11 1
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tape is Θ(kn) bits

Figure 1 A space-efficient differential privacy mechanism. Step 1: encode integers as binary
strings. Step 2: spread out the bits. Step 3: superimpose them on a tape. Features φi1 (u), . . . , φi5 (u)
are the ones that are nonzero. Labels c and e mean collision and empty, respectively; collisions will
be replaced by random bits; empty places will be filled with 0.

all φi(u) and then publish all ℓ of them. For one, this means that we are forced to sample
Laplace distribution ℓ times. Even if we can afford that, the output will be Ω(ℓ log m) in size
(m is an upper bound on the φ’s) while the raw data is only O(k log(ℓ) log(m)).

A brilliant idea of Lolck and Pagh [6], which is a generalization of an earlier work by
Aumüller, Lebeda, and Pagh [1], reduces the space requirement as well as the sampling cost.
The idea is that, instead of working on the ordered field R, we encode each φi(u) as a binary
string E(φi(u)) ∈ {0, 1}1×n and put the bits of E(φi(u)) at n random places on a tape of
length Θ(kn). This is illustrated in Figure 1. Note that E(φi1(u)) and E(φi2(u)) might end
up choosing the same random places. Such a collision is resolved, fairly, by putting a random
bit there. These random bits together with additional random bit-flips will play the role of
the Laplace noise – protecting privacy by making precise decoding impossible.

One problem remains: To what extent can we translate the binary tape back to real
numbers? This motivates the definition of robust Gray codes.

1.1 Robust Gray Codes

A Gray code encodes integers as binary strings such that any two consecutive strings differ
at exactly one place. A popular construction of Gray codes is via the ruler sequence [7,
A001511]

ρj := the greatest number r such that 2r divides 2j. (2)

The first few terms read 1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1, 5. Then, the (j + 1)th string of
the k-bit reflected Gray code is obtained by flipping the min(ρj , k)th bit of the jth string.
For simplicity, we will write min(ρj , k) as ρj , and so we can write gj+1 = gj + eρj instead of
gj + emin(ρj ,k), where er is the rth standard basis vector of length k. As an example, when
k = 4,
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ρ1 = 1
ρ2 = 2
ρ3 = 1
ρ4 = 3
ρ5 = 1
ρ6 = 2
ρ7 = 1
ρ8 = 4

g1 = 0 0 0 0
g2 = 1 0 0 0
g3 = 1 1 0 0
g4 = 0 1 0 0
g5 = 0 1 1 0
g6 = 1 1 1 0
g7 = 1 0 1 0
g8 = 0 0 1 0
g9 = 0 0 1 1

are the first nine strings. (Digits that are flipped are highlighted.)
A robust Gray code [1, 6] encodes integers as binary strings such that they can be fuzzily

recovered even if some bits are erased or corrupted. Given the motivational Figure 1, let us
use the binary symmetric channels (BSC) with crossover probability p ∈ (0, 1/2) to model
the errors. Then a robust Gray code is a pair of encoder

E : [m] → {0, 1}1×n

and decoder

D : {0, 1}1×n → [m]

such that (a) E(x) and E(x + 1) differ by one bit and (b)

Prob
{∣∣∣D(

BSCn
p (E(x))

)
− x

∣∣∣ > t
}

< 2−Ω(n) + 2−Ω(t) (3)

for all x ∈ [m − 1] and all t > 1. Here, BSCn
p flips each of the n bits with probability p. Note

that (3) is almost as good as the Laplace mechanism in that 2−Ω(t) decays exponentially in
t. The only catch is that when t ≫ n, the other error term 2−Ω(n) dominates 2−Ω(t). This
2−Ω(n) is unavoidable because there is always3 a 2−O(n) chance that BSC will flip all ones to
zero.

Apart from robustness, we also care about space efficiency. We know that, by Shannon’s
theory, the code rate log2(m)/n cannot exceed the capacity of BSCp, which is 1 + p log2(p) −
(1 − p) log2(1 − p). But how close can they be? Before our work, Lolck and Pagh’s
construction [6] achieves 1/4 of the capacity (1/3 in [6, Appendix A]) and Fathollahi and
Wootters’s construction [4] achieves 1/2 of the capacity. This means that the latter uses half
of the space to achieve the same privacy level.

In this work, and in a concurrent work by Con, Fathollahi, Gabrys, and Yaakobi [2], we
will show that the capacity can be achieved. This means that, subject to the framework of
Figure 1, the tradeoff between privacy and space is now asymptotically tight. We also show
that our code has linear encoding and decoding complexity, meaning that even the speed
cannot be significantly improved.

3 Note that we implicitly assume that p is bounded away from zero. This is a common practice in coding
theory where channel parameters, p in this case, are fixed while the other parameters vary. Also note
that BSCp here plays the role of the Laplace noise, so it would make less sense to have p too close to
zero unless, of course, one is aiming for some special privacy regime.
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(a) An error-correcting code is some points
that can be decoded up to some radius.
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(b) A gray code is a Hamiltonian cycle that
only goes in the cardinal directions.

Figure 2 Figurative illustrations of error-correcting codes and Gray codes.

1.2 Previous approaches
Earlier works [6, 4] baked robust Gray codes with the following recipe.

Take a good [n, k]-error correcting code C = {c1, c2, . . . , c2k } ⊂ {0, 1}1×n.
Let E map “milestone” integers 1 =: µ1 < µ2 < · · · < µ2k := m to the codewords of C,
i.e., E(µj) := cj .
“Interpolate” between the milestones. That is, if x ∈ [µj , µj+1], then the prefix of E(x)
will come from E(µj) and the suffix from E(µj+1).

The technicality is with the third bullet point. A decoder of C can translate E(x) back to µj

if x is close enough to µj . But there is going to be a middle ground between µj and µj+1
such that the decoder will be confused.

To eliminate the confusion, Lolck and Pagh [6] proposed the following data structure

E(µj) := cj∥cj∥cj∥cj ∈ {0, 1}1×4n,

where ∥ is the string concatenation operator. They then interpolate between consecutive
milestones µj and µj+1 as

E(µj.1) := cj ∥ cj ∥ cj ∥ cj ,

E(µj.2) := cj+1∥ cj ∥ cj ∥ cj ,

E(µj.3) := cj+1∥cj+1∥ cj ∥ cj ,

E(µj.4) := cj+1∥cj+1∥cj+1∥ cj ,

E(µj.5) := cj+1∥cj+1∥cj+1∥cj+1

for some minor milestones µj =: µj.1 < µj.2 < µj.3 < µj.4 < µj.5 := µj+1. Note that only one
copy is undergoing interpolation at any given time (which is highlighted). So the advantage
of repeating cj four times is that there are always two other copies that will decode to the
same codeword. To elaborate, between µj.1 and µj.3, the two cj to the right will decode
correctly; between µj.3 and µj.5, the two cj+1 to the left will decode correctly.

Later, Fathollahi and Wootters [4] streamlined the data structure from 4n bits to (2+3ε)n
bits by using buffers – consecutive zeros and ones. They map milestones to

E(µj) := 0εn∥cj∥0εn∥cj∥0εn ∈ {0, 1}1×(2+3ε)n
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(b) “Coded Gray code”: New approach mul-
tiplies a Gray code with the generator matrix
of an error-correcting code.

Figure 3 Old approach (not capacity-achieving) versus new approach (capacity-achieving).

if j is even, and to

E(µj) := 1εn∥cj∥1εn∥cj∥1εn ∈ {0, 1}1×(2+3ε)n

if j is odd. They then interpolate between the milestones as

E(µj.1) := 0εn∥ cj ∥0εn∥ cj ∥0εn,

E(µj.2) := 1εn∥ cj ∥0εn∥ cj ∥0εn,

E(µj.3) := 1εn∥cj+1∥0εn∥ cj ∥0εn,

E(µj.4) := 1εn∥cj+1∥1εn∥ cj ∥0εn,

E(µj.5) := 1εn∥cj+1∥1εn∥cj+1∥0εn,

E(µj.6) := 1εn∥cj+1∥1εn∥cj+1∥1εn

for some minor milestones µj =: µj.1 < µj.2 < µj.3 < µj.4 < µj.5 < µj.6 := µj+1. In
this construction, the decoder is left with two, not four, copies of cj . It knows that the
one sandwiched between 0εn and 1εn is the one undergoing interpolation, and hence the
other one will decode correctly. To be more precise, between µj.1 and µj.4, the left one is
undergoing interpolation and the right cj is trustworthy; between µj.3 and µj.6, the right
one is undergoing interpolation and the left cj+1 is trustworthy.

1.3 New approach
While this paper was in preparation, it came to our attention that Con, Fathollahi,
Gabrys, Wootters, and Yaakobi have achieved similar results, but with different tech-
niques [2]. In particular, their approach uses code concatenation.

In this and the concurrent work by Con, Fathollahi, Gabrys, Wootters, and Yaakobi, we
aim to rightsize the length to n + Θ(εn) bits. While their work uses code concatenation, we
begin with a generator matrix A ∈ {0, 1}k×n of some error-correcting code. We then reorder
the codewords c1, . . . , c2k using Gray code:

cj+1 = gj+1A = (gj + eρj )A = cj + Aρj ∈ {0, 1}1×n.
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65:6 Capacity-Achieving Gray Codes

Here, gj is the jth string of the Gray code, eρj is the ρjth cardinal vector, and Aρj is the
ρjth row of A, all as row vectors. Our data structure will look like

cj∥0εn∥ρj∥βj∥0εn∥ρj∥βj∥0εn

or

cj∥1εn∥ρj∥βj∥1εn∥ρj∥βj∥1εn

depending on the parity of j, Here, βj is a subvector of cj obtained by collecting bits where Aρj

has 1. More precisely, if Aρj has 1 at indices i1, i2, . . . , iw, then βj := cj
i1

cj
i2

· · · cj
iw

∈ {0, 1}1×w,
where w is the Hamming weight of Aρj .

The purpose of keeping ρj in E is to take note of which row of A we are going to add to
cj to obtain cj+1. The purpose of keeping βj in E is to back up the bits of cj that are going
to be modified. We then interpolate between minor milestones

cj ∥0εn∥ ρj ∥ βj ∥0εn∥ ρj ∥ βj ∥0εn,

cj+1∥0εn∥ ρj ∥ βj ∥0εn∥ ρj ∥ βj ∥0εn,

cj+1∥1εn∥ ρj ∥ βj ∥0εn∥ ρj ∥ βj ∥0εn,

cj+1∥1εn∥ρj+1∥ βj ∥0εn∥ ρj ∥ βj ∥0εn,

cj+1∥1εn∥ρj+1∥βj+1∥0εn∥ ρj ∥ βj ∥0εn,

cj+1∥1εn∥ρj+1∥βj+1∥1εn∥ ρj ∥ βj ∥0εn,

cj+1∥1εn∥ρj+1∥βj+1∥1εn∥ρj+1∥ βj ∥0εn,

cj+1∥1εn∥ρj+1∥βj+1∥1εn∥ρj+1∥βj+1∥0εn,

cj+1∥1εn∥ρj+1∥βj+1∥1εn∥ρj+1∥βj+1∥1εn,

Note that we use Fathollahi and Wootters’s data structure to protect ρj and βj , and so the
backup data is almost always available.4

An analogy of this construction is to think of cj as the state of our computer at version j.
Now a software update comes in and attempts to add Aρj to cj . To avoid messing things up,
the updater backs up the files that are going to be updated, which are at i1, . . . , iw; and βj

is the backup data.
Our construction, at any code rate below capacity, achieves positive error exponents and

linear encoding and decoding complexity.

▶ Theorem 1 (Main theorem). Fix a BSC with p ∈ (0, 1/2) and a gap to capacity ε > 0.
For sufficiently large n, there exists a pair of encoder E : [m] → {0, 1}1×n and decoder
D : {0, 1}1×n → [m] with code size m > 2(Capacity(BSCp)−ε)n such that (a) E(x) and E(x + 1)
differ by one bit and (b)

Prob
{∣∣∣D(

BSCn
p (E(x))

)
− x

∣∣∣ > t
}

< 2−Ω(n) + 2−Ω(t)

for all x ∈ [m − 1] and all t > 1. Moreover, the time complexity of E and D scales5 linearly
in n.

Organization

The rest of the paper is dedicated to proving Theorem 1.

4 There is no reason not to protect ρj and βj using error-correcting codes. We omit that here but will
discuss in the formal proof.

5 exponentially in 1/ poly(ε)
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2 Proof of Theorem 1

Fix a crossover probability p and a gap to capacity ε > 0. Let n and k be very large.

2.1 The building blocks B and C
We begin with a linear code B with block length εn and dimension εk. Using well-known
constructions [5, Theorem 8], we can make the code rate k/n ε-close to the capacity if n is
large enough. Moreover, the encoding and decoding complexity can be made linear in n. Let
B be the generator matrix of B.

We stack B to construct a larger generator matrix

A :=


B B̄

B B̄

B B̄
. . . . . .

B B̄

 ∈ {0, 1}k×(1+ε)n (4)

and denote the corresponding code by C ⊂ {0, 1}1×(1+ε)n. Here, B̄ is the bitwise complement
of B. We put B̄ next to B so that all rows of [B B̄] has the same Hamming weight, εn.
This means that the backup data βj will be exactly εn bits long. We repeat B and B̄ 1/ε

times so that A has block length (1 + ε)n and dimension k. This makes the code rate of C
2ε-close to the capacity.

Decoding C is straightforward. Given a received word y ∈ {0, 1}1×(1+ε)n, apply B’s
decoder to y1, . . . , yεn to obtain x1, . . . , xεn. Subtract the influence of x1, . . . , xεn from
yεn+1, . . . , y2εn and apply B’s decoder to obtain xεn+1, . . . , x2εn. Repeat this process until
we obtain xn.

We also use B to protect the row index ρj ∈ [k] and the backup data βj ∈ {0, 1}εn.
Denote by B(ρj , βj) the result of encoding these log2(k) + εn bits of information using

2n

k
⩾

⌈ log2(k) + εn

εk

⌉
blocks of B. This means that B(ρj , βj) has length 2εn2/k.

2.2 Encoding E
Recall that ρj is the ruler sequence defined in (2) capped at k. Recall that gj is the jth string
of the Gray code and is obtained by flipping the min(ρj−1, k)th bit of gj−1. We assume an
ordering on the codewords C = {c1, . . . , c2k } by Gray code, i.e., cj := gjA. Let βj be the
subvector of cj obtained by deleting the bits where Aρj has 0.

We now place the milestones at

µj := jεn(4 + 2n/k)

for j ∈ [2k]. Consequently, E will encode integers up to m := (2k − 1)εn(4 + 2n/k) + 1 =
(1 + o(1))2k. We then define data structure:

E(µj) := cj∥0εn∥B(ρj , βj)∥0εn∥B(ρj , βj)∥0εn

and

E(µj) := cj∥1εn∥B(ρj , βj)∥1εn∥B(ρj , βj)∥1εn

APPROX/RANDOM 2024



65:8 Capacity-Achieving Gray Codes

depending on the parity of j. Here, B(ρj , βj) is the bitwise complement of B(ρj , βj). Note
that each E(µj) is (1 + 4ε + 4εn/k)n bits long. We infer that the code rate of E is O(ε)-close
to the capacity.

Next, we show that the Hamming distance between E(µj) and E(µj+1) is εn(4 + 2n/k).
Trivially, the consecutive zeros and ones contributes 3εn bits of Hamming distance. Next,
note that

cj+1 − cj = gj+1A − gjA = (gj+1 − gj)A = eρj A = Aρj .

This is the ρjth row of A. By the construction (4), any row of A contributes exactly εn bits
of Hamming distance. Next, B(ρj , βj) and B(ρj+1, βj+1) contributes an unknown amount
of distance. But it is complement to the distance between B(ρj , βj) and B(ρj+1, βj+1).
Therefore, the B part contributes exactly 2εn2/k. In total, the Hamming distance is exactly
εn(4 + 2n/k).

Now that the distance between consecutive milestones matches the Hamming distance,
we can interpolate between them. In particular, for even j,

E(µj) := cj ∥0εn∥ B(ρj , βj) ∥0εn∥ B(ρj , βj) ∥0εn,

E(µj + εn) := cj+1∥0εn∥ B(ρj , βj) ∥0εn∥ B(ρj , βj) ∥0εn,

E(µj + 2εn) := cj+1∥1εn∥ B(ρj , βj) ∥0εn∥ B(ρj , βj) ∥0εn,

E(µj + 2εn + d) := cj+1∥1εn∥B(ρj+1, βj+1)∥0εn∥ B(ρj , βj) ∥0εn,

E(µj + 3εn + d) := cj+1∥1εn∥B(ρj+1, βj+1)∥1εn∥ B(ρj , βj) ∥0εn,

E(µj + 3εn + 2εn2/k) := cj+1∥1εn∥B(ρj+1, βj+1)∥1εn∥B(ρj+1, βj+1)∥0εn,

E(µj + 4εn + 2εn2/k) := cj+1∥1εn∥B(ρj+1, βj+1)∥1εn∥B(ρj+1, βj+1)∥1εn,

where d is the Hamming distance between B(ρj , βj) and B(ρj+1, βj+1).

2.3 Decoding D
Suppose that we are given

c∥ϕ∥B′∥ϕ′∥B′′∥ϕ′′′ (5)

as the noisy version of E(x) for some x ∈ [m], where
c ∈ {0, 1}1×(1+ε)n is the noisy version of cj , cj+1, or anything in between,
ϕ, ϕ′, ϕ′′ ∈ {0, 1}1×εn are the noisy version of the buffers, and
B′, B′′ ∈ {0, 1}1×2εn2/k are the noisy version of the B part.

We first apply Fathollahi and Wootters’s decoder [4] to the second half of (5)

ϕ∥B′∥ϕ′∥B′′∥ϕ′′′.

Their decoder counts how many ones and zeros are in ϕ, ϕ′, and ϕ′′. This tells us which
minor milestone we are at. We use this information to determine which of B′ or B′′ is
undergoing interpolation, and which is trustworthy. And then, we use the trustworthy one
to recover the row index ρj and the backup data βj (or ρj+1 and βj+1 depending on if x is
past µj + 2.5εn + d or not). From now on, we just call them ρ and β.

We define the rollback function Roll : {0, 1}(1+ε)n × [k] × {0, 1}εn → {0, 1}(1+ε)n that
overwrites messed-up bits using backup data. More precisely, Roll(c, ρ, β) will be the vector
c after replacing ci1 with β1, ci2 with β2, and so on, where i1, i2, . . . are the indices where
Aρ has 1. Our claim is that, it does not matter if it is cj , 0εn, or B that is undergoing
interpolation, Roll(c, ρ, β) will just look like the noisy version of cj or cj+1, which can be
decoded by the decoder of C. This can be seen more clearly by considering three cases.
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Case 1: x is between µj and µj + εn. This is the stage where we are adding Aρ to
cj . In this case, the B part backs up the subvector of cj that is undergoing interpolation;
Roll(c, ρ, β) would just be a noisy version of cj that can be decoded by C.

Case 2: x is between µj + εn and µj + 2.5εn + d. This is the case where B′ is not
trustworthy and so Fathollahi and Wootters’s decoder will decode B′′ to (ρj , βj). In this
case, Roll(c, ρj , βj) will be a noisy version of cj that can be decoded by C.

Case 3: x is between µj + 2.5εn + d and µj + 4εn + 2εn2/k. This is the case where B′′ is
not trustworthy and so Fathollahi and Wootters’s decoder will decode B′ to ρj+1, βj+1. In
this case, Roll(c, ρj+1, βj+1) will be a noisy version of cj+1 that can be decoded by C.

Examining these three cases, we can see that Roll(c, ρ, β) will always yield cj or cj+1.
With that, we can compute gj and j. Now that we know x ∈ [µj , µj+1], it suffices to
compare (5) with E(µj), . . . , E(µj+1) and see which one minimizes the Hamming distance.
The minimizer will be our best bet of x.

2.4 Complexity and tail estimation
The complexity of E and D is linear in n. This is because Gray’s encoding, Gray’s decoding,
B’s encoding, B’s decoding, determining whether ϕ, ϕ′, and ϕ′′ are zeros or ones, determining
whether B′ or B′′ is trustworthy, and Roll are all linear in n.

The tail estimation (3) boils down to the following components.
With probability 2−Ω(n), we obtain the wrong j, i.e., x /∈ [µj , µj+1].
The guesswork of x conditioned on correct j has tail probability 2−Ω(t).

The first bullet point is a consequence of the error probability of B being 2−Ω(εn), which is
2−Ω(n) as we fixed ε. The second bullet point relies on what minimizes the Hamming distance
between (5) and E(µj), . . . , E(µj+1). Such analysis has been done before [6, Lemma 3.7] [4,
Lemma 13], and we do not repeat it here. This finishes the proof.
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Abstract
The relationships between various meta-complexity problems are not well understood in the worst-
case regime, including whether the search version is harder than the decision version, whether the
hardness scales with the “threshold”, and how the hardness of different meta-complexity problems
relate to one another, and to the task of function inversion.

In this work, we present resolutions to some of these questions with respect to the black-box
analog of these problems. In more detail, let MKt

MP[s] denote the language consisting of strings x

with Kt
M (x) < s(|x|), where Kt

M (x) denotes the t-bounded Kolmogorov complexity of x with M as
the underlying (Universal) Turing machine, and let search- MKt

MP[s] denote the search version of
the same problem.

We show that if for every Universal Turing machine U there exists a 2αnpoly(n)-size U-oracle aided
circuit deciding MKt

UP[n−O(1)], then for every function s, and every not necessarily universal Turing
machine M, there exists a 2αs(n)poly(n)-size M -oracle aided circuit solving search- MKt

MP[s(n)];
this in turn yields circuits of roughly the same size for both the Minimum Circuit Size Problem
(MCSP), and the function inversion problem, as they can be thought of as instantiating MKt

MP with
particular choices of (a non-universal) TMs M (the circuit emulator for the case of MCSP, and the
function evaluation in the case of function inversion).

As a corollary of independent interest, we get that the complexity of black-box function inversion
is (roughly) the same as the complexity of black-box deciding MKt

UP[n − O(1)] for any universal TM
U; that is, also in the worst-case regime, black-box function inversion is “equivalent” to black-box
deciding MKt

UP.
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Turing machine (TM) U) that generates a given string x, within time t(|x|), where t is a
polynomial, and the (b) the Minimimum Circuit Size problem (MCSP) [8, 20] – finding the
smallest Boolean circuit that computes a given function x. For both of these problem one may
also consider thresholds versions, MKt

UP[s] and MCSP[s], where MKt
UP[s] (resp. MCSP[s])

is the languages of strings x s.t. Kt
U(x) (resp. the circuit size of x) is less than s(|x|), as

well as search versions search- MKt
UP[s], where the goal is not only to compute/decide the

complexity of a string x but also to find a short description that witnesses this complexity.
The relationship between these various meta-complexity problems are not well understood.

In particular:
1. Decision-to-Search: Solving the search version trivially yields a solver for the decisional

(or computational) version with roughly the same complexity. Does the converse hold:
Does a T (n)-size circuit for solving the decision version imply a, roughly, T (n)-size circuit
solving the search version?

2. Hardness Scaling to the Threshold: Intuitively, the threshold version of the problem,
for small thresholds s(n) ≪ n ought to be easier than the threshold n version (or
computational) version since there exist trivial 2s(n)poly(n) time algorithms for the
threshold version (simply doing brute force search). Does this hold more generally: Does
a T (n)-size circuit solving MKt

UP[n−O(1)] imply a roughly T (s(n))-size circuit for solving
MKt

UP[s(n)]?
3. The “Model of Computation” and the Relationship to Function Inversion:

Other meta-complexity problems, such as the MCSP problem, can be stated as an MKt
MP

problem with respect to a particular non-universal underlying TM M (performing circuit
emulation). Additionally, a solver for the search- MKt

MP problem with respect to any
(non-universal) TM M is also equivalent to a solver for the function inversion problem
(i.e., the problem of inverting any function on every input). Does a T (n)-size solver for
MKt

UP[s(n)] with respect to any underlying Universal TM U, imply one (of size roughly
T (n)) that also works with respect non-universal TMs (and thus also for MCSP and
function inversion)?

In the average-case regime, positive answers to these questions – when restricting to efficient
underlying (Universal) TMs – were provided in respectively [11] (for question 1), [12] (for
question 2) and [11, 17] (for question 3), but they remain wide open in the worst-case regime.
This is the focus of the current paper, but rather than restricting to efficient underlying TMs,
we will consider arbitrary TMs (with potentially a large description or running time).

In particular, very recently non-trivial circuits for the various different meta-complexity
problems were given. In [14], the current authors show that for any efficient Universal TM U,
there exists a circuit of size 24n/5poly(n, t(n)) that solves the search version of the Kt

U (and
thus also search- MKt

UP). A different, independent, paper by Hirahara, Ilango and Williams
[6] focuses on the threshold version of the above meta-complexity problems and presents
circuits of size respectively 2(4/5)s(n) · poly(n, t(n)) and 2(4/5+o(1))·s(n) log s(n) for them. In
both cases, the core of the technical work consist of providing a circuit implementation of
the function inversion algorithm from Fiat and Naor [3], and next applying this function
inversion algorithm to the one-way function construction of [11] (or variants thereof, notably
the variant of [17] to deal with the MCSP problem) based on the hardness of meta-complexity
problems – an approach first envisioned by Ren and Santhanam [17].1 As such, the worst-case

1 [17] noted that the function inversion algorithm of [3] could be applied to the one-way function
construction of [11] to get a non-trivial non-uniform RAM program that solves the MKtP problem, but
left open whether a circuit implementation can be given.
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complexity bounds obtained are roughly the same for (a) the search and the decisional version
(as the function inverter also directly solves the search problem in [11]), (b) they naturally
scale with the threshold s of MKtP[s] (based on an extension of the function inversion attack
of Fiat-Naor done in [6]), and (c) are the roughly same for MKtP, MCSP and function
inversion (since the one-way function constructions in [11, 17] are length preserving). These
works thus indicate that perhaps the same phenomena that are known in the average-case
setting may also hold in the worst-case setting.

In this paper, we demonstrate that this is not a coincidence. Indeed, we provide a positive
answer to all the above questions also in the worst-case regime, when restricting attention
to black-box solvers and thus all the above result follow from simply obtaining a circuit for
black-box solving the decisional MKtP problem.

Black-box Solvers

As noted in [14], their algorithm for Kt
U works for any Universal TM U (as long as the

algorithm gets oracle access to U): for any (not necessarily efficient) Universal TM U, there
exists a U-oracle aided circuit of size 24n/5poly(n, t(n)) that solves the search version of the
Kt

U. Following [14], we say that MKtP[s] (resp search- MKtP[s]) admits a T (n)-size black-box
solver if for every universal TM U, there exists a T (n) size U-oracle aided circuit for solving
MKt

UP[s] (resp search- MKt
UP[s]). We additionally say that these problems admit a T (n)-size

generalized black-box solver if the same holds not only with respect to any universal TM
U but also for non-universal TMs M (satisfying the minimal condition that the emulation
by M has a unique output: M(Π, 1t1) = M(Π, 1t2) if either of those provide some output).
Considering generalized black-box solvers is what will allow us to answer question 3 above,
but actually, also from a technical point of view, will also be instrumental also to deal with
question 1.

[14] proved a lower bound of 2n/2−o(n) on the size of black-box Kt solvers.

1.1 Our Results
Our main result shows that the existence of a 2αn+o(n)-size black-box solver for MKtP[n−
O(1)] implies the existence of a 2αs(n)+o(n)-size generalized black-box solver for
search- MKtP[s], thus providing a positive answer to all the above questions with respect to
black-box solvers.

▶ Theorem 1. Assume the existence of a 2αn · poly(n)-size black-box solver for MKtP[n− 4]
for t(n) = n. Then there exists a 2αs(n) · poly(n)-size generalized black-box solver for
search- MKt’P[s] for every function t′(·) and every function s(n) ≤ 2n− ⌈log n⌉.

We highlight that generalized black-box solvers can solve MCSP (since, as implicitly observed
in [6] following [17, 4]), the MCSP problem can be stated as an MKt

MP problem with
respect to a particular non-universal underlying TM M (performing circuit emulation) – see
Lemma 19 in the Appendix). As a direct corollary of Theorem 1 and Lemma 19, we thus
get:2

▶ Corollary 2. Let p ∈ poly and α > 0, and assume that for t(n) = n there exists a black-box
MKtP[n− 4] solver of size 2αn · p(n). Then for every s(n) ≤ 1.9n/ log n, search- MCSP[s]
can be solved with a circuit family of size 2(α+o(1))·s(n)·log(s(n)+log n) · poly(n).

2 When s(n) ≥ 1.1 · n/logn then MCSP[s] is the trivial language consisting of all strings due to the result
of [13], so the corollary below actually works for all s.

APPROX/RANDOM 2024
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Additionally, we observe that generalized black-box solvers for search- MKtP[n] can easily
be seen to be equivalent to function inversion circuits (for all functions f) of roughly the same
size – see Lemmas 16 and 17 in the Appendix. As a corollary of Theorem 1, we thus get that
– in the black-box regime – solving the function inversion problem is not only sufficent (as
shown in [14, 6] for solving MKtP[n−O(1)] but also necessary. This matches the converse
direction of the average-case characterization of one-way functions through the hardness of
MKtP from [11], and yields a characterization of the black-box worst-case hardness of MKtP
through the black-box worst-case hardness of one-way functions. In particular, black-box
solving just MKtP[n−O(1)] is no easier than (black-box) function inversion.

▶ Theorem 3. There exists a black-box MKtP[n−O(1)] solver of size 2αn ·poly(n) for every
polynomial t if and only if every function f can be inverted by an f-oracle aided circuit of
size 2αn · poly(n).

As a consequence of Theorem 3, and Impagliazzo’s lower bound on the circuit size of black-
box one-way function inversion [7]3, we directly get a lower bound on the complexity of
black-box MKtP solvers; such a lower bound was previously proved directly for the MKtP
problem in [14] but it required a significantly more complicated proof and employing heavier
machinery.

▶ Corollary 4. There is no black-box MKtP[n− 4] solver of size 2n/2−o(n).

1.2 Proof Outline
Theorem 1 is proved in two step. The first step is formally stated in Corollary 13 and the
second in Corollary 15.

Step 1: From Black-box to Generalized Black-Box for Small Thresholds

We first show that any black-box solver for MKtP[n− 4] of size T (n) implies a generalized
black box MKtP[s(n)] solver of size T (s(n)+O(1))poly(n, t(n)).4 The proof follows standard
techniques from the literature on hardness magnification (i.e., hashing down the statement
x using a pairwise independent hash function h to roughly the threshold size, and then
applying the solver of a related language on the smaller instance h(x) and thereby improving
the running time) [16, 2, 15]. The key difference with our approach is that by leveraging the
black-box property of the algorithm, we can use an algorithm for the same problem, but
parameterized by a different universal TM Mh, as opposed to a general NP problem as in
those earlier works – that is, we get “self hardness magnification” [12]). (We highlight that
[6] also rely on a similar hashing technique to directly present an attack on the threshold
version of MKtP but do so in a slightly different context: in particular, they use hashing to
develop a function inversion algorithm whose circuit complexity only depends on the input
size of the function and not the output size, and next function inversion with an input size
that depends on the threshold to solve MKtP[s]. Nevertheless, our usage of this approach is
inspired by theirs.) Additionally, and perhaps more surprisingly, we show that this technique
allows us to solve the orthogonal problem of dealing with non-universal Turing machines (so
that we can get a generalized black-box solver): in essence, the idea is to define a universal

3 Impagliazzo shows that for every large enough n ∈ N, there exists a permutation σ : {0, 1}n → {0, 1}n

such that every σ-oracle aided circuit C of size at most 2n/2−2 log2 n fails to invert f . See also [21].
4 This reduction also works for the search version of these problems.
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TM Mh that has two tracks: if the first bit of the input “program” Π is 0, it simply runs some
Universal TM U(Π>1) on the rest of the input Π>1, and if it is 1, then it outputs h(M(Π>1))
where M is the non-universal TM that we want a MKt

MP[s] solver for. The key point is that
due to pairwise independence property of the hash function, h(x) is uniform (for a random
choice of h) and thus with high probability h(x) has essentially maximal Kt

U complexity, and
thus the existence of the first “track” does not disrupt the hardness magnification reduction.

Step 2: From Decision to Search

Our next result shows how any generalized MKtP[s] solver of size 2αs(n) can be used to solve
also the search version of the problem with roughly the same running time. In particular,
to solve search- MKt

MP[s], we will rely on a circuit deciding MKt
Mn

P[s + ⌈log n⌉] where
Mn is defined as a TM that given a program Π = (i, Π′) where i is defined as the first
⌈log n⌉ bits of Π, checks if Π′ generates an output x of exactly n bits, and if so outputs x

concatenated with the first i bits of Π′. The key point is that for every n-bit length string
x, Kt

Mn
(x) = Kt

M (x) + ⌈log n⌉ (obtained by letting i = 0). Furthermore, this Kolmogorov
complexity can be maintained if we concatenate the prefix of any minimum length program
Π′ that generates x, so the bits of any such minimum length program can be iteratively
recovered given an oracle computing Kt

Mn
. The same argument also works if we only have

access to a decision oracle for the threshold s + ⌈log n⌉, but then we only recover a program
of length at most s.

2 Preliminaries

2.1 Notations
All logarithms are taken in base 2. We use calligraphic letters to denote sets and distributions,
uppercase for random variables, and lowercase for values and functions. Let poly stand
for the set of all polynomials. Given a vector v ∈ Σn, let vi denote its ith entry, let
v<i = (v1, . . . , vi−1) and v≤i = (v1, . . . , vi). Similarly, for a set I ⊆ [n], let vI be the ordered
sequence (vi)i∈I . For a function f : D → R, and a set S ⊆ D, we let f(S) = {f(x) : x ∈ S}.

2.2 Distributions and Random Variables
When unambiguous, we will naturally view a random variable as its marginal distribution.
The support of a finite distribution P is defined by Supp(P) := {x : PrP [x] > 0}. For a
(discrete) distribution P, let x← P denote that x was sampled according to P. Similarly,
for a set S, let x← S denote that x is drawn uniformly from S.

2.3 Kolmogorov Complexity
Roughly speaking, the t-time-bounded Kolmogorov complexity, Kt(x), of a string x ∈ {0, 1}∗

is the length of the shortest program Π = (M, y) such that, when simulated by an universal
Turing machine, Π outputs x in t(|x|) steps. Here, a program Π is simply a pair of a Turing
Machine M and an input y, where the output of P is defined as the output of M(y). When
there is no running time bound (i.e., the program can run in an arbitrary number of steps),
we obtain the notion of Kolmogorov complexity.

In the following, let U(Π, 1t) denote the output of Π when emulated on U for t steps. We
now define the notion of Kolmogorov complexity with respect to the universal TM U.

APPROX/RANDOM 2024
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▶ Definition 5. Let t be a polynomial. For all x ∈ {0, 1}∗, define

Kt
U(x) = min

Π∈{0,1}∗
{|Π| : U(Π, 1t(|x|)) = x}

where |Π| is referred to as the description length of Π.

It is well known that for every x, Kt(x) ≤ |x|+ c, for some constant c depending only on the
choice of the universal TM U.

▶ Fact 6. For every universal TM U, there exists a constant c such that for every x ∈ {0, 1}∗,
and for every t such that t(n) > 0, Kt

U(x) ≤ |x|+ c.

We will use the following bound on the Kolmogorov complexity of strings sampled from the
uniform distribution.

▶ Lemma 7. For any universal TM U and every n ∈ N, it holds that

Prx←{0,1}n

[
Kt

U(x) ≥ n− i
]
≥ 1− 2−i.

3 Definitions

Given some efficient threshold function s, let MKt
MP[s] denote the set of strings x s.t.

Kt
M (x) ≤ s(|x|) (where we let Kt

M (x) = ∞ if there is no Π such that M(Π, 1t) = x). Let
search- MKt

MP[s] denote the search problem in which given a string x with Kt
M (x) ≤ s(|x|),

the output is a program Π of length at most s(|x|) with M(Π, 1t(n)) = x.
We start with the definition of a black-box emulator and a black-box universal TM.

▶ Definition 8 (Black-box emulator/Black-box Universal TM). A function M : {0, 1}∗ ×
1∗ → {0, 1}∗ ∪ {⊥}, is a black-box TM emulator if M has “unique outputs”: For any
Π ∈ {0, 1}∗, t1, t2 ∈ N, t1 ≤ t2, if M(Π, 1t1) ̸= ⊥, M(Π, 1t2) = M(Π, 1t1). A black-box
TM emulator U is a black-box universal Turing machine (black-box UTM) if there exists a
universal Turing machine U0 such that for any (Π, 1t), if Π is a valid description of a Turing
machine (w.r.t U0), then U(Π, 1t) = U0(Π, 1t).

We next define black-box solvers for MKt
MP[s]. For a TM M , a function t : N→ N, and

a number n ∈ N, we let fM,t
n : {0, 1}≤2n → {0, 1}∗ be the function defined by fM,t

n (Π) =
M(Π, 1t(n)) for any Π ∈ {0, 1}≤2n.

▶ Definition 9 (Black-box MKtP-solver). For functions t, s, T : N→ N, we say that MKtP[s]
admits a black-box MKtP[s]-solver of size T (n) if for every black-box universal TM U, there
exists a circuit family C = {Cn}n∈N of size at most T (n), such that for every n ∈ N, Cn is a
fU,t

n -oracle aided circuit that decides MKt
UP[s] on inputs of length n.

▶ Remark 10 (Black-Box vs. Fully Black-Box solvers). In [14] there are two definitions for Kt

solvers: fully black-box and (plain) black-box. The (plain) black-box is defined as in the
definition above, while for fully black-box the circuit family C can be used to compute the
Kt

U complexity with respect to any universal TM U.
The construction of Kt solver given in [14] is not fully black-box. Indeed, the circuit

family in [14] construct is dependent in the universal TM with respect to we defined Kt.
Moreover, proving lower bounds for (plain) black-box solvers is stronger.
We define generalized black-box solver in exactly the same way except that we quantify over
all black-box TM emulators (as opposed to just universal ones).



N. Mazor and R. Pass 66:7

▶ Definition 11 (Generalized black-box MKtP-solver). For functions t, s, T : N→ N, we say
that MKtP[s] admits a generalized black-box MKtP[s]-solver of size T (n) if the following holds
for every black-box TM M , there exists a circuit family C = {Cn}n∈N of size at most T (n),
such that for every n ∈ N, Cn is a fM,t

n -oracle aided circuit that decides MKt
MP[s] on inputs

of length n.

We similarly define black-box solvers and generalized black box solvers for search- MKtP.

4 Generalized Solvers Scaling with the Threshold

We show how to turn a black-box solver into a generalized black-box solver where the circuit
size scales with the threshold. As mentioned before, proof follows standard techniques from
the literature on hardness magnification (i.e., hashing down the statement to roughly the
threshold size, and then applying the solver on the smaller instance and thereby improving
the running time) [16, 2, 15].

▶ Theorem 12. There exists q ∈ poly such that the following holds. Let T : N → N be a
function, and assume that for t(n) = n there exists a black-box MKtP[n− 4] solver of size
T (n). Then, there exists a generalized black-box MKt’P[s] solver of size T (s(n) + 5) · q(n)
for every function s(·) with s(n) ≤ 2n and for every function t′(·).5

Proof of Theorem 12. Fix an efficient universal TM U, and let p ∈ poly be such that p(n, t)
bounds the size of a circuit implementing U(Π, 1t) for inputs (Π, 1t) with |Π| = n. Let
M , s(n), and t′(n) be the TM, time function and threshold for which we want to solve
MKt’

MP[s]. Let t(n) = n. For every n ∈ N, let Hn =
{

h : {0, 1}n → {0, 1}s(n)+5
}

be a
pairwise independent hash family, such that there exists m ∈ poly for which m(n + s(n))
bounds the circuit size evaluating h for every h ∈ Hn. Fix n ∈ N. We start by showing a
distribution over circuits that solves MKt’

MP[s] with good probability.
For every h ∈ Hn, we define Uh to be the following black-box universal TM:

Uh(Π, 1t) =


U(Π>1, 1t) if Π1 = 0
h(M(Π>1, 1t′(n))) if |Π| ≤ 2n + 1, Π1 = 1 and

∣∣∣M(Π>1, 1t′(n))
∣∣∣ = n

⊥ Otherwise

By the assumption that there exists a black-box solver of size T (n) for every black-box
universal TM, there exists a circuit of size Cs

h of size T (s(n) + 5) that solves MKt
Uh

P[n− 4]
on input of length n′ = s(n) + 5, and using oracle to the function fh

n : {0, 1}≤2n′
→ {0, 1}∗

defined by fh
n (Π) = Uh(Π, 1t(n′)).

Let Ch be the circuit that given input x ∈ {0, 1}n, computes h(x) and outputs Cs
h(h(x)).

We claim that for every x ∈ {0, 1}n,
1. if Kt′

M (x) ≤ s(n), Ch(x) outputs Yes for every h, and,
2. if Kt′

M (x) > s(n), it holds that for h← Hn, Ch(x) outputs No with probability at least
3/4.

5 We remark that the theorem extends also to the search versions of the same problems with essentially
identically the same proof. Since we later will show a generic decision-to-search reduction, we omit the
details.

APPROX/RANDOM 2024
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To see (1), consider any x ∈ {0, 1}n s.t. Kt′

M (x) ≤ s(n). Then there exists a program Π of
length at most s(n) such that M(Π, 1t′(n)) = x. Therefore Uh(1||Π, 1t(n)) = h(M(Π, 1t′(n))) =
h(x) and thus Kt

Uh
(h(x)) ≤ s(n) + 1 ≤ n′ − 4, so Ch(x) will always answer Yes.

For (2), consider any x ∈ {0, 1}n s.t. Kt′

M (x) > s(n). We claim that with probability
at least 3/4 over the choice of a random h← Hn, it holds that Kt

Uh
(h(x)) > n′ − 4, which

implies that Ch(x) outputs No. To see the above, assume that for some h, Kt
Uh

(h(x)) ≤ n′−4.
Then there exists Π such that |Π| ≤ n′ − 4, and Uh(Π, 1t(n)) = h(x). By the definition of
Uh, it either holds that Π1 = 0, and then Kt

U(h(x)) ≤ n′ − 5, or Π1 = 1, which means that
h(x) = h(x′) for some x′ with Kt′

M (x′) ≤ n′ − 5 = s(n). In the following we show that the
probability that one of the above happens is at most 1/4 (over a random choice of h← Hn).
Indeed, since Hn is a pairwise independent family, h(x) uniformly distributed when h← Hn.
Therefore,

Prh←Hn

[
Kt

U(h(x)) ≤ n′ − 4
]

= Pr
y←{0,1}n′

[
Kt

U(y) ≤ n′ − 4
]
≤ 2−3.

Moreover, for every x′ ̸= x, it holds that Prh←Hn [h(x) = h(x′)] ≤ 2−s(n)−5. By a union
bound over all x′ with Kt′

M (x′) ≤ s(n), we get that the probability of collision h(x) = h(x′)
with such x′ is at most 2−4. Using the union bound again, it holds that with probability at
least 1−2−3−2−4 > 3/4, both Kt

U(h(x)) > n′−4 and there is no x′ ≠ x with Kt′

M (x′) ≤ s(n)
such that h(x) = h(x′) . In this case, Kt

Uh
(h(x)) > n′ − 4, and Ch(h(x)) answers No.

The proof now follows by simple amplification: for h1, . . . , hn ∈ Hn, let Ch1,...,hn
be the

circuit that computes Ch1(x), . . . , Chn
(x) and outputs No if one of the execution output No.

It follows using a standard Union bound, that with positive probability over the random
choice of h1, . . . , hn ← Hn, Ch1,...,hn

outputs the right answer for all x ∈ {0, 1}n; thus, there
exists a fixed choice of h1, . . . , hn that works for every input.

We finally bound the size of Ch1,...,hn
. We start with bounding the size of a circuit with

fh
n oracle, for every h ∈ {h1, . . . , hn}. In this case,

|Ch1,...,hn
| ≤ n ·m(n + s(n)) + n · |Cs

h|+ O(n)
≤ n ·m(n + s(n)) + n · T (s(n) + 5) + O(n).

Next, observe that each fh
n oracle can be implemented using a circuit of size m(n + s(n)) +

p(2n′, 2n′) using oracle to the function fM,t
n : {0, 1}≤2n → {0, 1}∗ defined by fM,t′

n (Π) =
M(Π, 1t′(n)). Thus, the size of a fM,t′

n -oracle aided circuit computing Ch1,...,hn
is at most

T (s(n) + 5) · q(n) for q(n) = (m(n + s(n)))2 + p(2(s(n) + 5), 2(s(n) + 5)). ◀

By taking T (n) = 2α·n·poly(n), we get the following corollary.

▶ Corollary 13. Assume the existence of a 2αn ·poly(n)-size black-box solver for MKtP[n−4]
for t(n) = n. Then there exists a generalized black box MKt’P[s] solver of size 2α·s(n) ·poly(n)
for all functions t′(·) and s = s(n) with s(n) ≤ 2n.

5 From Decision to Search

In this section we show that if there exists a non-trivial black box solver to MKtP, then such
a solver (with roughly the same efficiency) exists also for search- MKtP.

▶ Theorem 14. There exists q ∈ poly such that the following holds. Let p : N → N be
a monotone function, and let T : N → N and t : N → N be functions. Assume that for
every s : N → N with s(n) ≤ 2n there exists a generalized black-box MKtP[s] solver of size
T (s(n)) · p(n). Then, there exists a generalized black-box search- MKtP[s] solver of size
T (s(n) + ⌈log n⌉) · p(n + s(n)) · q(n) for every s : N→ N such that s(n) ≤ 2n− ⌈log n⌉.
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Proof. Let M be a black-box TM emulator, and for every n ∈ N, let Mn be the following
black-box TM emulator. Given Π and 1t′ , Mn interprets Π = i||Π′, where the first ⌈log n⌉
bits of Π interpreted as an index i ∈ [n], and the rest of the bits interpreted as a program Π′.
Then, Mn acts as follows:

Mn(i, Π′, 1t′
) =

{
M(Π′, 1t(n))||Π′≤i if i ≤ n, |Π′| ≤ 2n and

∣∣M(Π′, 1t(n))
∣∣ = n

⊥ Otherwise

We observe that for every x, for every i ∈ [n], and for every program Π′ of length ℓ ≤ 2n such
that M(Π′, 1t) = x, it holds that Kt

M (x)+⌈log n⌉ ≤ Kt
Mn

(x||Π′≤i) ≤ ℓ+⌈log n⌉. In particular,
assuming that Kt

M (x) ≤ 2n, for the minimal-length program Π′ such that M(Π′, 1t) = x it
holds that Kt

Mn
(x||Π′≤i) = Kt

M (x)+⌈log n⌉. Moreover, for every z ∈ {0, 1}∗ such that z is not
a prefix of a program of length at most ℓ that outputs x, it holds that Kt

Mn
(x||z) > ℓ+⌈log n⌉.

We can thus use an algorithm that decides MKt
Mn

P to find a program Π of length at most s

such that M(Π, 1t) = x. This can be done by the following process:
1. Check if Kt

Mn
(x) ≤ s(n) + ⌈log n⌉. If not output ⊥.

2. Let z = ⊥.
3. For every i ∈ [s(n)]:

a. Check if M(z, 1t) = x. If it does, output z.
b. Check if Kt

Mn
(x||z||0) ≤ s(n) + ⌈log n⌉, let z = z||0. Otherwise let z = z||1.

4. Output z.

Since Kt
Mn

(x||z||0) ≤ s(n) + ⌈log n⌉ if and only if z||0 is a prefix of a program Π of length at
most s such that M(Π, 1t) = x, the above process always finds such a program. We left to
show that the above process can be implemented using a circuit of size T (s(n) + ⌈log n⌉) ·
p(n + s(n)) · poly(n).

Let s′ be the function defined by s′(k) = 1 for every k < n, and s′(k) = s(n) + ⌈log n⌉
otherwise. Then if s(n) ≤ 2n − ⌈log n⌉, it holds that s′(k) ≤ 2k. By our assumption, for
every n′ there exists a fMn,t

n′ -oracle aided circuit Cn′ of size T (s′(n)) · p(n′) that decides
MKt

Mn
P[s′] on inputs of lenght n′. We observe that the above process can be implemented

with one call to each of Cn′ , for n′ ∈ {n, . . . , n + s(n)}. Moreover, the fMn,t
n′ -oracle can be

implemented by a poly-size circuit using an fM,t
n -oracle. Thus, the above process can be

implemented using a circuit of size at most s(n) · T (s(n) + ⌈log n⌉) · p(n + s(n)) · poly(n), as
required. ◀

By taking T (s(n)) = 2α·s(n), we get the following corollary.

▶ Corollary 15. Assume there exists a generalized black box MKtP[s] solver of size 2α·s(n) ·
poly(n) for all functions t(·) and s = s(n) with s(n) ≤ 2n. Then there exists a 2αs(n) ·poly(n)-
size generalized black-box solver for search- MKt’P[s] for every function t′(·) and every function
s(n) ≤ 2n− ⌈log n⌉.
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Proof. Let M be the black box TM that on input x ∈ {0, 1}n
, 1t outputs y = π(x). By

assumption, there exists a fM,t
n -oracle aided circuit of size at most T (n), that given an input

y ∈ {0, 1}n finds an input x of length at most n, such that M(x, 1t(n)) = y, if such exists.
Since M(x, 1t(n)) = π(x), such an x is a pre-image of y. Moreover, by the definition of M ,
the fM,t

n -oracle can be implemented efficiently using a π-oracle. ◀

The converse of Lemma 16 was implicitly proven in [14]; we repeat the proof for the
convenience of the reader.

▶ Lemma 17. There exists p ∈ poly such that the following holds. Assume that for every
function π : {0, 1}n → {0, 1}n there exists a π-oracle aided circuit of size T (n) that inverts π

with probability 1 (for every y = π(x), f(C(y)) = y). Then there exists a black-box MKtP[s]
solver of size T (n + ⌈log n⌉) · p(n) for every t : N→ N and every s : N→ N with s(n) ≤ n.

Proof. Let U be a black-box universal TM. Let f ′n : {0, 1}n × [n]→ {0, 1}n × [n] be defined
as

f ′n(Π, i) =
{

(U(Π≤i, 1t(n)), i)
∣∣U(Π≤i, 1t(n))

∣∣ = n

0n Otherwise

Let n′ = n + ⌈log n⌉. In the following, we assume that both the domain and the range of
f ′n is {0, 1}n′

, by the use of appropriate encoding and padding. By assumption, there is a
circuit family Ĉ =

{
Ĉn

}
n∈N

with f ′n oracle, of size T (n′) that inverts f ′n with probability 1.

Given a circuit Ĉn that inverts f ′n, we can construct a (f ′n-oracle aided) circuit Cn that
computes the Kt

U complexity of any string x of length n with Kt
U(x) ≤ n. This can be done

by computing f ′
−1
n (x, 1), . . . , f ′

−1
n (x, n) and outputing Yes if there exists (Π, i) such that

U(Π<i, 1t(n)) = x and i ≤ s(n) (the t-bounded Kolmogorov complexity of the string 0n can
be hardcoded in the circuit).

Observe that the size of Cn is n′ ·
∣∣∣Ĉn

∣∣∣ + poly(n). Thus, there exists a circuit family
of size n′ · T (n′) + poly(n) = T (n′) · poly(n), with f ′n oracle, that solves MKt

UP[s]. Lastly,
observe that f ′n can be efficiently computed from fU,t

n , thus we can replace the f ′n oracle with
a small circuit using an fU,t

n -oracle, to get a circuit of size T (n + ⌈log n⌉)poly(n). ◀

B MCSP[s] as a special case of MKt
MP

We note that any generalized black-box MKtP[s] solver can be used to solve MCSP[s]. In
fact, we observe that the MCSP[s] problem can be formulated as a MKt

MP[s′] instance for a
particular choice of an (efficient but non-universal) TM M , and for a function s′(n) ≈ s(n).

Towards this, we will rely on the fact that circuits can be succinctly encoded as bit strings
from which the circuit can be efficiently decoded. In particular, as observed in [17, 6], the
encoding from [4] satisfies this requirement.

▶ Lemma 18 (Implicit in [4], see also [17, 6]). There exists an efficiently computable function
ℓ(s, k) ∈ (1 + o(1))(s · log(s + k)) such that ℓ is monotone in s and the following holds. There
exists an efficient algorithm Dec, such that for every circuit C : {0, 1}k → {0, 1} of size s,
there exists x ∈ {0, 1}ℓ(s,k) such that Dec(x) is a circuit of size s that computes the same
function as C. Moreover, for every x such that Dec(x) outputs a circuit C : {0, 1}k → {0, 1}
of size s, it holds that |x| = ℓ(s, k).6

6 Note that we here requires the length of an encoding of a circuit of size s to be exactly ℓ(s, k) (in
contrast to bounded by ℓ(s, k)). As far as we can tell, this property has not been previously stated but
it can be assumed without loss of generality using padding, and by assuming that given an input x,
Dec only outputs a circuit C of size s if it holds that |x| = ℓ(s, k), or outputs ⊥ otherwise.

APPROX/RANDOM 2024



66:12 On Black-Box Meta Complexity and Function Inversion

We now observe that the MCSP is a special-case of the MKt
MP problem for a specific choice

of the TM M .

▶ Lemma 19. There exists an efficient TM M such that the following holds for every
s : N → N and every t : N → N with t(n) ≥ n. Deciding MCSP[s] is equivalent to deciding
MKt

MP[s′], for s′(n) = ℓ(s(n), ⌊log n⌋).

Proof. Let Dec be the function from Lemma 18, and let M be the TM that given an input
x, 1t, computes Dec(x) to get a circuit C : {0, 1}k → {0, 1}. If x is not valid encoding of a
circuit, or 2k ̸= |x|, M outputs ⊥. If t ≤ 2k, M also outputs ⊥. Otherwise, M outputs the
truth table of C. Since ℓ is monotone in s, there exists a program of length less then s′(n) if
and only if there exists a circuit of size less than s(n) for x. ◀
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Abstract
Letting t ≤ n, a family of permutations of [n] = {1, 2, . . . , n} is called t-rankwise independent if for
any t distinct entries in [n], when a permutation π is sampled uniformly at random from the family,
the order of the t entries in π is uniform among the t! possibilities.

Itoh et al. show a lower bound of (n/2)⌊ t
4 ⌋ for the number of members in such a family, and

provide a construction of a t-rankwise independent permutation family of size nO(t2/ ln(t)).
We provide an explicit, deterministic construction of a t-rankwise independent family of size

nO(t) for arbitrary parameters t ≤ n. Our main ingredient is a way to make the elements of a
t-independent family “more injective”, which might be of independent interest.
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1 Introduction

An important topic in the area of pseudorandomness is the construction of random variables
such that any t of them are independent (for some parameter t ∈ N), given a small source of
purely random bits. A fundamental notion introduced by Wegman and Carter in 1979 [2] is
that of a t-independent family1, defined as follows (see also [9, Definition 3.31]).

▶ Definition 1 (t-independent family). Let m,n, t be positive integers with t ≤ m. A family
H of functions mapping [m]→ [n] is called t-independent if, when h ∈ H is chosen uniformly
at random, for any t distinct x1, . . . , xt ∈ [m] and t elements y1, . . . , yt ∈ [n],

P (h(xi) = yi for i = 1, . . . , t) = 1
nt
,

or equivalently, that the t random variables h(x1), . . . , h(xt) are independently and uniformly
distributed in [n].

These t-independent families are well-studied, and have found various applications. One
example is to derandomize a randomized algorithm that uses certain independent random
variables, but one can relax the assumption of being mutually independent to any t of them
being independent. Then often one can derandomize the algorithm by iterating over the
elements of H to find a function for which the algorithm succeeds. See [9, section 3.5] for such

1 Throughout this paper, we use the term “family” to refer to a multiset, meaning that the members need
not be distinct.
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an application for the MaxCut problem. It is then desirable to have explicit constructions of
such a family H with small size. In fact, explicit constructions of such families of near-optimal
size are known [4] for any parameters 1 ≤ t ≤ m and any n.

One can also define analogous families when restricting to permutations of [n] instead of
general functions. This natural restriction yields the notion of t-independent permutations.

▶ Definition 2 (t-independent permutation). A family Π is called t-independent if it contains
permutations of [n] such that, for any t distinct x1, . . . , xt ∈ [n] and any t distinct elements
y1, . . . , yt ∈ [n],

P (π(xi) = yi for i = 1, . . . , t) =
t−1∏
i=0

1
n− i

when π ∈ Π is chosen uniformly at random.

Explicit construction of such families with a small size, namely such that |Π| ≤ nO(t),
remains an open problem. This bound is near-optimal, since there is an obvious lower bound
of |Π| ≥

∏t−1
i=0(n− i), which follows from the definition.

In fact, there are few non-trivial constructions of such families for any t ≥ 4. Perhaps the
closest result in this direction is a probabilistic proof for the existence of small (i.e., with
|Π| ≤ nO(t)) t-independent permutations for any 1 ≤ t ≤ n due to Kuperberg, Lovett and
Peled [7]. However, their proof does not seem to yield an efficient deterministic or randomized
construction of the family, as it has a tiny success probability.

Many relaxed notions related to t-independence have been proposed for permutation
families, including “t-restricted min-wise independent” [1] and “t-rankwise independent”
families [5]. The latter is the focus of this paper.

▶ Definition 3 (t-rankwise independent permutation). A family Π of permutations over [n] is
called t-rankwise independent if for any t distinct points x1, . . . , xt ∈ [n],

P (π(x1) < π(x2) < . . . < π(xt)) = 1
t!

when π ∈ Π is chosen uniformly at random.

Another interesting type of permutation families has recently been proposed in the
cryptography community. This is the notion of a perfect sequence covering array (PSCA).

▶ Definition 4 (Yuster [10]). Let t ≤ n. The family Π of permutations of [n] is called a
PSCA(n, t) if there exists a fixed λ ∈ N such that for any t distinct indices i1, . . . , it ∈ [n],
there are exactly λ permutations π ∈ Π such that

(i1, i2, . . . , it) is a subsequence of (π(1), π(2), . . . , π(n)).

(The notation and wording have been adapted to match ours.)

Let g∗(n, t) denote the smallest size of a PSCA family Π. Naturally, researchers in
this field are interested in the value of g∗(n, t), and in the construction of families that
asymptotically achieve this minimum size.

It was observed in [6] that t-rankwise independent families and PSCAs are isomorphic.
Specifically, Π is a PSCA(n, t) family if and only if Π−1 =

{
π−1 : π ∈ Π

}
is a t-rankwise

independent family of permutations over [n]. Consequently, our construction of t-rankwise
independent permutations can immediately be translated into a construction of PSCAs.
Henceforth we will only use the terminology of t-rankwise independent families, and will no
longer refer to PSCAs.
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Itoh et al. [5] show a lower bound of (n/2)⌊ t
4 ⌋ ≤ |Π| for the size of a t-rankwise inde-

pendent family Π. They also construct a family Π with |Π| ≤ nO(t2/ ln(t)), which does not
asymptotically match the lower bound.

We present a deterministic algorithm for constructing a t-rankwise independent family Π
of permutations over [n], with |Π| ≤ nO(t). This asymptotically matches the known lower
bound. Formally, the following is our main result.

▶ Theorem 5 (Main). There exists a constant C > 0 such that the following is true. Let
n, t be positive integers with t ≤ n. Then there exists a t-rankwise independent family Π
consisting of permutations of [n] such that |Π| ≤ (Cn)35t. Furthermore, the whole family can
be constructed by a deterministic algorithm in nO(t) time. (The implied constant in the O(.)
notation does not depend on either n or t).

Our construction starts in Section 2.2 with a t-independent family H, based on Reed-
Solomon codes. The next step, appearing in Section 2.3, modifies it to obtain another
t-independent family G whose members, roughly speaking, look “more injective”. This step
is the main technical contribution of the paper, and might be of independent interest. (Note
that, since G is a t-independent family, not all the maps in G can be injective). Finally, in
Section 2.4, we use this t-independent family G to construct permutations of [n], yielding the
t-rankwise independent family Π.

2 The construction

2.1 Overview
Our construction involves three steps, which build upon each other.
1. Construct H, a t-independent family of [n]→ ZN maps, where N = Θ(n3).
2. Construct G, a t-independent family of [n]→ ZN maps, such that each map’s image has

size at least n− 16t. Intuitively, this condition says that each map has very few collisions,
or is almost injective. (Being injective is equivalent to the image having size exactly n).

3. Construct Π, a t-rankwise independent family of permutations on [n].

The most substantial of these steps is the construction of G, whereas the construction of
H is the most trivial. We explain these steps in the following sections.

2.2 Construction of H
The construction of H is standard. The first step is to find a prime p in the interval [n3, 2n3].
This must exist, by Bertrand’s postulate, and can be found in Õ(n3) time using exhaustive
search and a deterministic primality test. We set N = p, and therefore

n3 ≤ N ≤ 2n3. (1)

Let H be the family of [n]→ FN maps defined by polynomials over FN of degree less than t,
namely

H =

 ∑
0≤i≤t−1

aix
i : ai ∈ FN

 .

This family is well-known to be t-independent; see, e.g., [3, Exercise 5.8]. Note that the size
of the family is |H| = pt = N t.
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2.3 Construction of G
The next step is to use the family H to build a family G. Each map in H will yield exactly
one map in G. The family G will retain H’s property of being t-independent. In addition, we
will be able to guarantee that every map in G has image size at least n − 16t. Thus each
map has few collisions (although this is an informal term that we have not yet defined).

The family G has a simple form, and it is constructed by the pseudocode shown in
Algorithm 1. This algorithm computes a single, specific map α : [n]→ ZN , then it constructs

G = { h+ α : h ∈ H } .

▷ Claim 6. For any map α, the resulting family G will be t-independent.

Proof. Suppose that h is chosen uniformly at random from H. For any t distinct entries
x1, . . . , xt ∈ [n], {h(xi)}i∈[t] are independent, and hence {fi(h(xi))}i∈[t] are independent for
any deterministic functions fi. In particular, since α is not random, letting fi(z) = z+α(xi),
we have that {h(xi) + α(xi)}i∈[t] remain independent. Lastly, for any k ∈ [n], h(k) +
α(k) is uniformly distributed since h(k) is uniform in ZN , and α is not random. Thus
{(h+ α)(xi)}i∈[t] are independent and uniform in ZN , as desired. ◁

We will prove that there is a specific choice of α such that every h ∈ H satisfies

|(h+ α)([n])| = |{ h(x) + α(x) : x ∈ [n] }| ≥ n− 16t,

which is the desired property of the family G. In fact, it is possible to show that a random
choice of α will satisfy this property with positive probability. However, this would not
quite achieve the goals of this paper, since ultimately we want an explicit, deterministic
construction of a t-rankwise independent family of permutations. Instead, we will obtain a
deterministic construction by derandomizing the randomized construction of α.

Algorithm 1 contains pseudocode for this procedure, which we now briefly explain. The
algorithm computes the values α(1), α(2), . . . , α(n) one-by-one, in that order. Thinking of
h + α as mapping the “balls” [n] to the “bins” ZN , then Sh

k is the set of bins that have
already received balls (for this particular function h). In order to be as injective as possible,
we want to avoid a collision (for every h) between the kth ball and these bins – that is, we
want (h+ α)(k) ̸∈ Sh

k ∀h ∈ H. To do so, the algorithm uses a potential function (shown in
(2)) in which the variable x corresponds to the value that will be used for α(k). This function
penalizes any value x which would cause any further collision among any function h ∈ H.
This potential function is essentially a pessimistic estimator, as explained in Section 2.3.1
below.

▶ Lemma 7. Algorithm 1 returns a t-independent family G satisfying the following.

|g([n])| ≥ n− 16t ∀g ∈ G

The subset of the codomain that experienced a “collision” is defined to be

Y =
{
y ∈ ZN : |g−1(y)| ≥ 2

}
,

and the subset of the domain involved in these collisions is defined to be

X =
⋃

y∈Y
g−1(y) = g−1(Y).

▶ Corollary 8. The family G produced by Lemma 7 satisfies |X | ≤ 32t.
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Algorithm 1 Main Algorithm.

Input: t-independent family H of [n]→ ZN maps s.t. |H| = N t.
Output: t-independent family G of [n]→ ZN maps s.t. |G| = N t, |g([n])| ≥ n−16t ∀g ∈ G.

1: λ← ln(16tN/n2)
2: G ← ∅
3: for k = 1, . . . , n do
4: ▷ Compute the value α(k)
5: for h ∈ H do
6: Let Sh

k = { h(i) + α(i) : 1 ≤ i ≤ k − 1 } ⊆ ZN , and note that Sh
1 = ∅.

This is (h+α)([k− 1]), the set of values that already appear in the image of h+α.
7: Define

βh
k

(
α(1), α(2), . . . , α(k − 1), x

)
=
{

1 if h(k) + x ∈ Sh
k

0 otherwise

To ease notation, we will use the shorthand
βh

k (x) = βh
k

(
α(1), α(2), . . . , α(k − 1), x

)
.

9: end for
10: Pick

a ∈ argminx∈ZN

∑
h∈H

exp
(
λ
(
βh

k (x) +
∑

1≤i≤k−1
βh

i

(
α(1), . . . , α(i)

)))
(2)

11: Let α(k)← a

12: end for
13: return the family G = { h+ α : h ∈ H }.

A formal proof is in Appendix A, and here we present only a sketch.

Proof (Sketch). The size of X is maximized by having exactly 16t bins containing exactly 2
balls, and n− 32t bins containing exactly 1 ball. ◀

2.3.1 Proof of Lemma 7

For each function h ∈ H and integer k ∈ [n], there is a function βh
k : Zk

N → {0, 1} that is
defined in Algorithm 1, and which we define equivalently here as

βh
k (x1, . . . , xk) =

{
1 if ∃1 ≤ i ≤ k − 1 s.t. h(k) + xk = h(i) + xi (mod N)
0 otherwise.

We will use the notation βh
k (xk) for βh

k (x1, . . . , xk) when x1, . . . , xk−1 are clear from context.
The scalar λ > 0 is as defined as in Algorithm 1. Additionally, define the scalar cλ > 0

and the function ψk : Zk
N → R+ by

cλ = E exp(λY ) > 0

ψk(x1, . . . , xk) =
∑
h∈H

exp
(
λ

k∑
i=1

βh
i (x1, . . . , xi)

)
· cn−k

λ , (3)
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where Y is a random variable having the Bernoulli distribution with parameter n/N , which
we write as Bern (n/N). We will often write ψk(xk) instead of ψk(x1, . . . , xk) for notational
convenience.

Intuitively, ψk(x1, . . . , xk) is a pessimistic estimator of the expected number of functions
h ∈ H which would have |(h+ α)([n])| > n− 16t given that α(i) = xi ∀i ∈ [k], and that the
rest of the entries α(k + 1), . . . , α(n) are chosen uniformly at random from ZN .

Let α : [n]→ ZN be the mapping constructed by Algorithm 1.

▷ Claim 9. ψ0 ≥ ψ1(α(1)) ≥ ψ2(α(2)) ≥ . . . ≥ ψn(α(n)), where here we use the notation
ψi(α(i)) to denote ψi (α(1), α(2), . . . , α(i)).

▷ Claim 10. 1 > ψ0 = exp(−16λt) · |H| · [E exp(λY )]n.

Together, Claims 9 and 10 imply that

1 > ψn(α(n)) =
∑
h∈H

exp
(
λ
( k∑

i=1
βh

i (α(i))
)
− 16λt

)
.

Since all summands are non-negative, it follows that, for every h ∈ H, we have

exp
(
λ
( k∑

i=1
βh

i (α(i))
)
− 16λt

)
< 1.

Observe that
∑

i≤k β
h
i (α(i)) = k − |Sh

k | ∀k, h. Taking the log and rearranging, we obtain
that

n− |Sh
n| =

n∑
i=1

βh
i (α(i)) < 16t ∀h ∈ H.

Let g = h+α. Since |g([n])| = |Sh
n|, we have |g([n])| > n− 16t for all h ∈ H. This completes

the proof of Lemma 7.

Proof of Claim 9. We will show that ψk(α(k)) ≤ ψk(α(k − 1)) ∀1 ≤ k ≤ n. So let k ∈ [n] be
arbitrary.

Our first observation is that, in the algorithm’s iteration k, it chooses the value a = α(k)
to minimize ψk(α(1), . . . , α(k − 1), a). This holds because the functions

∑
h∈H

exp
(
λβh

k (x) + λ
k−1∑
i=1

βh
i (α(i))

)
and ψk(α(1), α(2), . . . , α(k − 1), x)

are positive multiples of each other.
Since α(k) minimizes ψk, we clearly have

ψk(α(1), . . . , α(k)) ≤ EU∼Unif(ZN )ψk(α(1), . . . , α(k − 1), U),

where Unif(S) denotes the uniform distribution on the set S. Hence in order to show that
ψk(α(k)) ≤ ψk−1(α(k − 1)), it suffices to prove that

EU∼Unif(ZN ) ψk(α(1) . . . , α(k − 1), U) ≤ ψk−1(α(k − 1)). (4)

Since ψk and ψk−1 are both sums over h ∈ H, it will suffice to prove this inequality for each
summand. More specifically, we will ignore the e−16λt constant and define

ψh
k (x) = exp

(
λ

k−1∑
i=1

βh
i (α(i)) + λβh

k (x)
)
· cn−k

λ ,
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where, as above, cλ = E exp(λY ), and Y is Bern(n/N). Towards our inductive proof, we
may rewrite this as

ψh
k (x) = ψh

k−1
(
α(k − 1)

)
· 1
c
· exp

(
λβh

k (α(1), . . . , α(k − 1), x)
)
.

Plugging this into our goal (4), it suffices to prove that

EU∼Unif(ZN ) ψ
h
k−1
(
α(k − 1)

)
· 1
c
· exp

(
λβh

k (α(1), . . . , α(k − 1), U)
)
≤ ψk−1

(
α(k − 1)

)
,

or equivalently (observing that ψh
k−1(α(k − 1)) > 0),

EU∼Unif(ZN ) exp
(
λβh

k (α(1), . . . , α(k − 1), U)
)
≤ cλ = E exp(λY ). (5)

Note that there are exactly |Sh
k | values of U that result in βh

k (α(1), α(2), . . . , α(k − 1), U)
taking the value 1, whereas the rest result in the value 0. Since U is uniformly distributed
on ZN and |Sh

k | ≤ n for all k ∈ [n], h ∈ H, it follows that βh
k (α(1), . . . , α(k − 1), U) has a

Bernoulli distribution Bern(p) where p ≤ n/N . Since Y has the distribution Bern(n/N), the
desired inequality (5) follows. ◁

For the next proof, we will require the following statement of the Chernoff bound. A
proof is given in Appendix A.

▶ Theorem 11 (Poisson tail of Chernoff bound). Let Y1, . . . , Yn be independent random
variables supported on [0, 1]. Let µ = E

∑n
i=1 Yi. Then, for any δ ≥ 1, if λ = ln(1 + δ) then

P

(
n∑

i=1
Yi ≥ (1 + δ)µ

)
≤ Eexp

(
λ

n∑
i=1

Yi − λ(1 + δ)µ
)
≤ (1 + δ)−(1+δ)µ/4.

Proof of Claim 10. Let Y1, . . . , Yn be i.i.d. Bern( n
N ) random variables. We may rewrite the

definition of ψ0 from (3) using these Yi random variables as

ψ0 = |H| · E exp
(
λ

n∑
i=1

Yi − 16λt
)
.

To prove the claim, we must show that this is less than 1.
To do so, consider any fixed h ∈ H. We will use the Chernoff bound as stated in

Theorem 11, with 1 + δ = 16tN/n2. (Note that δ ≥ 1, as required, since N ≥ n3.) The value
of λ required by the theorem is ln(1 + δ) = ln(16tN/n2), which matches the definition in
Algorithm 1. Lastly, note that

µ = E
n∑

i=1
Yi = n2/N,

since each Yi is Bern(n/N). Thus λ(1 + δ)µ = 16λt. Applying the theorem, we obtain

E exp
(
λ

n∑
k=1

Yi − 16λt
)
≤ (1 + δ)−(1+δ)µ/4 =

(
16tN/n2)−4t

< n−4t ≤ N−t,

since n3 ≤ N ≤ 2n3 by (1), and also using n ≥ 2. Thus, in conclusion

ψ0 < |H| ·N−t = 1. ◁
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Algorithm 2 Construction of Π from G.

Input: t-independent family G of [n]→ ZN maps.
Output: t-rankwise independent family of permutations on [n].

1: Let Π← ∅
2: Let τ ← 32t
3: for g ∈ G do
4: Let Σ =

{
(σ1, . . . , σN ) : σi is a permutation of g−1(i)

}
5: Let s← τ !/|Σ|
6: for (σ1, . . . , σN ) ∈ Σ do
7: Let L← [ ] be an empty list
8: for i = 1, . . . , N do
9: Append to L the elements of g−1(i) in the order given by σi

10: end for
11: Add s copies of the permutation π : [n]→ [n], where π(i) = L[i], to the set Π
12: end for
13: end for
14: return Π

2.4 Construction of Π
The last step is to use the family G of maps to build the t-rankwise independent family Π of
permutations on [n]. Pseudocode for this process is shown in Algorithm 2. Roughly speaking,
the algorithm first sorts the elements of [n] according to the order induced by the functions
in G and then “breaks ties” using permutations in Σ (see line 4); also note that the number
of new permutations will hence depend on |Σ| which is not necessarily fixed for all g ∈ G.
The algorithm finally inserts the new permutations in Π. Note that in the algorithm, we
view integers i ∈ [N ] as elements of ZN in the natural manner.

In order for line 11 to make sense, we must establish the following claim.

▷ Claim 12. The value s = τ !/|Σ| is a positive integer.

Proof. As above, define

Y =
{
y ∈ ZN : |g−1(y)| ≥ 2

}
X =

⋃
y∈Y

g−1(y) = g−1(Y).

Informally, Y is the set of bins containing multiple balls, and X is the set of balls that are
not alone in their bin. By Lemma 7, we know that |X | ≤ 32t = τ .

Let SK denote the symmetric group on the set K. Observe that Σ is simply the direct
product

∏
y∈ZN

Sg−1(y), which has an obvious isomorphism to
∏

y∈Y Sg−1(y), since we can
ignore y with |g−1(y)| ∈ {0, 1}. In turn, this is isomorphic to a subgroup of SX . It follows
that |Σ| divides |SX |, which divides τ ! since |X | ≤ τ . ◁

▷ Claim 13. The family Π is t-rankwise independent.

Proof. We want to show

P (π(x1) < . . . < π(xt)) = 1
t! (6)

for any t distinct indices x1, . . . , xt. For notational convenience, let us assume x1 = 1, x2 =
2, . . . , xt = t. It can be seen that our proof does not use the indices x1, . . . , xt.
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To generate π, we will first pick g ∈ G uniformly at random, then pick (σ1, . . . , σN ) ∈ Σ
uniformly at random. Since each g ∈ G produces exactly τ ! elements in Π, this is equivalent
to picking π uniformly. Note that, since Σ is a Cartesian product, the distribution on the σi

is equivalent to picking σi ∈ Sg−1(i) uniformly and independently at random.
For i ∈ [t] define

Ri = rank of π(i) among π(1), . . . , π(t) = |{j ∈ [t] : π(j) ≤ π(i)}|.

Let R = (R1, . . . , Rt). Let us view R as an element of the symmetric group St (with
R(i) = Ri). In the remainder of the proof, we will establish that

P
(
R = r

)
= P

(
R = rρ

)
∀r, ρ ∈ St. (7)

Together with the fact that 1 =
∑

ρ∈St
P
(
R = rρ

)
, we obtain P

(
R = r

)
= 1

t! ∀r ∈ St. Thus,
when r is the identity permutation, this establishes (6), for the case xi = i ∀i ∈ [t].

In order to prove (7), let us introduce some notation for convenience. Throughout the
proof, let X denote the random vector (X1, X2, . . . , Xt) where Xi = g(i). Let i denote the
t-tuple i = (i1, . . . , it) ∈ Zt

N . Intuitively, X gives the random locations of the first t balls,
and i gives a specific list of locations that might be the outcome for those balls.

By the law of total probability

P
(
R = r

)
=

∑
i∈Zt

N

P
(
R = r | X = i

)
· P
(
X = i

)
(8)

P
(
R = rρ

)
=

∑
i∈Zt

N

P
(
R = rρ | X = i

)
· P
(
X = i

)
(9)

Since ρ is a permutation, one can write the second equation as

P
(
R = rρ

)
=

∑
i∈Zt

N

P
(
R = rρ | X = iρ

)
· P
(
X = iρ

)
, (10)

where, for a t-tuple v and permutation ρ ∈ St, the notation vρ denotes the t-tuple whose
coordinates are permuted according to ρ, i.e., (vρ)i = vρ(i).

Observe that by the t-independence of X1, . . . , Xt, we have

P
(
X = i

)
= P

(
X = iρ

)
= 1

N t
.

Thus to show (8) equals (10), it suffices to show that

P
(
R = r | X = i

)
= P

(
R = rρ | X = iρ

)
.

Call the permutation r ∈ St “feasible” w.r.t. the sequence i1, . . . , it if for any p, q ∈ [t], if
ip < iq then r(p) < r(q). In words, this means that the order of i1, . . . , it is given by the
permutation r. It is possible that several indices in [t] have the same value in the sequence
i1, . . . , it, in which case r is allowed to induce any ordering among them.

We observe that P
(
R = r | X = i

)
= 0 ⇐⇒ r is not feasible w.r.t i. We also note that

r is feasible w.r.t i iff rρ is feasible w.r.t iρ, and hence

P
(
R = r | X = i

)
= 0 ⇐⇒ P

(
R = rρ | X = iρ

)
= 0.

So it remains to check the equality of the conditional probabilities for a permutation r feasible
to the t-tuple i. In fact we can calculate the conditional probability explicitly.
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Let S = {i1, . . . , it} and for s ∈ ZN , let Bs = {k ∈ [t] : ik = s} ⊆ g−1(s) (observe that
Bs = ∅ ∀s /∈ S). If one views the indices [t] as balls being thrown into the bins ZN , then S

would be the set of bins occupied by [t] and Bs represents balls among [t] falling into bin s.
For s ∈ ZN define the event

Es = { ∀i, j ∈ Bs, σs(i) < σs(j) ⇐⇒ r(i) < r(j) } = { σs permutes Bs according to r }.

Note that the permutation σs is chosen uniformly at random from Sg−1(s), and hence
there is 1

|Bs|! probability that the rank induced over the indices appearing in Bs is the same
rank as the one induced by r. That is,

P
(
Es | X = i

)
= 1
|Bs|!

.

Note that assuming r is feasible w.r.t i, we have R = r iff R and r induce the same order
over all the entries of Bs for all s ∈ S. That is,{

R = r
}

=
⋂
s∈S

Es

conditioned on X = i.
Note that the permutations {σs : s ∈ S} are chosen independently when conditioned on

X = i so {Es}s∈S are independent and hence

P
(
R = r | X = i

)
= P

(⋂
s

Es | X = i

)
=
∏
s∈S

P
(
Es | X = i

)
=
∏
s∈S

1
|Bs|!

.

Finally, we verify that the analogous computation for P
(
R = r | X = iρ

)
yields the same

result. Let S′ =
{

(iρ)k : k ∈ [t]
}

; since ρ is a permutation, it follows that S′ = S. Similarly
letting B′

s =
{
k ∈ [t] : (iρ)k = s

}
, this time we have

P
(
R = r | X = iρ

)
=

∏
s∈S′=S

1
|B′

s|!
.

However it is clear that |Bs| = |B′
s| ∀s ∈ ZN , as B′

s = (ρ−1)(Bs) (since ρ−1 is a bijection
between the two sets). Therefore

∏
s∈S′

1
|B′

s|!
=
∏
s∈S

1
|Bs|!

which we argued earlier is sufficient to prove (7). ◁

▷ Claim 14. There is a constant C > 0 such that |Π| ≤ (Cn)35t.

Proof. It is clear that each map g ∈ G contributes exactly |Σ| · s = τ ! permutations to Π.
Thus,

|Π| = τ ! · |G| ≤ (32t)32t · |H| ≤ (32n)32t ·N t ≤ (32n)32t · (2n3)t,

by (1). ◁
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3 Conclusion and Future Work

Our algorithm for constructing Π runs in time nO(t), which is quite efficient size |Π| = nO(t).
However, in applications often one is interested in sampling only a single permutation from
Π. In this case, it may be unnecessary to construct the whole family. It is natural to ask if
one can give a more explicit construction of t-rankwise independent families. That is, can a
t-rankwise independent family Π of permutations of [n] be constructed such that
|Π| ≤ nO(t), and
sampling a single permutation from Π can be done in time O(n)?

We also re-emphasize that the problem of explicitly constructing a t-independent permuta-
tion family Π over [n] with |Π| ≤ nO(t) remains open. Such a construction would strengthen
the results of this paper, as it would be a t-rankwise independent permutation family as well.
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2 ·
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(
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Proof of Theorem 11. Observe that

1{
∑n

i=1
Yi≥(1+δ)µ} ≤ exp

(
λ

n∑
i=1

Yi − λ(1 + δ)µ
)

and hence taking expectations implies

E1{
∑n

i=1
Yi≥(1+δ)µ} = P

(
n∑

i=1
Yi ≥ (1 + δ)µ

)
≤ Eexp

(
λ

n∑
i=1

Yi − λ(1 + δ)µ
)
.

Next, as shown in [8, Theorem 4.1 and its proof], letting λ = ln(1 + δ), we have the inequality

E exp
(
λ

n∑
i=1

Yi − λ(1 + δ)µ
)
≤
(

eδ

(1 + δ)1+δ

)µ

.

It remains to prove that(
eδ

(1 + δ)1+δ

)µ

≤ (1 + δ)−(1+δ)µ/4 ∀δ ≥ 1.

As 0 ≤ µ, it suffices to show

eδ

(1 + δ)1+δ
≤ (1 + δ)−(1+δ)/4 ∀δ ≥ 1.

After taking logs and performing simple algebraic manipulations, we arrive at another
equivalent inequality

4
3 ≤ (1 + 1

δ ) ln(1 + δ) ∀δ ≥ 1.

For x ≥ 0, let f(x) = (1 + 1
x ) ln(1 + x). We note that

f ′(x) = x− ln(1 + x)
x2 ≥ 0 ∀x > 0

since ln(x+ 1) ≤ x ∀x > 0. Thus in particular f is non-decreasing over [1,∞) and hence

(1 + 1
δ

) ln(1 + δ) = f(δ) ≥ f(1) = 2 ln(2) > 4
3 ∀δ ≥ 1

as desired. ◀
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68:2 Sparse High Dimensional Expanders via Local Lifts

1 Introduction

Expander graphs are graphs that are well connected. These objects are studied extensively in
computer science and mathematics [40], and since their discovery they have found numerous
applications in complexity [25, 62], coding theory [64, 66, 26], derandomization [40, 33] and
more. Most of these applications rely on families of expander graphs that have a bounded
degree. It is well known that random regular graphs are expanders, and many explicit
bounded degree constructions are also in hand [55, 51, 63, 12, 54].

Recently, the study of high dimensional expanders (HDXs) emerged (see surveys [49, 37]).
These are hypergraph analogues of expander graphs. While the full potential of high
dimensional expanders is yet to be discovered, they are already important objects of study.
High dimensional expanders, and especially bounded degree high dimensional expanders1

have already yielded exciting applications in various areas such as locally testable codes
[26, 61, 28], quantum complexity [7], sampling and Markov chains [27, 43], agreement testing
[27, 24, 8], high dimensional geometry and topology [38, 30], pseudorandomness [19] and
random (hyper)graph theory [46, 56].

The specific family of high dimensional expanders used in many of the aforementioned
applications is tailor-made to satisfy other desired properties, in addition to high dimensional
expansion. For example, the local neighborhoods in the high dimensional expanders used
in [26, 61, 28] are tailored so that one can define a small locally testable code on them; the
high dimensional expanders in [38, 24, 8] also have a vanishing 1-cohomology over certain
group coefficients.

However, constructing bounded degree high dimensional expanders (for arbitrarily small
spectral expansion of the links) is still a serious challenge. No random model for bounded
degree high dimensional expanders is known, and all deterministic constructions known use
non-trivial algebraic techniques. The fact that we have only a handful of bounded degree
constructions to choose from, makes these objects difficult to understand and to work with.
We believe that many further applications await us once we learn how to diversify these
constructions, in the same way that many of the above-mentioned applications of expander
graphs grew out of more varied expander constructions that were discovered.

Nowadays, all known constructions of HDXs rely on algebraic techniques, including
quotients of the Bruhat Tits buildings [10, 16, 45, 52, 22, 24, 8] and coset complexes
[42, 31, 59] (see also [39] for a more elementary analysis of some of these HDXs). There
have been attempts at constructing bounded degree HDXs with combinatorial tools, but all
these constructions fall short either in bounded degreeness [35, 47] or in their local spectral
expansion [20, 21, 17, 48, 34].

In particular, it is an important open question whether an algorithm à la Zig-Zag product
[63] exists for bounded degree high dimensional expanders. That is, an algorithm that given
a bounded degree high dimensional expander as input, outputs another high dimensional
expander with more vertices and the same bound on the degree and spectral expansion.

As an intermediate result, in this work we develop an algorithm that takes a high
dimensional expander as input, and outputs another high dimensional expander with more
vertices, the same bound on spectral expansion and the same bound on the degree of high
dimensional faces (but not on the degree vertices). This algorithm is entirely combinatorial,
relying only on the theory of graph covers initiated by [5, 12]. While families of complexes

1 A family of HDXs is called bounded degree if there is some M > 0 so that all vertices in every HDX in
the family have degree at most M .
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constructed via such an algorithm are not sufficient for applications that require the vertex
degree to be bounded, we view this as a stepping stone towards an “algebra free” construction
of bounded degree HDXs. One exception to this is the recent work by [3], which analyzes a
variant of the well known Glauber dynamics (or up-down) random walk on HDXs. The walk
that [3] analyzes has bounded degree if and only if the underlying HDX is (k − 1)-bounded
degree.

1.1 Preliminaries on High Dimensional Expanders
To better understand our results, let us introduce some standard definitions and notation
on simplicial complexes (see Section 2.3 for a more elaborated definitions). A simplicial
complex is a hypergraph that is downwards closed to containment. A simplicial complex is
k-dimensional if the largest hyperedge in the complex is of size (k + 1). We denote by X(ℓ)
the sets (aka faces) of size ℓ + 1. Let X be a k-dimensional simplicial complex.

The degree of a face σ ∈ X(ℓ), is d(σ) := |{τ ∈ X(ℓ + 1) | τ ⊇ σ}|. A family of complexes
{Xi}∞

i=0 is ℓ-bounded degree if there exists an M > 0 that bounds the degrees of all ℓ-faces
across all the complexes simultaneously. That is, for every i and any σ ∈ Xi(ℓ), d(σ) ≤ M .
We say that a family of complexes are bounded degree if they are 0-bounded degree. We say
that a complex is (d0, d1, . . . , dk−1)-regular if for every σ ∈ X(ℓ), d(σ) = dℓ.

In this paper we are mainly interested in the local spectral expansion definition of high
dimensional expanders (see [49] for a survey on other definitions). For this we need to define
“links”, the generalization of vertex neighborhoods in graphs. For a face σ ∈ X, the link of
σ is the simplicial complex Xσ = {τ \ σ | σ ⊆ τ ∈ X}. We will be interested in the graph
structure underlying the complex and its links. The 1-skeleton of X is the graph whose
vertices are X(0) and whose edges are X(1).

▶ Definition 1 (High dimensional expander). For λ > 0 we say that X is a λ-two sided (one
sided) high dimensional expander if for every ℓ ≤ k − 2 and σ ∈ X(ℓ), the 1-skeleton of Xσ

is a λ-two sided (one sided) spectral expander.

1.2 Our Results
Our results are based on the notion of a graph lifts. We say a graph Ĝ = (V̂ , Ê) is a lift of
a graph G = (V, E) if there exists a graph homomorphism ϕ : V̂ → V such that for every
v̂ ∈ V̂ , the mapping ϕ is a bijection on the neighborhood of v̂. Intuitively, a lift of a graph
G is a large graph Ĝ that locally looks the same as G. Graph lifts are essential in many
constructions of expander graphs [5, 12, 54], and our construction builds on the beautiful
work of [12]. We elaborate more on this below.

Our main result is a construction algorithm that maintains both expansion and the degree
of the (k − 1)-faces of a regular complex. This algorithm takes as input a (d0, d1, . . . , dk−1)-
regular λ-high dimensional expander X, and outputs a (2d0, 2d1, . . . , 2dk−2, dk−1)-regular X̂

with twice as many vertices that is also a λ-HDX (even though the number of intermediate
faces grows like |X̂(i)| = 2i|X(i)| for i ≤ k − 1). This algorithm uses the notion of random
lifts [12], and in particular, it requires no algebraic machinery for the construction nor the
analysis. More formally, this is the theorem we prove.

▶ Theorem 2 (See Theorem 28 for a more precise statement). There exists a randomized
algorithm A that takes as input a k-dimensional complex X0 and an integer i ≥ 1, runs
in expected time poly((2i|X0(0)|)k) at most, and outputs a k-dimensional complex Xi with
2i|X0(0)| vertices. The algorithm has the following guarantees.

APPROX/RANDOM 2024
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1. If X0 is a (d0, d1, . . . , dk−1)-regular λ-two sided high dimensional expander, then Xi is
a (2id0, . . . , 2idk−2, dk−1)-regular λ′-two sided high dimensional expander where λ′ =
O
(

max
{

λ
(
1 + log 1

λ

)
,
√

log3 dk−1
dk−1

})
.

2. For every σ̂ ∈ Xi(k − 2), the link (Xi)σ̂ is a lift of (Xi−1)σ for some σ ∈ Xi−1(k − 2).
For every j ≤ k − 2, |Xi(j)| = 2(j+1)i|X0(j)|.

There are various complexes in hand that one can use as the input to this algorithm.
These include the complete complex, the complexes from [50], and even complexes from
bounded degree families that are regular, such as those constructed by [31].

We give two proofs to Theorem 2, building on the techniques developed by [12] to analyze
lifts in expander graphs, and extend them to high dimensional expanders.

While most of the work in [12] regards random lifts of graphs, they also show how to
deterministically find expander graphs using lifts. Building on their method, we also give
a deterministic algorithm for finding the complexes in Theorem 2, albeit under some more
assumptions on the input X0. This provides a deterministic, polynomial time and elementary
construction of a family of (k − 1)-bounded k-dimensional high dimensional expanders.

▶ Theorem 3 (See Theorem 35). There exists a deterministic algorithm B that takes as
input a k-dimensional complex X0 and an integer i ≥ 1, runs in time poly((2i|X0(0)|)k) at
most, and outputs a k-dimensional complex Xi with 2i|X0(0)| vertices. The algorithm has
the following guarantees.
1. If X0 is a (d0, d1 . . . , dk−1)-regular λ-two sided high dimensional expander,

such that dk−1 > 210k and |X0(k − 2)| ≤ (dk−2)10k, then Xi is a
(2id0, . . . , 2idk−2, dk−1)-regular λ′-two sided high dimensional expander where λ′ =
O
(

25k max
{

λ
(
1 + log 1

λ

)
,
√

log3 dk−1
dk−1

})
.

2. For every σ̂ ∈ Xi(k − 2), the link (Xi)σ̂ is a lift of (Xi−1)σ for some σ ∈ Xi−1(k − 2).
For every j ≤ k − 2, |Xi(j)| = 2(j+1)i|X0(j)|.

Not only is our construction deterministic, but it is also simple and versatile; one can
apply it to various kinds of high dimensional expanders, and the family of HDXs obtained
by doing so is changes according to the initiating HDX given at the beginning of the process.

1.3 Comparing to Random Constructions of HDXs
In the graph case the configuration model yields regular and bounded degree expanders.
In contrast, there is no immediate generalization of this model to higher dimensions, that
leads to bounded degree HDXs, even if one only wishes to bound the degrees of higher
dimensional faces. If one settles for logarithmic degree, then one could use the [46] random
model to construct random HDXs. The degree of the top-level faces of these complexes is
O(log n), where n is the number of vertices, and the degree of the lower dimensional faces is
polynomial in n. For 2-dimensional complexes, the random geometric model in [47] offers an
improvement to the vertex degree that one gets from [46], but it is still polynomial.

It is tempting to try and adapt the [46] model for constructing (k − 1)-bounded degree
HDXs, but doing so in a straightforward manner falls short of achieving that. The work
by [50] found an appropriate generalization of the random model that gives (k − 1)-bounded
degree HDXs, utilizing the breakthrough work of [44] on Steiner systems. In their model, one
takes a complete (k − 1)-skeleton and samples k-faces by sampling random Steiner systems
on this complex.

Our construction sidesteps this difficulty by taking a different approach; it uses random
local lifts of HDXs (presented in the following subsection) instead of trying to construct
random ones from scratch. In this setting, the high dimensional case behaves more similar
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to the 1-dimensional one - our work shows that random local lifts of HDXs are HDXs with
high probability. Of course, this requires an appropriate modification of the lift notion to
local lifts.

1.4 The Construction
We now dive into the heart of Theorem 2. Our construction builds upon the work of random
lifts of graphs studied in [12]. Random lifts of expanders have been subject to extensive
research (e.g., [6, 12, 2, 54, 14]). However, in this work, we do not try to lift the complex
itself. Instead, we construct another complex where the (k − 2)-links are lifts of links in the
original complex. We call such a complex a local lift.

Let us first explain the idea behind the work of [12]. Their work suggests a construction
of bounded degree family of expander graphs {Gi}∞

i=0, where for every i, Gi+1 is a lift of Gi.
The fact that the maximal degree of Gi+1 is equal to the maximal degree of Gi promises
that the sequence is bounded degree. Therefore, one only needs to worry about expansion.

The work [12] studies random lifts sampled using signings on the edges of a graph
G = (V, E), that is, functions f : E → {±1}. Given such a signing f , one can construct the
following lift Ĝ = (V̂ , Ê) by setting V̂ = V × {±1} and {(v, i), (u, j)} ∈ Ê if {v, u} ∈ E and
i · j = f({u, v}).

The work of [12] analyzes when a lift Ĝ obtained by random signing f is an expander
graph. They give a proof (based on the Lovász Local Lemma) that every expander G has
such a “good” signing. They also provide a deterministic algorithm to construct such a lift
using the conditional probabilities method [4]. Our construction generalizes this idea, only
instead of lifts coming from edge signings, we define local lifts coming from face-signings.

Let X be a k-dimensional simplicial complex and let f : X(k) → {±1}. Define the
k-dimensional complex X̂ (where f is implicit in the notation) as a complex whose vertices
are X̂(0) = X(0) × {±1}, and whose k-faces are

X̂(k) =
{{

vj0
0 , vj1

1 , . . . , vjk

k

} ∣∣∣∣∣ {v0, v1, . . . , vk} ∈ X(k) and
k∏

i=0
ji = f({v0, v1, . . . , vk})

}
.

For 1 ≤ ℓ ≤ k − 1 the ℓ-faces are independent of the second coordinate, that is,

X̂(ℓ) =
{{

vj0
0 , vj1

1 , . . . , vjℓ

ℓ

} ∣∣∣ {v0, v1, . . . , vℓ} ∈ X(ℓ)
}

.

Obviously, the underlying graph of X̂ is not a lift of the underlying graph of X. Indeed,
the degree of each vertex is doubled. However, for every σ̂ ∈ X̂(k − 2), we show that X̂σ̂ is
isomorphic to a lift of Xσ (where σ =

{
v
∣∣ vj ∈ σ̂

}
).

Indeed, let us assume for simplicity that k = 2. Consider the link of a vertex vj ∈ X̂(0)
and define the function g : Xv(1) → {±1} by g(uw) = j · f(uw). We claim that X̂vj is the
cover g induces on Xv. It is easy to see that its vertices are X̂vj (0) = Xv(0)×{±1}, since the
vertices in X̂vj correspond to edges in X̂(1). These are precisely all u1, u−1 where u ∈ Xv(0).

The edges are more delicate. Edges
{

uj′
, wj′′

}
∈ X̂vj (1) correspond to triangles{

vj , uj′
, wj′′

}
∈ X̂. Indeed, such a triangle is in X̂ if and only {u, w} ∈ Xv(1) and

j · j′ · j′′ = f({v, u, w}). The second condition occurs if and only if j · j′ · j′′ = g(uw). Hence,
X̂vj is the cover g induces on Xv.

As mentioned above, we give two proofs that signings f so that X̂ is a high dimensional
expander exist. The first proof is based on the Lovász Local Lemma and follows the argument
in [12, Lemma 3.3], and generalizes it so that multiple links may be taken into account
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68:6 Sparse High Dimensional Expanders via Local Lifts

simultaneously. The second proof is based on a different way to use the Lovász Local Lemma
(together with other results from [12]) which we find simpler, to deduce high dimensional
expansion. This proof, while more restrictive on the link sizes, can be combined with the
algorithmic version of the Lovász Local Lemma [57], to prove Theorem 2. Afterwards, we
show that if the links of the complex X are already dense, then the derandomization technique
in [12] works for high dimensional expanders, and we can obtain a deterministic construction
for (k − 1)-bounded k-dimensional high dimensional expanders, proving Theorem 3.

1.5 Understanding Vertex vs. Edge Degree in Bounded-Degree
Constructions

We can use Theorem 2 to diversifying links in other existing bounded degree constructions,
and thus gain more understanding on how possible high dimensional expanders may look
like. For simplicity, let us stick to the 2-dimensional case, and consider the question how
small could d1 be given d0 in a (d0, d1)-regular high dimensional expander?

Let us consider the behavior of d0 and d1 in the known bounded degree constructions
[10, 16, 45, 52, 42, 31, 22, 24, 8]. In all the above, d0 grows to infinity as λ goes to 0, and
d1 = poly(d0)2. In other words, the links themselves are “locally” dense. A natural question
to ask is whether the lower bound of d1 ≥ d

Ω(1)
0 is necessary for bounded degree constructions.

In expander graphs it is well known that one can increase the size of the graph without
increasing the bound on the degree, but this is not the behavior in the known bounded-degree
HDX constructions.

We note that if one allows d0 to tend to infinity with n, rather than staying constant,
then works such as [50] (and also infinite families of complexes constructed by iteratively
applying Theorem 3) show that this is false. But this question is more interesting when its
bounded degree.

Theorem 3 gives a negative answer to this question in the 2-dimensional case, by proving
the following.

▶ Theorem 4. For every λ > 0 and any sufficiently large M > 0, there exists an infinite
family of 2-dimensional λ-two sided high dimensional expanders that are (d0, exp(poly( 1

λ )))-
regular, for M ≤ d0 ≤ 2M .

In particular, for every large enough D > 0, there exists an infinite family of 2-dimensional
λ-two sided HDXs such that the diameter in every link Xv, is at least D.

We stress that d1 = exp(poly( 1
λ̃

)) depends only on the spectral expansion and not on the
number of vertices or d0.

The proof of Theorem 4 appears in the full version of this paper [11].

1.6 Related Work
Bounded degree HDX

As discussed above, all known constructions of bounded degree high dimensional expanders
use algebraic techniques. The first bounded degree high dimensional expanders for arbitrarily
small λ > 0 was by [10]. This was followed by many other works that aimed to construct the
high dimensional equivalent to Ramanujan graphs [16, 45, 53, 52]. All these constructions

2 Technically most of the constructions above are not regular, only bounded degree, so d0 and d1 should
be average values, but we ignore this point for the sake of presentation.
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are quotients of Ã-type Bruhat Tits buildings. The work by [22] used this building together
with complex lifts to construct other high dimensional expanders. Recently, high dimensional
expanders that come from C̃ Bruhat Tits buildings were also constructed and studied
[18, 24, 8]. A second type of constructions come from coset complexes, first studied by [42].
More complexes of this type were constructed by [31, 59]. We mention that the work by [39]
simplified the analysis of these coset complexes, and gave a description of the complexes
in [42] in relatively elementary means (albeit still relying on algebraic methods).

Interestingly, [50] give a randomized construction of a (k − 1)-bounded degree family of
λ-HDXs for arbitrarily small λ > 0. This construction is based on random Steiner systems
and given in the breakthrough result of [44]. The underlying (k−1)-skeletons of the complexes
in that family are complete.

There are other bounded degree constructions [20, 21, 17, 48, 34]. These constructions
have various mixing properties, but none of them are λ-HDXs for λ < 1

2 (where λ is
normalized between 0 and 1). There are other constructions of λ-HDXs for λ < 1

2 , which
are not bounded degree, but are still non-trivially sparse. These include [35] - based on
Grassmann posets, and [47] - based on random geometric graphs of the sphere.

Finally, we comment that previous works also considered the possible degrees (d0, d1)
possible in a high dimensional expanders. The work by [31] used irregular algebraic construc-
tions of bounded degree λ-HDXs and “regularized” them, thus showing that there exists
bounded degree HDXs that are regular for arbitrarily small λ. The work by [17] gives a lower
bound on the expansion of the underlying graph of the complex in terms of (d0, d1), but this
lower bound does not rule out (or construct) such HDXs with d1 ≪ d0.

Graph and HDX lifts

The study of random graph lifting was initiated in [5]. Random lifts from signings of
expanders were studied in [12] where it was proven that with high probability they are also
expanders. This was extended to larger lifts as well [60, 1]. Friedman showed that random
lifts of Ramanujan graphs are nearly Ramanujan [32] (see also [14]). In the seminal paper
by [54], Ramanujan bipartite graphs were constructed by using graph lifts. One can also
define lifts of simplicial complexes. Most known bounded degree high dimensional expanders
are constructed using a dual notion of lifts - that is, taking quotients of an infinite object
[10, 16, 45, 53, 52, 42], in a way such that the infinite object is a lift of the complex that
is constructed. [22] studied taking random lifts of simplicial complexes as in [12], but the
construction there needed the use of algebraic techniques as well.

1.7 Open Questions
Combinatorial constructions

As we mention earlier, there is no construction of bounded degree high dimensional expanders
that does not rely on non-trivial algebraic techniques. As an intermediate step towards such
a construction, can one give a construction of k-dimensional simplicial complexes that are
(k − 2)-bounded degree (or i-bounded degree for any i < k − 1)?

Links with other properties

Fix a vertex set [n] and graphs {Gi}n
i=1 (one graph for every vertex i ∈ [n]). It is interesting

to understand whether there exists a graph whose vertex set is V = [n], and such that the
neighborhood of every vertex i ∈ V is (isomorphic to) Gi. The structure of such graphs is an

APPROX/RANDOM 2024
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extensive topic of study, especially in the case where all Gi’s are equal (see, e.g., [15, 13, 58]).
One of the major components in the works [26, 61] that constructed asymptotically good
locally testable codes and quantum codes, is a construction of graphs that locally look like a
neighborhood of a graph product, but globally have improved expansion properties.

In this work, we propose a technique that addresses a related problem. Given a graph
G (which is the one skeleton of a regular 2-dimensional complex X), we find a graph Ĝ

where every neighborhood in Ĝ is a random (or deterministic) 2-lift of a corresponding
neighborhood in G. Is there a technique that allows us to do so for any set of 2-lifts of the
respective vertex neighborhoods?

Other notions of expansion

In this paper we mainly deal with local spectral expansion, but other definitions of high
dimensional expansion also exist. Most notable is the notion of coboundary expansion
defined independently in [46] and [38]. This notion is important for many applications of
high dimensional expanders such as code construction [26], topological expansion [38] and
property testing [41, 36, 23, 9]. Does a local lift maintain coboundary expansion? If not, is
it maintained in interesting special cases?

Better local spectral expansion

Works following [12] such as [54, 14] improved the bounds on the spectrum of lifts of regular
graphs. Can one construct local lifts of regular high dimensional expanders that are also
Ramanujan?

1.7.1 Organization of This Paper
The necessary preliminaries are given in Section 2. We describe local lifts in Section 3 and
describe some of their basic properties. In Section 4 we show existence of good local lifts by
modifying a Lovász Local Lemma argument by [12]. In Section 5 we prove Theorem 2 using
the algorithmic Lovász Local Lemma [57] and derive Theorem 4. In Section 6 we show that
the method of derandomization in [12] could be generalized to our case as well and prove
Theorem 3.

2 Preliminaries

Unless explicitly stated, all logarithms are with base 2. The ln function is a logarithm with
base e. We write A ⊔ B to denote a disjoint union of sets A, B. The For n ≥ 0 we write
[n] = {0, 1, . . . , n}. For a square matrix (or equivalently, a linear operator on a finite vector
space), we write ∥A∥ to denote the operator norm.

2.1 Graphs
Let G = (V, E) be a graph. For u, v ∈ V we write Γ(v) for the set of v’s neighbors in
G and u ∼ v if u and v are neighbors. The indicator vector of a set S ⊆ V , denoted by
1S , is 1S : V → {0, 1} with 1S(v) = 1 ⇐⇒ v ∈ V . For two sets S, T ⊆ V we write
EG(S, T ) for the set of edges in G between S and T . The graph induced by S and T is
G′ = (S ∪ T, EG(S, T )). For a d-regular graph we denote ℓ2(V ) = {f : V → R} endowed
with the inner product ⟨f, g⟩ =

∑
v∈V f(v)g(v).
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2.1.1 Expander Graphs

Expander graphs are graphs with good connectivity properties. There are many equivalent
ways to define expanders [40]. In this manuscript we focus on spectral expansion.

Let G = (V, E) be a d-regular graph. The random walk matrix of G is a matrix A ∈ RV ×V

defined by A(u, v) = 1
d if u ∈ Γ(v) and otherwise 0. Equivalently, it corresponds to the

random walk operator A : ℓ2(V ) → ℓ2(V ) with Af(v) = 1
d

∑
u∈Γ(v) f(u). We abuse notation

and use A for both the matrix and the random walk operator it represents. We sometimes
denote this operator by AG when G is unclear from the context.

The operator A is self adjoint with respect to the inner product. Therefore, it has
an orthonormal basis of real-valued eigenvectors, where the eigenvalues are denoted by
1 = λ1 ≥ λ2 ≥ · · · ≥ λn. We elaborate and write λi(G) when the graph in question is unclear
from the context. The spectrum of G is the spectrum of its random walk matrix and is
denoted by Spec(G).

▶ Definition 5 (spectral expander). For λ ∈ [0, 1] we say that G is λ-two sided (resp. one
sided) spectral expander (or expander for short) if λ ≥ max{λ2, |λn|} (resp. λ ≥ λ2).

2.1.2 Tensor Product

Let G, H be any graphs. The tensor product of G and H, denoted by
G ⊗ H, is the graph with vertices V (G) × V (H), and edges E(G ⊗ H) =
{(a, b)(a′, b′) | {a, a′} ∈ E(G) and {b, b′} ∈ E(H)}. The following fact is well known.

▶ Fact 6. Let G, H be graphs. If H, G are λ, λ′-two sided spectral expanders respectively,
then G ⊗ H is a max{λ, λ′}-two sided spectral expander. Moreover, if H is a λ-two sided
spectral expander and G is a λ′-one sided spectral expander, then G ⊗ H is a max{λ, λ′}-one
sided spectral expander.

2.2 Graph Lifts

Graph lifts are an important notion, studied first by [5, 6] (although the notion of lifts
themselves is a classical notion in algebraic topology known for about a century).

▶ Definition 7 (lift). For finite, connected and simple graphs G and Ĝ, a lift (also known as
a covering map) ϕ : Ĝ → G is a graph homomorphism with the property that for all v̂ ∈ V (Ĝ),
ϕ maps the neighborhood of v̂ in Ĝ onto the neighborhood of ϕ(v̂) in G. Finally, we say that
Ĝ is an ℓ-lift of G if there exists an ℓ-to-1 covering map ϕ : Ĝ → G.

One way to construct a 2-lift is to use a signing function on the edges as follows.

▶ Definition 8 (Function induced lift). Let G = (V, E) be a graph and let f : E → {±1}
be a signing. The f -induced lift Ĝ = Ĝf is the graph whose vertices are V̂ = V × {±1} ={

vj
∣∣ v ∈ V, j ∈ {±1}

}
and whose edges are Ê =

{{
vj , ui

} ∣∣ {v, u} ∈ E, ij = f({u, v})
}

.

The lift map is ϕ(vj) = v.

It is elementary to prove this construction is indeed a lift, so we omit this proof. It is also
easy to show that any 2-lift is an induced lift for some signing f : V (G) → {±1}. See [65]
for a more general statement and proof.

In Section 3 we generalize the notion of graph lifts to local lifts of simplicial complexes.
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2.2.1 Signing Functions and Lift Expansion
Fix a graph G and a signing f : E(G) → {±1}. In this subsection, we characterize the
eigenvalues of an f -induced lift. For this, we need to define the f -signing of an adjacency
operator. For a d-regular graph the f -signing of the adjacency operator is the matrix
Af (u, v) = f(u, v) · A(u, v) for {u, v} ∈ E and Af (u, v) = 0 if {u, v} /∈ E.

This signing matrix is closely related to the random walk operator of the lift. In particular,
the following is by now classical.

▶ Lemma 9. Let G be a d-regular graph and let Ĝ be an f-induced 2-lift. Then the
eigenvalues of A

Ĝ
are the union (with multiplicities) of the eigenvalues of A and those of Af .

In particular, if ∥Af ∥ ≤ λ and G is a λ′-two sided (resp. one sided) spectral expander, then
Ĝ is a max {λ, λ′}-two sided (resp. one sided) spectral expander.

Using this lemma, [12] gave a criterion for the expansion of the lift graph.

▶ Lemma 10 ([12, Lemma 3.3]). Let G, f and Af be as above and assume that G is a λ-two
sided (resp. one sided) spectral expander with no self loops. Assume that for any pair of
disjoint S, T ⊆ V (G) it holds that

∣∣〈1S , Af 1T

〉∣∣ ≤ α
√

|S||T |, then Ĝf is a λ′-two sided (resp.
one-sided) spectral expander where λ′ = max

{
λ, O

(
α
(
1 + log 1

α

))}
.

We note that there is a nice formula for this inner product, which is
〈
1S , Af 1T

〉
=

1
d

∑
(v,u):{v,u}∈E(G) f(u, v)1S(v)1T (u).

2.3 High Dimensional Expanders
▶ Definition 11 (simplicial complex). A k-dimensional simplicial complex is a finite hypergraph
X that is downwards closed to containment. That is, if τ ∈ X and σ ⊆ τ then σ ∈ X.

We write X = X(−1) ⊔ X(0) ⊔ X(1) ⊔ · · · ⊔ X(k), where X(ℓ) = {σ ∈ X | |σ| = ℓ + 1} (here
X(−1) = {∅} is mainly a formality) and the maximal size of a set σ ∈ X is k + 1. We call
elements σ ∈ X(ℓ) ℓ-faces, and in this case we say that X is k-dimensional. In this paper we
will always assume the simplicial complex in question is pure, that is, that every σ ∈ X(ℓ)
contained in some τ ∈ X(k). In addition, we assume it has no self-loops or multifaces.
Namely, every vertex appears at most once in each face and any face appears at most once
in X.

The degree of a face σ ∈ X(i) is d(σ) = |{τ ∈ X(i + 1) | τ ⊇ σ}|. We say that a family
of simplicial complexes {Xi}∞

i=0 is j-bounded degree if there is an integer M > 0 so that for
all Xi and all σ ∈ Xi(j), d(σ) ≤ M . If the family is 0-bounded degree, we sometimes just
say bounded degree (without the zero).

▶ Definition 12 (hyper-regularity). Let d0 ≥ d1 ≥ · · · ≥ dk−1 be positive integers. A k-
dimensional simplicial complex X is (d0, d1, . . . , dk−1)-regular if for any i ∈ {0, . . . , k − 1}
and any i-face σ, d(σ) = di.

We say that X is regular if there exists such a tuple so that X is (d0, d1, . . . , dk−1)-regular.
In this case we denote by di(X) = di.

The j-skeleton of a simplicial complex X is the simplicial complex obtained by taking all
the i-faces of X, for all i ≤ j. The 1-skeleton of a complex is also called an underlying graph.

A link is a generalization of a graph neighborhood.

▶ Definition 13 (link). For a k-dimensional simplicial complex X and a face σ ∈ X, the
link of σ is the (k − 1 − |σ|)-dimensional simplicial complex Xσ = {τ \ σ | τ ∈ X, τ ⊃ σ} .

For ℓ ≤ k − 2 and σ ∈ X(ℓ) we denote by Aσ the random walk operator of the 1-skeleton of
Xσ. We often abuse of notation and for a face σ = {v0, . . . , vℓ} ∈ X(ℓ) write σ = v0 . . . vℓ.
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Natural analogues of expander graphs to higher dimensions are simplicial complexes
where the neighborhoods of the faces are themselves expander graphs. See Section 1 for more
context on this important definition.

▶ Definition 14 (λ-high dimensional expander). Let λ ∈ [0, 1]. A k-dimensional simplicial
complex X is a λ-two sided (resp. one sided) high dimensional expander if for all i ≤ k − 2
and all σ ∈ X(i), the 1-skeleton of Xσ is a λ-two sided (resp. one sided) spectral expander.

2.4 The Lovász Local Lemma
The Lovász Local Lemma is a classical result in the probabilistic method.

▶ Lemma 15 (Lovász Local Lemma [29]). Let B = {B1, . . . , Bn} be a finite set of events in
some arbitrary probability space. The dependency graph of B is a digraph GB = (B, E) so
that any event Bi ∈ B is mutually independent of all the events B \ Γ(Bi), where Γ(Bi) is
the neighborhood of Bi in GB.

If there exists a real function ρ : B → [0, 1) so that

P[Bi] ≤ ρ(Bi)
∏

Bj∼Bi

(1 − ρ(Bj)) (2.1)

for any Bi ∈ B, then with strictly positive probability, none of the events Bi occur.

This lemma also has an algorithmic version, first given in the seminal work of [57]. We give
below a slightly less general version than the one in [57].

▶ Lemma 16 ([57]). Let Ω be a finite set and let P = (P1, P2, . . . , Pm) be a tuple of
independent random variables supported on Ωm. Let B = {B1, B2, . . . , Bn} be a finite set of
events in the sigma algebra of P. Let the dependency graph and the assignment ρ : B → [0, 1)
be as in Lemma 15. Then there exists a randomized algorithm that finds an assignment
p ∈ Ωm such that p /∈

⋃n
i=1 Bi. If one can verify whether Bi holds in time t, then the

randomized algorithm runs in tn
∑n

i=1
ρ(Bi)

1−ρ(Bi) expected time.

The algorithm described in this lemma is simple. The algorithm starts with randomly
sampling some p ∈ Ωm. While there exists some Bi such that p ∈ Bi, the algorithm takes an
arbitrary such Bi, and resamples all the coordinates Pj that Bi depends upon. Of course,
if the algorithm halts, then p /∈

⋃n
i=1 Bi. The paper [57] shows that the expected number

of times an event Bi is resampled is at most ρ(Bi)
1−ρ(Bi) which explains the runtime of this

algorithm.

3 Local lifts

This section presents our basic construction, the local lift of a complex. We will define this
construction formally and describe some of its properties.

▶ Construction 17 (Local Lift). Let X be a k-dimensional simplicial complex and let
f : X(k) → {±1}. The f -local lift of X denoted by X̂ = X̂f , is the following k-dimensional
simplicial complex:

X̂(0) = X(0) × {±1} and we denote the vertices by X̂(0) =
{

vj
∣∣ v ∈ X(0), j ∈ {±1}

}
.

For any 1 ≤ ℓ ≤ k − 1,

X̂(ℓ) =
{

{vj0
0 , vj1

1 , . . . , vjℓ

ℓ }
∣∣∣ {v0, v1 . . . , vℓ} ∈ X(ℓ), j0, . . . , jℓ ∈ {±1}

}
.
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Finally, X̂(k) is the set of all faces σ =
{

vj0
0 , vj1

1 , . . . , vjk

d

}
so that the face without the

signs is {v0, v1, . . . , vk} ∈ X(k), and the product of the ji’s are equal to f(σ). Namely,

X̂(k) =
{{

vj0
0 , vj1

1 , . . . , vjk

k

} ∣∣∣∣∣ {v0, v1, . . . , vk} ∈ X(k), f({v0, v1, . . . , vk}) =
k∏

i=0
ji

}
.

One can already see that the (k − 1)-skeleton of X̂ doesn’t depend on f and is just some
inflation of the original complex. The dependence on f is only in the top-level faces. Thus,
in particular, X̂ is not a lift of (the underlying graph) of X, except when k = 1. However,
the links of (k − 2)-faces in X̂ are lifts of links in X, which is why we named this complex a
local lift. We will see this in the next subsection.

3.1 Local Properties of Local Lifts
For the rest of this subsection, we fix X to be a k-dimensional pure simplicial complex,
f : X(k) → {±1} to be a signing function, and X̂ to be the f -local lift of X. We also need
the following three pieces of notation:
1. Let π : X̂(0) → X(0) be the projection map π(vj) = v, and we extend it to higher

dimensional faces as well by π(
{

vj0
0 , vj1

1 , . . . , vji

i

}
) = {v0, v1, . . . , vi}.

2. Let sign : X̂ → {±1} be sign(σ̂) →
∏

vj∈σ̂ j.
3. For any σ̂ ∈ X̂(k − 2) with σ = π(σ̂) we denote by fσ : Xσ(1) → {±1} the function

fσ(e) = f(σ ⊔ e) and by fσ̂ : Xσ(1) → {±1} the function fσ̂(e) = sign(σ̂) · fσ(e).

The first observation is that the degrees of X̂ are twice the degrees of X, except for dk−1,
which stays the same.

▶ Observation 18. If X is (d0, . . . , dk−1)-regular then X̂ is (2d0, 2d1 . . . , 2dk−2, dk−1)-regular.
⌟

It is a direct calculation, so we have omitted its proof. We just comment that the reason that
dk−1 remains the same is that for every σ̂ ∈ X̂(k − 1) and v ∈ Xπ(σ̂)(0) there is exactly one
j ∈ {±1} such that σ̂ ∪

{
vj
}

∈ X̂(k). Therefore, dk−1(X) = |Xπ(σ̂)(0)| = |X̂σ̂(0)| = dk−1(X̂).
The next lemma gives a complete description of the links of X̂.

▶ Lemma 19 (on the structure of the links). Let σ̂ ∈ X̂ and denote by σ = π(σ̂).
1. If dim(σ̂) < k − 2, then the 1-skeleton of X̂σ̂ (the σ̂-link of X̂), is isomorphic to the

1-skeleton of Xσ tensored with the complete graph on two vertices with self loops3.
2. If dim(σ̂) = k − 2, then X̂σ̂ is isomorphic to a lift of Xσ induced by fσ̂.

Proof. The first item directly follows from the definition of a tensor product. For the second
item, suppose dim(σ̂) = k − 2. Both the vertices of X̂σ̂ and of the fσ̂-induced lift of Xσ

are Xσ(0) × {±1}. As for the edges,
{

ui, vj
}

∈ X̂σ̂(1) if and only if {u, v} ∈ Xσ(1) and
ij · sign(σ̂) = f(σ ⊔ {u, v}) (or equivalently ij = fσ̂({u, v})). This is precisely the relation
that defines edges in the fσ̂-induced lift of Xσ. ◀

3 Note that this is also true for the link of σ = ∅, i.e. X̂ itself.
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The following corollary that bounds the spectrum of the links is direct.

▶ Corollary 20. Let σ̂ ∈ X̂ and denote σ = π(σ̂).
1. If dim(σ̂) < k − 2 then λ(X̂σ̂) = λ(Xσ).
2. If dim(σ̂) = k − 2 then Spec(X̂σ̂) = Spec(Aσ) ∪ Spec(Afσ̂

σ ), where Aσ is the normalized
adjacency matrices of Xσ and Afσ̂

σ is its signed normalized adjacency matrix with respect
to fσ̂.

Proof. The first item follows from the first item in Lemma 19 that shows the link of X̂
σ̂

is
isomorphic to the link of Xσ tensored with a complete graph, and Fact 6 that bounds the
expansion of such a graph. The second item follows from Lemma 9 and the fact that the
link is the fσ̂-induced lift of Xσ as we saw in Lemma 19. ◀

4 Families of HDXs via Random Local Lifts

This section is dedicated to existential proofs of high dimensional expanders based on our
local lifts from Construction 17. We start by stating the main theorem of this section which
asserts that given an arbitrary HDX X, there exists a family of HDXs with parameters
comparable to those of X so that any member of the family is a local lift of the former.
Formally,

▶ Theorem 21. Let X0 be a (d0, d1, . . . , dk−1)-regular λ-two sided (resp. one sided) HDX over
n vertices, for λ ∈ [0, 1]. Then there exists a family of max

{
λ, O

(√
k2 log3 dk−1

dk−1

)}
-two sided

(resp. one sided) high dimensional expanders {Xi}∞
i=0 so that Xi is a (2id0, . . . , 2idk−2, dk−1)-

regular complex over 2in vertices and Xi+1 is a local lift of Xi.

The proof of Theorem 21 is based on proving the single-step version of it, given in
Theorem 22, and applying it iteratively.

▶ Theorem 22. Let λ ∈ [0, 1]. For any k-dimensional, (d0, . . . , dk−1)-regular, λ-two sided
(resp. one sided) high dimensional expander X over n vertices, there exists a signing f :
X(k) → {±1} so that X̂ is a max

{
λ, O

(√
k2 log3 dk−1

dk−1

)}
-two sided (resp. one sided) high

dimensional expander with regularity (2d0, . . . , 2dk−2, dk−1) and 2n vertices.

We start by proving Theorem 21 given Theorem 22. The proof of Theorem 22 is more
involved and is provided in the remainder of this section.

Proof of Theorem 21 assuming Theorem 22. Let X0 as specified in Theorem 21 and de-
note λ′ := max

{
λ, O

(√
k2 log3 dk−1

dk−1

)}
. The proof is by induction on i. Clearly X0 holds the

requirements.
For the induction step, let Xi be a (2id0, . . . , 2idk−2, dk−1)-regular λ′-two sided (resp.

one sided) HDX with 2in vertices received in the i-th step of the process. By Theorem 22,
there exists a singing function fi : Xi(k) → {±1} so that the fi-local lift of Xi (denoted by
X̂i) is a (2i+1d0, . . . , 2i+1dk−2, dk−1)-regular λ′-two sided (resp. one sided) HDX over 2i+1n

vertices. Setting Xi+1 := X̂i concludes the proof. ◀

4.1 Proof Outline of Theorem 22
The proof of Theorem 22 is based on Lovász Local Lemma [29] and Lemma 10, and closely
follows the lines of the existential proof in [12].
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Recall that one approach for proving a given k-dimensional simplicial complex is λ-HDX,
is considering all of its ℓ-links for ℓ ≤ k−2 and bound the spectrum of each of their 1-skeletons
by λ. By Corollary 20, the only links one should be concerned with are those obtained by
(k − 2)-faces, as the links of all other faces inherent the expansion from the initial HDX. In
addition, by the same corollary, it’s enough to analyze the spectra of the signed random walk
matrices of the (k − 2)-links of X, with respect to the signing induced on them as defined in
Lemma 19. Indeed, doing so is the most technical part of the proof and follows by the next
lemma combined with Lemma 10:

▶ Lemma 23. For any k-dimensional pure (d0, . . . , dk−1)-regular simplicial complex X over
n vertices, there exists a signing function f : X(k) → {±1} such that for any (k − 2)-face
σ̂ ∈ X̂ and any disjoint subsets of vertices S, T ⊆ Xσ(0) for σ = π(σ̂),

|⟨1S , Afσ̂
σ 1T ⟩| ≤ 10

√
k2 log dk−1

dk−1
|S||T | (4.1)

where fσ̂ is the signing on Xσ’s edges induced by f as defined in Section 3.1.

By the (d0, . . . , dk−1)-regularity of X, Xσ is a dk−1-regular graph over dk−2-vertices.
Furthermore, since any signing over the k-faces induces a signing function on the edges of
any (k − 2)-link, our goal is to find a single signing function f such that these lifts of all the
links of the (k − 2)-dimensional faces expand.

The proof of Lemma 23 is by the Lovász Local Lemma Lemma 15. We define the set of
“bad” events B = {BS,T

σ }. The event BS,T
σ is that (4.1) doesn’t hold for a fixed σ ∈ X(k − 2)

and fixed disjoint sets S, T ⊆ Xσ(0). In [12], similar bad events were considered, but only
the sets S, T needed to be specified. The main difference between our proof and theirs is
that we need to take care of the dependencies between events corresponding to different
(k − 2)-faces σ, σ′.

To apply the lemma and deduce Lemma 23, one needs to understand and analyze the
dependency relation of the events in B.

On the dependency of bad events in B

Fix σ̂ ∈ X̂(k − 2) and disjoint S, T ⊆ Xσ(0) for σ = π(σ̂), and define F (σ, S, T ) ⊆ X(k) to
be the set of all k-faces of X so that σ ⊆ τ and τ \ σ is an edge in the graph induces by
S ⊔ T on Xσ. Recall that sign : X̂ → {±1} is defined by sign(σ̂) =

∏
vj∈σ̂ j, and note that

dk−1⟨1S , Afσ̂
σ 1T ⟩ =

∑
uv∈Xσ(1)

s.t. u∈S,v∈T

fσ̂(uv) = sign(σ̂)
∑

uv∈Xσ(1)
s.t. u∈S,v∈T

f(σ ⊔ uv) = sign(σ̂)
∑

τ∈F (σ,S,T )

f(τ).

Since the signs f assigns to the k-faces are chosen independently, if the event BS,T
σ is not

mutually independent of a subset A ⊆ B, there must exists some event BS′,T ′

σ′ ∈ A for which
F (σ, S, T ) ∩ F (σ′, S′, T ′) is not empty.

Towards using the Lovász Local Lemma, we need to bound the probability of the event
BS,T

σ as well as the number of neighbors it has in the dependency graph considered in the
Local Lemma. The bound on the probability follows directly from the arguments in [12], but
bounding the number of neighbors each event is more involved. In contrast to the expander
graph case considered in [12] (where the “bad” events only depend on S and T ), in simplicial
complexes events corresponding to different faces σ, σ′ (and therefore to different links) can
depend on one another as long as they have a common k-face in F (σ, S, T ) ∩ F (σ′, S′, T ′).
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A naive count of the number of such k-faces won’t suffice, and would lead the bound in
Equation (4.1) to scale with dk−2. Therefore, we need to carefully characterize when exactly
F (σ, S, T ) and F (σ′, S′, T ′) intersect.

The first case where dependency can occur is when σ = σ′. In this case, we are in the
same setting as in [12], which observed that there must be an edge in the subgraph induced
by S ∪ T as well as in the one induced by S′ ∪ T ′ for a dependency to happen.

In the second case, which is new to our proof, σ ̸= σ′ meaning that each of the events
considers a different graph. In this case, we observe that this implies both that there is
a k-face τ containing both σ, σ′ and that either there exist vertices v ∈ σ ∩ (S′ ⊔ T ′) and
s ∈ S ⊔ T so that τ \ σ′ = {v, s}, or that τ \ σ′ ⊆ σ. As we show below, this characterization
is useful to bound the number of possible events that are dependent on a certain BS,T

σ . The
following claim gives this characterization formally.

▷ Claim 24. Let an event BS,T
σ ∈ B and some subset A ⊆ B. If

for any BS′,T ′

σ′ ∈ A with σ = σ′ there is no edge lying in both EXσ
(S, T ) and EXσ

(S′, T ′),
and
for any BS′,T ′

σ′ ∈ A with σ ̸= σ′ there is no k-face τ ∈ X containing both σ and σ′, so
that τ \ σ and τ \ σ′ are edges in EXσ

(S, T ) and EXσ′ (S′, T ′) respectively,
then BS,T

σ is mutually independent of A.

All left to conclude the proof of Lemma 23 is carefully counting the number of events that
fulfill one of the claim conditions and provide a real function that bounds the probability of
each event as in Equation (2.1). We leave the details for the formal proof, which is given in
the next section.

4.2 Proving Lemma 23
This subsection is dedicated to the proof of Lemma 23 together with the subclaims it requires.
We start by setting notations and highlighting features that will be needed for the proof.

Notations

We say that sets S, T ⊆ Xσ(0) induce a connected subgraph if the subgraph obtained by
projecting Xσ on S ∪ T is connected. In addition, we write EXσ

(S, T ) to indicate the set of
edges between S and T in Xσ. For σ̂ ∈ X̂(k − 2), we denote σ = π(σ̂). When the face σ̂

being considered is clear from the context we abbreviate and write f for fσ̂.
In addition, we rely on the following observation:

▶ Observation 25. If a signing f : X(k) → {±1} independently assigns a uniform sign to
each k-face, then for any σ̂ ∈ X̂(k − 2), fσ̂ independently assigns a uniform sign to each edge
in Xσ.

Proof. Let σ̂ ∈ X̂(k − 2) and let e ̸= e′ ∈ Xσ(1). Then for any j, j′ ∈ {±1}

P[fσ̂(e) = j ∧ fσ̂(e′) = j′] = P[sign(σ̂) · f(σ ⊔ e) = j ∧ sign(σ̂) · f(σ ⊔ e′) = j′]

= P[sign(σ̂) · f(s ⊔ e) = j] · P[sign(σ̂) · f(σ ⊔ e′) = j′] = 1
4 . ◀

In addition, as in [12], we can restrict the proof to consider only a pair of sets inducing
connected subgraphs and deduce the result to any pair of sets. In addition, we can assume that
d is as large as 996 as it is always the case that

〈
1S , Af

σ1T

〉
≤
√

|S||T | and 1 ≤ 10
√

k2 log dk−1
dk−1

for dk−1 ∈ [1, 996].
We are now ready to prove Lemma 23.
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Proof of Lemma 23. We set f to be a randomized signing of X(k) by setting a uniform and
independent sign from {±1} to any k-face. Fix some face σ̂ ∈ X̂(k − 2) with π(σ̂) = σ, and
disjoint sets S, T ⊆ Xσ(0). Denote the “bad” event in which the claim does not hold for our
fixed face and sets by BS,T

σ . That is, P
[
BS,T

σ

]
= P

[
|⟨1S , Af

σ1T ⟩| > 10
√

k2 log dk−1
dk−1

|S||T |
]

.

Fix for a moment some edge uv ∈ Xσ(1), and consider the (u, v)-th entry of Af
σ. By

Definition 8, Af
σ(u, v) = 1

dk−1
fσ̂(uv), which, per Observation 25, distributed uniformly in

{±1} and is independent of all other edges signs. In addition, since

⟨1S , Af
σ1T ⟩ = 1

dk−1

∑
uv∈EXσ (S,T )

fσ̂(uv),

⟨1S , Af
σ1T ⟩ is a sum of independent uniform random variables over {±1}, implying that

E
f

[
⟨1S , Af

σ1T ⟩
]

= 1
dk−1

∑
uv∈EXσ (S,T )

E
f

[fσ̂(uv)] = 0.

Hence, by Hoeffding’s inequality,

P
[
BS,T

σ

]
= P

[∣∣⟨1S , Af
σ1T ⟩

∣∣ > 10

√
k2 log dk−1

dk−1
|S||T |

]

≤ 2 exp

−
2 · 100 k2 ln dk−1

dk−1
|S||T |∑

uv∈EXσ (S,T )

(
1

dk−1
− (− 1

dk−1
)
)2

 . (4.2)

Assuming w.l.o.g. that |S| ≥ |T | we get

200 k2 ln dk−1
dk−1

|S||T |∑
uv∈EXσ (S,T )

(
1

dk−1
− (− 1

dk−1
)
)2 = 200k2dk−1(ln dk−1)|S||T |

4|EXσ (S, T )| ≥ 50k2dk−1(ln dk−1)|S||T |
dk−1|T |

≥ 25k2 ln dk−1|S ⊔ T |.

Hence, denoting c = |S ⊔ T |,

Equation (4.2) ≤ 2 exp
(
−25ck2 ln dk−1

)
≤ d−10ck2

k−1 . (4.3)

We turn to analyze the dependency graph of the “bad” events:4 Recall that B is the set of all
events BS,T

σ for σ ∈ X(k − 2) and disjoint subsets S, T ⊆ Xσ(0). Using the characterization
of correlated events in B given in Claim 24, we get the following bound on the neighborhood
size of the events in the dependency graph:

▷ Claim 26. Let BS,T
σ ∈ B and denote c = |S ⊔ T |. Then BS,T

σ has at most 3k2cdc′−1

neighbors BS′,T ′

σ′ with |S′ ⊔ T ′| = c′.

Now, to apply Lovász Local Lemma, one needs to define a function ρ : B → [0, 1) such
that P

[
BS,T

σ

]
≤ ρ(BS,T

σ )
∏

BS′,T ′
σ′ ∼Bx,y

σ

(
1 − ρ(BS′,T ′

σ′ )
)

. Set ρ(BS,T
σ ) = d−3ck2

k−1 . Indeed

4 Recall that the dependency graph of a set of events B is a digraph with a vertex for each event B ∈ B
and any event B is mutually independent of B \ Γ(B).
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ρ(BS,T
σ )

∏
BS′,T ′

σ′ ∈∼BS,T
σ

(
1 − ρ(BS′,T ′

σ′ )
)

= d−3ck2

k−1

∏
BS′,T ′

σ′ ∼BS,T
σ

(
1 − d

−3|S′∪T ′|k2

k−1

)

= d−3ck2

k−1

∏
c′∈[n]

(
1 − d−3c′k2

k−1

)2c′
3ck2dc′−1

k−1 (4.4)

≥ d−3ck2

k−1 exp

−6ck2
∑

c′∈[n]

2c′
dc′−1

k−1 d−3c′k2

k−1

 (4.5)

≥ d−3ck2

k−1 e−7ck2

≥ d−10ck2

k−1 ≥ P
[
BS,T

σ

]
(4.6)

where Equation (4.4) is since for any U ⊆ Xσ(0) of cardinality c′, there are at most 2c′ pairs
of disjoint sets S′, T ′ with S′ ⊔ T ′ = U , Equation (4.5) is by e−x ≤ 1 − x

2 for any x ∈ [0, 1.59]
and Equation (4.6) is by taking dk−1 ≥ 3. Together with Equation (4.3), this concludes the
proof. ◀

The formal proofs of Claim 24 and Claim 26, and the proof of Theorem 22 given Lemma 23
appear in the full version of this paper [11].

4.3 Concluding Theorem 22
Proof of Theorem 22. Let X be a (d0, . . . , dk−1)-regular, λ(X)-two sided (resp. one sided)
HDX over n vertices, fix f to be the signing provided by Lemma 23, and set X̂ to be the
f -local lift of X.

By Observation 18, X̂ is a (2d0, . . . , 2dk−2, dk−1)-regular graph over 2n vertices. We
need to prove that for any σ̂ ∈ X̂ of dimension ≤ k − 2, the 1-skeleton of X̂σ̂ is a
max

{
λ(X), O

(√
k2 log3 dk−1

dk−1

)}
-two sided (resp. one sided) expander.

By Corollary 20, the spectra of all links X̂σ̂ with σ̂ of dimension < k − 2 are bounded by
λ(X). In addition, by Lemma 23, for any σ̂ ∈ X̂(k − 2) and any disjoint sets S, T ⊆ Xσ(0)
for σ = π(σ̂), we have that |⟨1S , Af

σ1T ⟩| ≤ O
(√

k2 log dk−1
dk−1

|S||T |
)

where Af
σ is the fσ̂-signed

random walk matrix of Xσ. Together with Lemma 10 this implies

λ(Xσ) = O

(√
k2 log dk−1

dk−1

(
1 + log

(√
dk−1

k2 log dk−1

)))

≤ O

(√
k2 log dk−1

dk−1
· log

√
dk−1

)
= O

√k2 log3 dk−1

dk−1


hence, by Lemma 9, λ(Xσ) = max

{
λ(X), O

(√
k2 log3 dk−1

dk−1

)}
and by Corollary 20, this is

also the case for λ(X̂σ̂). ◀

5 An Algorithmic Version of Theorem 21

In this subsection, we prove that there is a randomized algorithm that finds a family of local
lifts as in Theorem 21 when X is a high dimensional expander under mild assumptions on
the degree sequence which we encapsulate in the following definition.
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68:18 Sparse High Dimensional Expanders via Local Lifts

▶ Definition 27 (Nice complex). Let X be a k-dimensional simplicial complex. We say that
X is nice if X is regular, and

d
1−4 log dk−1
k−2 <

2
e(k + 1)kdk−1 + 1 . (5.1)

We prove the following.

▶ Theorem 28. There exists a randomized algorithm A that takes as input a k-dimensional
complex X0 and an integer i ≥ 1, runs in expected time poly((2i|X0(0)|)k) at most, and
outputs a k-dimensional complex Xi with 2i|X0(0)| vertices. The algorithm has the following
guarantee.

If X0 is a nice (d0, . . . , dk−1)-regular λ-two sided high dimensional expander, then Xi

is a (2id0, . . . , 2idk−2, dk−1)-regular λ′-two sided high dimensional expander where λ′ =
O
(

max
{

λ
(
1 + log 1

λ

)
,
√

log3 dk−1
dk−1

})
5.

Moreover, one can modify the algorithm so that it outputs a sequence X1, X2, . . . , Xi of
complexes all satisfying the same guarantees (instead of just the last one), so that for every
j = 0, 1, . . . , i − 1, Xj+1 is a local lift of Xj.

Loosely speaking, in order to prove Theorem 28, we need to prove that there is an
algorithm A that finds a single local lift for X in polynomial time (just as Theorem 21 was
proved by the “one-step theorem” Theorem 22) with good enough spectral expansion. Then
we just iteratively use A on its own output, setting Xj+1 = A(Xj), until reaching j = i − 1.
For this to work, we also need to address the issue that λ′ ≥ λ so naively the expansion
deteriorates as we reiterate. We differ the proof of Theorem 28 for the full version of this
paper [11].
▶ Remark 29 (A non-uniform algorithm for any HDX). Theorem 28 requires that X0 be a nice
complex, i.e. that (5.1) holds. However, in any family {Xi}∞

i=0 where Xi+1 is a local lift of
Xi, the degree dk−2(Xi) tends to infinity with i while the other side of both inequalities stays
fixed. Thus, the inequalities will eventually hold for any family of consecutive local lifts. In
fact, they should hold for any i ≥ C log(k + dk−1(X0)) for some large enough constant C > 0.
Thus we can modify the algorithm to work even if X0 is not nice (albeit with the spectral
expansion bound guaranteed in Theorem 21, which is slightly worse than the expansion in
Theorem 28). This is done by allowing the algorithm to do a brute-force search for the first
few steps, to produce a nice Xi, and then continuing as the original algorithm does. The
first few steps will eventually stop because Theorem 21 promises the existence of such an Xj .
This process takes poly(|Xi|k) + exp(O(|X0|k)) time.

Towards the proof of Theorem 28, we need the following definition and lemma from [12].

▶ Definition 30. A graph G with adjacency operator A is said to be (β, t)-sparse if for
every S, T ⊆ V (G) such that |S ∪ T | ≤ t, ⟨1S , A1T ⟩ ≤ β

√
|S||T |. For a k-dimensional

hyper-regular complex X, we say that it is (β, t)-sparse if for every σ ∈ X(k − 2), the graph
Xσ is (β, t)-sparse.

▶ Remark 31. While the definition here regards any S, T with |S ∪ T | ≤ t, it is in fact
equivalent to regarding only S, T with |S ∪ T | ≤ t such that the graph induced on S ∪ T

is connected. We also remark that if X is (β, t)-sparse then it is also (β′, t)-sparse for any
β′ ≥ β.

5 We will not calculate the constants in the big O notation explicitly.
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The reason we need this definition of sparseness is that in a random local lift, sparseness
does not deteriorate with high probability. More formally, the following lemma was proven
in [12].

▶ Lemma 32 ([12, Lemma 3.4]). Let G = (V, E) be a d-regular graph with n vertices that is
(β, log n)-sparse for β ≥ 10

√
log d

d . Then with probability ≥ 1 − n−4 log d over f : E → {±1}:
For every S, T ⊆ V ,

∣∣〈1S , Af 1T

〉∣∣ ≤ β
√

|S||T | and,
Ĝf is (β, log n + 1)-sparse,

We comment that [12, Lemma 3.4] does not explicitly calculate the probability 1 − n−4 log d;
rather, they only say the events happen with high probability. This is the probability that is
implicit in their proof. They also prove this theorem for β = 10

√
log d

d but the same proof

extends to β ≥ 10
√

log d
d with no additional changes.

This next claim easily follows from the definition of expansion and says that a spectral
expander is sparse.

▷ Claim 33. Let G be a d-regular λ-two sided spectral expander over n vertices such that
λ > 1√

d
and d ≥ 3. Then G is (2λ, log n)-sparse.

Proof. Fix S, T such that with |S ∪ T | ≤ log n. By the λ-expansion and the expander
mixing lemma (see e.g. [40]), ⟨1S , A1T ⟩ ≤ |S||T |

n + λ
√

|S||T |. We bound this term by(
λ + log n

n

)√
|S||T |. As log n

n ≤ 1√
n

≤ 1√
d

≤ λ the claim follows. ◁

We are ready to state our one-step theorem.

▶ Theorem 34. There exists a randomized algorithm A with the following guarantees.
Let X be a k-dimensional d̄-regular λ-two sided (resp. one sided) high dimensional ex-
pander over n vertices, where d̄ = (d0, . . . , dk−1). Let β ≥ 10

√
log dk−1

dk−1
and denote by

λ′ = max
{

λ, O(β(1 + log 1
β ))
}

. Assume that X is (β, log dk−2)-sparse, and suppose that

dk−2 and dk−1 satisfy dk−2 > d2
k−1 and (5.1). Then A(X) = X̂ is a local lift of X such that:

1. The complex X̂ is a λ′-two sided (resp. one sided) high dimensional expander.
2. The complex X̂ is (β, log 2dk−2)-sparse.

Upon input X satisfying the above, the algorithm runs in time poly(|X(0)|k).

Proof of Theorem 34. We intend to use Lemma 16. For this, we fix the following “bad”
events C = {Cσ | σ ∈ X(k − 2)} where Cσ ⊆ {f : X(k) → {±1}} is the event where :
1. Either X̂σ

±fσ is not a λ′-two sided spectral expander, or
2. X̂σ

±fσ is not (β, log 2dk−2)-sparse.

By Lemma 32 (and Lemma 10 that relates the first item in Lemma 32 to spectral
expansion), Pf [Cσ] ≤ 2d

−4 log dk−1
k−2 . Moreover, because every link of a σ̂ ∈ X̂(k − 2) is a lift

of Xσ with respect to fσ̂, then if none of the events Cσ occur, then X̂ satisfies both items in
Theorem 34. We will use Lemma 16 to find such an assignment.

We now construct a dependency graph for C. Let σ ∈ X(k − 2) and U ⊆ X(k − 2). The
event Cσ only depends on fσ, so it only depends on k-faces τ ⊇ σ. Therefore, if Cσ and
{Cσ′ | σ′ ∈ U} are not mutually independent, then in particular there is a k-face τ ∈ X and
σ′ ∈ U such that τ ⊇ σ, σ′. Hence, in our dependency graph we connect Cσ ∼ Cσ′ if there
exists such a k-face containing both σ and σ′. Let us upper bound the neighborhood size
of an event Cσ. The number of neighbors that Cσ has is upper bounded by the number
of k-faces containing σ times

(
k+1
k−1
)

(the number of ways to choose σ′ ⊆ τ). Therefore, the
number of neighbors is bounded by
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D :=
(

k + 1
k − 1

)
· |{τ ∈ X(k) | τ ⊇ σ}| =

(
k + 1
k − 1

)
|Xσ(1)| = (k + 1)k

4 dk−2dk−1.

By setting ρ : C → [0, 1) to be the constant function ρ(Cσ) = 1
D+1 we have that P [Cσ] ≤

ρ(Cσ)
∏

σ′∼σ(1 − ρ(Cσ)), because ρ(Cσ)
∏

σ′∼σ(1 − ρ(Cσ)) ≥ 1
D+1

(
1 − 1

D+1

)D

≥ 1
e(D+1)

and P [Cσ] ≤ 2d
−4 log dk−1
k−2 ≤ 1

e(D+1) by (5.1).
Let us now verify that the algorithm in Lemma 16 runs in polynomial time. We note that

there the number of events in C is poly(|X(0)|k), and checking whether Cσ occurs could be
done in poly(|X(0)|)-time because it amounts to:
1. Find the spectrum of a signed adjacency operator of a dk−2-sized graph.
2. Going over all connected sets U ⊆ X̂±fσ

σ of size ≤ log 2dk−2 for every σ ∈ X(k − 2),
finding S, T such that S ∪ T = U , and counting the number of edges between S and T to
check if the pair S, T violates sparseness. There is a poly(|X(0)|) such U, S, T at most.

Therefore, the randomized algorithm in Lemma 16 will find a signing in poly(|X(0)|k) ·∑
σ∈X(k−2)

1
D = poly(|X(0)|k)-time. ◀

6 Derandomizing the Construction

In this section we provide a deterministic construction of (k − 1)-bounded families of high
dimensional expanders, as referred to in Theorem 3. For the rest of this section, we denote
αk(d) = 10

√
k2 log d

d (when k is clear from context, we will write α(d)).
We will prove the following theorem.

▶ Theorem 35 (Restatement of Theorem 3). There exists a deterministic algorithm B
that takes as input a k-dimensional complex X0 and an integer i ≥ 1, runs in time
poly((2i|X0(0)|)k), and outputs a k-dimensional complex Xi with 2i|X0(0)| vertices. The
algorithm has the following guarantee: If X0 is a (d0, . . . , dk−1)-regular λ-two sided high
dimensional expander, with λ > αk(dk−1), dk−1 > 210k and |X0(k − 2)| ≤ d10k

k−2, then
Xi is a (2id0, . . . , 2idk−2, dk−1)-regular λ′-two sided high dimensional expander where
λ′ = O

(
25kλ

(
1 + log 1

λ

)) 6. In particular, for every n ∈ N, choosing i = log n yields a
complex with at least n-vertices.

This explicit construction generalizes the explicit construction for expanders given in [12],
which is based on the conditional probabilities method [4, Chapter 16].

We first observe that under the assumption that the base complex is sparse (as in
Definition 30) and that |X(k −2)| is not too large, then a random local lift of X is also sparse
and is a high dimensional expander with high probability. Then, we explain how we can find
such a lift deterministically by greedily selecting the values f(τ) one k-face at a time.

▶ Lemma 36. Let X be a k-dimensional, (d0, . . . , dk−1)-regular and (β, log dk−2)-sparse
simplicial complex so that β ≥ α(dk−1) and |X(k − 2)| ≤ d

log dk−1
k−2 .

Then, for f : X(k) → {±1} drawn uniformly at random, with probability at least
1 − d

−3 log dk−1
k−2 :

1. For every σ ∈ X(k − 2) and every S, T ⊆ Xσ(0):
∣∣〈1S , Af

σ1T

〉∣∣ ≤ β
√

|S||T |.
2. The local lift X̂ = X̂f is (β, log dk−2 + 1)-sparse. ⌟

6 We will not calculate the constants in the big O notation explicitly.
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We comment that the condition |X(k − 2)| ≤ d
log dk−1
k−2 may seem odd at first glance. However,

similar to Remark 29, this is eventually satisfied by every sequence {Xi}∞
i=0 where Xi+1 is a

local lift of Xi. Thus, we do not lose too much generality by assuming it.
The proof of Lemma 36 follows by applying Lemma 32 to every link and taking a union

bound over the links. We omit the proof since it is a direct calculation.
The deterministic construction mentioned at the beginning of this section is composed of

iterative applications of the local lift, where each application is according to the algorithm
described in the following lemma.

▶ Lemma 37. Let X be a k-dimensional (d0, . . . , dk−1)-regular (β, log dk−2)-sparse simplicial
complex with dk−1 > 210k, β ≥ α(dk−1) and such that |X(k − 2)| ≤ d10k

k−2.
Then, there is a deterministic poly (|X(0)|k) time algorithm for finding a function f :

X(k) → {±1} such that:
1. For every σ ∈ X(k − 2), ∥Af

σ∥ = O
(

25kβ
(

1 + log 1
β

))
.

2. X̂f is (β, log dk−2 + 1)-sparse.

The proof of Lemma 37 appears in the full version of this paper [11]. We give here a
short discussion of the techniques used there. The proof uses the method of conditional
probabilities. The main idea is that, given the conditions on the input complex, we can
define random variables denoted Z(σ), which serve as “error” indicators, where these errors
occur with very small probability. By defining another set of random variables Y (σ) which
correlate with the links’ expansions, and amplifying the impact of each error, we are able to
choose f(τ) k-face by k-face, while tracking the expected value of the sum of those variables
efficiently and making sure no error occurs. We are now ready to prove our main result in
this section.

Proof of Theorem 35. Let d̄ = (d0, d1, . . . , dk−1 = d) and let X0 be a d̄-regular λ-two sided
high dimensional expander for λ > αk(d), such that |X0(k − 2)| ≤ d10k

k−2. By Claim 33, it is
also (2λ, log dk−2)-sparse.

Denote by B′ the algorithm suggested by Lemma 37, and let X1, X2, . . . , Xi be such that
Xj = B′(Xj−1) for j ∈ [i]. We set Xi to be B’s output.

Let us show that, Xi meets the guarantees of Theorem 35. By Observation 18, for every
j ∈ [i], Xj is (2jd0, 2jd1, . . . , 2jdk−2, d)-regular and |Xj(0)| = 2j |X0(0)|.

In addition, one can verify by a direct calculation that, for any j ∈ [i], |Xj(k − 2)| =
2k−1|Xj−1(k−2)|, so if |Xj−1(k−2)| ≤ dk−2(Xj−1)10k then |Xj(k−2)| = 2k−1|Xj−1(k−2)| ≤
dk−2(Xj−1)10k · 2k−1 ≤ dk−2(Xj)10k. Thus, by induction and the fact that this inequality
holds for X0, this holds for every j.

Finally, by Lemma 37 one inductively obtains that for any j:
1. Xj is an O

(
25kλ

(
1 + log 1

λ

))
-high dimensional expander.

2. Xj is (2λ, log dk−2(Xi))-sparse.
3. Xj computed in time poly(|Xj−1(0)|k) = poly(2j−1|X0(0)|k).
as required. ◀
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Abstract
We study randomness extractors in AC0 and NC1. For the AC0 setting, we give a logspace-uniform
construction such that for every k ≥ n/ poly log n, ε ≥ 2− poly log n, it can extract from an arbitrary
(n, k) source, with a small constant fraction entropy loss, and the seed length is O(log n

ε
). The seed

length and output length are optimal up to constant factors matching the parameters of the best
polynomial time construction such as [13]. The range of k and ε almost meets the lower bound
in [10] and [7]. We also generalize the main lower bound of [10] for extractors in AC0, showing
that when k < n/ poly log n, even strong dispersers do not exist in non-uniform AC0. For the NC1

setting, we also give a logspace-uniform extractor construction with seed length O(log n
ε

) and a
small constant fraction entropy loss in the output. It works for every k ≥ O(log2 n), ε ≥ 2−O(

√
k).

Our main techniques include a new error reduction process and a new output stretch process,
based on low-depth circuit implementations for mergers, condensers, and somewhere extractors.
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1 Introduction

Randomness extractors are functions that can transform weak random sources into distri-
butions close to uniform. A typical definition of weak random sources is by min-entropy.
A random variable (weak rsource) X has min-entropy k if for every x in the support of
X, log 1

Pr[X=x] ≥ k. To extract from an arbitrary weak source of a certain min-entropy,
Nisan and Zuckerman [23] introduced the definition of seeded extractor, where the ex-
tractor has a short uniform random seed as an extra input. Specifically, a function
Ext : {0, 1}n × {0, 1}d −→ {0, 1}m is defined to be a strong (k, ε)-extractor, if for every
source X with min-entropy k,

∥ (Ud, Ext(X, Ud)) − Ud+m∥ ≤ ε,

where Ud and Um are uniform distributions over {0, 1}d and {0, 1}m respectively, and ∥ · ∥
is the statistical distance. The entropy loss of such a strong extractor is k − m. On the
contrary, a weak (k, ε)-extractor has the same definition except we only require

∥Ext(X, Ud) − Um∥ ≤ ε.

The entropy loss of such a weak extractor is k + d − m.
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As a fundamental pseudorandom construction, extractors are closely related to other
pseudorandom objects and also have various applications in computational complexity,
combinatorics, algorithm design, information theory, and cryptography. See surveys [21, 29,
37, 30, 1, 38].

Optimizing extractor constructions aims to get, for every k and ε, an extractor with d

as small as possible, and m as large as possible. An existential bound for strong extractors
can be given by a probabilistic argument, which has d = log(n − k) + 2 log(1/ε) + O(1),
m = k − 2 log(1/ε) − O(1). This is optimal up to some additive constants for k ≤ n/2, due
to the lower bound by [24]. After [23], a long line of work has been done to seek explicit
extractors with parameters close to the existential bounds [40, 31, 11, 32, 41, 25, 21, 27, 36,
33, 26, 20, 13, 34, 9, 19]. Among them, [13] first achieves d = log n + O(log(k/ε)) and an
arbitrary constant factor entropy loss, and also achieves m = k − 2 log(1/ε) − O(1) with
d = log n+O(log k · log(k/ε)). [34] and [19] can also achieve the same parameters by replacing
the condenser in [13] with their condenser versions. On the other hand, [34] and [9] achieve
subconstant entropy loss m = (1 − 1/ poly log n)k, d = O(log n) when ε ≥ 1/2logβ n for any
constant β < 1.

In terms of computational complexity, an explicit construction is an algorithm that can
compute the function in deterministic polynomial time on given parameters. A natural
question is whether one can construct extractors in lower complexity classes, with matching
parameters to the current best explicit ones. Some early work on extractors already pays
attention to constructions in low-complexity models. For example, Zuckerman [41] showed
that his construction is actually in NC. Also Bar-Yossef, Reingold, Shaltiel, and Vadhan
[2] showed streaming constructions for several pseudorandom objects including extractors.
Furthermore, extractors in low-complexity models have already been used in derandomization
tasks for certain low-complexity classes, such as in [35, 8]. In this paper, we specifically focus
on two low-complexity classes, i.e. AC0 and NC1. AC0 is the class of all uniform circuit
families of polynomial-size, constant depth, with NOT, AND, and OR gates, where AND
and OR gates have unbounded fan-in. NC1 is the class of all uniform circuit families of
polynomial-size, O(log n) depth, with NOT, AND, and OR gates, where AND, OR gates
have fan-in 2. Unless otherwise specified, our constructions are all logspace-uniform circuit
families, i.e. there exists a logspace Turing machine that can output the description for each
circuit in the family.

Viola [39] raised the question on extractor construction in AC0 and showed that for every
constant D, there exists a polynomial p such that as long as k ≤ n/p(log n), no extractor in
AC0 with depth D extract even 1 bit with a constant error, no matter how long the seed
is. Goldreich and Wigderson [10] extend the result for bit-fixing sources. This rules out the
possibility for the case that k = n/ logω(1) n. For the case k ≥ n/ poly log n, [10] gives a strong
extractor in AC0 that has an output length linear to the seed length. Lately Cheng and Li [7]
give a construction that significantly improves the parameters. For the case that ε = 1/ poly n,
δ = 1/ poly log n, they achieve d = O(log n), m = O(δn). For the more general case that
ε = 2− poly log n, δ = 1/ poly log n, they achieve d = O

(
(log n + log(n/ε) log(1/ε)

log n )
)

, m = O(δn).
They also show that ε has to be at least 2− poly log n for AC0 extractors.

For extractors in NC1, unlike the AC0 case, there are no known lower bounds for k

or ε. Indeed the extractor based on universal hash functions [5], argued by the leftover
hash lemma [16], can achieve an arbitrary ε and k. It can be realized in NC1 since there
are simple linear function constructions for such hash functions. Trevisan’s extractor [36],
and its improved version [26] can also be realized in NC1, since their main components, the
average-case hard function based on local list-decodable codes can be computed in NC1.
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Extractors can also be derived from averaging samplers [41]. Healy [15] constructs a sampler
in NC1. However if one simply applies the transformation of [41] on it, then this can only
give an extractor with a constant error. So it is still a question whether one can achieve
extractors in NC1 with better parameters for arbitrary k and ε.

1.1 Our results
Our main positive result is an AC0 computable extractor with parameters optimal up to
constant factors.

▶ Theorem 1. For every constant a, c > 0, γ ∈ (0, 1), every k ≥ n
loga(n) , ε ≥ 2− logc(n), there

exists an explicit (k, ε)-strong extractor Ext : {0, 1}n × {0, 1}d → {0, 1}m in AC0 with depth
O(a + c + 1)2, such that d = O(log n

ε ), and m ≥ (1 − γ)k.

Notice that this is much better in seed length compared to the previous best AC0 construc-
tions [7], which requires d = O

((
log n + log(n/ε) log(1/ε)

log n

)
loga n

)
for such an output length.

Also, notice that there are lower bounds for k and ε in the AC0 construction setting, i.e. k

has to be at least n/ poly log n by [10] and ε has to be 2− poly log n by [7]. Thus roughly in
the plausible range for k and ε, we achieve parameters optimal up to constant factors.

Our method can also be used to give NC1 computable extractors.

▶ Theorem 2. For every constant γ ∈ (0, 1) every k ≥ Ω(log2(n)), ε ≥ 2−O(√
k), there

exists a strong (k, ε) extractor Ext : {0, 1}n × {0, 1}d → {0, 1}m computable in NC1, with
d = O(log(n/ε)), m = (1 − γ)k.

To our knowledge, the previous best known NC1 construction is the improved Trevisan’s
extractor from [26], which has seed length O(log2 n log 1

ε ), for all k, ε. Our parameters are
optimal up to constant factors for ranges of k, ε as stated.

Our negative result generalizes the previous entropy parameter lower bound by [10] for
strong extractors in AC0 to strong dispersers in AC0.

▶ Theorem 3. For every d, s > 0, every constant δ ∈ (0, 1), if C : {0, 1}n × {0, 1}r → {0, 1}
is a (k, 1

2 − δ)-disperser that can be computed by a non-uniform AC circuit of size s and
depth d, then k ≥ Θ( δn

logd−1 s
).

1.2 Technique Overview
1.2.1 Extractor in AC0

Our AC0 computable extractor is constructed by three main parts.

1.2.1.1 Merger in AC0

In this part, we show that any somewhere high-entropy source X can be merged to be a
high-entropy source in AC0 under a restricted setting of parameters. The merger is a crucial
building block in the construction of our extractor.

Recall that X = (X1, . . . , XΛ) is a simple somewhere (n, k) source if there exists i ∈
[Λ], Xi is a (n, k) source. We call each Xi a segment. A somewhere (n, k) source is a
convex combination of simple somewhere (n, k) sources. A (k, k′, ε) merger is a function
Merge : {0, 1}nΛ × {0, 1}d → {0, 1}m, such that for any input somewhere (n, k) source X,
Merge(X, U) has entropy k′. [9] gives a fairly good merger for somewhere uniform sources,
which has m = n = k, k′ = (1 − δ)k, d = 1

δ (log 2Λ
ε ). Our key observation is that if the

APPROX/RANDOM 2024
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number of segments in the somewhere uniform source is poly log n, δ is a small constant,
and error ε = 2− poly log n, then this merger can be computed in AC0. To see this, note that
the computation of [9] is over a finite field Fq, where q = 2d = 2poly log n in this setting. The
computation only involves three operations: (1) the summation of poly log n elements; (2)
the powering yi where y ∈ Fq, i = poly log n; (3) the product of a constant number of field
elements. (1) is clearly in AC0 since it is actually the summation of poly log n bits, while (2)
and (3) are shown to be in AC0 by [14]. Note that this can be straightforwardly generalized
to a merger for somewhere high-entropy source by first applying an extractor to each segment
and then merging them.

1.2.1.2 Error Reduction

In this part, we give a new error reduction that can be realized in a highly parallel way. The
required seed length is optimal up to constant factors, significantly better than [7]. Our
method takes the basic extractor from [7], applies error reduction and stretches the output
length to poly(log n) bits. The stretching is designed to satisfy the requirement in the next
part.

Let X be an input (n, k)-source with k = n/ loga n for some constant a. We start from
an AC0 computable (k, ε0) extractor Ext0 : {0, 1}n × {0, 1}d0 → {0, 1}m0 where ε0 = 1/n,
d0 = O(log n), m0 = O(k2/n), which is achieved in [7]. Then for every given constant c, the
new error reduction can reduce the error to be as small as ε = 2− logc(n), with a seed length
O(log n

ε ). We briefly describe the main steps of the procedure along with their arguments.
1. Apply Ext0 to X for t = log(n/ε)

log n times in parallel, using independent seeds, outputting
Y1, Y2, . . . , Yt respectively, each of length m0.
Notice that by the error reduction of [25], one can show that with probability at least
1 − ε′ ≥ 1 − O(ε0)t, there exists i such that Yi has min-entropy at least m0 − O(log t),
while the seed length used here is only td0 = O(log(n/ε)). Hence one can deduce that
(Y1, . . . , Yt) is tε′ close to a somewhere (m0, m0 − O(log t)) source. We stress that this
step is also the first step in the error reduction of [7]. But we differ from [7] after then.

2. For each i, cut Yi into l = O(log n) blocks such that their lengths form a geometric
sequence. That is Yi = (Yi,1, Yi,2, . . . , Yi,l), where we let mj = |Yi,j | = m0.1

0 · 3j . Denote
Yi,1...j as the first j blocks of Y . Then for each j, let Bj = (Y1,1...j , Y2,1...j , . . . , Yt,1...j),
i.e. the i-th segment of Bj is the first j blocks from Yi. Regard Bj as a somewhere
high-entropy source and merge it by the merger from the previous part, attaining Zj .
Here we use the same seed for each j. Then we regard (Z1, Z2, . . . , Zl) as a block source
and extract in a standard way by using an extractor Ext1. Here Ext1 is constructed by
first sampling O(log n

ε ) bits from the source and then applying universal hashing.
Notice that since the high entropy segment of Y is a (m0, m0 − O(log t)) source, each Bj

has to be a somewhere (Mj , Mj − O(log t)) source, where Mj = m1 + m2 + · · · + mj . Also,
as t = poly log n, the merger can be implemented in AC0. As a result of merging, Zj has a
high constant entropy rate. Since mj , j ∈ [l] forms a geometric sequence, Zj is a constant
times longer than Zj−1. Thus (Z1, Z2, . . . , Zl) is indeed very close to a block source that
has a constant conditional entropy rate. The output length is Ω(log n log n

ε ) since for each
block we can sample O(log n

ε ) bits and then apply an extractor from the left-over hash
lemma. The seed length is O(log n

ε ) since both the merger and the sample-then-extract
have a seed length O(log n

ε ).
3. Assume the previous steps give an extractor Ext′. To increase the output length, we run

the above steps again but instead use Ext′ to replace Ext1 in the second step. This can
increase the output length by a Ω(log n) factor. We do this for b times to finally get an
extractor with output length Ω(logb n · log n

ε ), for a given arbitrary constant b.
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Note that in this way the circuit depth has a factor b blow-up. The seed length also has
a factor b blow-up. But as b is a constant, the construction is still in AC0 and the seed
length is still O(log n

ε ).

1.2.1.3 Output Stretch

The last part is a new output stretch procedure for AC0 computable extractors. Compared
to the one in [7], the new method attains an output length (1 − γ)k with a seed length
O(log n

ε ).
Observe that if the input source already has a constant entropy rate, then this is an

easy case. Because one can do sampling to get a two-block source with constant conditional
entropy rates. Then one can use the extractor derived from the previous part to extract from
the second source, attaining a poly log n

ε length output, and then use it to extract the first
block by applying the main extractor from [7]. However, the hard case is when the entropy
rate is sub-constant i.e. k = n

loga n . The above simple strategy does not work since we don’t
know how to argue that the block attained from sampling can keep a constant fraction of
all entropy while conditioned on this block, the source still keeps a fairly large conditional
entropy. To resolve this issue, we follow a general strategy used in [9]. We describe the
following 3 steps to reduce the hard case to the easy case.
1. Use Ta-shma’s somewhere-block-source converter [33] to convert the original source into

a somewhere-two-block-source.
Recall that Ta-shma’s converter tries every position of the input source. For each position,
the source is cut into two substrings. To avoid having too many segments in the resulting
somewhere-two-block-source, one can pick a cutting position after, for example, every
n/ log2a n consecutive positions. In this way, the number of segments is Λ = log2a n. [33]
shows that for at least one of the position choices, the cutting can give a two-block source
where the first block has entropy Ω(k), and the second has conditional entropy Ω(k).

2. For each segment, apply our extractor in the error reduction part for the second block
and then use the output as a seed to extract the first block by the extractor in [7].
As at least one segment of the somewhere source is indeed a two-block source, the
extraction for the second block can provide an output of length poly log n

ε . This is enough
to extract a constant fraction of entropy i.e. Ω(k) from the first block by [7]. Then what
we get is very close to a somewhere uniform source.

3. Use the merger in AC0 from the previous part to get a source with a constant entropy
rate and min-entropy Ω(k).
As we only have poly log n segments, ε = 2− poly log n, and the entropy rate attained is
a constant, it holds that the merger is in AC0, with a seed length O(log n

ε ). Then after
merging, the hard setting is reduced to the previously discussed easy setting, i.e. the
constant entropy rate case.

1.2.2 Extractor in NC1

Our construction for extractor in NC1 can be described by the following 3 steps.
1. First apply a condenser from [19]. Regard the output as (Y1, Y2) such that Y1, Y2 have a

equal length.
Compared to the condenser in [13], the condenser in [19] can only work for k ≥
Ω(log2(n)), ε ≥ 2−O

(√
k(n)
)
, However, the advantage is that it is computable in NC1.

Recall that the [19] (k, k +d, ε) condenser can actually be viewed as Cond : Fn
q ×Fq → Fm

q .
It views the input source as coefficients of a degree n − 1 polynomial f(x) =

∑n−1
i=0 aix

i
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over field Fq, log q = O(log n
ε ). The seed is a random element of Fq. The computation is

actually Cond(f, u) = (u, f(u), f (1)(u), . . . , f (m)(u)). Where f (j)(u) =
∑d

i=0
i!

(i−j)! aiu
i−j

is the j-th derivative of f . Notice that all these coefficients i!
(i−j)! can be precomputed

and hardwired in the circuits. The polynomial evaluation consists of three operations:
(1) the powering xi−j , (2) the multiplication of two Fq elements, and (3) the summation
of a polynomial number of elements. The powering could be implemented with two
steps: powering in N and then divided by q, which is computable in NC1 by [4]. The
multiplication and summation are both in NC1 by straightforward realizations. So after
condensing, we get a source (Y1, Y2) with an entropy rate > 3/4. As Y1 and Y2 have an
equal length, they form a two-block source with constant conditional entropy rates.

2. For Y2, apply the extractor from our error reduction to get Z of length O(log2 n log(n/ϵ)).
This step is basically the same as the AC0 case. We make sure the error reduction can
also be done in NC1 under this parameter setting, and the seed length is still O(log n

ε ).
3. Apply the improved Trevisan’s extractor [26] to Y1 using Z as the seed.

Notice that this extracts O(k) bits with a desired error. It can be further stretched to
(1 − γ)k by a standard parallel method. Also, notice that it is a folklore that Trevisan’s
extractor [36] and its improved version [26] can be realized in NC1. So our whole
construction is in NC1. The required seed length for improved Trevisan’s extractor is
O(log2 n log(n/ϵ)), and the output from step 2 is enough to feed it. Hence the overall
seed length is O(log n

ε ).

1.2.3 A lower bound for AC0 computable dispersers
Our lower bound follows from the improved switching lemma in [28]. Assume Disp :
{0, 1}n × {0, 1}r → {0, 1} is a strong (k, 1

2 − δ)-disperser computable in AC0 with depth d

and size s. Notice that we only need to consider the 1 bit output setting. Consider that
for a fixed seed y ∈ {0, 1}r, we apply a random restriction on Cy := Disp(·, y). Let the
random restriction be Rp over {0, 1, ∗}n such that for every i ∈ [n], independently we have
Pr[Rp(i) = ∗] = p, Pr[Rp(i) = 0] = Pr[Rp(i) = 1] = 1−p

2 . For a restriction ρ sampled from
Rp, the function Cy|ρ is defined to be a function such that if ρi is 1 or 0 then fix the i-th input
to be ρi, otherwise leave it unfixed, and then apply Cy on this modified input. The switching
lemma from [28] basically shows that Prρ∼Rp [Cy|ρ is not constant] ≤ δ, if p = δ

Θ(log s)d−1 .
Also notice that when δ is a constant, with probability at least 1 − 2−O(pn) > 1 − δ, the
number of stars in ρ is at least p/2 fraction. By a union bound and an averaging argument,
one can show that there exists a ρ which has at least pn/2 stars such that for > 1 − 2δ

fraction of y, Cy|ρ is a constant. Notice that if we take this ρ for a uniform input source, then
it becomes a bit-fixing source of entropy k ≥ pn/2 = Θ( δn

logd−1 s
). Also notice that for every

y such that Cy|ρ is not fixed, Supp(Cy|ρ(X)) ≤ 2 as Cy only has 1 bit output. This implies
that | Supp(U, Disp(X, U))| is less than 2δ2r · 2 + (1 − 2δ)2r ≤ ( 1

2 + δ)2r+1, a contradiction
to the disperser definition.

1.3 Paper Organization
In Section 2 we prepare some basic tools used in the rest of the paper. In Section 3 we show
that merger can be implemented in AC0. In Section 4 we give our new error reduction. In
Section 5 we give our new output stretch and show our AC0 computable extractor finally. In
Section 6 we show our NC1 computable extractor. In Section 7 we give our lower bound for
dispersers in AC0. In Section 8 we describe some open questions.
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2 Preliminaries

We use the following results from previous works. First, we review the extractors in AC0

from [7]. They are actually logspace-uniform constructions, though [7] did not explicitly
mention this. We briefly explain the reason after exhibiting their results.

▶ Theorem 4 ([7]). For every constant a, c ≥ 1, every k = δn = Θ(n/ loga n) there exists an
explicit (k, 1/nc)-extractor Ext : {0, 1}n × {0, 1}d → {0, 1}m computable in AC0 with depth
O(a), where d = O(log n), m = k0.01.

▶ Remark 5. Theorem 4 uses several tools and all of them can be implemented by logspace-
uniform AC0 circuits. Specifically they use hardness amplifications from [17] and [18] and the
Nisan-Wigderson (NW) generator [22]. These tools only use 4 kinds of operations: 1) pairwise
independent generator; 2) inner product in FO(log n)

2 ; 3) parity function on O(log n) bits; 4)
Construct a combinatorial design and run the NW generator. It is straightforward to see
that Procedure 1), 2) and 3) are all logspace-uniform. Procedure 4) is also logspace-uniform
by Lemma A.3 in [6].

For smaller errors, they have the following theorem.

▶ Theorem 6 ([7] for small entropy). For every constant γ ∈ (0, 1), a, c ≥ 1, k = δn =
Θ(n/ loga n), ε = 2−Θ(logc n), there exists an explicit (k, ε)-extractor Ext : {0, 1}n ×{0, 1}d →
{0, 1}m in AC0 with depth O(a+c), where d = O

((
log n + log(n/ε) log(1/ε)

log n

)
/δ
)

, m ≥ (1−γ)k.

Also, recall the sample-then-extract technique in AC0.

▶ Theorem 7 ([7] Sample-then-extract). For every constant δ ∈ (0, 1], c ≥ 1 and every
ϵ = 2− logc n, there exists an explicit strong (δn, ϵ)-extractor Ext : {0, 1}n ×{0, 1}d → {0, 1}m

in AC0 with depth O(c), where d = O(log(n/ε)), m = Θ(log(n/ε)).

▶ Remark 8. Theorem 7 has two main ingradients: 1) The NC1 sampler from [15]. 2)
Transforming a circuit of input length l = Θ(logc n), depth O(log l) and size poly(l) to a
AC0 circuit, from [12] (See also Lemma 12). Both of them are indeed logspace-uniform.

Theorem 6 uses Theorem 4 together with an error reduction and output stretch procedure.
Both the error reduction and output stretch only consist of some sample-then extract
techniques and some utilities of the transformation from [12]. Hence it is also logspace-
uniform.

Leftover hash lemma is also needed in our construction.

▶ Lemma 9 (Leftover Hash Lemma [16]). Let X be an (n′, k = δn′)-source. For any ∆ > 0,
let H be a universal family of hash functions mapping n′ bits to m = k − 2∆ bits. The
distribution U ◦ Ext(X, U) is at distance at most 1/2∆ to uniform distribution where the
function Ext : {0, 1}n′ × {0, 1}d → {0, 1}m chooses the U ’th hash function hU in H and
outputs hU (X).

For universal hash functions, we use the construction from Toeplitz matrices. For every
u, the hash function hA(x) equals to Ax where A is a Toeplitz matrix.

Error reduction for extractors has been extensively studied in previous works. We recall
the following key ingredient in the classic error-reducing technique [25].

▶ Lemma 10 (Gx Property [25]). Let Ext : {0, 1}n × {0, 1}d → {0, 1}m be a (k, ϵ)-extractor
with ϵ < 1/4. Let X be any (n, k + t)-source. For every x ∈ {0, 1}n, there exists a set Gx

such that the following holds.
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For every x ∈ {0, 1}n, Gx ⊂ {0, 1}d and |Gx|/2d = 1 − 2ϵ.
If we draw a y from Ext(X, GX) (draw an x from X, then draw gx uniformly from the
set Gx, take y = Ext(x, gx)), then with probability at least 1 − 2−t over this random
drawing, the y we get can have the property that Pr [Ext(X, GX) = y] ≤ 2−(m−1). Here
Ext(X, GX) is obtained by first sampling x according to X, then choosing r uniformly
from Gx, and outputting Ext(x, r).

We also need to use the following lemmas about low-depth circuits computing.

▶ Lemma 11 (folklore, see also [7]). Let a > 0 be an absolute constant. Then loga(n)-bit
parity can be computed by an AC0 circuit with O(a) depth and poly(n) size.

▶ Lemma 12 ([12]). For every c ∈ N, every integer l = Θ(logc n), if the function fl :
{0, 1}l → {0, 1} can be computed by circuits of depth O(log l) and size poly(l), then it can be
computed by AC0 circuits of depth c + 1, size poly(n).

▶ Remark 13. The transformation from [12] mainly uses Barrington’s Theorem [3] which
provides a Dlogtime-uniform AC0 reduction from any NC1 circuit to a downward self-reducible
NC1-complete language. The self-reducible here is logspace-uniform NC0 reduction. Thus
the NC1 complete language of input size l = Θ(logc n) can be reduced to a language of input
size O(log n) and thus can be decided by logspace-uniform AC0 circuits.

Finally, we use some folklore facts about block sources. Proofs of them can be found in
the full version.

▶ Definition 14 (block source). Let X = (X1, . . . , Xl) such that each Xi is distributed
on {0, 1}ni . We say X is a (n1, k1, n2, k2, . . . , nl, kl)-block source if for every i ∈ [l] and
(x1, . . . , xi−1) ∈ {0, 1}n1+···+ni−1 , Xi|X1=x1,...,Xi−1=xi−1 is a (ni, ki)-source.

▶ Lemma 15. Fix t ∈ N and k, s, n, n1, . . . , nk ∈ N such that n1 + · · · + nk = n. Let
X = (X1, . . . , Xl) be a (n, n − k)-source on {0, 1}n such that Xi is distributed on {0, 1}ni for
each i ∈ [t]. Then (X1, . . . , Xl) is l ·2−s-close to a (n1, n1 −k, n2, n2 −k−s, . . . , nl, nl −k−s)-
source.

▶ Lemma 16. Let X = (X1, . . . , Xl) be a (n1, k1, n2, k2, . . . , nl, kl)-block source on {0, 1}n.
Suppose that Exti : {0, 1}ni × {0, 1}r → {0, 1}mi is a strong (ki, ε)-extractor for each
i ∈ [l]. Let Y be a uniformly random variable on {0, 1}r. Take Z = (Z1, . . . , Zl) such that
Zi = Exti(Xi, Y ). Then (Y, Z) is l · ε-close to uniform.

▶ Definition 17 (strong two-block extractor). We say a function Ext : {0, 1}n1 × {0, 1}n2 ×
{0, 1}r → {0, 1}m is a strong (k1, k2, ε)-two-block extractor, if for any (k1, k2)-block-source
X = (X1, X2) and independent uniform random distribution Ur on {0, 1}r, the joint distri-
bution (Ur, Ext(X1, X2, Ur)) is ε-close to uniform distribution on {0, 1}r × {0, 1}m.

▶ Lemma 18. Let Ext1 : {0, 1}n1 × {0, 1}m1 → {0, 1}m2 be a (k1, ε1)-strong extractor, and
Ext2 : {0, 1}n2 × {0, 1}r → {0, 1}m1 be a (k2, ε2)-strong extractor. Then the construction

Ext(X1, X2, Ur) = Ext1(X1, Ext2(X2, Ur)) (1)

is a strong (k1, k2, ε1 + ε2)-two-block extractor
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3 Merger in AC0

In this section, we will examine the merger construction in [9] and show that the merger can
indeed be implemented in AC0 for some specific setting of parameters.

We start by defining somewhere-(n, k) sources.

▶ Definition 19 (somewhere-(n, k) source). Let X = (X1, . . . , XΛ) such that each Xi is
distributed on {0, 1}n. We say X is a simple somewhere-(n, k) source with Λ segments if there
exists i ∈ [Λ] such that Xi is a (n, k)-source on {0, 1}n. We say X is a somewhere-uniform
source if X is a convex combination of simple somewhere-(n, k) sources.

If n = k in the above definition, which means that Xi is uniform, we say X is a
somewhere-uniform source.

A merger is a function that takes a somewhere-uniform source and a uniform random
seed as input and outputs a (m, k′)-source. The remaining entropy k′ is usually less than
the original entropy k.

▶ Definition 20 (merger and strong merger). We say Merge : {0, 1}Λ·n × {0, 1}r → {0, 1}m

is a (k, k′, ε)-merger if for any somewhere-(n, k) source X = (X1, . . . , XΛ), the distribution
Merge(X, Ur) is ε-close to a k′-source. Here Ur is a independent uniform random distribution
on {0, 1}r

Furthermore, if (Ur, Merge(X, Ur)) is ε-close to (Ur, W ), we say Merge is a strong
(k, k′, ε)-merger. Here W is a distribution such that for all a ∈ {0, 1}r, W |Ur=a is a k′-
source.

We examine the merger introduced in [9], and find that the merger can be implemented
in AC0 if the number of segments is not too large.

▶ Theorem 21 (merger in [9]). For any constant a, c > 0, δ ∈ (0, 1), let Λ(n) ≤ loga(n), ε(n) ≥
2− logc(n). Then there exists explicit (n, δn, ε(n))-mergers Merge : {0, 1}Λ(n)·n × {0, 1}r(n) →
{0, 1}n. Here r(n) = O(log( 1

ε )).
Furthermore, the mergers can be implemented in AC0 with O(a + c + 1) depth and poly(n)

size,

The merger in [9] is defined as follows:
Define q = 2s be a power of two which is decided later. Let Fq be the finite field of order

q. Let X = (X1, . . . , XΛ) be a somewhere-uniform-source with Λ segments. Regard each Xi

as distributed on FK
q with K = n

s . Then

Xi = (Xi,1, . . . , Xi,K), Xi,j ∈ Fq. (2)

Note that the uniform distribution on FK
q is equivalent to the uniform distribution on

{0, 1}n.
Take γ1, . . . , γΛ be Λ unique points in Fq. Let C1, . . . , CΛ be Λ unique polynomials in

Fq[x] of degree at most Λ − 1, such that Ci(γj) = 1 if i = j and Ci(γj) = 0 if i ̸= j. Then
the merger is defined as:

Merge(X, y) =
( Λ∑

i=1
Ci(y)Xi,1, . . . ,

Λ∑
i=1

Ci(y)Xi,K

)
, (3)

where y ∈ Fq.
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▶ Lemma 22 (merger in [9]). For any constant δ > 0, let q ≥
( 2Λ

ε

)1/δ. Then the function
Merge : FK·Λ

q × Fq → FK
q is a (K log q, k, ε)-merger, where k = (1 − δ) · K · log q.

The condition q ≥
( 2Λ

ε

)1/δ is equivalent to r ≥ 1
δ log

( 2Λ
ε

)
. When Λ = loga(n), ε =

2− logc(n), this requires r ≥ 2
δ logc(n). So we can pick r(n) = min{s ∈ N|s ≥ 2

δ logc(n), ∃d ∈
N, s = 3 · 2d}. As δ is a constant, r(n) = O(logc(n)) = O

(
log
( 1

ε

))
.

▶ Lemma 23. For any constant a, c, δ ∈ (0, 1), let Λ(n) ≤ loga n, ε(n) ≥ 2− logc(n). Define
r(n) = min{s ∈ N | s ≥ 2

δ logc(n), ∃d ∈ N, s = 3 · 2d}, q(n) = 2r(n), K(n) = n
r(n) . Then the

(n, δn, ε)-merger Merge : {0, 1}Λ(n)·n × {0, 1}r(n) → {0, 1}n can be implemented in uniform
AC0 with O(a + c + 1) depth and poly(n) size.

To prove the lemma, we can express the Λ polynomials C1, . . . , CΛ by their Λ2 coefficients.
That is:

Ci(y) =
Λ∑

j=1
ci,jyj−1, ci,j ∈ Fq, i ∈ [Λ].

These coefficients are not necessarily computable in AC0. Instead, they can be pre-
determined and stored in the circuit. Note that Λ = loga(n) and r2(n) = O(logc(n)).
Therefore it requires O(logc(n)) bits to store one coefficient, and O(log2a+c(n)) bits to store
all the coefficients.

Therefore, the AC0 circuit for the merger is only required to do three types of operations:
powering, multiplication and summation. The parameters of these operations satisfies the
following conditions:
1. The powering operation is to compute yj , where j ≤ loga(n), and y ∈ Fq. The order

q = 2s is a power of 2, and s = O (logc(n)).
2. The multiplication operation is to compute ci,jyj−1Xi,k, for each i ∈ [Λ], j ∈ [Λ], k ∈ [K].

All of the three multipliers are in Fq.
3. The summation operation is to compute

∑Λ
i=1
∑Λ

j=1 ci,jyj−1Xi,k for each k ∈ [K]. All
the addends are in Fq, and the total number of them is log4a(n).

The following theorems in the work of Healy and Viola [14] show that the powering and
multiplication are indeed in AC0.

▶ Lemma 24 ([14, Corollary 6(1)]). Let a, c > 0 be absolute constants. Let y ∈ Fq where
q = 2s and s = 2 · 3d for some d ∈ N. Suppose that j ≤ loga(n) and s ≤ logc(n), then yj can
be computed by a logspace-uniform AC0 circuit with O(a + c) depth and poly(n) size.

▶ Lemma 25 ([14, Corollary 6(2)]). Let a, c > 0 be absolute constants. Let y1, y2 ∈ Fq where
q = 2s and s = 2 · 3d for some d ∈ N. Suppose that s ≤ logc(n), then y1 · y2 can be computed
by a logspace-uniform AC0 circuit with O(c) depth and poly(n) size.

The summation operation is also in AC0, as the summation of elements in Fq where
q = 2s is equivalent to bitwise parity of the binary representation of the elements if we
implement Fq by polynomial fields with coefficients in F2. When the number of addends is
poly log n, it is in AC0 by Lemma 11.

With these results, the merger can be implemented in AC0 with O(a + c) depth and
poly(n) size.
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Proof of Lemma 23. It is sufficient prove that each
∑Λ

i=1
∑Λ

j=1 ci,jyj−1Xi,k can be com-
puted in AC0 with O(a + c) depth and poly(n) size. The powering could be computed in
O(a + c) depth and poly(n) size by Lemma 24. The multiplication could be computed in
O(c) depth and poly(n) size by Lemma 25. The summation could be computed in O(a)
depth and poly(n) size by Lemma 11. ◀

Theorem 21 follows directly from Lemma 22 and Lemma 23.

Proof of Theorem 21. Take r(n) = min{s ∈ N|s ≥ 2 logc(n)
δ , ∃d ∈ N, s = 3 · 2d}, q(n) =

2r(n), K(n) = n
r(n) as discussed above. By Lemma 22, we know that the merger is a

(n, k(n), ε(n))-merger, where k(n) = (1 − δ)n. By Lemma 23, we know that the merger can
be implemented in AC0 with O(a + c) depth and poly(n) size. ◀

As noted in [9], their merger for somewhere uniform sources can be extended to handle
somewhere high entropy sources. Following their idea, we also prepare a merger for somewhere
high entropy sources, and furthermore, it is computable by low-depth circuits.

▶ Corollary 26. Let δ ∈ (0, 1), Λ(n) ≤ poly(n), ε(n) = 2−O(n) , ∆(n) = O(log( n
ε )).Then there

exists a strong (n − ∆(n), δm(n), ε(n))-merger Merge : {0, 1}Λ(n)·n × {0, 1}r(n) → {0, 1}m(n).
Here r(n) = O(log( n

ε )) and m(n) = Ω(n). The merger is computable in logspace-uniform
AC0[2].

If Λ(n) ≤ loga(n), ε(n) ≥ 2− logc(n) for constant a, c > 0, then the merger can be imple-
mented in AC0 with O(a + c + 1) depth and poly(n) size.

4 Error Reduction

The main theorem of this section is the following:

▶ Theorem 27. For any constant a, c > 0, b ∈ N+, every k(n) ≥ n/ loga(n), ε(n) ≥ 2− logc(n),
there exists a strong (k(n), ε(n))-extractor Ext : {0, 1}n × {0, 1}r(n) → {0, 1}m(n), where
r(n) = O(log( n

ε(n) )), m(n) = Θ
(

logb(n) · log( n
ε(n) )

)
.

Furthermore, the extractor can be implemented in AC0 with O(b(a + c + 1)) depth.

We show this theorem by giving a new error reduction stated as the following. To describe
it, We fix a > 0 to be a constant and k(n) = n

loga n .

▶ Lemma 28. For any ε0 ∈ (0, 1) every constant c > 0 and ε = 2− logc n, suppose there exists
a (k, ε0)-extractor Ext0 : {0, 1}n ×{0, 1}d0 −→ {0, 1}m0 with m0 ≥ k0.01 and a family of strong
(n1/100, ε)-extractors Ext1 : {0, 1}n1 × {0, 1}d1 −→ {0, 1}m1 for every n1 ∈ [m0.1

0 , m0], Then
for any ε = 2− logc n, there exists a strong (k, ε)-extractor Ext′ : {0, 1}n × {0, 1}d → {0, 1}m,
where d = O(d1 + d0 · log ε

log ε0
), m = Θ (m1 · log n).

If Ext0 and Ext1 can be realized by depth h and g AC circuits respectively,then Ext′

can be realized by a depth O(h + g + c + 1) AC circuit.

Now we describe the construction and analysis of Lemma 28.

4.1 Step 1: extracting in parallel
We apply Ext0 for t = log(1/ε)

log(1/ε0) times in parallel, with independent seeds. Specifically, take
U1,i be independent uniform seeds in {0, 1}d0 for every i ∈ [t]. Let Y = (Y1, Y2, . . . , Yt),
where Yi = Ext0(X, U1,i).

The step can be computed by depth h AC circuits because the extractor Ext0 has depth
h, and the parallel extraction can be done without increasing the depth.
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Analysis

We now show that Y is close to a somewhere-(m0(n), m0(n) − O(log t))-source. The main
idea is that by Lemma 10, we know that with high probability, at least one of the seeds Ui

lands in Gx, which makes Yi a good source with a high entropy rate. The following lemma
states this formally:

▶ Lemma 29. Let Ext0 : {0, 1}n × {0, 1}d0 → {0, 1}m0 be an (k, ε0)-extractor and X be a
(n, k + s)-source. Take independent seeds U1, U2, . . . , Us ∈ {0, 1}d0 . Let Y = (Y1, Y2, . . . , Yt),
where Yi = Ext0(X, Ui). Then Y is (2ε0)t + t ·2−s-close to a somewhere-(m0, m0 −O(log t))-
source

Take x from a fixed distribution X and fix extractor Ext. Let Gx be the set of good seeds
from Lemma 10. We first denote event BADi = {Ui ̸∈ GX}. Note that these events are not
necessarily independent. However, the probability that all of them happen is exponentially
small, as the following claim shows.

▷ Claim 30. Pr[BAD1 ∧ BAD2 ∧ · · · ∧ BADt] ≤ (2ε0)t.

We define an indicator random variable I ∈ {0, 1}[t] as follows:

∀i ∈ [t], i ∈ I ⇐⇒ Ui ∈ GX . (4)

With probability at least 1 − (2ε0)t, The set I is not an empty set. Take Yi = Ext(X, Ui).
By Lemma 10, Yi|(BADi)c = Yi|i∈I is 2−s-close to a (m0, m0 − O(1)) source.

We apply the technique from [20] to prove that (Y1, Y2, . . . , Yt) is indeed close to a
somewhere-(m0, m0 − O(log t))-source.

▶ Lemma 31 ([20]). Let Y = (Y1, . . . , Yt) be the random variable defined in Lemma 29. Let
I be a random set subset of [t]. Assume I ̸= ∅, and for every i ∈ [t], Yi|i∈I is ε-close to a
(m, k)-source. Then Y is (t · ε)-close to a somewhere-(m, k − log t) source.

By Claim 30 and Lemma 31, we can prove Lemma 29:

Proof of Lemma 29. Take I as the random set indicator defined above. By Lemma 10,
Yi|(BADi)c = Yi|i∈I is 2−s-close to a (m0, m0 −O(1)) source. By Claim 30, we know that with
probability at least 1 − (2ε0)t, I is not an empty set. Conditioning on such events, Lemma 31
implies that Y |{I ̸=∅} is t · 2−s-close to a somewhere-(m0, m0 − O(log t)) source. The lemma
follows. ◀

4.2 Step 2: divide and merge
Assume we have a somewhere-(m0, m0 − O(log t))-source. We divide each segment of the
source into a sequence of blocks whose lengths form a geometric sequence. Specifically, take
Y = (Y1, Y2, . . . , Yt) to be a simple somewhere-(m0, m0 − O(log t))-source. We divide each
Yi into l + 1 blocks of length m1, m2, . . . , ml+1 respectively, such that

Yi = (Yi,1, Yi,2, . . . , Yi,l+1) for every i ∈ [t]. (5)

The lengths satisfies

mj = m0.1
0 · 3j−1 for every j ∈ [l]. (6)
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where l =
⌊
log3 m0.9

0
⌋
. Denote Yi,1...j = (Yi,1, Yi,2, . . . , Yi,j) for every i ∈ [t] and j ∈ [l].

Define Bj as:

Bj = (Y1,1...j , Y2,1...j , . . . , Yt,1...j) for every j ∈ [l]. (7)

We denote Mj = m1 + m2 + · · · + mj for every j ∈ [l].
Let Mergej : {0, 1}t·Mj × {0, 1}d2(n) → {0, 1}(1−α)Mj be a strong (Mj − ∆, 3

4 (1 −
α)Mj , ε(n)/l)-merger from Corollary 26 for every j ∈ [l], where α is a constant. The
seed length of the merger is d2(n) = O(log( Mj

ε(n) )) = O(log( m(n)
ε(n) )). Let U2 be a uniform

random variable on {0, 1}d2(n). Define

Zj = Mergej(Bj , U2) for every j ∈ [l]. (8)

The gap between source length and source entropy is ∆ = O(log t) = O(log 1
ε(n) ), which

meets the requirement that ∆ = O(log Mj

ε(n) ) in Corollary 26.
Next, we apply the strong extractor family Ext1 to extract from the block source.

Let Ext1,j : {0, 1}(1−α)Mj × {0, 1}d3(n) → {0, 1}m′(n) be a strong ((1 − α)Mj/100, ε(n)/l)-
extractor for every j ∈ [l]. These Ext1,j , j ∈ [l] with different input lengths, are all from the
family Ext1. Let U3 be a uniform random variable on {0, 1}d3(n). Then

Wj = Ext1,j(Zj , U3) for every j ∈ [l]. (9)

Analysis

Now we give our analysis. Note that since Y is a simple somewhere high entropy source,
by dividing it into blocks, each prefix Bj is a simple somewhere-(Mj , Mj − O(log t))-source.
Through merging, Zj ’s are correlated high-entropy sources with different lengths. They are
close to a block source.

▶ Lemma 32. Zj is ε(n)/l-close to a ((1 − α)Mj , 3
4 (1 − α)Mj)-source for every j ∈ [l].

Proof. Let Yi be a (m0, m0 − O(log t))-source in Y . Then Yi,1...j must have entropy at least
mj − O(log t). Therefore Bj is a somewhere-(mj , mj − O(log t))-source. By Corollary 26, Zj

is ε(n)/l-close to a ((1 − α)Mj , 3
4 (1 − α)Mj)-source. The claim follows. ◀

Denote Z0 = (U1, U2) as the seeds used in all previous steps to obtain Z1, . . . , Zj . We
stress that the sequence Z0, Z1, . . . , Z1 is of exponentially increasing length and each contains
|Zj | − O(log 1

ε(n) ) bits of min-entropy. Therefore, even if all the randomness in (Z0, . . . Zi) is
contained in Zi+1, there still must be Ω(|Zi+1|) bits of conditional min-entropy within Zi+1.
That makes the sequence a block source. We formalize the inspection into the following
lemma.

▶ Lemma 33. (Z0, Z1, Z2, . . . , Zl) is 2ε(n)-close to a block source (Z0, Z ′
1, Z ′

2, . . . , Z ′
l). The

conditional entropy of Z ′
j is larger than (1 − α)Mj/100 = Ω((1 − α)Mj) for each j ∈ [l]

Then we can extract from the block-source (Z0, Z1, Z2, . . . , Zl) using standard methods,
which gives (Z0, U3, W1, W2, . . . , Wl):

▶ Lemma 34. (Z0, U3, W1, W2, . . . , Wl) is 3ε(n)-close to (Z0, U3, V ), where V is a independ-
ent uniform distribution.
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4.3 Wrap-up to prove Lemma 28 and Theorem 27

Proof of Lemma 28. Take X be the sources, U1, U2, U3 be the seeds. Let Y = (Y1, Y2, . . . , Yt)
such that Yi = Ext0(X, U1,i) for every i ∈ [t] as in the first step. By Lemma 29,
Y is ε(n)-close to a somewhere-(m(n), m(n) − O(log t))-source. Let Bj be the source
(Y1,1...j , Y2,1...j , . . . , Yt,1...j) for every j ∈ [l]. Then take Zj = Mergej(Bj , U2) and Wj =
Ext1,j(Zj , U3) for every j ∈ [l] as in the second step. Here Ext1,j is the strong extractor
from family Ext1 with source length n1 = mj . By Lemma 34 and its remark, (U1, U2, U3, W )
is 3ε(n)-close to uniform if Y is a somewhere-(m(n), m(n) − O(log t))-source. By the triangle
inequality, W is 4ε(n)-close to uniform.

Step 1 executes the extractor Ext0 in parallel, which costs depth h. Step 2 executes the
merger Mergej from Corollary 26 and the extractor Ext1,j , for every j ∈ [l] in parallel. This
takes depth O(c + g). So the overall depth is as the lemma stated.

The seed length of the extractor is d(n) = |U1| + |U2| + |U3|. U1 = (U1,1, U1,2, . . . , U1,t)
where |U1,i| = d0 for every i ∈ [t] and t = log ε(n)

log ε0
. |U2| = O(log( n

ε(n) )) and |U3| = d1.
Therefore d = O(d1 + d0 · log ε

log ε0
).

The output consists of Θ (log n) parts of length m1. Therefore the output length is
m = Θ (m1 · log n). ◀

We instantiate Ext0 as the extractor from Theorem 4 and Ext1 as the strong extractors
from Theorem 7, which gives the following theorem:

▶ Corollary 35. For any constant a, c > 0, every k(n) ≥ n/ loga(n), ε(n) ≥ 2− logc(n),
there exists a strong (k(n), ε(n))-extractor Ext : {0, 1}n × {0, 1}r(n) → {0, 1}m(n), where
r(n) = O(log( n

ε(n) )), m(n) = Θ
(

log(n) · log( n
ε(n) )

)
.

Furthermore, the extractor can be implemented in uniform AC0 with O(a + c + 1) depth.

The only gap between Corollary 35 and Theorem 27 is that the output length of Co-
rollary 35 is only Θ

(
log(n) · log( n

ε )
)

instead of Θ
(

logb(n) · log( n
ε )
)

. We resolve the issue
by repeatedly using Lemma 28, each time instantiating Ext1 in Lemma 28 as the strong
extractor family provided by the immediate previous using of Lemma 28. After an iteration,
the output length is multiplied by a Θ(log n) factor. Therefore we can achieve the parameter
as in Theorem 27 after b iterations.

5 Output Stretch

In this section, we will use the framework introduced in [9], to further stretch the output
length from O(logc(n)) to a near-optimal O(k). The main theorem of this section is the
following:

▶ Theorem 36. For any constant a, c > 0 and γ ∈ (0, 1), let k(n) ≥ n
loga(n) , ε(n) ≥ 2− logc(n).

Then there exists a (k(n), ε(n))-strong extractor Ext : {0, 1}n × {0, 1}r(n) → {0, 1}m(n), such
that r(n) = O(log( n

ε )), and m(n) ≥ (1 − γ) · k(n).
Furthermore, the extractor can be implemented in AC0, with O(a + c + 1)2 depth and

poly(n) size.

We use a four-step method to extract randomness.
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5.1 Step 1: Converting to a somewhere-block-source
In this subsection, we will convert the original k-source into a somewhere-block-source. First,
we define the concept:

▶ Definition 37 (somewhere-block-source). Let X = (X1, . . . , XΛ) be a random variable
with Λ segments, each Xi distributed on {0, 1}n1 × {0, 1}n2 . We say X is a simple (k1, k2)-
somewhere-block-source if there exists i ∈ [Λ] such that Xi is a (k1, k2)-block-source. We
say X is a (k1, k2)-somewhere-block-source if X is a convex combination of simple (k1, k2)-
somewhere-block-sources.

Ta-shma’s somewhere-block-source converter [33] is a deterministic function that converts
a k1 + k2 + s-source into a (k1 − O(n/Λ), k2)-somewhere-block-source, which has Λ segments.

Take X1 ∈ {0, 1}n as the original source, assume n is divisible by Λ, otherwise pad X1
with 0’s. Regard X1 as a source with Λ parts, each of length n/Λ:

X1 = (X1,1, . . . , X1,Λ) ∈
(

{0, 1}n/Λ
)Λ

. (10)

Now define the following separation of these parts into (Yi, Zi):

Yi = (X1,1, . . . , X1,i, 0(Λ−i)·(n/Λ)), (11)

Zi = (0i·(n/Λ), X1,i+1, . . . , X1,Λ). (12)

Then (Yi, Zi) ∈ {0, 1}2n. The Ta-shma’s somewhere-block-source converter is defined as
the collection of all (Yi, Zi), for i ∈ [Λ]:

BΛ
T S(X1) =

{
(Yi, Zi) ∈ {0, 1}2n | i ∈ [Λ]

}
. (13)

▶ Theorem 38 ([33]). Let Λ be an integer and Λ divides n. Let BΛ
T S be the Ta-shma’s

somewhere-block-source converter defined above. Fix k, k1, k2, s ∈ N such that k = k1 + k2 + s.
Then for any k-source X ∈ {0, 1}n, BΛ

T S(X) is O(n · 2−s/3)-close to a (k1 − O(n/Λ), k2)-
somewhere-block-source.

Now we summarize the first step:

Step 1: Set Λ = log2a(n), Take X2 = (X2,1, . . . , X2,Λ) = BΛ
T S(X1) as a somewhere-block-

source.

▶ Lemma 39. For any constant a ≥ 0, let k ≥ n
loga(n) . Then for any k-source X1 ∈ {0, 1}n,

the somewhere-block-source X2 = BΛ
T S(X1) is n · 2− n

log2a n -close to a (k − O( n
log2a n

), n
log2a n

)-
somewhere-block-source.

The first step can be computed in AC0 with O(1) depth and poly(n) size, as it is only
splitting the input into blocks.

5.2 Step 2: Extracting from a somewhere-block-source
In this subsection, we focus on the good block of the somewhere-block-source, and extract
randomness from it. A two-block extractor is employed in this section. We use the block-
extraction technique together with our extractors from Theorem 6 and Theorem 27 to extract
O(loga+c n) randomness from the second block of the block source, then use it as seed for
another extractor, in order to extract O(k) randomness from the first block of the block
source.
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For a somewhere-block-source, we may apply the two-block extractor to each segment
such that the good segment is converted into a somewhere-close-to-uniform source. The
source is defined as follows:

▶ Lemma 40. Let X = (X1, . . . , XΛ) be a (k1, k2)-somewhere-block-source, where each
segments is a source on {0, 1}n1 × {0, 1}n2 . Let Ext : {0, 1}n1 × {0, 1}n2 × {0, 1}r → {0, 1}m

be a (k1, k2, ε)-strong-two-block extractor. Let Ur be a uniform random distribution on {0, 1}r.
Then

(Ext(X1, Ur), . . . , Ext(XΛ, Ur))

is ε-close to a somewhere-uniform-source.

Take Ext1 from Theorem 6 and Ext2 from Theorem 27. Construct Ext(X1, X2, Ur) =
Ext1(X1, Ext2(X2, Ur)) as a strong-two-block extractor. We have the following theorem:

▶ Theorem 41 (block-extraction in AC0). There exists a constant γ ∈ (0, 1). For any
constant a, c > 0, let k1(n) ≥ n

loga(n) , k2(n) ≥ n
log2a(n) , ε(n) ≥ 2− logc(n), there exists a

(k1(n), k2(n), ε(n))-strong-two-block extractor Ext : {0, 1}n × {0, 1}n × {0, 1}r → {0, 1}m,
such that r(n) = O(log( n

ε )), and m(n) ≥ (1 − γ)k1(n).
Furthermore, the extractor can be implemented in AC0, with O(a + c + 1)2 depth and

poly(n) size.

We summarize the second step here:

Step 2: Take Ext : {0, 1}n ×{0, 1}n ×{0, 1}r1(n) → {0, 1}m(n) as a ( n
loga(n) , n

log2a(n) , ε(n))-
strong-two-block extractor, where r1(n) = O(log( n

ε )) and m(n) ≥ (1 − γ)k(n). Take
X3 = (Ext(X2,1, Ur1), . . . , Ext(X2,Λ, Ur1)) be 2 · ε(n)-close to a somewhere-uniform-
source.

This step can be implemented in AC0 with O(a + c) depth and poly(n) size, as it is
applying AC0 functions to each block of the input.

The source X3 is now ε(n)-close to a somewhere-uniform-source. It has Λ = log2a(n)
segments, each of length m(n) ≥ (1 − γ)k(n). The next step is using the merger introduced
in [9] to merge the segments into one source.

5.3 Step 3: Merging the segments

We use the merger introduced in [9] to merge the segments of the somewhere-uniform-source
into one source. The construction of the merger is discussed in Theorem 21.

Step 3: Take Merge : {0, 1}Λ·m(n) × {0, 1}r2(n) → {0, 1}m(n) be the (m(n), 3
4 m(n), ε(n))-

merger from Theorem 21. Then X4 = Merge(X3, Ur2).

As a direct consequence of Theorem 21 we have the following lemma.

▶ Lemma 42. X4 is 3 · ε(n)-close to a 3
4 m(n)-source.

Also, notice that the computation in AC0 with depth O(a+c), with seed length O(log(n/ε(n)).
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5.4 Step 4: Second extraction
The final step is as the following.

Step 4: Take Ext2 : {0, 1}m(n)/2 × {0, 1}m(n)/2 × {0, 1}r3(n) → {0, 1}m′(n) be the
( 1

8 m(n), 1
8 m(n), ε(n))-strong-two-block extractor from Theorem 41, where r3(n) =

O(log( n
ε )) and m′(n) ≥ 1−γ

6 · m(n). Take X5 = Ext2(X ′
4, X ′′

4 , Ur3), where Ur3 is a
uniform random distribution on {0, 1}r3(n), where (X ′

4, X ′′
4 ) = X4.

▶ Lemma 43. X5 is 5ε(n) close to uniform.

The circuit depth of Ext2 is O(a + c + 1)2 by Theorem 41.
Now we prove the main theorem of this section:

▶ Theorem 44. For any constant a, c > 0, γ′ ∈ (0, 1), let k(n) ≥ n
loga(n) , ε(n) ≥ 2− logc(n).

Then there exists a (k(n), ε′(n))-strong extractor Ext : {0, 1}n ×{0, 1}r(n) → {0, 1}m(n), such
that r(n) = O(log( n

ε(n) )), and m(n) ≥ (1 − γ′) · k(n).
Furthermore, the extractor can be implemented in AC0, with O(a + c + 1)2 depth and

poly(n) size.

Proof. The extractor Ext is defined as Ext(X1, Ur1 , Ur2 , Ur3) = X5, where X5 is defined
through the four steps above. Detailed analysis could be found in the full version. ◀

6 Extractors in NC1

Our method can also construct extractors in NC1 with improved parameters. The construction
consists of 3 parts:
1. Apply a condenser from [19]. It behaves like the GUV condenser but is computable in

NC1. It condenses the source into a source with a constant entropy rate. We regard the
output as a block source.

2. For the second block, apply our error reduction method which outputs a seed of length
O(log2 n log(n/ϵ)).

3. Apply the improved Trevisan’s extractor [26] to the first block, which outputs Ω(k) bits
of randomness.

The main theorem is as follows:

▶ Theorem 45. For every constant γ ∈ (0, 1) every k = k(n) ≥ Ω(log2(n)), ε = ε(n) ≥
2−O

(√
k(n)
)
, there exists a strong (k, ε) extractor Ext : {0, 1}n × {0, 1}r(n) → {0, 1}m(n)

computable in NC1, with r(n) = O(log(n/ε)), m(n) = (1 − γ)k(n).

6.1 Condenser in NC1

The first component in our construction is the condenser from [19]. A simplified version of
their result is as follows:

▶ Lemma 46 (condenser from [19]). For every k = k(n) ≥ Ω(log2(n)), ε = ε(n) ≥ n ·
2−

√
k(n)/1024, There exists m(n) ≤ 3

2 k(n) and a function Cond : {0, 1}n × {0, 1}r(n) →
{0, 1}m(n) with r ≤ 4 log( n

ε ) such that Cond is a (k, k + r, ε)-condenser.
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The condenser takes the input x as the representation of a degree ≤ d = O( n
log q )

polynomial over Fq for some prime q ≥ d, log q ≥ r. Denote the degree ≤ d polynomial as f .
The condenser takes the seed y as a point in Fq. Then the output is defined as:

Cond(x, y) = (y, f(y), f (1)(y), . . . , f (s)(y)) (14)

for some s = s(n) ≤ m(n)
r(n) . f (i) denotes the i-th formal derivative of f .

To apply the condenser, we need to transform a source on {0, 1}n to a source on Fq

and transform it back for the output. We use division to do the transformation, which is
computable in NC1.

The condenser itself requires two sorts of operations: polynomial evaluation and formal
derivative. Denote f(x) =

∑d
i=0 aix

i. Then f (j)(x) =
∑d

i=0
i!

(i−j)! aix
i−j . There are at

most d2 such coefficients i!
(i−j)! , which can be precomputed and stored in the circuit. The

multiplication of ai and i!
(i−j)! can be done in NC1. Therefore, the formal derivative is

computable in NC1.
The polynomial evaluation consists of three operations: calculating the powering xi−j ,

multiplication and summation. The powering can be implemented with two steps: O(n)-th
powering and division by q, which are computable in NC1 according to [4]. The multiplication
and iterated summation are both in NC1.

Putting it together, we can obtain the following lemma:

▶ Lemma 47. The condenser from Lemma 46 is computable in NC1.

Regard the output of the condenser as (X1, X2), |X1| = |X2| = 1
2 m(n). By Lemma 15,

(X1, X2) is ε(n)-close to a ( 1
2 m(n), 1

6 m(n), 1
2 m(n), 1

6 m(n))-source.

6.2 Error Reduction in NC1

After condensing, we only need to handle an input (n, k) source X over {0, 1}n with constant
entropy rate δ = k

n . To extract a seed of length O(log n log(n/ϵ)), we use almost the same
procedure as in Section 4 despite some minor changes.

For the first step to convert the source to a somewhere source, we use the same extractors
as in Section 4. We apply the extractors in parallel for t = log n

log(1/ε) = O(
√

k) times. Then
the output is ε-close to a somewhere (m0, m0 − log(t))-source, where m0 = Ω(k).

For the second step, we still apply the (m0 − log(t), 0.9m0, ε)-merger from Corollary 26
to the output of the first step as in Section 4. Since ε ≥ 2−O(

√
k) and t = poly(k), the merger

is computable in NC1.
After applying the merger, we obtain a block-source with exponentially increasing length.

We require a modification to Theorem 7 for the NC1 setting. The main difference is
that the error is now 2−O(

√
k) instead of 2− poly(log n). Also we setup the block length

mj = 3j · 10 log n
ε , j ∈ [l], where l can still be O(log n), since ε = 2−O(

√
k).

To extract from the block source, we require the following extractor in NC1.

▶ Lemma 48. For every constant δ ∈ (0, 1] and every ε = 2−O(n), there exists an explicit
(δn, ε)-extractor Ext : {0, 1}n × {0, 1}d → {0, 1}m in NC1, where d = O(log(n/ε)), m =
Θ(log(n/ε)).

We use the sample-then-extract technique with leftover hash lemma to construct the
extractor. Detailed analysis could be found in the full version.

Using the extractor to extract from the block source as in Section 4, we obtain a seed of
length O(log n log(n/ε)).

One can use the iteration of Section 4 to stretch the output to O(log2 n log(n/ε)).
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This gives us the following lemma:

▶ Lemma 49. For every δ ∈ (0, 1), k = δn, ε = ε(n) = 2−O(
√

k), there exists a strong
(k(n), ε(n))-extractor Ext : {0, 1}n × {0, 1}r(n) → {0, 1}m(n) computable in NC1, with
r(n) = O(log(n/ε)), m(n) = O(log2(n) log(n/ε)).

6.3 Improved Trevisan’s Extractor in NC1

With the seed of length O(log2 n log(n/ε)), We apply the extractor from [26] to the first
block of the block source. Their extractor could be implemented in NC1

▶ Theorem 50 (Improved Trevisan’s Extractor [26]). For every k = k(n), ε = ε(n), there
are explicit (k(n), ε(n))-extractors ExtT rev : {0, 1}n × {0, 1}r(n) → {0, 1}m(n) with r(n) =
O(log2(n) log(n/ε)) and m(n) = Ω(k(n)).

Moreover,the extractor ExtT rev is computable in NC1.

6.4 Putting it together
Now we can prove Theorem 45.

Proof of Theorem 45. Take X as the input source. Let Cond : {0, 1}n × {0, 1}r1(n) →
{0, 1}m(n) be the (k, k + r1, ε/4)-condenser from Lemma 46. Take (X1, X2) = Cond(X, U1),
where U1 is the seed of length r1 = O(log(n/ε)). By Lemma 15, (X1, X2) is ε/2-close to a
( 1

2 m(n), 1
6 m(n), 1

2 m(n), 1
6 m(n))-source.

For X2, apply the ( 1
6 m(n), ε/4)-strong extractor Ext1 from Lemma 49 with seed U2 of

length r2 = O(log(n/ε)). The output is Y = Ext1(X2, U2) of length O(log2(n) log(n/ε)).
For X1, apply the ( 1

2 m(n), ε/4)-extractor ExtT rev from Theorem 50 with seed Y , which
outputs a distribution W of length Ω(k).

By the property of Ext1, (X1, Y ) is 3ε/4-close to (X1, Y ′) such that Y ′ is a independent
uniform distribution. Therefore W = ExtT rev(X1, Y ) is ε-close to uniform.

The extractor Ext is defined as Ext(X, U1, U2) = W . Cond, Ext1, ExtT rev are all
computable in NC1. Therefore, Ext is computable in NC1. ◀

7 Entropy lower bound for AC0 dispersers

In the context of AC0 computation, not all sources are extractable. A well-known result
of [10] shows that extracting even one bit of randomness is impossible for sources with
entropy less than n

poly(log n) . Similar result from [7] shows that extracting randomness with
error less than 2−poly(log n) is impossible for AC0 extractors.

In this section, we will extend the bound from extractors to dispersers. Dispersers are
functions that take a source and a seed and output a distribution like extractors. The only
difference is that the output distribution is not necessarily uniform, but rather supported
on all but a small fraction of the codomain. We will show that strong AC0 dispersers for
sources with entropy less than n

poly(log n) do not exist.

▶ Definition 51 (Disperser). A function Disp : {0, 1}n × {0, 1}r → {0, 1}m is a (k, ε)-
disperser if for every k-source X on {0, 1}n and uniformly random variable Y on {0, 1}r,
| Supp(Disp(X, Y ))| ≥ (1 − ε)2m.

Furthermore, Disp is a strong (k, ε)-disperser if for every k-source X on {0, 1}n and
uniformly random variable Y on {0, 1}r, | Supp(Y, Disp(X, Y ))| ≥ (1 − ε)2r+m.
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We remark that the requirement for X to have entropy ≥ k can be replaced by a weaker
requirement, which only requires Supp(X) ≥ 2k, without changing the definition.

Our proof is based on the new switching lemma for AC0 circuits by Rossman in [28].
Their original result says that every AC0 circuit can be reduced to a decision tree of arbitrary
depth under a random restriction for all but a small fraction of the inputs. By restricting
the inputs for the second time, it is reduced to a constant function.

▶ Definition 52 (Restrictions). A restriction ρ is a string on {0, 1, ∗}n. We denote the
application of ρ to x ∈ {0, 1}n by ρ ◦ x, which is defined as:

(ρ ◦ x)i =
{

ρi if ρi ̸= ∗,

xi if ρi = ∗.
(15)

The restriction on a function f : {0, 1}n → {0, 1}m is defined as:

f |ρ(x) = f(ρ ◦ x). (16)

We use Rp to denote the independent uniform random restriction with star probability p.
That is, for every i ∈ [n], Pr[Rp(i) = ∗] = p, Pr[Rp(i) = 0] = Pr[Rp(i) = 1] = 1−p

2 .

The switching lemma for AC0 circuits is stated as follows:

▶ Lemma 53 (Switching Lemma for AC0 circuits [28]). For every δ ∈ (0, 1), d > 0, s = s(n),
there exists p = δ

Θ(log s)d−1 such that for every AC0 circuit C of size s and depth d,

Pr
ρ∼Rp

[C|ρ is not constant] ≤ δ. (17)

The following negative result for strong dispersers directly follows from the switching
lemma.

▶ Theorem 54. For every d > 0, s = s(n), every constant δ ∈ (0, 1), if C : {0, 1}n ×{0, 1}r →
{0, 1} is a (k, 1

2 − δ)-disperser that can be computed by a non-uniform AC circuit of size s

and depth d, then k ≥ Θ( δn
logd−1 s

).

8 Open Questions

We mention the following open questions.
For extractors in AC0, can we further improve the circuit depth? The current depth is
O(a + c + 1)2. Is it possible to be linear in a + c + 1, while maintaining other parameters
to be roughly the same?
For extractors in NC1, can we improve the plausible range of k and ε? For example is it
possible to give an NC1 construction that can work for all k, ε, matching the parameters
in [13]?
Some components of our NC1 computable extractors are actually in AC0[2]. Is it possible
to give an extractor in AC0[2], with parameters optimal up to constant factors?
For weak dispersers, we do not have a similar negative result to that of Section 7. The
reason is that a single good seed in the seed space can make the disperser good enough,
regardless of other seeds. So it remains an open question whether weak dispersers can
constructed in AC0, specifically for sources with entropy less than n

poly(log n) .
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1 Introduction

The Ising model with a symmetric interaction matrix J ∈ RN×N is a probability distribution
µJ over {−1, 1}N with

µJ(σ) = 1
ZJ

exp
(

1
2σ⊤Jσ

)
for all vectors σ ∈ {−1, 1}N ,

where the normalizing constant ZJ =
∑

σ∈{−1,1}N exp
( 1

2 σ⊤Jσ
)

is the partition function of
the model. The most well-studied setting for the Ising model is when the underlying matrix
J corresponds to the adjacency matrix of a graph G, scaled by a real parameter β which
corresponds to the (inverse) temperature;1 for β > 0 the model is called ferromagnetic, and
antiferromagnetic otherwise. The more general setting with non-uniform weights in the
entries of J arises frequently in statistical learning settings, see, e.g., [9, 30, 25, 12].

The Ising model is the most fundamental example of a spin system, capturing how local
interactions affect the global macroscopic behaviour, see [48, 41, 40, 33] for applications
in various areas. From a computer science perspective, sampling from the Ising model
plays a key role in various learning and inference problems. Understanding the limits of
efficient sampling has therefore been a major focus in the literature, yielding new algorithmic
techniques as well as exploring the power of classical algorithms (such as Glauber dynamics)
and their connections to phase transitions in statistical mechanics; we briefly review some of
the relevant literature below.

The prototypical setting where the problem of sampling for the Ising model has been
studied is lattices (such as Z2), where the landscape for Markov-chain algorithms has been
well-understood [38, 39, 37]. Random graph models have also been considered more recently
such as sparse random graphs [43, 13, 6, 16, 36] or the Sherrington-Kirkpatrick model
[18, 17, 26]. More closely related to the setting considered in this paper is the case of
general graphs. In the ferromagnetic case, where the entries of J are all nonnegative, the
classical algorithm by Jerrum and Sinclair [28] gives a poly-time sampler (albeit with a
relatively large running-time polynomial), see also [24, 19]. In the antiferromagnetic case,
the problem is more interesting for bounded-degree graphs, where in the case of uniform
weights the existence of polynomial-time algorithms is connected to the uniqueness threshold,
see [46, 47, 21, 45, 35].

Recently, the development of spectral independence [4, 1] has given tight results on the
performance of Glauber dynamics. This has lead to nearly linear-time algorithms in various
settings, see e.g., [11, 10, 18, 3, 31] and has made it possible to connect the performance of
Glauber dynamics with the eigenvalues of the underlying matrix J . In this direction, [18, 3]
show that Glauber dynamics is fast mixing when λmax(J) − λmin(J) < 1 which significantly
improves upon the standard Dobrushin’s uniqueness condition (the latter only applies when∑

j |Jij | < 1 for all i ∈ [N ]).
On the other side, the optimality of these algorithmic results in terms of the spectrum is

less clear. It is known [34, 14] that Glauber dynamics mixes slowly in the complete graph
for temperatures β > 1, which corresponds precisely to the condition λmax(J) − λmin(J) > 1
by taking J to be the adjacency matrix of the N -vertex complete graph, scaled by β/N .
This does not however translate in a straightforward way to hardness results and does not
preclude the possibility that various alternative methods could potentially go beyond the
1-gap, see, e.g., [44, 31, 27] for some recent approaches using variational methods. To this

1 Note that in this parametrization µJ (σ) ∝ exp( 1
2 βσ⊤Aσ), where A is the adjacency matrix of the graph.
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end, Kunisky [32] gave further evidence that λmax(J) − λmin(J) > 1 is hard for sampling
via a reduction to hypothesis testing in a Wishart negatively-spiked matrix model that
involves random matrices (which is known to resist low-degree algorithms [5]). Kunisky
also posed the conjecture that in fact NP-hardness for sampling under spectral constraints
should hold when λmax(J) − λmin(J) > 1. To add a bit to the mystery, it is noteworthy that
the inapproximability results for the antiferromagnetic case (mentioned earlier) only apply
roughly when λmax(J) − λmin(J) > 2, see also below for a more detailed discussion.

1.1 Our results
Our aim in this work is to address Kunisky’s conjecture and close the gap between algorithmic
and NP-hardness results. In particular, we answer in the affirmative the conjecture in [32],
obtaining NP-hardness results that complement the algorithmic results of [18, 3]. This
completes the program initiated in [32], i.e., showing that Glauber is effectively optimal for
“general-purpose” Ising model sampling, and clarifies the picture in terms of the computational
complexity landscape under spectral constraints.

To formally state the result, we define the following computational problem.

Problem: SpectralIsing(γ)
Input: A symmetric matrix J ∈ RN×N , with λmax(J) − λmin(J) < γ.
Output: The partition function ZJ =

∑
σ∈{−1,+1}N exp

( 1
2 σ⊺Jσ

)
.

▶ Theorem 1. Fix any real γ > 1. Then, it is NP-hard to approximate SpectralIsing(γ),
even within an exponential factor 2cN for some constant c = c(γ) > 0.

This confirms Conjecture 1.9 of [32] and complements the algorithm of [18, 3]. Using
Theorem 1, we get the following result using the standard reduction [29] from counting to
sampling (the problem is self-reducible under scaling of the matrix J). Recall, the total
variation distance between probability distributions µ and ν is defined as TV(µ, ν) = 1

2 ∥µ−ν∥1.

▶ Corollary 2. For every real γ > 1, the following holds. Suppose there is a poly-time sampler
that, on input a symmetric matrix J ∈ RN×N with λmax(J)−λmin(J) < γ and δ > 0, returns
a configuration σ whose distribution is within TV distance δ from µJ . Then NP = RP.

As we will explain next, it is also possible to obtain a more refined version of Theorem 1,
for the restricted case where each row of the interaction matrix J has at most d non-zero
entries, for some fixed integer d ≥ 4.

Problem: BoundedSpectralIsing(d, γ)
Input: A symmetric matrix J ∈ RN×N , with ≤ d non-zero entries per row and λmax(J) −
λmin(J) < γ.
Output: The partition function ZJ =

∑
σ∈{−1,+1}N exp

( 1
2 σ⊺Jσ

)
.

▶ Theorem 3. Fix any integer d ≥ 4 and real γ > 1
2 ln(1 + 2

d−3 )(d − 1 + 2
√

d − 2). Then,
it is NP-hard to approximate BoundedSpectralIsing(d, γ), even within an exponential
factor 2cN for some constant c = c(γ) > 0.

Note that when taking the limit d → ∞ in the above bound, we recover the spectral
condition γ > 1 of Theorem 1, so asymptotically the bound is tight; we are not aware of
algorithmic results that apply specifically to the d-sparse setting under the spectral condition.

APPROX/RANDOM 2024
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We remark further that applying the results of [47, 21] would yield hardness only in the
setting where γ > d ln(1 + 2

d−2 ) (see [32, Section 1.2] for a detailed description on how to
translate the results), so Theorem 3 improves on this by roughly a factor of 2 asymptotically.
It should be noted however that the setting in these results is more restrictive (negative
weights, which have the same value on all edges) and hence not directly comparable.

1.2 Techniques

Before giving the proofs, we explain briefly the main idea behind Theorem 1, the idea for
Theorem 3 is almost identical, modulo the gadget used in the reduction.

The key ingredient in obtaining Theorem 1 is to exploit the slow mixing of Glauber
dynamics on the complete graph in a suitable way. Recall that [34] showed exponential mixing
time for Glauber dynamics on the N -vertex complete graph when the weights on the edges are
ferromagnetic equal to β/N (entry-wise) for any β > 1 (note that the corresponding matrix
J has λmax(J)−λmin(J) = β). Intuitively, the slow mixing is caused because the distribution
exhibits bimodality, i.e., it is concentrated around two modes/“phases” corresponding roughly
to the all-plus and all-minus configurations (see Section 2 for more details). Therefore, we
would like to use the binary behaviour of the complete graph as a gadget in the reduction.
The main trouble here is caused by the ferromagnetic interactions which cannot typically
be related to NP-hard problems; by contrast, in the antiferrromagnetic case β < 0, the
max-probability configurations in the Ising distribution correspond to maximum cuts (when
J encodes the adjacency matrix of a graph), and the respective gadgets in the constructions
had bipartite structure.2

Hence, in order to get NP-hardness, we need to introduce some “mild” antiferromagnetism
(small negative weights): mild to keep the spectrum unchanged and antiferromagnetic to
allow us to reduce from an NP-hard problem (we will use MaxCut); this is quite different than
the approach of [32] where the positive and negative entries in the constructed instance are
more heavily mixed up (randomly). At this stage, the main observation is that the previous
reductions used in the antiferromagnetic case [46, 47, 21] can accommodate this relatively
easily; the only difference here is that we need to use small negative weights to connect
disjoint copies of the gadgets, and amplify their effect using appropriately-sized matchings;
conveniently, since the matchings (with the small weights on their edges) correspond to a
low-rank perturbation, the spectrum of the underlying matrix is close to that of the complete
graph.

The proof of Theorem 3 is almost identical. The main difference needed to make our
construction sparse is to use a random d-regular graph as the gadget, which is known to
exhibit slow mixing when β > βd := 1

2 ln(1 + 2
d−2 ) [22, 13, 43, 42], with a similar bimodal

behaviour to that of the complete graph for β > 1. Relative to the spectrum, the well-known
result of Friedman [20] shows that the adjacency matrix A of a random d-regular graph
satisfies w.h.p. λmax(A) − λmin(A) ≤ λd + ϵ for any constant ϵ > 0, where λd := d + 2

√
d − 1.

For technical reasons (see Remark 10 for details), we need to actually use a (d − 1)-regular
graph as a gadget in the reduction, so the argument sketched above yields NP-hardness when
γ > βd−1λd−1 and d ≥ 4.

2 As a side note, we remark that the factor-2 gap from the antiferromagnetic setting (mentioned below
Theorem 3) comes from the use of bipartite gadgets in these results, which have a symmetric spectrum
around zero and hence effectively double the range of the eigenvalues.
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1.3 Outline and Discussion
We give the details of the gadget in Section 2 and the reduction in Section 3.1. This gives
a self-contained proof of Theorem 1; for Theorem 3 the argument is identical modulo the
use of the (random) d-regular graph as the gadget, for which we need to import a couple of
non-trivial results from the literature.

As a final remark before proceeding to the proofs, it would be interesting to explore whether
the statistical hardness perspective from [32] (or some variant) perhaps applies to other
counting/sampling problems where NP-hardness results are unlikely, such as approximating
the number of independent sets in a bipartite graph [15], or approximating the partition
function of the ferromagnetic Potts model [23]. Another related question is whether such
statistical hardness results can be invoked on sparse random graph models where the spectral
threshold λmax(J) − λmin(J) = 1 (that applies to worst-case instances) is known not to be
tight (see [10, 31, 36]).

2 The Gadget of Theorem 1

Our main gadget will be a clique graph Kn = (V, E) with n vertices, where V = {1, 2, . . . , n}.
We will consider n to be an absolute (large) constant that we will choose later. For a small
integer t > 0, let S ⊆ V be an arbitrary subset of V with |S| = t. Let r = n − t. Intuitively,
S contains the nodes that will be used to connect the gadgets with each other.

We define the phase of the configuration σ ∈ {−1, 1}n on V \S as

Yσ = 1
{ ∑

i∈V \S

σi > 0
}

− 1
{ ∑

i∈V \S

σi ≤ 0
}

.

Note that the phase of a configuration is defined using only the spins in V \ S. For any fixed
β > 0, consider solutions to the equation

ln 1 − α

α
+ 2β(2α − 1) = 0 (1)

for α ∈ [0, 1]. It is not hard to see that for β > 1 there are exactly three solutions
α = q−, 1/2, q+ which satisfy q+ − 1/2 = 1/2 − q− > 0. Using these, we define the product
measure Q+

S (resp. Q−
S ) on configurations on S, where each spin takes the value +1 with

probability q+, and −1 with probability 1 − q+ (resp. q− and 1 − q−). Concretely, for
τ ∈ {−1, +1}S , we have

Q±
S (τ) = (q±)

∑
i∈S

τi+t

2 (1 − q±)
t−

∑
i∈S

τi

2 =
(
q±(1 − q±)

)t/2
(

q±

1−q±

)∑
i∈S

τi

2
. (2)

We now state a lemma that presents the basic properties of the Ising model on our gadget
graph. A similar lemma appears in the seminal results of [46, 47]. Informally, the lemma
states that conditioned on the phase of the spins in V \ S, the spins in S behave almost
independently from each other, with bias depending on the phase.

▶ Lemma 4. Let β > 1. Then, for any real ϵ > 0 and integer t ≥ 1, for all sufficiently
large integers n = n(t, ϵ) such that n − t is odd, the following holds for the Ising model with
interaction matrix J ∈ Rn×n given by J = β

n−t 11⊤, where 1 is the n-dimensional vector with
all ones.

Let S ⊆ [n] be a subset of the vertices with |S| = t. Then:
1. The phases on V \S appear with the same probability, i.e., Prσ∼µJ

[Yσ = +] =
Prσ∼µJ

[Yσ = −] = 1/2.

APPROX/RANDOM 2024
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2. Conditioned on the phase, the joint distribution of the spins in S is approximately given
by the product distribution Q±

S , i.e.,

for any τ ∈ {−1, +1}S, it holds that Prσ∼µJ

[
σS = τ | Yσ = ±

]
= (1 ± ϵ)Q±

S (τ).

Proof. Let r = n − t. For r odd (as in the statement of the lemma), we have by symmetry
that the phases appear with equal probability. So, we focus on proving the second item. For
a vector x with entries +1 or −1, we denote by |x| the sum of its entries.

Let α ∈ [0, 1] be such that αr is an integer. For a configuration τ ∈ {−1, +1}S , let Zα(τ)
be the contribution to the partition function of configurations σ with αr spins from V \S set
to +1, (1 − α)r spins from V \S set to −1 and σS = τ . Concretely,

Zα(τ) =
∑

σ∈{−1,+1}V ; σS=τ, |σV \S |=(2α−1)r

exp( 1
2 σ⊤Jσ).

The number of configurations σ with σS = τ and exactly αr of the spins in V \S equal to
1 is

(
r

αr

)
. Using that J = β

r 11⊤, for each such σ, we have 1
2 σ⊤Jσ = β

r (|σV \S | + |τ |)2 =
β
2r

(
(2α − 1)r + |τ |

)2. So,

Zα(τ) =
(

r

αr

)
exp

(
β

2 (2α − 1)2r + β(2α − 1)|τ | + β

2r
|τ |2

)
. (3)

We use the well-known approximation of the binomial coefficient using Stirling’s approxima-
tion. This yields, for any α ∈ [0, 1], that(

r

αr

)
= exp(rH(α) + o(r)). (4)

where H(α) := −α ln α − (1 − α) ln(1 − α) is the binary entropy function. Asymptotically in
r, we can also ignore the term exp( β

2r |τ |2), so we obtain that

Zα(τ) = exp
(
rf(α) + o(r)

)
where f(α) := H(α) + β

2 (2α − 1)2. (5)

The function f(α) plays a key role since for large r it controls the asymptotic order of Zα(τ).
The important point, as we will see below, is that the global maximum of f is attained for
α = q±.

Indeed, we have

f ′(α) = − ln(α) + ln(1 − α) + 2β(2α − 1)

and f ′′(α) = − 1
α(1−α) + 4β. Since f ′′ has at most two zeros, we have that f ′ has at most

three distinct zeros and hence f has at most three critical points. For β > 1, we have
f ′(1/2) = 0 and f ′′(1/2) = −4 + 4β > 0, so f has a local minimum at α = 1/2; therefore, the
maximum of f in the interval [0, 1] is attained at some point α ̸= 1/2. Using the symmetry
of f around α = 1/2, there must be at least two global maxima, one in the interval (0, 1/2)
and (1/2, 1). Since f has at most three critical points (and 1/2 is one of them), we conclude
that there are exactly two critical points/maxima other than α = 1/2, which must therefore
be the values q+, q− as defined in (1).

We are now ready to establish the second item of the lemma. We will argue about
the + phase, but the other phase is completely symmetric. Let τ, τ ′ ∈ {−1, 1}S be two
configurations of spins in S. We have that

Pr[σS = τ |Y (σV \S) = +]
Pr[σS = τ ′|Y (σV \S) = +] =

∑
α>1/2 Zα(τ)∑
α>1/2 Zα(τ ′) . (6)
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We will show that the sums in the numerator and denominator are dominated by α values
that are close to q+. First, note that since q+ is the unique global maximum of f(α) in
the interval [1/2, 1], for any arbitrarily small constant δ > 0, there is η > 0 such that
f(α) ≤ f(q+) − 3η for all α > 1/2 with α /∈ [q+ − δ, q+ + δ]. We pick δ > 0 sufficiently small
and r > 0 sufficiently large so that exp(4βtδ + β t2

r ) < ϵ/2. Since |τ | ≤ t, it follows that for r

large enough it holds that∑
α>1/2; |α−q+|>δ

Zα(τ) ≤ exp(r(f(q+) − 2η)).

By the continuity of f , for α = q+ + O(1/r) we have f(α) = f(q+) + O(1/r) and therefore∑
α>1/2; |α−q+|≤δ

Zα(τ) ≥ exp(r(f(q+) − η)).

It follows that∑
α>1/2; |α−q+|>δ Zα(τ)∑
α>1/2; |α−q+|≤δ Zα(τ) ≤ exp(−ηr) ≤ ϵ/2. (7)

for all sufficiently large r. Thus,∑
α>1/2 Zα(τ)∑
α>1/2 Zα(τ ′) ≤

∑
α>1/2 Zα(τ)∑

|α−q+|≤δ Zα(τ ′) =
∑

α>1/2 Zα(τ)∑
|α−q+|≤δ Zα(τ) ·

∑
|α−q+|≤δ Zα(τ)∑
|α−q+|≤δ Zα(τ ′)

≤ (1 + ϵ/2)
∑

|α−q+|≤δ Zα(τ)∑
|α−q+|≤δ Zα(τ ′) , (8)

where the last inequality follows from (7).
On the other hand, for any α with |α − q+| ≤ δ, using (3) we get

Zα(τ)
Zα(τ ′) = exp

(
β(2α − 1)(|τ | − |τ ′|) + β(|τ |2−|τ ′|2)

2r

)
≤ exp(4βtδ + β t2

r )
exp

(
β(2q+ − 1)(|τ | − |τ ′|)

)
≤ (1 + ϵ/2) exp

(
β(2q+ − 1)(|τ | − |τ ′|)

)
, (9)

where the last inequality follows from the choice of δ and r. Using the definition (2) and the
fact that q+ is a solution of (1), i.e., that f ′(q+) = 0, we have that

exp
(
β(2q+ − 1)(|τ | − |τ ′|)

)
=

(
q+

1 − q+

) |τ|−|τ′|
2

= Q+
S (τ)

Q+
S (τ ′)

.

Hence, from (9) we obtain that Zα(τ)
Zα(τ ′) ≤ (1 + ϵ/2) Q+

S
(τ)

Q+
S

(τ ′) . Since this holds for all α with
|α − q+| ≤ δ, we have∑

|α−q+|≤δ Zα(τ)∑
|α−q+|≤δ Zα(τ ′) ≤ (1 + ϵ/2) Q+

S (τ)
Q+

S (τ ′)
. (10)

Combining this with (6) and (8), we obtain that

Pr[σS = τ |Y (σV \S) = +]
Pr[σS = τ ′|Y (σV \S) = +] ≤ (1 + ϵ) Q+

S (τ)
Q+

S (τ ′)
.
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By interchanging the roles of τ, τ ′, we also obtain the inverse inequality, so

(1 − ϵ) Q+
S (τ)

Q+
S (τ ′)

≤
Pr[σS = τ |Y (σV \S) = +]
Pr[σS = τ ′|Y (σV \S) = +] ≤ (1 + ϵ) Q+

S (τ)
Q+

S (τ ′)
. (11)

For τ ∈ {−1, 1}S , observe that we can expand the ratio

Pr[σS = τ |Y = +]
Q+

S (τ)
=

∑
τ ′ Q+

S (τ ′) Pr[σS = τ | Y = +]∑
τ ′ Q+

S (τ) Pr[σS = τ ′ | Y = +]

so using that mini
ai

bi
≤

∑
i

ai∑
i

bi
≤ maxi

ai

bi
for non-negative (ai)i, (bi)i, we obtain from (11)

that∣∣∣∣Pr[σS = τ |Y = +]
Q+

S (τ)
− 1

∣∣∣∣ ≤ max
τ ′

∣∣∣∣Q+
S (τ ′) Pr[σS = τ | Y = +]

Q+
S (τ) Pr[σS = τ ′ | Y = +]

− 1
∣∣∣∣ ≤ ϵ.

This finishes the proof. ◀

3 Proofs of Main Results

3.1 Proof of Theorem 1
Let γ > 1 and β = (1+γ)/2 > 1. Following the technique in [46, 47, 21], we reduce MaxCut
on 3-regular graphs to SpectralIsing(γ).

Consider a 3-regular graph H = (VH , EH) with |VH | = m vertices, an instance of
MaxCut. Let G be the clique graph on n vertices, with a subset S of the vertices with
|S| = t that will be used as terminals (cf. Lemma 4); for convenience, we assume that t > 0
is a multiple of 3 (with n ≫ 3t). We construct an instance HG of SpectralIsing(γ) as
follows:

We replace each node v ∈ VH with a distinct copy of the gadget clique graph G. In
particular, for any v ∈ VH , consider a copy Gv = (Wv, Ev) of the gadget G; each edge in
Ev has weight w+ = β/r as in Lemma 4, where recall that β = (1 + γ)/2 > 1. For each
v ∈ VH , let Sv ⊆ Wv be a subset of the vertices in Gv of size t = n − r. Let ĤG be the
disjoint union of the Gv’s for v ∈ H. Note that the number of vertices of ĤG is nm.
We now describe how to encode the edges of H using connections between the gadgets
(which will complete the construction of HG). Assume that the node u ∈ VH has neighbors
v1, v2, v3 in H, i.e., (u, vi) ∈ EH , i = 1, . . . , 3. Then, we partition Su into subsets Si

u of
size t/3 each. Each subset Si

u corresponds to one of the three neighbors of u. Then, for
each i = 1, 2, 3, we add a perfect matching between Si

u and the corresponding subset
Sj

vi
of Svi

that corresponds to u. The weight of each of these edges in the matching will
be w− = (1 − γ)/5 < 0, since γ > 1. This antiferromagnetic structure across different
copies will be crucial in order to approximate maxcut(H) by approximating the partition
function of HG.

Let J be the adjacency matrix of the weighted graph HG. We first show that the spectrum
of J has the desired properties, i.e., that λmax(J) − λmin(J) < γ.

▷ Claim 5 (Structure of HG). The symmetric matrix J = D + E ∈ Rnm×nm, where D is a
block diagonal matrix where the matrix of each block of size n × n is β

r 11⊤ and E contains
in each row exactly one non-zero element of magnitude (1 − γ)/5.

Proof. By construction since n is the number of vertices of the gadget and m is the number
of vertices of the input graph. ◁
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▷ Claim 6 (Spectrum Preservation). For any integer t > 0, there exists n(t, γ) > 0, such that
for n > n(t, γ) it holds |λmax(J) − λmin(J)| < γ.

Proof. We will use Claim 5. Using Weyl’s inequality (see Chapter 3 in [7]), which controls
the eigenspectrum of a matrix under small perturbations of the entries, we have that for any
i, it holds that |λi(J) − λi(D)| ≤ ∥E∥, where ∥E∥ is the spectral norm of E. By definition,
E has one element in each row of absolute value (γ − 1)/5, so ∥E∥ ≤ γ−1

5 . It follows that

|λmax(J) − λmin(J)| ≤ |λmax(J) − λmax(D)| + |λmax(D) − λmin(D)| + |λmin(D) − λmin(J)|

≤ 2(γ − 1)
5 + n

r

1 + γ

2 . (12)

In the above we used the well-known fact that the spectrum of D is the spectrum of each of
the blocks, which, in turn, is equal to

λmax(D) − λmin(D) = n

r

1 + γ

2 ,

since each block is a rank-1 matrix. Now, recall that n = r + t, so by choosing r sufficiently
large we can make n

r < 6γ+4
5γ+5 , which implies that the right hand side in (12) is < γ. ◁

We next show that if we could approximate ZJ within an arbitrarily small exponential
factor in poly-time, we would obtain a PTAS for maxcut(H). This part of the argument is
largely based on the techniques of [47]; we first state the following lemma whose proof is
given for completeness in the full version.

▶ Lemma 7. It holds that

(1 − 4ϵ)m2−m ≤
ZHG/Z

ĤG

A3mt/2 (B/A)maxcut(H)t/3 ≤ (1 + 4ϵ)m,

where B > A > 0 are constants depending only on γ.

With these pieces at hand, we are now ready to complete the reduction for Theorem 1,
which we restate here for convenience.

▶ Theorem 1. Fix any real γ > 1. Then, it is NP-hard to approximate SpectralIsing(γ),
even within an exponential factor 2cN for some constant c = c(γ) > 0.

Proof. Assume that for any arbitrarily small constant δ > 0, there is an oracle approxδ

such that, for any J with λmax(J) − λmin(J) ≤ γ, we have that, when F = approxδ(J),
|F − log(Z(J))| ≤ δm. We will show how to obtain a PTAS for MaxCut on 3-regular
graphs, i.e., approximate MaxCut on 3-regular graphs within an arbitrarily small factor.

Let H be a 3-regular graph H on m vertices, an instance of MaxCut. The maximum
cut of H is at least the expected value of a random cut which is equal to 3m/4. We then
construct HG and ĤG as above. Observe that Z(ĤG) can be computed in poly-time since
ĤG is a disjoint collection of constant-size gadget graphs. Moreover, by Claim 6, HG is an
instance of SpectralIsing(γ). So, we can use the oracle approxδ on HG, which will give us
an output FH with the guarantee

|FH − log ZHG | ≤ δmn.

Lemma 7 implies that

3 log
(

ZHG /Z
ĤG

A3mt/2(1+4ϵ)m

)
t log(B/A) ≤ maxcut(H) ≤

3 log
(

2mZHG /Z
ĤG

A3mt/2(1−4ϵ)m

)
t log(B/A) .
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Thus, by using the output FH we can compute upper and lower bounds for the maximum
cut value, which differ by O((δn + 1)m/t). Since m ≤ 4/3maxcut(H), to show the desired
PTAS for MaxCut, it only remains to show that the quantity R = (δn + 1)/t can be made
arbitrarily small, say less than some target value ζ, where ζ > 0 is an arbitrary constant.
We first take t to be sufficiently large, so that 1/t < ζ/2 is sufficiently small. This makes n

to be large, but still a constant, and hence n/t is a constant. So, by taking δ small enough,
we will have δn/t < ζ/2, making R < ζ as desired.

This yields the desired PTAS. Since maxcut is APX-hard [2], we conclude that it is
NP-hard to approximate ZJ within some exponential factor, as wanted. ◀

3.2 Proof of Theorem 3
For integers d, n ≥ 3 with dn even, let Gn,d be a d-regular graph chosen uniformly at random
among all such graphs with vertex set V = {1, 2, . . . , n}. Let S ⊆ [n] be an arbitrary subset
of the vertices of size t. Consider the Ising distribution µJ with J = βA where A is the
adjacency matrix of G and β > 1

2 ln(1 + 2
d−2 ).

The range of β corresponds to the so-called non-uniqueness regime on the d-regular tree;
roughly, this implies that on the d-regular tree of height h, when we condition the leaves to
be + and take the limit h → ∞, the marginal probability that the root is plus converges
to some value q+ > 1/2. Similarly, when we condition the leaves to be −, the marginal
probability that the root is plus converges to some value q− < 1/2.3

It is well-known by now [13, 42] that this behaviour on the tree manifests itself on the
random d-regular graph, roughly because of the tree-like neighborhoods in the latter. To
make this more precise in our setting, analogously to Section 2, for a subset S ⊆ V , define the
phase YS(σ) of a configuration σ ∈ {−1, +1}V to be + if

∑
i∈V \S σi ≥ 0, and − otherwise.

We also define the product measures Q±
S on S analogously to (2), using now the values of

q+, q− as defined above (see also Footnote 3). Then, the following lemma captures the main
properties of the gadget that we need.

▶ Lemma 8. Let d ≥ 3 be an integer and β > 1
2 ln(1 + 2

d−2 ). Then, for any real ϵ > 0 and
integer t ≥ 1, for all sufficiently large integers n = n(t, ϵ) with n − t odd, the following holds
with probability 1 − ϵ over the choice of G ∼ Gn,d. Let S ⊆ V be a subset of vertices with
|S| = t.

Consider the Ising model with interaction matrix J = βA where A is the adjacency matrix
of G. Then:
1. λmax(J) − λmin(J) ≤ β(d + 2

√
d − 1) + ϵ.

2. The phases appear with the same probability, i.e., Prσ∼µJ
[Yσ = +] = Prσ∼µJ

[Yσ = −] =
1/2.

3. Conditioned on the phase, the joint distribution of the spins in S is approximately given
by the product distribution Q±

S , i.e.,

for any τ ∈ {−1, +1}S, it holds that Prσ∼µJ

[
σS = τ | Yσ = ±

]
= (1 ± ϵ)Q±

S (τ).

Proof. The first item is Friedman’s result [20], see also [8]. The second item is by symmetry
of the configuration space (since n is odd). The third item follows by [42, Theorem 2.4], see
also [13, Theorem 2.7] and [47, Proposition 4.2] for related results. Technically, there is a bit
of work to translate the results here, we give the details in the full version. ◀

3 To define q+, q− more explicitly, for β > 1
2 ln(1 + 2

d−2 ), let q̃+ > 1 > q̃− > 0 be the solutions of x =(
exp(2β)x+1
x+exp(2β)

)d−1
. Then, q+, q− are defined from q+

1−q+ = q̃+ exp(2β)q̃++1
q̃++exp(2β) and q−

1−q− = q̃− exp(2β)q̃−+1
q̃−+exp(2β) ,

see also [21, Section 3].
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▶ Remark 9. We use the gadget of Lemma 8 for some large but otherwise constant value of n.
So, we can find a d-regular graph G satisfying Items 1-3 of Lemma 8 in deterministic time.

We are now ready to prove Theorem 3, which we restate here for convenience.

▶ Theorem 3. Fix any integer d ≥ 4 and real γ > 1
2 ln(1 + 2

d−3 )(d − 1 + 2
√

d − 2). Then,
it is NP-hard to approximate BoundedSpectralIsing(d, γ), even within an exponential
factor 2cN for some constant c = c(γ) > 0.

Proof. Let

βd−1 := 1
2 ln

(
1 + 2

d−3
)
, λd−1 := d − 1 + 2

√
d − 2 (13)

and set β = βd−1 + η, λ = λd−1 + η where η > 0 is a small constant so that βλ + 2η < γ

(note that such an η exists since γ > βd−1λd−1).
Assume that we are given a 3-regular instance H of MaxCut with m vertices. Let G be

a (d − 1)-regular gadget with n vertices for some sufficiently large n, i.e., G satisfies Items 1-3
of Lemma 8 for degree d − 1 and β = βd−1 + η, see also Remark 9. So, according to Item 1
there, the interaction matrix JG corresponding to G satisfies λmax(JG) − λmin(JG) ≤ βλ.

Using G, the construction of the graph HG is identical to that of Section 3.1, i.e., we
have a distinct copy of G for each node of H and, for each pair of neighbouring nodes of
H, we add a matching of size t/3 between the corresponding gadgets using the vertices in
S. Note that HG has maximum degree d, so the interaction matrix of HG, denoted by J

henceforth, has at most d non-zero entries per row.
The weight of an edge inside the gadget is w+ = β > 0 and the weight of the edges

that connect two gadgets is w− = −η < 0 (antiferromagnetic connections). Analogously to
Claim 5, the symmetric matrix J can be written as D + E ∈ Rnm×nm, where (i) D is a block
diagonal matrix with the matrix in each block being the n × n adjacency matrix of G scaled
by w+, and (ii) E contains in each row exactly one non-zero element of magnitude w−. The
same argument as in the proof of Claim 6 gives that

|λmax(J) − λmin(J)| ≤ |λmax(J) − λmax(D)| + |λmax(D) − λmin(D)| + |λmin(D) − λmin(J)|
≤ 2η + βλ < γ.

This establishes that HG is a valid instance of BoundedSpectralIsing(d, γ).
Now, using Item 3 of Lemma 8, we obtain the exact same estimate as in Lemma 7 (with

the same expressions for the constants A, B modulo the new values of w+ and w−), and
therefore the same argument used in the proof of Theorem 1 applies verbatim to show
NP-hardness of approximating the partition function within an arbitrarily small exponential
factor. ◀

▶ Remark 10. Note that we could make the graph HG to be d-regular for any integer d ≥ 3 by
taking the gadget G to be a random d-regular graph with a matching of size t removed (and
using the endpoints of the matching as the set S of terminals); this more refined construction
has been used for example in the hardness results of [46, 47, 21]. While one can show the
analogue of Items 2 and 3 with minor modifications (analogously to what was done in the
proof of Lemma 8), the proof of Item 1 for this modified gadget seems to require more careful
adaptation of the proofs in [20, 8]. It is nevertheless reasonable to expect that the same
bound on the range of the eigenvalues as stated currently in Item 1 will still apply; provided
this is indeed the case, one can improve slightly the parameters of Theorem 3 to d ≥ 3 and
γ > βdλd, where βd, λd are as in (13).
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Abstract
Determining the approximate degree composition for Boolean functions remains a significant unsolved
problem in Boolean function complexity. In recent decades, researchers have concentrated on proving
that approximate degree composes for special types of inner and outer functions. An important and
extensively studied class of functions are the recursive functions, i.e. functions obtained by composing
a base function with itself a number of times. Let hd denote the standard d-fold composition of the
base function h. The main result of this work is to show that the approximate degree composes if
either of the following conditions holds:

The outer function f : {0, 1}n → {0, 1} is a recursive function of the form hd, with h being any
base function and d = Ω(log log n).
The inner function is a recursive function of the form hd, with h being any constant arity base
function (other than AND and OR) and d = Ω(log log n), where n is the arity of the outer
function.

In terms of proof techniques, we first observe that the lower bound for composition can be
obtained by introducing majority in between the inner and the outer functions. We then show that
majority can be efficiently eliminated if the inner or outer function is a recursive function.
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71:2 Approximate Degree Composition for Recursive Functions

exact representation: f(x) = p(x) for all x ∈ {0, 1}n,
approximate representation: |f(x) − p(x)| ≤ 1/3 for all x ∈ {0, 1}n, and
sign representation: (1 − 2f(x))p(x) > 0 for all x ∈ {0, 1}n.

Arguably the most important measure associated with a polynomial is its (total) degree.
Let deg(f), d̃eg(f), and deg±(f) denote the minimal possible degree of a real polynomial
exactly, approximately, and sign representing f , respectively. These different notions of
degrees capture notions of efficiency in many different models of computation (e.g., decision
trees, quantum query, perceptrons), and are thus well-studied in literature (see, e.g., [6, 7, 14]
and the references therein).

For instance, deg±(f) (called sign degree) has strong connections to – separations among
complexity classes [7], designing efficient learning algorithm [28, 27], and lower bounds
against circuits, formulas, communication complexity, etc. [12, 18]. Similarly, upper bounds
on d̃eg(f) (called approximate degree), has strong connections to learning theory [25, 29, 37],
approximate inclusion-exclusion [24, 43], differentially private data release [47, 17], etc. While
the lower bounds on approximate degree lead to lower bounds in quantum query complexity
[5, 2, 1], communication complexity [43, 38], circuit complexity [3], etc.

Despite decades of work in this area, there are many important problems that are yet
to be resolved completely. One such problem pertains to the composition of approximate
degrees. For any two Boolean functions f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1}, define
the composed function f ◦ g : {0, 1}nm → {0, 1} as follows

f ◦ g(x11, . . . , x1m, . . . . . . , xn1, . . . , xnm) = f(g(x1), . . . , g(xn)),

where xi = (xi1, . . . , xim) ∈ {0, 1}m for i ∈ [n]. The function f is called the outer function
and g the inner function.

Investigating the behaviour of complexity measures under composition has been a quint-
essential tool in our quest to gain insights into relationships among different measures. In
particular, composition has been used successfully on numerous occasions to show separ-
ations between various complexity measures associated with Boolean functions, see, e.g.,
[36, 33, 23, 4, 46, 19]. A big open problem in this context is to understand how approximate
degree behaves under composition. More formally, it asks whether for all Boolean functions
f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1},

d̃eg(f ◦ g) = Θ̃(d̃eg(f) · d̃eg(g))?

The tilde in the Θ̃ notation hides a factor polynomial in log(n+m). This problem is often
referred to as the “approximate degree composition” problem.

The upper bound, d̃eg(f ◦ g) = O(d̃eg(f) · d̃eg(g)), was established in a seminal work [42]
of Sherstov. Thus to completely resolve the problem it remains to prove a matching lower
bound on the approximate degree of a composed function in terms of the approximate degree
of the individual functions. In other words, does the following hold for all Boolean functions
f and g,

d̃eg(f ◦ g) = Ω̃
(

d̃eg(f) · d̃eg(g)
)

?

In this article we will refer to the aforementioned (lower bound) question by the phrase
“approximate degree composition” problem.

Numerous works, including those by [33, 4, 39, 41, 40, 13, 8, 15], actively pursued these
lower bounds, leading to newer connections with several important problems in the field.
However, establishing the lower bound d̃eg(f ◦ g) = Ω̃

(
d̃eg(f) d̃eg(g)

)
even for specific



S. Chakraborty, C. Kayal, R. Mittal, M. Paraashar, and N. Saurabh 71:3

functions or restricted classes of functions is often very challenging. For example, consider
the composed function OR ◦ AND, it took a long series of work [33, 44, 4, 41, 40, 13] over
nearly two decades to prove that d̃eg(OR ◦ AND) = Ω

(
d̃eg(OR) d̃eg(AND)

)
. Till date we

know that the approximate degree composes in the following cases:
when the outer function f has full approximate degree, i.e., Θ(n) [39],
when the outer function f is a symmetric function [8],
when the outer function f has minimal approximate degree with respect to its block
sensitivity, i.e., d̃eg(f) = O(

√
bs(f)) [15], and

when the sign degree of the inner function is same as its approximate degree [39, 30].

This work focuses on the behavior of approximate degree when recursive functions are
composed with other general functions (as outer or inner function). Here, by recursive
functions, we mean the functions of the kind hd (h composed with itself d times) where the
arity of h is small. The function h is often called the base function and the function f is
called the recursive-h function.

Recursive functions are an important class of Boolean functions that are studied in various
different contexts in the analysis of Boolean functions, mainly in proving various lower bounds
[4, 45, 36, 33, 34, 9]. For example, the Kushilevitz’s function [34] which is the only known
non-trivial example of functions with low degree and high sensitivity is a recursive function
of a carefully chosen base function. Recursive majority, MAJd

3, is another recursive function
that has been studied extensively in the literature for its different properties [36, 22, 31, 32].
Boppana (see, e.g., [36]) used it to provide the first evidence that the randomized query
is more powerful than deterministic query [36]. In the same article, they show a similar
separation using recursive AND2 ◦ OR2 function too. In a different application of recursive
AND2 ◦ OR2, [23] show separation between deterministic tree-size complexity and number of
monomials in the minimal DNF or CNF.

The approximate degree composition was not known when the outer or inner function is
a recursive function, in general. For some special recursive functions, however, it was known
that the approximate degree composes. For example, the OR function on n = 3d bits is same
as ORd

3. After a series of works ([33, 4, 40, 13, 41]), it was proven that the approximate degree
composition holds when the outer function is OR, and in general symmetric [8]. Similarly,
from the result of [39, 30] it can be observed that the lower bound holds when either the
inner or outer function is recursive PARITY. Unfortunately, these results can’t be applied in
general even when the base function is symmetric or it has full approximate degree.

This scenario leads to the natural question:

Can we prove that d̃eg(f ◦ g) = Ω(d̃eg(f) · d̃eg(g)) when the outer function f

or the inner function g is recursive?

1.1 Our Results

Let h : {0, 1}k → {0, 1} be a function on k-bits. Let hd denote the Boolean function
represented by the complete k-ary tree of depth d such that each internal node of the tree is
labelled by h and the leaves of tree are labelled by distinct variables. Our main result shows
that the composition theorem holds for any hd (except a few specific h’s), either as the outer
function with any inner function or as the inner function with any outer function.

APPROX/RANDOM 2024
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▶ Theorem 1. Let f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1} be two Boolean functions
and d ≥ C log log n for a large enough constant C. Then,

d̃eg(f ◦ g) = Ω
(

d̃eg(f)d̃eg(g)
polylog(n)

)
,

if either of the following conditions hold:
1. f = hd, for any Boolean function h.
2. g = hd, for any Boolean function h with constant arity and not equal to AND or OR.

In light of the above theorem, understanding the composition of approximate degree when
inner function is OR is the central case for making progress towards the general composition
question.

We would like to emphasize that there are not many results which prove composition
theorem for a general class of inner functions. Theorem 1 shows that the composition
property holds if the inner function is recursive irrespective of the outer function.

We further note that Theorem 1 doesn’t follow from the known results even when the
composition theorem is known to hold for the base function. Firstly, it is known that the
composition lower bound holds when the outer function is symmetric [8]; though, a repeated
composition of a symmetric function will incur the factor of (log n)d (because of the log n
factor hiding in the Ω̃ notation). Secondly, while the majority function, MAJn, has full
approximate degree (Θ(n)), MAJd

3 doesn’t have full approximate degree. Thus, Sherstov’s
result [39] that proves composition theorem holds for functions with full approximate degree
cannot be applied in the case of recursive majority. The situation is similar for the inner
function as well.

Moving ahead, the proof of Theorem 1 uses two ideas.
We first prove that a similar theorem works for the specific case of h = MAJ3 and
h = AND2 ◦ OR2 functions.
Then, we use a general h to simulate AND2 ◦ OR2; hence, proving composition for the
general case.

The case of recursive h = MAJ3 and h = AND2 ◦ OR2 functions is in itself very interesting.
There have been several works towards exploring the approximate degree and other properties
of these two functions [21, 26, 36, 23]. Given their importance, and the fact that it is a
central step in our main result (Theorem 1), we state the composition theorem for these two
functions separately.

▶ Theorem 2. Let f and g be two Boolean functions. Then,

d̃eg(f ◦ hd) = Ω̃(d̃eg(f) d̃eg(hd)) and d̃eg(hd ◦ g) = Ω̃(d̃eg(hd) d̃eg(g)),

where h is either MAJ3 : {0, 1}3 → {0, 1} or AND2 ◦ OR2 : {0, 1}4 → {0, 1}, n is the arity of
the outer function, d ≥ C log log n for a large enough constant C, and Ω̃(·) hides polylog(n)
factors.

To prove Theorem 2 we will need the following lemma. Even though the lemma can
be obtained from a combination of known results (e.g., [39] and [10]) with appropriate
parameters, we give a self-contained simpler proof of the lemma, inspired by the primal-dual
perspective of [40].

▶ Lemma 3. For any Boolean functions f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1},

d̃eg(f ◦ MAJt ◦ g) = Ω(d̃eg(f)d̃eg(g)) (1.1)

for t ≥ C log n for a large enough constant C.
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Note that, Lemma 3 gives a way to settle the composition question affirmatively. In
particular, if d̃eg(f ◦ MAJt ◦ g) = Õ(d̃eg(f ◦ g)), where t is Θ(log n) and n is the arity of f ,
then it follows that the composition holds for f and g.

We also highlight that a tighter lower bound can be obtained when the middle function
MAJ is replaced by an “amplifier function” in Lemma 3. Define H to be a strong hardness
amplifier function for g if

d̃eg 1−2−Ω(t)
2

(H ◦ g) = Ω(d̃eg(H) ◦ d̃eg(g)).

We also observe that,

d̃eg(f ◦H ◦ g) = Ω(d̃eg(f)d̃eg(H)d̃eg(g)), (1.2)

when H is a strong hardness amplifier function for g. We discuss this improvement in the
full version of the paper [16].

1.2 Proof Ideas

To address the lower bound for the composition of two Boolean functions f and g, f ◦ g, we
will call f to be the “outer function” and g to be the “inner function”. In the case of three
layered composed functions (f ◦H ◦ g), we will call H to be the “hardness amplifier” and f

and g to be the outer and inner functions respectively.

Primal dual approach to composition. Our proof technique is based on the primal-dual
view used by [40] for proving the composition of ANDn ◦ ORn. Here, instead of using
“dual-composition method” (see [13, 14]) we will be using only the dual witness of the inner
function. The primal-dual approach is to construct an approximating polynomial for f with
smaller degree than d̃eg(f) by applying a linear operator L on the assumed approximating
polynomial for f ◦ g (say p, with smaller degree than claimed), leading to a contradiction.
The linear operator L is defined by taking the input to f , extending it to a probability
distribution (which depends upon the dual of g) over the inputs of f ◦ g and outputting the
expectation.

Let ψ be the dual witness of g, we get µ0 and µ1 by restricting ψ on support which takes
positive and negative values respectively; by the properties of dual witness, µ1 (and µ0) will
mostly be supported on inputs x such that g(x) = 1 (and g(x) = 0 respectively). The input
to f is expanded bit by bit using µ0 and µ1, creating a distribution on inputs of f ◦ g.

Formally, L takes a general function h : {0, 1}mn → {0, 1} and gives Lh : {0, 1}n → R.

Lh(z1, . . . , zn) = E
x1∼µz1

E
x2∼µz2

· · · E
xn∼µzn

[h(x1, x2, . . . , xn)], (1.3)

where xi ∈ {0, 1}m for all i ∈ {1, 2, . . . , n}.
To complete the proof, the following two properties of L are required:

1. Showing that the polynomial Lp indeed approximates f in l∞ norm. Intuitively this
happens because the restricted distributions (µ0 and µ1) are a pretty good indicator of
the value of g.

2. The degree of Lp is small, intuitively because L reduces the degree of every monomial by
a factor of d̃eg(g).

APPROX/RANDOM 2024
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Problem with the primal dual approach. Unfortunately, the recipe described above doesn’t
work well in general due to the error introduced by the expectation over µ0 and µ1 in the
string (z1, . . . , zn). To handle a noisy string in place of a Boolean string, the approximating
polynomial p needs to be robust. A polynomial is robust to noise 1

3 , if for all inputs x and
for all ∆ ∈

[
− 1

3 ,
1
3
]m, |p(x) − p(x+ ∆)| < ε.

While any polynomial p can be made robust up to error ε with degree at most deg(p) +
log( 1

ε ) (see Theorem 11 by [42]), such polynomials are not known to be multilinear, making
the analysis of expectation difficult. [11] gives a robust multilinear polynomial for any
Boolean function f : {0, 1}n → {0, 1}; though, the polynomial is defined on a perturbation
matrix of input x instead of x itself. We now discuss how to overcome this problem.

We give the proof ideas of Theorem 1, Theorem 2 and Lemma 3 in the reverse order, the
way they are obtained from each other.

Proof idea of Lemma 3. We will use MAJt to get past this difficulty; it helps to reduce
the noise in the input of f to error 1

n . Using the fact that any multilinear polynomial on n

variables is robust up to error 1
n , we have our lower bound for the function d̃eg(f ◦ MAJt ◦ g)

where t = Ω(log n).

Proof idea of Theorem 2. Using previously known constructions ([48, 20]), MAJlog n can
be projected to MAJd

3 and (AND2 ◦ OR2)d, where d ≥ C log log n. We now replace MAJlog n

in Lemma 3 with these recursive functions; by using the associativity of the composition of
functions and the approximate degree upper bound [42], we finish the proof of the theorem.
Note that we only lose a factor of polylog(n) in the lower bound since we only need to
simulate MAJlog n.

Now we give the idea about how to replace AND2 ◦OR2 with almost any recursive function
to get our main result.

Proof idea of Theorem 1. Given Theorem 2, it is natural to ask, what other recursive
functions satisfy the composition property. We show that almost any h can be used to replace
the AND2 ◦ OR2 function. This is done by simulating AND2 and OR2 using restrictions of
h and its powers. The proof of this simulation is divided into two cases: monotone h and
non-monotone h.

For the monotone case (except when h is AND or OR): We show that both AND2 and
OR2 will be present as sub-cubes of the original Boolean hypercube of h.

For the non-monotone case (except when h is PARITY or ¬PARITY): The proof requires
more work here because of these two issues. First, there need not be both functions AND2 and
OR2 as sub-cubes (though, we show that at least one will be present). Second, the sub-cube
could be rotated. The resolution to both these issues is same. We use the non-monotonicity
to construct the negation function. This allows us to rotate the sub-cube as well as construct
AND2/OR2 from the other one.

A slight technical point to note is that when h is a non-constant arity function and hd is
the inner function, then the loss in the lower bound will be larger than polylog(n). However,
even for the case when the base function h has arity that is a “slowly” growing function of n
we still obtain a non-trivial lower bound composition result.

The remaining cases of Theorem 1, that is,
(i) when f or g equals hd for h ∈ {PARITY,¬PARITY} follows from [39], and (ii) when
f = hd and h ∈ {AND,OR} follows from [8].
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2 Notations and Preliminaries

In this paper, we will assume a Boolean function has domain {0, 1}n and range {0, 1}. We
start with some of the important definitions.

▶ Definition 4 (Generalized Composition of functions). For any Boolean function f : {0, 1}n →
{0, 1} and n Boolean functions g1, g2, . . . , gn, define the composed function

f ◦ (g1, g2, . . . , gn)(x1, x2, . . . , xn) = f(g1(x1), g2(x2), . . . , gn(xn)),

where gi’s can have different arities and xi ∈ Dom(gi) for all i ∈ [n].
When all the copies of gi are the same function g then the composed function is denoted

by f ◦ g.

▶ Definition 5 (Recursive functions). For any Boolean function f : {0, 1}t → {0, 1} we define
recursive function fd : {0, 1}td

→ {0, 1} by fd = f ◦ f ◦ . . . ◦ f︸ ︷︷ ︸
d times

.

▶ Definition 6 (Approximate degree (d̃eg)). For some constant 0 < ε < 1/2, a polynomial
p : Rn → R is said to ε-approximate a Boolean function f : {0, 1}n → {0, 1} if for all
x ∈ {0, 1}n, |p(x) − f(x)| ≤ ε. The ε-approximate degree of f , d̃egε(f), is the minimum
possible degree of a polynomial that ε-approximates f . Conventionally we use d̃eg(·) as the
shorthand for d̃eg1/3(·).

Note that the constant ε in the above definition can be replaced by any constant strictly
smaller than 1/2 which changes d̃egε(f) by only a constant factor. We note this well-known
fact about error reduction.

▶ Lemma 7 (Error reduction). For any ε > 0, d̃egε(f) = Θε(d̃eg(f)), where Θε(·) denotes
that the constant in Θ(·) depends on ε.

▶ Lemma 8 ([38, 39]). Let f : {0, 1}n → R be a function and ε > 0. Then, d̃egε(f) ≥ d iff
there exists a function ψ : {0, 1}n → R such that∑

x∈{0,1}n

|ψ(x)| = 1, (2.1)

∑
x∈{0,1}n

ψ(x) · f(x) > ε, and (2.2)

∑
x∈{0,1}n

ψ(x) · p(x) = 0 for every polynomial p of degree < d. (2.3)

In a seminal work, Sherstov [42] showed that the approximate degree can increase at
most multiplicatively under composition.

▶ Theorem 9 ([42]). For all Boolean function f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1},
d̃eg(f ◦ g) = O(d̃eg(f) · d̃eg(g)).

At times we will be working with inputs that are not Boolean but are close to Boolean. So
we would also need the following notion of robust approximating polynomials.

▶ Definition 10 ((δ, ε)-robust approximating polynomial). Let p : {0, 1}m → [0, 1] be a
polynomial. Then, for δ, ε > 0, a (δ, ε)-robust approximating polynomial for p is a polynomial
probust : Rm → R such that for all x ∈ {0, 1}m and for all ∆ ∈ [−δ, δ]m,

|p(x) − probust(x+ ∆)| < ε.

APPROX/RANDOM 2024
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Sherstov [42] proved that for any Boolean function f : {0, 1}n → {0, 1} there exists a robust
approximating polynomial with degree at most O(d̃eg(f) + log(1/ε)).

▶ Theorem 11 ([42]). A (δ, ε)-robust approximating polynomial for p : {0, 1}n → [0, 1] of
degree Oδ(deg(p) + log(1/ε)) exists. Here Oδ(·) denotes that the constant in O(·) depends on
δ.

Note that a robust approximating polynomial need not to be multilinear. For our purposes,
we need a multilinear robust approximating polynomial.

▶ Theorem 12 (Folklore). Any multilinear polynomial p : {0, 1}n → {0, 1} is
(

δ
n , δ
)
-robust.

A proof of the theorem above can be found at [11, Lemma 3].

▶ Theorem 13 ([8]). For any symmetric Boolean function f : {0, 1}n → {0, 1} and any
Boolean function g : {0, 1}m → {0, 1},

d̃eg(f ◦ g) = Ω
(

d̃eg(f)d̃eg(g)
log n

)
.

Finally, we define projection of functions.

▶ Definition 14 (Projection of functions). Let f : {0, 1}n → R and g : {0, 1}m → R be two
functions. We say that f is a projection of g, denoted f ≤proj g, iff

f(x1, . . . , xn) = g(a1, . . . , am)

for some ai ∈ {0, 1} ∪ {x1, x2, . . . , xn}. That is, f is obtained from g by substitutions of
variables of g by variables of f or constants in {0, 1}.

We need the following theorems about computing MAJn using a projection of recursive
functions.

▶ Theorem 15 ([20]). There exists a constant C > 0, such that MAJn : {0, 1}n → {0, 1} is
a projection of MAJd

3 where d = C log n.

▶ Theorem 16 ([48]). There exists a constant C > 0, such that MAJn : {0, 1}n → {0, 1} is
a projection of (AND2 ◦ OR2)d where d = C log n.

3 Composition theorem for recursive Majority and alternating
AND-OR trees

In this section we give a proof of Theorem 2. We begin with a proof highlight of Lemma 3.
The missing proofs are in the full version of the paper [16].

3.1 Proof of Lemma 3
▶ Lemma 3. For any Boolean functions f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1},

d̃eg(f ◦ MAJt ◦ g) = Ω(d̃eg(f)d̃eg(g)) (1.1)

for t ≥ C log n for a large enough constant C.
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Proof. We will present a proof inspired by the primal-dual view of [40]. Fix any constant
0 < ε < 1/2. Let h := f ◦ MAJt ◦ g be the composed function, and ph : {0, 1}ntm → R be an
ε-approximating polynomial for h.

Further, define d := d̃eg 1−ε
2

(g). Then, by Lemma 8, there exists a function ψ : {0, 1}m →
R such that∑

x∈{0,1}m

|ψ(x)| = 1, (3.1)

∑
x∈{0,1}m

ψ(x) · g(x) > 1 − ε

2 , and (3.2)

∑
x∈{0,1}m

ψ(x) · p(x) = 0 for every polynomial p of degree < d. (3.3)

Let µ be the probability distribution on {0, 1}m given by µ(x) = |ψ(x)| for x ∈ {0, 1}m.
From (3.3), we have

∑
x∈{0,1}m ψ(x) = 0. Therefore, the sets {x | ψ(x) < 0} and {x | ψ(x) >

0} are weighted equally by µ. Let µ0 and µ1 be the probability distributions obtained by
conditioning µ on the sets {x | ψ(x) < 0} and {x | ψ(x) > 0} respectively. Hence,

µ = 1
2µ0 + 1

2µ1, and ψ = 1
2µ1 − 1

2µ0.

We note an important property of the distributions µ0 and µ1 which shows that the error
between sign(ψ(x)) and g(x) is low.

▶ Lemma 17. Ex∼µ1 [g(x)] > 1 − ε.

▶ Lemma 18. Ex∼µ0 [g(x)] < ε.

Consider the following linear operator L that maps functions h : {0, 1}ntm → R to
functions Lh : {0, 1}n → R,

Lh(z) = E
x11∼µz1
x12∼µz1

...
x1t∼µz1

E
x21∼µz2
x22∼µz2

...
x2t∼µz2

· · · E
xn1∼µzn
xn2∼µzn

...
xnt∼µzn

[h(x11, . . . , x1t, x21, . . . , x2t, . . . , xn1, . . . , xnt)]. (3.4)

Recall h = f ◦ MAJt ◦ g and ph be ε-approximating polynomial for h. Thus by convexity
of L we have ∥L(h− ph)∥∞ ≤ ε. We will now observe some useful properties of the linear
operator L.

▶ Lemma 19. deg(Lph) ≤ deg(ph)/d, where d = d̃eg 1−ε
2

(g).

We now show that Lph is in fact an approximating polynomial for f .

▶ Lemma 20. Fix 0 < δ < 1/2. Recall ph is an ε-approximating polynomial for h =
f ◦ MAJt ◦ g. Let t = Θ(log n+ log(1/δ)) where the constant in Θ(·) depends on ε. Then,
Lph is a (δ + ε)-approximating polynomial for f . That is,

∥f − Lph∥∞ ≤ ∥f − Lh∥∞ + ∥Lh− Lph∥∞ ≤ δ + ε.
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Proof. It suffices to show ∥f − Lh∥∞ ≤ δ. To this end, consider Lh(z).

Lh(z) = E
x11∼µz1
x12∼µz1

...
x1t∼µz1

E
x21∼µz2
x22∼µz2

...
x2t∼µz2

· · · E
xn1∼µzn
xn2∼µzn

...
xnt∼µzn

[f ◦ MAJt ◦ g(x11, . . . , x1t, . . . , xn1, . . . , xnt)]

= f

(
MAJt

(
E

µz1
[g], . . . , E

µz1
[g]
)
, . . . ,MAJt

(
E

µzn

[g], . . . , E
µzn

[g]
))

= f(z′
1, z

′
2, . . . , z

′
n),

where ∥z − z′∥∞ ≤ δ/n because t = Θε(log n+ log(1/δ)) and Lemmas 18 and 17.
Therefore, for any z ∈ {0, 1}n, |f(z) −Lh(z)| = |f(z) − f(z′)| ≤ δ, since ∥z− z′∥∞ ≤ δ/n

and Lemma 12. ◀

Since Lph is a (δ + ε)-approximating polynomial for f , we also have deg(Lph) ≥ d̃egδ+ε(f).
We therefore have the following inequalities

d̃egδ+ε(f) ≤ deg(Lph) ≤ deg(ph)
d̃eg 1−ε

2
(g)

.

Rewriting we have

d̃egε(f ◦ MAJt ◦ g) = deg(ph) ≥ d̃egδ+ε(f) · d̃eg 1−ε
2

(g). (3.5)

This completes the proof of Lemma 3. ◀

3.2 Proof of Theorem 2
We note an easy to observe fact about approximate degree of projections of functions.

▶ Fact 3.6. Let f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1} be such that f ≤proj g, i.e., f
is a projection of g. Then, for any ε ∈ (0, 1/2), d̃egε(f) ≤ d̃egε(g).

Consider the recursive-majority function MAJd
3 given by the complete 3-ary tree of height

d with internal nodes labeled by MAJ3 and the leaves are labeled by distinct variables. Fix
d ≥ C log log n for a large enough constant C.

First, observe that MAJd
3 is not a symmetric function. Secondly, it doesn’t have full ap-

proximate degree ([35]). And finally, its approximate degree is not equal to Θ
(√

bs(MAJd
3)
)

(it follows from the fact that bs(MAJd
3) is linear with d̃eg(MAJd

3). See the full version [16]
for a proof of d̃eg(MAJd

3) = 2d). Thus, none of the previous works [39, 8, 15] imply that
approximate degree composes when one of the (inner or outer) functions is recursive-majority
MAJd

3.

Proof of Theorem 2. Let MAJd
3 be the recursive-majority function obtained by the complete

3-ary tree of height d with internal nodes labeled by MAJ3 and the leaves are labeled by distinct
variables. Let f : {0, 1}n → {0, 1} be an arbitrary function and consider the approximate
degree of the composed function f ◦ MAJt ◦ MAJd

3 where t = Θ(log n).

d̃eg(f ◦ MAJt ◦ MAJd
3) ≤ d̃eg(f ◦ MAJC log t

3 ◦ MAJd
3) = d̃eg(f ◦ MAJd

3 ◦ MAJC log t
3 ) (3.7)

= O(d̃eg(f ◦ MAJd
3) · d̃eg(MAJC log t

3 )) (3.8)

= O(d̃eg(f ◦ MAJd
3) · poly(t)). (3.9)
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The first inequality in (3.7) follows from the fact that MAJt is a projection of MAJC log t
3

(Theorem 15) and Fact 3.6. Then (3.8) follows from Theorem 9.
On the other hand, from Lemma 3, for t = Ω(log n) we have

d̃eg(f ◦ MAJt ◦ MAJd
3) = Ω(d̃eg(f) · d̃eg(MAJd

3)).

Combining with (3.9), we obtain the lower bound

d̃eg(f ◦ MAJd
3) = Ω

(
d̃eg(f) · d̃eg(MAJd

3)
polylog(n)

)
.

A similar argument shows the following inequalities, where in the last two inequalities we
use Theorem 16 instead of Theorem 15, for d = Ω(log n),

d̃eg(MAJd
3 ◦ f) = Ω̃(d̃eg(f) · d̃eg(MAJd

3)),
d̃eg(f ◦ (AND2 ◦ OR2)d) = Ω̃(d̃eg(f) · d̃eg((AND2 ◦ OR2)d)), and
d̃eg((AND2 ◦ OR2)d ◦ f) = Ω̃(d̃eg(f) · d̃eg((AND2 ◦ OR2)d)). ◀

4 Composition theorem for recursive functions

In this section we prove our main theorem (Theorem 1). It shows that the approximate
degree composes when either the inner function or the outer function is a recursive function.
More formally,

▶ Theorem 1. Let f : {0, 1}n → {0, 1} and g : {0, 1}m → {0, 1} be two Boolean functions
and d ≥ C log log n for a large enough constant C. Then,

d̃eg(f ◦ g) = Ω
(

d̃eg(f)d̃eg(g)
polylog(n)

)
,

if either of the following conditions hold:
1. f = hd, for any Boolean function h.
2. g = hd, for any Boolean function h with constant arity and not equal to AND or OR.

The following cases of Theorem 1 follows from prior works:
1. f or g equals hd for h ∈ {PARITY,¬PARITY} [39].
2. f = hd and h ∈ {AND,OR} [8].
Therefore, it remains to prove Theorem 1 when h /∈ {PARITY,¬PARITY,AND,OR}. A crucial
technical insight that makes the proof work is that when h /∈ {PARITY,¬PARITY,AND,OR}
then AND2 and OR2 are projections of h3. We can thus simulate MAJ using a small power
of h. Thereafter, Lemma 3 is used to conclude Theorem 1. We now work out the details.
We first state the main technical lemma we need for Theorem 1 and then complete the proof
of the theorem. Finally, we prove the technical lemma in Section 4.1.

▶ Lemma 21. Let h : {0, 1}t → {0, 1} (where t ≥ 2) be a Boolean function which depends on
all t variables and is not equal to PARITY/¬PARITY/OR/AND. The function AND2 (and
similarly OR2) can be obtained by setting all but two variables to constants in hk for k ≤ 3.

We now present the proof of Theorem 1 using Lemma 21.

Proof of Theorem 1. Let h : {0, 1}t → {0, 1} be any Boolean function such that h /∈
{PARITY,¬PARITY,AND,OR}. We know from Lemma 3 that d̃eg(f ◦ MAJk ◦ hd) =
Ω(d̃eg(f)d̃eg(hd)) where k = Θ(log n). Like in the proof of Theorem 2, we will simu-
late MAJk using hℓ for sufficiently large ℓ. From Lemma 21, it follows that (AND2 ◦ OR2)ℓ

is a projection of h6ℓ. Therefore, we obtain from Theorem 16 that MAJk is a projection of
hC log k for some constant C > 0. We thus have the following sequence of inequalities,
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d̃eg(f ◦ hd) ≥ d̃eg(f ◦ MAJk ◦ h(d−C log k))

= Ω(d̃eg(f)d̃eg(h(d−C log k)))

= Ω
(

d̃eg(f)d̃eg(hd)
tC log k

)

= Ω
(

d̃eg(f)d̃eg(hd)
polylog(n)

)
.

Note that the last equality above uses the fact that t is a constant. When hd is the outer
function then we don’t need t to be a constant, while the rest of the argument remains the
same to give

d̃eg(hd ◦ g) = Ω
(

d̃eg(hd)d̃eg(g)
polylog(n)

)
. ◀

This completes the proof of the main theorem. We now present a proof of Lemma 21.

4.1 Proof of the main technical lemma (Lemma 21)
We proceed by proving an intermediate result (Lemma 22) before going to the proof of
Lemma 21.

Suppose we are allowed to modify a Boolean function by two operations: negating some
of its variables, and restricting some of the variables to constant values. Lemma 22 proves
that almost every Boolean function can be modified to either an AND2 or an OR2 function.
A restriction of the variables amounts to looking at a smaller hypercube translated to a new
point, and negating a variable amounts to rotating the smaller hypercube. In other words,
we want to show that there is a shifted AND2 or OR2 in the Boolean hypercube of h (see
Figure 1 for an example).

This shifted AND2/OR2 in the Boolean hypercube of a Boolean function can be concretely
defined by the concept of a sensitive block. For a block of variables S ⊆ [n] and an input
x ∈ {0, 1}n, define x⊕S ∈ {0, 1}n to be the input which flips exactly the variables in S at
the input x. Given a Boolean function f : {0, 1}n → {0, 1}, a block S is called sensitive on
x iff f(x) ̸= f(x⊕S). A block S is called minimal sensitive for x at f , if no subset of S is
sensitive for x at f .

Notice that a shifted AND2/OR2 is a square with three vertices labelled 0 and one vertex
labelled 1 or vice versa. This gives us a minimal sensitive block on the vertex opposite to the
unique value. It can be easily verified that the converse is also true. So, we define a function
to have a shifted AND2/OR2 iff it has a minimal sensitive block of size 2.

We show below that almost all functions have a minimal sensitive block of size 2.

▶ Lemma 22. Let h : {0, 1}t → {0, 1} (where t ≥ 2) be a Boolean function which depends
on all t variables and is not equal to PARITY/¬PARITY. Then, there exists an x ∈ {0, 1}t

such that h has a minimal sensitive block of size 2 on x.

Proof. We will prove the result using induction on the variables. The statement can be
easily verified for t = 2.

Define g0 (and g1) to be the restrictions of h by setting xt = 0 (and xt = 1) respectively.
Let ey be the edge ((y, 0), (y, 1)) in the Boolean hypercube, and St := {ey : y ∈ {0, 1}t−1}.
Color an edge ey red if g0(y) = g1(y), and blue otherwise.
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Figure 1 A function on 3 bits with a shifted OR marked with red edges.

Notice that not all the edges in St can be red, otherwise h does not depend on xt. Suppose
all the edges in St are blue, i.e, g1 = ¬g0 (in other words, h = g0 ⊕ xt). Since h depends on
all variables, then g0 depends on all variables x1, x2, · · · , xt−1. If g0 is PARITY/¬PARITY,
then h is also PARITY/¬PARITY. Implying that g0 is dependent on all its variables and is
not PARITY/¬PARITY. By induction, there exists a minimal sensitive block of size 2 for g0
(and hence h).

For the rest of the proof, we can assume that there exists both a red and a blue edge
in St.

Let ex be red and ey be blue, this means that g0(x) = g1(x) but g0(y) ̸= g1(y). If x and
y were at Hamming distance 1, then vertices (x, 0), (x, 1), (y, 0) and (y, 1) will give us the
required minimal sensitive block of size 2.

If x, y are not at Hamming distance 1, look at any path from x to y in the t−1 dimensional
hypercube, say z0 = x, z1, z2, · · · , zl = y. The edge ez0 is red and ezl

is blue. Since the color
needs to switch at some point, there exist zi, zi+1 at Hamming distance 1 such that ezi

is
red and ezi+1 is blue. Again, the vertices (zi, 0), (zi, 1), (z1+1, 0) and (zi+1, 1) will give us the
required minimal sensitive block of size 2. ◀

We are prepared to prove Lemma 21 which shows: given a Boolean function h, AND2
(and OR2) can be obtained by restricting some of the variables to constants in a very small
power of h. Compared to Lemma 22, we need to remove negation and simulate both AND2
and OR2 and not just one of them.

We just show how to obtain AND2, the case for OR2 is similar. We handle the case of h
being monotone and non-monotone separately.

Monotone h

This case is simpler, and AND2 can be obtained as a restriction of h itself. Let a minimal
1-input be a x ∈ {0, 1}t such that setting any 1 bit of x to 0 changes the value of h. If there
is a minimal 1-input x of Hamming weight more than 2, we get a AND2 by choosing any two
indices which are 1 in x. The following claim finishes the proof for monotone functions.

▷ Claim 23. Let h : {0, 1}t → {0, 1} be a monotone Boolean function which depends on all
variables. If there is no minimal 1-input with Hamming weight more than 2, then h is the
OR function.
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Figure 2 An example for constructing AND2 using a non-monotone function. Let
h : {0, 1}3 → {0, 1} be 0 at x = 001 and 1 otherwise. Use the shifted OR2/minimal sensitive
block at 001 with indices {2, 3}.

Proof. By abusing the notation, let 0 denote the all 0 input. Since the function is monotone
but not constant, we know that h(0) = 0. Let S ⊆ [t] capture the indices such that the
corresponding Hamming weight 1-input has function value 0,

S = {i : h(0⊕i) = 0}.

For a y ∈ {0, 1}t, if the set of 1-indices are not a subset of S, then h(y) = 1 by monotonicity.
If the set of 1-indices are a subset of S, then h(y) = 0 because there is no minimal 1-input
with Hamming weight more than 2.

In other words, h is the OR function on the remaining [t] \ S variables. Since h depends
on all the t variables, h is the OR function. ◁

Non-monotone h

Since h is a non-monotone function, there exists an input a ∈ {0, 1}t and an index i ∈ [t]
such that h(a) = 1, ai = 0 and h(a⊕i) = 0. Restricting the variables according to a (except
the i-th bit) gives h1(xi) = ¬xi.

From Lemma 22, there exists a b ∈ {0, 1}t such that h has a minimal sensitive block of
size 2 on b (shifted AND2/OR2). The main idea of this proof is to use negation and this
shifted AND2/OR2 (Figure 2 gives an example).

For the formal proof, without loss of generality assume that the block have indices 1, 2
(that means h(b) = h(b⊕{1}) = h(b⊕{2}) ̸= h(b⊕{1,2})). We will finish the proof by considering
the two cases h(b) = 0 and h(b) = 1.
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h(b) = 0 (shifted AND2): Suppose b1 = 0 and b2 = 1 (other cases can be handled
similarly). Notice that AND2(x, y) = h(x,¬y, b3, · · · , bt), giving us AND2(x, y) =
h(x, h1(y), b3, · · · , bt).
h(b) = 1 (shifted OR2): Suppose b1 = 1 and b2 = 0 (other cases can be handled similarly).
Notice that OR2(x, y) = h(x,¬y, b3, · · · , bt); using De Morgan’s law,

AND2(x, y) = ¬OR2(¬x,¬y) = ¬h(¬x, y, b3, · · · , bt) = h1(h(h1(x), y, b3, · · · , bt))

Since h1 is also a restriction of h, the proof is complete.

5 Conclusion

Towards the main open problem of approximate degree composition, we have the following
immediate question in light of Lemma 3. Can we upper bound d̃eg(f ◦ MAJt ◦ g) in terms of
d̃eg(f ◦ g)? Precisely,

▶ Open question 24. Is d̃eg(f ◦ MAJt ◦ g) = Õ(d̃eg(f ◦ g)), where t = Θ(log n) and n is the
arity of the outer function f?

Observe that an affirmative solution to the above question solves the composition question
for approximate degree in positive. Another interesting question is to find other classes of
functions for which the analogue of Equation 1.2 holds.

▶ Open question 25. Find non-trivial classes of functions H such that d̃eg(f ◦ h ◦ g) =
Ω̃(d̃eg(f) · d̃eg(h) · d̃eg(g)) for all h ∈ H?

It has the following two useful implications. First, this gives composition for functions
h ∈ H. In particular, when one of the functions h (inner or outer) belongs to the class H
then d̃eg(f ◦ h ◦ g) = Ω̃(d̃eg(f) · d̃eg(h) · d̃eg(g)) along with Theorem 9 implies

d̃eg(h ◦ g) = Ω̃(d̃eg(h) · d̃eg(g)) and d̃eg(f ◦ h) = Ω̃(d̃eg(f) · d̃eg(h)).

Second, a function h ∈ H can be used as “hardness amplifier” functions.
Another very interesting question that may provide us insights to make progress towards

the main question of approximate degree composition is to prove that approximate degree
composes when the inner function is OR.

▶ Open question 26. Show that d̃eg(f ◦ OR) = Ω̃(d̃eg(f).d̃eg(OR)).
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Abstract
Assume we are given sample access to an unknown distribution D over a large domain [N ]. An
emerging line of work has demonstrated that many basic quantities relating to the distribution,
such as its distance from uniform and its Shannon entropy, despite being hard to approximate
through the samples only, can be efficiently and verifiably approximated through interaction with an
untrusted powerful prover, that knows the entire distribution [Herman and Rothblum, STOC 2022,
FOCS 2023]. Concretely, these works provide an efficient proof system for approximation of any
label-invariant distribution quantity (i.e. any function over the distribution that’s invariant to a
re-labeling of the domain [N ]).

In our main result, we present the first efficient public coin AM protocol, for any label-invariant
property. Our protocol achieves sample complexity and communication complexity of magnitude
Õ(N2/3), while the proof can be generated in quasi-linear Õ(N) time.

On top of that, we also give a public-coin protocol for efficiently verifying the distance a between
a samplable distribution D, and some explicitly given distribution Q.
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1 Introduction

Given sample access to a distribution, what can we learn about the distribution, and what is
the complexity of learning? These questions are central to computer science and statistics
and have guided a rich body of work with applications ranging many fields. An emerging
line of work asks the following question:

What is the complexity of verifying claims about a samplable distribution?

That is, suppose there exists a powerful yet untrusted prover that claims to have drawn
many samples from a distribution D, and concluded that it satisfies some condition, e.g. its
support is of size at most K, its Shannon entropy is h, etc. Can a verifier interacting with
the prover be convinced that the claim is (approximately) correct, while taking fewer samples
and running in less time than required to compute these measures directly from samples?

This question was raised by Chiesa and Gur [5], and recently Herman and Rothblum
[14] showed that a rich family of distribution properties, namely label-invariant distribution
properties - those distribution measures that remain unchanged after permuting the domain
(such as the distribution’s support size and Shannon entropy) - have (doubly) efficient
proof systems, that for natural problems, allow verification that is significantly faster than
computation from samples only. These protocols are private-coin protocols, in which the
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verifier can draw samples from D, toss random coins, and choose whether to send them to
the prover, or keep them hidden from it. Indeed, the protocols in [14] rely heavily on the
fact that the verifier hides its random coin-tosses in order to perform the verification. In
this work we explore public-coin protocols for verifying distribution properties, in which the
verifier reveals to the prover every coin it tosses immediately upon drawing it. We construct
efficient public-coin proof systems for label-invariant distribution properties, and more.

More concretely, we follow the definition of public-coin proof systems for distribution
properties from Chiesa and Gur [5], in which the verifier can only send random coin tosses
to the prover, and the samples they draw from D are independent from the transcript of the
protocol, and are drawn only after the communication phase.

Our work studies the power of public-coin proof systems in the context of verifying
properties of an unknown samplable distribution. We find this to be a foundational question:
indeed, the power of public-coin proof systems has been a central question since they were
first introduced [10, 2]. In the classical setting (verifying the membership of a fixed and
known input in a language), Goldwasser and Sipser [11] showed how to convert general
protocols into public-coin ones (albeit their transformation does not preserve the honest
prover’s running time [19, 1]). In our context, where the verifier only has sampling access to
the unknown distribution, no such general transformation is known. Chiesa and Gur showed
upper and lower bounds for public-coin interactive proofs for distribution properties. Beyond
the foundational importance of public-coin protocols, they are also important for removing
interaction using the Fiat-Shamir paradigm [7] and for transforming general protocol into
zero-knowledge ones [9, 4]

1.1 This Work: Public-coin Protocols for Label-Invariant Distribution
Properties

Our main result is a new public-coin protocol for label-invariant distribution properties. We
proceed to present this result, and put it into context with the private-coin setting of [14],
and the other public-coin distribution verification protocols of [5].

A distribution property P = (PN )N∈N is an ensemble such that PN is a set of distributions
over domain [N ]. We consider the distance of a distribution D over domain [N ] from the
property by the total variation of D from the closest distribution to it in PN . A distribution
property is said to be label-invariant if permuting the domain doesn’t change P . This family
of distribution properties contains many natural properties, such as the property of being
close to uniform over some subset of the domain, or having Shannon entropy roughly k.

▶ Theorem 1 (Main result: public-coin IPs for label-invariant properties, informal). For every
label-invariant distribution property P with a doubly-efficient approximate decision procedure,1

there exists a 2-message public-coin interactive protocol as follows. The prover and the verifier
both get as input an integer N and proximity parameters εc, εf ∈ [0, 1] where εc < εf , as
well as sampling access to an unknown distribution D over support [N ], and the following
properties hold:

1 See Definition 28. In a nutshell, these are label-invariant properties that can be efficiently decided from
the τ -approximate bucket-histogram of the distribution, i.e. by only knowing how many elements have
probability roughly (1+τ)j

N for all j, see Definition 5. [13] showed that this assumption is quite mild,
and many natural distribution properties admit such a procedure, the reader is referred to [13] for a
deeper exploration of this notion.
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Completeness: if D is εc-close to the property (its total variation distance from the closest
distribution in the property is at most εc), and the prover follows the protocol, then w.h.p.
the verifier accepts.
Soundness: if D is εf -far from the property (its total variation distance from every
distribution in the property is at least εf ), then w.h.p. no matter how the prover cheats,
the verifier rejects.
Doubly-efficient prover: Taking ρ = εf − εc, the honest prover’s runtime and sample
complexity are Õ(N) · poly(1/ρ).
Efficient verification: the communication complexity and the verifier’s sample complexity
and runtime are all Õ

(
N2/3) · poly(1/ρ).

Public-coin verification vs. testing of label-invariant distribution properties

Observe that the protocol above allows us to efficiently approximate the distance of D from
P , by running a binary search with different values for εc, εf . Raskhodnikova et al. [17], and
Valiant and Valiant [20] showed that approximating the distance between D and natural
label-invariant distribution properties, given only black-box sample access to the distribution,
requires Θ(N/ log N) samples. This includes approximating the distance from being uniform
over the entire domain, from having entropy k, and more. Thus, our result demonstrates
that public-coin verification can be more efficient than stand-alone computation with no
access to a prover for these natural distribution problems.

Comparison with the secret-coin setting of Herman and Rothblum [14]

Herman and Rothblum provided a secret-coin interactive proof for verifying membership
in any label-invariant distribution property (that admits an efficient approximate decision
procedure) with verifier sample complexity, runtime, communication complexity of magnitude
Õ
(√

N
)

, and only two messages. The first message in their protocol contains a tuple of
elements in [N ], where each element was sampled with probability 1

2 from the distribution
D, and with probability 1

2 was drawn uniformly from [N ]. Crucially for their argument,
the verifier doesn’t share with the prover which samples were drawn according to which
distribution, and later capitalizes on that fact to reject dishonest prover behavior.

In our public-coin protocol not only is the verifier required to share the random coin
tosses, it also cannot send samples from D as part of the communication. Thus, Theorem 4
achieves a similar result qualitatively to theirs, but using only public coins, at the cost of
more samples and communication.

Comparison with Chiesa and Gur [5]

Chiesa and Gur provided public-coin protocols for any property with communication c =
Õ(N), and verifier sample complexity s = O

(√
N
)

, by having the prover send an explicit
description of the distribution, and the verifier use an identity tester from the distribution
testing literature to check that the description matches the samplable distribution. Then, the
verifier accepts if D is both close to the explicit distribution provided, and if this description
is of a distribution inside the property. Moreover they also proved that for a distribution
property that requires Ω(t) samples to test, any public-coin proof system for this property
must satisfy s · c = Ω(t). As mentioned above, verifying the distance from uniformity or
approximating the entropy of a distribution requires Ω̃(N) samples, and so, every AM
protocol that verifies this property must also satisfy s · c = Ω̃(N). Our protocol for this
problem achieves c · s = Õ(N4/3), and the question of whether there exists a more efficient
public-coin proof system for this problem remains open.

APPROX/RANDOM 2024
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Obtaining approximate tags of elements in [N ]

The method through which our protocol allows the verifier to verify any label invariant
distribution property is by having the verifier uniformly draw elements from [N ], and verifiably
obtain an approximation of the probability of each element according to D, that is correct
on average (we call this a uniformly drawn approximate tagged sample). Formally, for some
accuracy parameter σ ∈ (0, 1), and a tuple (zi) ∈ [N ]s, we define:

▶ Definition 2 (σ-approximate tags for (zi) with respect to D). σ-approximate tags for (zi)
with respect to D is a tuple (πi)i∈[s] ∈ [0, 1]s that satisfies the following inequality:

1
s

∑
i∈[s]

(
1 − min

{
D(zi)

πi
,

πi

D(zi)

})
≤ σ (1)

In other words, on average, πi ∈ [1 ± σ] D(zi). A uniformly drawn approximate tagged
sample allows to approximate the probability histogram of a distribution, as explained in
the following sections. Note that in [13] and [14] the authors obtain an approximate tagged
sample drawn according to D, rather than from a uniformly drawn sample, and use it to
approximate the probability histogram of D. Thus, upon obtaining the probability histogram,
our approaches converge, and we follow these works to bridge the gap between obtaining a
probability histogram of a distribution and the estimation of distance from a label-invariant
property. Note that the main difficulty is obtaining the tagged sample, a task that without
communication would’ve required Ω̃(N) samples, and so, this paper will focus on this point.

Moreover, [13, 14] not only contain secret coins, but also rely on the fact that the verifier
can send samples from D to the prover. In this work, we allow the verifier to only send
random coins, not even samples from D. This choice is justified in Chiesa and Gur [5], and
allows our protocol to utilize properties of public-coin protocols over other objects with
different access models.

We also show that a uniformly drawn approximate tagged-sample can also be used to
verify distribution properties that are not label-invariant. Specifically, we also show that for
the well-studied problem of approximating the distance of D from an explicit distribution Q,
an approximate tagged uniform sample is sufficient:

▶ Theorem 3 (Tolerant Verification of Identity). Given an explicit description of distribution
Q over [N ], parameters 0 < εc < εf <, and sample access to distribution D over domain
[N ], there exists a 2-message public-coin protocol, with verifier sample complexity and
communication complexity Õ(N2/3) · poly( 1

εf −εc
) such that:

If ∆SD(D, Q) ≤ εc, the verifier accepts with high probability.
If ∆SD(D, Q) ≥ εf , the verifier rejects with high probability.

1.2 Further Related Works
Interactive proof systems were introduced in the seminal work of Goldwasser, Micali and
Rackoff [10] in the context of proving computational statements about an input that is fully
known to the prover and the verifier. In our work, the distribution can be thought of as the
input, but it is not fully known to the verifier, and is accessed implicitly through samples.
We aim for verification without examining the distribution in its entirety, using minimal
resources (samples, communication, runtime, etc.).

Our work builds on a line of work that studied the power of sublinear time verifiers,
who cannot read the entire input [6, 18, 12], on verifying properties of distributions using a
small number of samples [5, 13, 14], and the rich literature of distribution testing, of which
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most notably, we extensively use the ideas of Batu and Canonne in [3], as explained in the
technical overview. We also note that Herman and Rothblum [15] recently showed that a
very rich family of distribution properties, those that can be decided by a small circuit from
an explicit description of the distribution, can be doubly-efficiently verified with asecret-coin
protocol.

2 Technical Overview

As discussed in the introduction above, the protocol behind Theorem 1 is based on obtaining
verified Θ(ρ)-approximate tags with respect to D for a sample uniformly drawn from [N ]. In
this section, we describe the public-coin protocol for obtaining this object. We then detail
how this tagged sample can be leveraged to verify membership in label-invariant distribution
properties.

▶ Theorem 4 (Informal). There exists a 2-message public-coin interactive protocol between a
verifier and a (potentially malicious) prover, where the verifier receives as input parameters
σ ∈ (0, 0.1) and N ∈ N, as well as sample access to a distribution D over domain [N ].
The communication complexity, verifier sample complexity, and verifier runtime are all
s = Õ

(
N2/3) poly(σ−1), the honest prover with the same input as the verifier has sample

complexity and runtime Õ(N)poly(σ−1). At the end of the interaction, the verifier rejects or
outputs (Si) ∈ [N ]s that is drawn uniformly from [N ], and (πi) ∈ [0, 1]s such that:

If the prover is honest, for all i ∈ [s], πi = D(Si), and with probability at least 0.75, the
verifier doesn’t reject.
Whatever strategy a dishonest prover follows, with probability at most 0.25 over the
verifier’s coin tosses and samples, the verifier accepts and outputs (πi) such that doesn’t
satisfy Inequality (1).

We outline the protocol behind Theorem 4. We highlight that some details are swept under
the rug for sake of simplicity. In particular, we assume that D(x) ≤ 1

s for all x ∈ [N ]. After
we present the protocol under this assumption, we discuss how to remove this assumption.

The communication phase

The verifier draws an i.i.d. sample S = (Si) of size s = Õ
(
N2/3) · poly

(
σ−1) uniformly

from [N ], and sends the sample the prover. For each sample Si received, the prover replies
with πi such that πi = D(Si). Note that with high probability, due to the choice of s, there
doesn’t exist an element in x ∈ [N ] that was sampled more than 3 times,2 and in general,
the fraction of elements that were sampled twice or three times is very small with respect to
s. Therefore, for sake of simplicity, assume that S contains only unique elements.

Moreover, since we assumed D(x) ≤ 1
s for all x ∈ [N ], by choice of s, the sample S

contains with overwhelming probability many samples uniformly distributed inside Supp(D).

Verifing the prover’s message

The verifier divides the samples in S into buckets according to their alleged probability, where
inside each bucket all the samples are claimed to have roughly the same mass. Concretely,
for τ = O(σ3), and for every j, denote by BS

j ⊆ [s] the collection of indices in S that the

2 The probability that 4 samples collide is
∑

x∈[N ] D(x)4 = 1
N3 while there are only

(
s
4

)
= O(N8/3)

possible 4-tuples in the sample S.

APPROX/RANDOM 2024
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prover claimed have probability in the range
[

(1+τ)j

N , (1+τ)j+1

N

]
. The verifier then tests for

every such j that the average probability of the elements in BS
j is indeed roughly (1+τ)j

N , and
that D

∣∣
BS

j

is close to uniform:
Checking that the average mass is correct. The verifier draws a fresh sample T ,
and checks that the empirical mass of BS

j in T is roughly s ·
∣∣BS

j

∣∣ · (1+τ)j

N , and rejects
otherwise. Observe that for any distribution D, the true mass of BS

j is
∑

k∈BS
j

D(Sk).
And so, by choice of s, since the empirical mass of BS

j in T is strongly concentrated
around its mean, if the test passes, then with high probability:

s ·
∑

k∈BS
j

D(x) τ
≈ s ·

∣∣BS
j

∣∣ · (1 + τ)j

N

Where for α ∈ (0, 1) we use the notation a
α
≈ b to indicate that a ∈ (1 ± α)b. We conclude

that with high probability:

E
k

uni∼ BS
j

[D(Sk)]
O(τ)
≈ (1 + τ)j

N
(2)

Verifying that D
∣∣
BS

j

is close to uniform. The verifier draws another fresh D-sample
T ′ of size s, and counts how many 3-way collisions occur between elements in BS

j

and the two samples T, T ′, i.e. the number of 3-tuples (k, r, r′) ∈ [s]3 satisfy k ∈ BS
j ,

Sk = Tr = T ′
r′ . If this quantity is far from s2 ·

∣∣BS
j

∣∣ ·( (1+τ)j

N

)2
, the verifier rejects. Similar

to before, for any fixed pair of entries in T, T ′, (r, r′) ∈ [s]2, the true expected number of
k ∈ BS

j for which Sk = Tr = Tr′ is
∑

k∈BS
j

(D(Sk))2. The total expected number of such
3-tuples is s2 ·

∑
k∈BS

j
(D(Sk))2. This quantity is also strongly concentrated around its

mean by choice of s = Θ(N2/3)poly(σ−1). We conclude that if this test passed, then with
high probability:

s2 ·
∑

k∈BS
j

(D(Sk))2 O(τ)
≈ s2 ∣∣BS

j

∣∣ ·
(

(1 + τ)j

N

)2

And equivalently:

E
k

uni∼ BS
j

[
(D(Sk))2

] O(τ)
≈
(

(1 + τ)j

N

)2

(3)

We are thus left to argue that Equations (2) and (3) imply that D
∣∣
BS

j

is close to uniform.
Following Batu and Canonne [3], observe that:

Var
k

uni∼ BS
j

[D(Sk)] = E
k

uni∼ BS
j

[
(D(Sk))2

]
−
(
E

k
uni∼ BS

j

[D(Sk)]
)2

And so, assuming Equations (2) and (3) hold, we get that Var
k

uni∼ BS
j

[D(Sk)] =

O (τ) (E [D(x)])2. Using Chebychev’s Inequality:

Pr
k

uni∼ BS
j

(∣∣∣∣D(Sk) − E
k

uni∼ BS
j

[D(Sk)]
∣∣∣∣ ≥ O

(√
τ

σ

)
· E

k
uni∼ BS

j

[D(Sk)]
)

≤ O(σ) (4)
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From which we conclude all but σ-fraction of entries i ∈ BS
j satisfy:

πi

O(τ)
≈ (1 + τ)j

N

O(τ)
≈ E

k
uni∼ BS

j

[D(Sk)]
O(

√
τ/σ)

≈ D(Si)

Where the first inequality stems from the definition of Bs
j , the second from Equation (2),

and the last from Inequality (4). Plugging in τ = O(σ3), we get: πi

O(σ)
≈ D(Si).

We thus showed that if both verifier tests pass, then with high probability over the
randomness of the verifier, it holds that for every j, the tags over BS

j are σ-approximately
correct, from which Inequality (1) is inferred.

Assuming D contains no heavy elements

Observe that the probability of all elements with probability larger than 1/s can be well-
approximated through their empirical mass in a sample of size Θ̃(s) from D. Therefore, we
can think of a verifier that estimates without need of a prover the mass of all such elements.
This process is described in detail in [13], and we describe it shortly here. The reader is
referred to their work for further detail. After receiving the prover’s tags, the verifier performs
the following step: the verifier draws a fresh D-sample, denoted H, of size Õ(s)poly(σ−1)
from D. With high probability, by a coupon-collector argument, this set contains all elements
with probability at least 1

s (if any exist).
The verifier tests the mass of H be drawing a fresh sample and examining the empirical

mass of H in that new sample. If it is significant, i.e. Ω(σ), the verifier “learns” D
∣∣
H up to σ

distance by subsampling from this distribution and running a folklore distribution learner (see
Theorem 4). This requires Õ(s)poly(σ−1) samples from D, and thus doesn’t incur significant
overhead to the sample complexity of the protocol. Thus, the verifier obtains an explicit
description of the distribution PH, which is O(σ)-close to D

∣∣
H. Since H is a set of size at

most s, and the sample S was drawn drawn i.i.d. from [N ], with overwhelming probability
it holds that |S ∩ H| = O(N1/3) = o(s), and in order to verify the prover’s answer’s in the
protocol described above, the verifier can just “erase” every element in S that appeared in H,
and run the protocol presented above over just elements guaranteed with high probability to
be of probability at most 1/s, without affecting the correctness of the protocol. Thus, the
verifier obtains full tags for H, and tags for S \ H. Later, the verifier can “fill-in” the missing
parts in S to obtain a full tagged sample. If D is entirely supported over heavy elements,
then the protocol can be avoided all together by also checking the mass of H is larger than
1 − O(σ), and ignoring the prover’s message.

Verifying label-invariant distribution properties

In order to verify label-invariant distribution properties, it suffices to know the probability
histogram of the distribution, i.e., how many elements have probability p for every p ∈ [0, 1].
Herman and Rothblum [13] observed that for many natural properties an approximation of
this histogram is sufficient, and define the τ -bucket histogram as follows:

▶ Definition 5 (τ -bucket histogram of D). For any j ∈ {. . . , −1, 0, 1, . . . , log N
τ }, the j’th

bucket of D over domain [N ] is:

BD
j =

{
x :∈ Supp(D) : D(x) ∈

[
(1 + τ)j

N
,

(1 + τ)j+1

N

)}
The τ -bucket histogram of D is the tuple

(
(j, D(BD

j ))
)

j:BD
j

̸=ϕ
.
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In [13] the authors focus their attention on those label-invariant distribution properties for
which the information

(
(j, D(BD

j ))
)

j:BD
j

̸=ϕ
is sufficient in order to efficiently approximate

the distance (in total-variation) of D from the property. They say that such properties admit
an efficient approximate decision procedure, and show that many natural label-invariant
problems are of this type, including the property of having Shannon entropy roughly k, or
being close to uniform over some set of size M ≤ N .

In our protocol the verifier obtains a uniformly drawn tagged sample3. We argue that
this tagged sample allows the verifier to compute an approximation of the bucket histogram
of D: if our protocol didn’t end in rejection, then with high probability, the tags are roughly
correct. In other words, for every j, |BS

j |
s is the empirical mass of BD

j in the uniform sample

S. Since we expect there to be about |BD
j |

N -fraction of samples in S that landed in BD
j , we

conclude that:∣∣BS
j

∣∣
s

≈
∣∣BD

j

∣∣
N

And since D(BD
j ) ≈

∣∣BD
j

∣∣ · (1+τ)j

N , if we set pj =
(

|BS
j |

s · N

)
· (1+τ)j

N , then D(BD
j ) ≈ pj , and

we get with high probability, a τ -histogram which is O(σ) close to the true histogram of D

in the following sense: there exists a distribution D′ with histogram exactly ((j, pj)) that is
O(σ)-close to D in total variation distance. Thus, using the decision procedure, the verifier
decides whether ((j, pj)) is consistent with some distribution close to P , and thus, conclude
whether D is far from the property, or close to it.

3 Preliminaries

For an integer n ∈ N, we use [n] to denote the set {1, . . . , n}.

▶ Definition 6. The total variation distance (alt. statistical distance) between distributions
P and Q over a finite domain X is defined as:

∆SD(P, Q) = 1
2
∑
x∈X

|P (x) − Q(x)|

▶ Theorem 7 (Folklore distribution learner [8]). There exists an algorithm that given sample
access to a distribution P over the domain [N ], and an accuracy parameter α ∈ (0, 1), it
runs in time Õ(N/α2), takes O(N/α2) samples, and with probability at least 0.99 outputs a
full description of a distribution Papprox such that ∆SD(P, Papprox) ≤ α.

▶ Definition 8 (Distribution property). We say the P = (PN )N∈N is a distribution property
if PN ⊆ ∆N , where ∆N is the set of all distributions over domain [N ].

▶ Definition 9 (Distribution tester for property P). Let P be a distribution property. A tester
T of property P is a probabilistic oracle machine, that on input parameters N and ε, and
oracle access to a sampling device for a distribution D over a domain of size [N ], outputs a
binary verdict that satisfies the following two conditions:
1. If D ∈ PN , then Pr(T D(N, ε) = 1) ≥ 2/3.
2. If ∆SD(D, PN ) > ε, then Pr(T D(N, ε) = 0) ≥ 2/3.

3 Here we differ from [13] that obtain a D-sampled tagged sample, i.e. (zi) in their case was drawn from
D.
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In the context of this work, the relevant distance measure is statistical distance as defined
above. An extension of this definition, introduced by Parnas, Ron, and Rubinfeld [16] is the
following:

▶ Definition 10 ((εc, εf )-tolerant distribution property tester). For parameters εc, εf ∈ [0, 1]
such that εc < εf , a (εc, εf )-tolerant tester T of property Π is a probabilistic oracle machine,
that on inputs N, εc, εf and given oracle access to a sampling device for distribution D over
a domain of size N , outputs a binary verdict that satisfies the following two conditions:
1. If δ(D, ΠN ) ≤ εc, then Pr(T D(N, εc, εf ) = 1) ≥ 2/3.
2. If δ(D, ΠN ) ≥ εf , then Pr(T D(N, εc, εf ) = 0) ≥ 2/3.
Note that a tolerant distribution test is for some property Π is at least as hard as a standard
non-tolerant tester for the same property.

▶ Definition 11 (Proof system for tolerant distribution testing problems). A proof system for
a tolerant distribution testing problem P with parameters εc and εf is a two-party game,
between a verifier executing a probabilistic polynomial time strategy V , and a prover that
executes a strategy P . Given that both V and P have black-box sample access to distribution D

over the domain [N ], and are given N , the interaction should satisfy the following conditions:
Completeness: For every D over domain of size at most N , such that ∆SD(D, PN ) ≤ εc,
the verifier V , after interacting with the prover P , accepts with probability at least 2/3.
Soundness: For every D over domain of size at most N such that ∆SD(D, PN ) ≥ εf ,
and every cheating strategy P ∗, the verifier V , after interacting with the prover P ∗, rejects
with probability at least 2/3.

The complexity measures associated with the protocol are: the sample complexity of the verifier
as as the honest prover (strategy P), the communication complexity, the runtime of both
agents, and the round complexity (how many messages were exchanged).

▶ Definition 12 (Label invariant distribution property). A distribution property P is called
label invariant if for all N ∈ N, it holds that any permutation σ over N elements satisfies
that D ∈ PN if and only if σ(D) ∈ PN .

4 Public Coin Protocol for Verified Tagged Sample

Using the same approach as Herman and Rothblum [13], we provide an algorithm to obtain
a tagged sample assuming that the samplable distribution D satisfies that for every x ∈ [N ],
D(x) ≤ 1

s , where s = O
(

log N
ε5 · N2/3

)
. In Section 2 we discuss why we can assume this

without loss of generality.

▶ Theorem 13. There exists 2-message AM interactive protocol between an honest verifier and
a (potentially malicious) prover, where the verifier receives as input parameters σ ∈ (0, 0.1)
and 100 < N ∈ N, as well as sample access to a distribution D over domain [N ]. Set τ = σ3

8000 .
Assume D(x) ≤ 1

s for s = O
(

log N
ε5 · N2/3

)
. The communication complexity, verifier sample

complexity, and verifier runtime are all s. Given sample access to the distribution D, the
honest prover requires with high probability Õ (N) poly(σ−1) samples and runtime.

At the end of the interaction, the verifier rejects or outputs ((zi, πi))i∈[s] where (zi)i∈[s]
is a sample of size s drawn uniformly i.i.d. from [N ] and:

Completeness. If the prover is honest, then with probability at least 0.75, the verifier
doesn’t reject, and ((zi, πi))i∈[s′] satsifies 1

s

∑
i∈[s]:πi≥ σ

1000N

(
1 − min

{
πi

D(zi) , D(zi)
πi

})
=

O(τ), while 1
s

∑
i∈[s]:πi≤ σ

1000N
D(zi) ≤ σ

50N .
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Soundness. Whatever strategy a dishonest prover follows, with probability at most 0.25
over the verifier’s coin tosses and samples, they accept and ((zi, πi))i∈[s′] satisfies:

1
s

∑
i∈[s]:πi≥ σ

1000N

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})
≥ σ (5)

or

1
s

∑
i∈[s]:πi≤ σ

1000N

D(zi) ≥ σ

10N
(6)

Note that we use the convention that min
{

πi

D(zi) , D(zi)
πi

}
= 1 if πi = 0 and D(zi) ̸= 0, or

πi ̸= 0 and D(zi) = 0.

We show that Protocol 1 satisfies the conditions of Theorem 13.

Protocol 1 Public-Sample Tagged Sample Retrieval Protocol.

Input: parameters N ∈ N, σ ∈ (0, 1), as well as sample access to distribution D over domain [N ]
such that for all x ∈ [N ], D(x) ≤ 1

s
for s = O

( log N
ε5 N2/3).

1. V: draw s uniformly from [N ]. Denote the sample (Si)i∈[s]. Reject if there exists x ∈ [N ] such
that x appears more than log N times in S. Otherwise, send (Si) to P.

2. P: set τ = σ3

80000 . For every i ∈ [s], if D(Si) ≥ σ
100N

, send πi such that πi = D(Si), otherwise,
send πi = 0.

3. V: for every j set Sj =
{

i ∈ [s] : πi ∈
[

ejτ

N
, e(j+1)τ

N

)}
. Draw two fresh samples of size s

from D, T = (Ti)i∈[s] and T ′ = (T ′
i )i∈[s]. For every j such that

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N
and

ejτ

N
≥ σ

1000N
, set:

C̃pair
j =

∣∣{(k, r) ∈ [s]2 : k ∈ Sj , Sk = Tr

}∣∣
C̃triple

j =
∣∣{(k, r, r′) ∈ [s]3 : k ∈ Sj , Sk = Tr = T ′

r

}∣∣
Reject unless for all such j:∣∣∣∣C̃pair

j − s ·
∣∣Sj
∣∣ · ejτ

N

∣∣∣∣ ≤ 4τ · s ·
∣∣Sj
∣∣ · ejτ

N
(7)

And∣∣∣∣∣C̃triple
j − s2 ·

∣∣Sj
∣∣ ·
(

ejτ

N

)2
∣∣∣∣∣ ≤ 4τ · s2 ·

∣∣Sj
∣∣ ·
(

ejτ

N

)2

(8)

4. V: denote S−∞ = {i ∈ [s] : πi = 0}. Reject unless C̃pair
−∞ ≤ s ·

∣∣S−∞
∣∣ · σ

50N
.

5. V: Output ((Si, πi))i∈[s]
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4.1 Protocol 1 is Complete
We first show that Step 1 of Protocol 1 does not result in rejection.

▷ Claim 14. With probability at least 0.99 over the choice of S, there doesn’t exist an
element x ∈ [N ] that was sampled more than 3 times in S, and the verifier doesn’t reject
after Step 1 of Protocol 1.

Proof. Fix x ∈ [N ] and i1, i2, i3, i4 ∈ [s] such that for all k, k′ ∈ [log N ], ik ̸= ik′ . Note that:

Pr
S

(Si1 = Si2 = Si3 = Si4) =
(

1
N

)4

There are
(

s
4
)

possible choices for i1, i2, i3, i4 ∈ [s]. Therefore, the probability that there
exists some set of 4 indices whose respective samples equal x is at most:(

s

4

)
· 1

N4 ≤
( s

N

)4
≤ 1

N4/3

Taking the union bound over all possible x ∈ [N ] yields the desired result. ◁

Next, we argue that if the prover is honest, with high probability, the verifier collision
tests don’t result in rejection.

▷ Claim 15. Assuming the verifier didn’t reject after Step 1 and that the prover is honest,
then with probability at least 0.8 over the choice of T, T ′ the verifier doesn’t reject.

Proof. For every j such that ejτ

N ≥ σ
1000N and

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N by Propositions 30
and 31 and choice of s, it also holds that:

E
[
C̃pair

j

]
= s

(∑
i∈Sj

D(Si)
)

≥ s ·
∣∣Sj
∣∣ · ejτ

N
≥ 300 log2 N

τ3

E
[
C̃triple

j

]
≥ s2

∑
i∈Sj

(D(Si))2 = s2 ·
∣∣Sj
∣∣ ·
(

ejτ

N

)3

≥ 300 log2 N

τ3

And so, since there are at most 2 log N/τ buckets for which ejτ

N ≥ σ
1000N , we conclude from

Propositions 30 and 31 that with probability at least 0.8 over the choice of T, T ′ for all j as
described in statement it holds that:∣∣∣C̃triple

j − E
[
C̃triple

j

]∣∣∣ ≤ E
[
C̃triple

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃triple

j

] ≤ 4τs2 ∣∣Sj
∣∣ (ejτ

N

)2

And similarly:∣∣∣C̃pair
j − E

[
C̃pair

j

]∣∣∣ ≤ E
[
C̃pair

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃

pair]
j

] ≤ (eτ − 1) s
∣∣Sj
∣∣ ejτ

N
· τ ≤ 4τs

∣∣Sj
∣∣ ejτ

N

◁

▷ Claim 16. If the prover is honest, with high probability over T , the final verifier test
passes with high probability, and:

1
s

∑
i∈[s]:πi< σ

1000N

D(Si) ≤ σ

10N
(9)
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Proof. Since the prover is honest, E
[
C̃−∞

]
= s ·

∑
i∈S−∞ D(Si) ≤ s · |S−∞| · σ

1000N , and so,

by Markov’s Inequality, with probability at least 0.95, C̃−∞ ≤ s · |S−∞| · σ
50N , and the final

test passes. Moreover, Inequality (9) holds. ◁

▶ Remark 17 (Honest prover complexity). For sake of simplicity we assume the honest prover in
Protocol 1 knows D(Si) exactly. However, this is not necessary. A prover that approximates
this quantity for every sample up to sufficient accuracy using only Õ(N)poly(τ−1) samples
suffices. See Remark 4.14 in [14] for a detailed discussion.

4.2 Protocol 1 is Sound
Note that by Claim 14, regardless of the prover’s response, the verifier rejects after Step 1
with probability at most 0.01, and so, throughout this section, we assume that Step 1 passed,
and S doesn’t contain elements appearing more than 4 times, even when not stated explicitly.

First, we address the last verifier test:

▷ Claim 18. For every index j such that ejτ

N ≥ σ
1000N and

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N , with
probability at least 0.98 over the choice of T and T ′, either the verifier rejects, or it holds
that:

E
[
C̃pair

j

]
≥ 300 log2 N

τ3 (10)

and

E
[
C̃triple

j

]
≥ 300 log2 N

τ3 (11)

Proof. Fix some j0 such that
∣∣Sj0

∣∣ ≥ s· ετ
100 log N , ej0τ

N ≥ ε
100N , and also E

[
C̃triple

j0

]
< 300 log2 N

τ3 .
By Markov’s Inequality, with probability at least 0.99:

C̃triple
j0

≤ 100E
[
C̃triple

j0

]
≤ 30000 log2 N

τ3

However, the verifier rejects unless:

C̃triple
j0

≥ (1 − 4τ) s2 ∣∣Sj0
∣∣ (ej0τ

N

)2

≥ s3 · τε3

2 · 1003N3 log N
>

30000 log2 N

τ3

Where the last inequality is justified since s ≥ 300 log N
τ4/3ε

N2/3. We thus conclude that for
every j such that vj0 ≥ ετ

100 log N , ej0τ

N ≥ ε
100N , either E

[
C̃triple

j

]
≥ 300 log2 N

τ3 or the verifier

reject with probability at least 0.99. An analogous argument can be made w.r.t. to C̃pair
j .

Taking the union bound over both these events yields the required result. ◁

▷ Claim 19. With probability at least 0.8 over the choice of T and T ′, for every j such that∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N and ejτ

N ≥ σ
1000N , and for which Inequalities (10) and (11) hold, it

further holds that:∣∣∣∣∣C̃pair
j − s

∑
i∈Sj

D(Si)

∣∣∣∣∣ ≤ 4τ · s
∑
i∈Sj

D(Si) (12)

As well as:∣∣∣∣∣C̃triple
j − s2

∑
i∈Sj

(D(Si))2

∣∣∣∣∣ ≤ 4τ · s2
∑
i∈Sj

(D(Si))2 (13)
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Proof. By Propositions 30 and 31 it holds that with probability 0.8 over the choice of T and
T ′ for every j such that

∣∣Sj
∣∣ ≥ s · ε·τ

100 log N and ejτ

N ≥ ε
100N , the following holds:

∣∣∣C̃pair
j − E

[
C̃pair

j

]∣∣∣ ≤ E
[
C̃pair

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃pair

j

]
∣∣∣C̃triple

j − E
[
C̃triple

j

]∣∣∣ ≤ E
[
C̃triple

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃triple

j

]
Moreover, from the same propositions we know that:

E
[
C̃pair

j

]
= s

∑
i∈Sj

D(Si)

E
[
C̃triple

j

]
= s2

∑
i∈Sj

(D(Si))2

We thus conclude that for all the j as specified above:∣∣∣∣∣C̃pair
j − s

∑
i∈Sj

D(Si)

∣∣∣∣∣ ≤ E
[
C̃pair

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃pair

j

] ≤ τs
∑
i∈Sj

D(Si)

Where the last inequality above stems from the assumption that Inequality (11) holds.
Similarly:∣∣∣∣∣C̃triple

j − s2
∑
i∈Sj

(D(Si))2

∣∣∣∣∣ ≤ τs2
∑
i∈Sj

(D(Si))2 ◁

▷ Claim 20. Assuming the verifier didn’t reject, with probability at least 0.8 over the choice
of T and T ′, for every j such that

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N and ejτ

N ≥ σ
1000N , and for which

Inequalities (10) and (11) hold. It further holds that:

1
|Sj |

∑
i∈Sj

D(Si) ∈ ejτ

N
[1 − 10τ, 1 + 10τ ] (14)

1
|Sj |

∑
i∈Sj

(D(Si))2 ∈
(

ejτ

N

)2

[1 − 10τ, 1 + 10τ ] (15)

Proof. By Claim 19, with probability at least 0.8 over the choice of T and T ′, for every j

such that and
∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N and ejτ

N ≥ σ
1000N , and for which Inequalities (10) and

(11) hold, Inequalities (12) and (13) hold.
Furthermore, if the verifier didn’t reject, for all such j, Inequalities (7) and (8) holds as

well for all such j. Putting it all together, we get that:∣∣∣∣∣s ·
∣∣Sj
∣∣ · ejτ

N
− s

∑
i∈Sj

D(Si)

∣∣∣∣∣ ≤
∣∣∣∣s ·
∣∣Sj
∣∣ · ejτ

N
− C̃pair

j

∣∣∣∣+

∣∣∣∣∣C̃pair
j − s

∑
i∈Sj

D(Si)

∣∣∣∣∣ (16)

≤ 4τs ·
∣∣Sj
∣∣ · ejτ

N
+ 4τs

∑
i∈Sj

D(Si) (17)
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Rearranging Inequality (16):

s
∑
i∈Sj

D(Si) ∈ s ·
∣∣Sj
∣∣ · ejτ

N

[
1 − 4τ

1 + 4τ
,

1 + 4τ

1 − 4τ

]

Likewise:∣∣∣∣∣s2 ·
∣∣Sj
∣∣ (ejτ

N

)2

− s2
∑
i∈Sj

(D(Si))2

∣∣∣∣∣ ≤ +4τs2 ·
∣∣Sj
∣∣ (ejτ

N

)2

+ 4τs2
∑
i∈Sj

(D(Si))2 (18)

Similarly, for Inequality (18):

s2
∑
i∈Sj

(D(Si))2 ∈ s2 ·
∣∣Sj
∣∣ (ejτ

N

)2 [1 − 4τ

1 + 4τ
,

1 + 4τ

1 − 4τ

]

And through the relation 1−4τ
1+4τ ≥ 1 − 10τ and 1+4τ

1−4τ ≤ 1 + 10τ that holds for all τ > 0, we
get the desired result. ◁

▶ Definition 21. Define the distribution USj to be the uniform distribution over Sj.

▷ Claim 22. Assuming the verifier didn’t reject, with probability at least 0.8 over the choice
of T and T ′, for every j such that

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N and ejτ

N ≥ σ
1000N , and for which

Inequalities (10) and (11) hold. It further holds that:

Ei∼USj [D(Si)] ∈ ejτ

N
[1 − 10τ, 1 + 10τ ]

Vari∼USj [D(Si)] ≤ 60τ
(
Ei∼USj [D(Si)]

)2

Proof. With high probability, for all j as specified in the claim statement, by Claim 20:

Ei∼USj [D(Si)] =
∑
i∈Si

1
|Sj |

D(Si) ∈ ejτ

N
· [1 − 10τ, 1 + 10τ ]

Furthermore:

Ei∼USj

[
(D(Si))2

]
= 1

|Sj |
∑
i∈Sj

(D(Si))2 (19)

≤ (1 + 10τ)
(

ejτ

N

)2

(20)

≤ (1 + 10τ)
(
Ei∼USj [D(Si)]

)2 1
(1 − 10τ)2 (21)

≤ (1 + 40τ)
(
Ei∼USj [D(Si)]

)2 (22)

And so, we conclude that:

Vari∼USj [D(Si)] = Ei∼USj

[
(D(Si))2

]
−
(
Ei∼USj [D(Si)]

)2

≤ (1 + 40τ)
(
Ei∼USj [D(Si)]

)2 − (1 − 20τ)
(
Ei∼USj [D(Si)]

)2

≤ 60τ
(
Ei∼USj [D(Si)]

)2
◁
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▷ Claim 23. Assuming the verifier didn’t reject, with probability at least 0.8 over the choice
of T and T ′, for every j such that

∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N and ejτ

N ≥ σ
1000N , and for which

Inequalities (10) and (11) hold, it further holds that:

Ei∼USj

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≥ 1 − σ

50 (23)

Proof. By Claim 22, for every j as specificied in the claim statement, it holds that:

Ei∼USj [D(Si)] ∈ ejτ

N
[1 − 10τ, 1 + 10τ ]

Vari∼USj [D(Si)] ≤ 60τ
(
Ei∼USj [D(Si)]

)2

Therefore, through Chebychev’s Inequality:

Pr
i∼U

Sj

(
|D(Si) − E [D(Si)]| ≥

√
6000τ

σ
· E [D(Si)]

)
≤

60τ
(
Ei∼U

Sj [D(Si)]
)2(

Ei∼U
Sj [D(Si)]

)2 · 6000τ/σ
≤ σ

100

Observe that with probability at least 1 − σ
100 over the choice of i ∼ USj it holds that:

|D(Si) − πi| ≤ |D(Si) − E [D(Si)]| +
∣∣∣∣E [D(Si)] − ejτ

N

∣∣∣∣+
∣∣∣∣ejτ

N
− πi

∣∣∣∣
≤
√

6000τ

σ
· E [D(Si)] +

∣∣∣∣E [D(Si)] − ejτ

N

∣∣∣∣+ (eτ − 1) · ejτ

N

≤
√

6000τ

σ
· ejτ

N
(1 + 10τ) + 12τ · ejτ

N

≤

(
2
√

6000τ

σ
+ 12τ

)
ejτ

N

≤ eτ

(
2
√

6000τ

σ
+ 12τ

)
πi

≤

(
3
√

6000τ

σ
+ 12τ

)
πi

Where the second to last inequality stems from the fact that by definition for all i ∈ Sj ,
πi ∈

[
ejτ

N , e(j+1)τ

N

]
. We conclude that for all such i it holds that:

D(Si)
πi

∈

[
1 − 3

√
6000τ

σ
− 12τ, 1 + 3

√
6000τ

σ
+ 12τ

]

By choice of τ , this implies that with probability at least 1 − 1
100σ over the choice of i ∼ USj ,

it holds that:
D(Si)

πi
∈
[
1 − σ

100 , 1 + σ

100

]
Next, since for all i by definition min

{
D(Si)

πi
, πi

D(Si)

}
≤ 1, we get that for all j as specified in

the claim statment, with probability at least 0.8 over the choice of T and T ′ if the verifier
didn’t reject, it holds that:

Ei∼USj

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≥ σ

100 +
(

1 − σ

100

)(
1 − σ

100

)
≥ 1 − σ

50 ◁
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▷ Claim 24. Assume the prover’s tags satisfy the following inequality:

1
s

∑
i∈[s]:πi≥ σ

1000N

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})
≥ σ (24)

Then, there exists some j0 such that
∣∣Sj0

∣∣ ≥ s · e−j0τ · ε·τ
100 log N and ej0τ

N ≥ ε
100N , and:

Ei∼U
Sj0

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≤ 1 − 0.7σ (25)

Proof. We decompose the sum in Inequality (5) according to alleged buckets as follows:

σ ≤ 1
s

∑
i∈[s]:πi≥ σ

1000N

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})

= 1
s

∑
j:|Sj |̸=ϕ

∑
i∈Sj

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})

=
∑

j:|Sj |̸=ϕ

∣∣Sj
∣∣

s
· 1

|Sj |
∑
i∈Sj

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})

=
∑

j:|Sj |̸=ϕ

∣∣Sj
∣∣

s
· Ei∼USj

[
1 − min

{
D(Si)

πi
,

πi

D(Si)

}]

Define J =
{

j :
∣∣Sj
∣∣ ≥ e−jτ · s · ε·τ

100 log N , ejτ

N ≥ σ
1000N

}
, and denote

∑
j /∈J

|Sj|
s = α. Define

next Jc =
{

j : 0 <
∣∣Sj
∣∣ < e−jτ · s · ε·τ

100 log N , ejτ

N ≥ σ
1000N

}
. Observe that:

∑
j∈Jc

∣∣Sj
∣∣

s
≤ 1

s

∑
j∈Jc

1

e−jτ · s · ε · τ

100 log N
≤
∑
j∈Jc

1

100
σ

· ε · τ

100 log N
≤ σ

20

Then:∑
j∈J

∣∣Sj
∣∣

s
· Ei∼USj

[
1 − min

{
D(Si)

πi
,

πi

D(Si)

}]
≥ 0.7σ

Consider thus the distribution B that assigns to every j ∈ J the probability
∣∣∣ Sj

s·(1−α)

∣∣∣, and 0
otherwise. Then:

Ej∼B

[
Ei∼USj

[
1 − min

{
D(Si)

πi
,

πi

D(Si)

}]]
≥ σ − σ

20 ≥ 0.9σ

And so it must hold that there exists some j0 ∈ J such that:

Ei∼U
Sj0

[
1 − min

{
D(Si)

πi
,

πi

D(Si)

}]
≥ 0.9σ

Finally, this implies that for j0:

Ei∼U
Sj0

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≤ 1 − 0.9σ ◁
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▷ Claim 25. With high probability over the choice of S, T, T ′, if Inequality (5) holds, then,
with high probability, the verifier rejects.

Proof. Assume the prover’s response (πi)i∈[s] satisfies Inequality (24). Then, by Claim 24, it
holds that there exists some j0 such that

∣∣Sj0
∣∣ ≥ s · ε·τ

100 log N and ej0τ

N ≥ ε
100N , and for which:

Ei∼U
Sj0

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≤ 1 − 0.9σ (26)

Next, by Claim 18, with probability at least 0.98 over the choice of T, T ′, Inequalities (10)
and (13) hold for j0. Then, assuming the verifier didn’t reject, by Claim 23 it holds that
with probability at least 0.8 over the choice of T, T ′ that:

Ei∼U
Sj0

[
min

{
D(Si)

πi
,

πi

D(Si)

}]
≥ 1 − σ

50 (27)

Note that Inequality (26) and Inequality (27) contradict one another, from which we conclude
that if the prover’s response satisfies Inequality (24), then with probability at least 0.75 over
the choice of S, T, T ′, the verifier should reject. ◁

Finally, concerning the final verifier test:

▷ Claim 26. If the prover’s answer didn’t result with the verifier rejecting the test in Step 4
of Protocol 1, then with probability at most 0.01, Inequality (6) holds.

Proof. By Proposition 30 E
[
C̃−∞

]
= s

∑
i:πi< σ

1000N
D(x). Thus, assuming that Inequality

(6) holds, every entry in T has probability at least
∑

i∈[s]:πi< σ
1000N

D(x) ≥ s · σ
10N of landing

on S−∞, and by Hoeffdings Inequality, this will yield:

C̃−∞ ∈ (1 + 1√
s

)s2 · σ

10N
> s ·

∣∣S−∣∣ · σ

50N

And the verifier rejects with high probability. ◁

4.3 From verified uniform tagged sample to property verification
▶ Lemma 27. For every two distributions D, Q over domain [N ], and parameter σ ∈ (0, 1).
Let (zi)i∈[s] be a sample of size s = Õ(N2/3)poly(σ−1) drawn uniformly from [N ]. There
exists an algorithm that runs in time O(s) and outputs δ ∈ [0, 1], such that |δ − ∆SD(Q, D)| =
O
(

σ + 1√
s

)
, given the following input:

The sample (zi)i∈[s].
(πi)i ∈ [0, 1]s, that satisfy the following two inequalities:

1
s

∑
i∈[s]:πi≥ σ

1000N

(
1 − min

{
πi

D(zi)
,

D(zi)
πi

})
≤ σ (28)

1
s

∑
i∈[s]:πi≤ σ

1000N

D(zi) ≤ σ

10N
(29)

Q(zi), for all i ∈ [s].
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Proof. Consider the following algorithm: for every i ∈ [S], set θ′
zi

= |πi−Q(zi)|
2 , and output

δ = 1
s

∑
i∈[s] θ′

zi
. We show that this algorithm satisfies the conditions of the lemma.

For every x ∈ [N ] define θx = |D(x)−Q(x)|
2 . Observe that by definition, ∆SD(D, Q) =

Ex∼U[N] [θx]. Since the sample (zi) was drawn i.i.d., the collection (θx) is independent. By
Hoeffding’s Inequality:

Pr
S

∣∣∣∣∣∣1s
∑
i∈[s]

θzi − ∆SD(D, Q)

∣∣∣∣∣∣ >
2√
s

 ≤ 2e−8 < 0.01

And so, with probability at least 0.99 over the choice of (zi):∣∣∣∣∣∣1s
∑
i∈[s]

θzi
− ∆SD(D, Q)

∣∣∣∣∣∣ ≤ 2√
s

(30)

By assumption over (πi) and the Triangle Inequality:∣∣∣∣∣∣1s
∑
i∈[s]

θzi
− 1

s

∑
i∈[s]

θ′
zi

∣∣∣∣∣∣ ≤ 1
s

∣∣∣∣∣∣
∑
i∈[s]

(
|D(zi) − Q(zi)|

2 − |πi − Q(zi)|
2

)∣∣∣∣∣∣ (31)

≤ 1
2s

∑
i∈[s]

|(|D(zi) − Q(zi)| − |πi − Q(zi)|)| (32)

≤ 1
2s

∑
i∈[s]

|(D(zi) − Q(zi)) − (πi − Q(zi))| (33)

= 1
2s

∑
i∈[s]

|D(zi) − πi| (34)

For every i such that D(zi) ̸= 0, it holds that save for at most σ-fraction of i ∈ [s], πi ∈
(1 ± O(σ)) D(zi), and for every i such that D(zi) ̸= 0, it must hold that 1

s

∑
i∈[s]:D(zi)=0 πi ≤

σ. And so:
1
2s

∑
i∈[s]

|D(zi) − πi| ≤ 1
2s

∑
i∈[s]:D(zi) ̸=0

D(zi)
∣∣∣∣1 − πi

D(zi)

∣∣∣∣+ 1
2s

∑
i∈[s]:D(zi)=0

πi (35)

≤ 1
2

1
s

∑
i∈[s]:D(zi)

O(σ)
≈ πi

D(zi)
∣∣∣∣1 − πi

D(zi)

∣∣∣∣+ 1
s

∑
i∈[s]:D(zi)

O(σ)
̸≈ πi

D(zi)
∣∣∣∣1 − πi

D(zi)

∣∣∣∣+ σ


(36)

≤ 1
2 (O(σ) + O(σ) + σ) (37)

= O(σ) (38)

We thus conclude that with high probability over (zi), the algorithm yields δ such that:
|δ − ∆SD(D, Q)| = O(σ + 1√

s
) ◀

An immediate corollary of this lemma is Theorem 3. We note here that this method can
also be leveraged to achieve an efficient protocol for identity testing from an approximate
tagged sample drawn according to D, and so, can be also implemented on the output of [14]
without incurring further overhead.

We now address the question of verification of label-invariant distribution problems. First,
we recall the following definition:
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▶ Definition 28 (Efficient approximate decision procedure, [13]). A distribution property P
has a µ-efficient approximate decision procedure if there exists a polynomial-time procedure
A as follows. A gets as input the domain size N , a distance parameter σ ∈ (0, 1), and a
histogram (mj)j satisfying

∑
j

∣∣∣mj − Q(BQ
j )
∣∣∣ ≤ µ. For every integer N , every distribution

D over [N ] and every σ > 0:
If Q is in P, then A accepts the (mj)j.
A rejects every (mj)j histogram that is consistent with a distribution that is not σ-close
to P.

▶ Corollary 29. Let P be a label-invariant distribution property, 0 ≤ εc < εf ≤ 1 distance
parameters, and assume P admits an efficient τ -approximate decision procedure, where
τ = O (εf − εc)3. Given sample access to distribution D over domain [N ], there exists a
2-message public-coin protocol with verifier sample complexity and communication complexity
Õ(N2/3) · poly(τ−1), such that:

Completeness. If ∆SD(D, P) ≤ εc, the verifier accepts with high probability.
Soundness. If ∆SD(D, P) ≥ εf , the verifier rejects with high probability.

We outline how to obtain a protocol for every label-invariant distribution property
admitting an efficient decision procedure from a uniform verified tagged sample. Generally,
we follow [13]. The reader is referred to their work for further detail on efficient decision
procedures, as well as examples for such procedures for natural label-invariant properties,
such as those relating to Shannon entropy, support size, and distance from uniformity. We
note that the main obstacle in the protocol behind the above corollary, addressed by this
paper in a novel way, is obtaining a good approximation of the probability according to D

of randomly chosen elements in the domain. Recall that without communication, this task
requires Õ(N) samples and runtime from the verifier.

We provide an outline the protocol behind Corollary 29. The verifier and the prover run
Protocol 1 over distribution D with distance parameter σ = εf −εc

3 , and with the following
addition: the prover also sends, alongside (πi)i∈[s], the tags (qi)i∈[s], such that for all i ∈ [s],
qi = Q(i), for some distribution Q ∈ P . The verifier performs the following checks:
1. The verifier runs the tests outlined in Protocol 1 with respect to (πi), and rejects w.h.p.

if prover tags satisfy Inequalities (5) or (6).
2. The verifier uses (qi) to compute the bucket histogram of distribution Q. The size of

every bucket of significant mass j of Q can be approximated to high accuracy from a
uniform tagged sample (qi). Then, the mass of each bucket can be approximated by the
product of the size and ejτ

N . Note that this process yields a probability histogram for Q

that is accurate with high probability up to τ multiplicative factor. Then, the verifier
runs the τ -approximate decision procedure with distance parameter σ, to check that
indeed Q ∈ PN , and reject if it’s far.

3. If non of the above tests failed, the verifier estimates the distance between Q and D using
(πi) and (qi) as outlined in Lemma 27, and rejects unless estimate smaller than εc + O(τ).

If the all tests passed, then with high probability it holds that Q is τ -close to P, and that
∆SD(Q, D) ≤ εc + O(τ), and the conditions of Corollary 29 hold. If D is εf far from the
property, and the tags (qi) produce a histogram consistent with a histogram of a distribution
that passes the efficient decision procedure, then by assumption, it holds that there exists
some Q ∈ P that is εf − τ far from D, and so the distance test will fail. We omit further
detail, as the process of verifying membership in distribution property from approximate
histogram is outlined in [13].
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A Collision Tests Analysis

A.1 Twoway Collisions

▶ Proposition 30. Assume that for every x ∈ [N ], D(x) ≤ 1
s . For every sample S such that

for every i ∈ [s], the element Si appears at most log N times in S, with probability at least
1 − τ

100 log N over the choice of the sample T , it holds that:

E
[
C̃pair

j

]
= s

∑
i∈Sj

D(Si)

As well as:

∣∣∣C̃pair
j − E

[
C̃pair

j

]∣∣∣ ≤ E
[
C̃pair

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃pair

j

]
Proof. The reader is referred to the Appendix of Herman and Rothblum [14] for a detailed
proof of this claim. In a nutshell, For every k, r ∈ [s] denote by Ck,r the indicator of the
event {Sk = Tr}. Observe that C̃pair

j =
∑

k∈Sj

∑
r∈[s] Ck,r, and that ET [Ck,r] = D(Sk). By

the linearity of expectation:

E
[
C̃pair

j

]
=
∑

k∈Sj

∑
r∈[s]

E [Ck,r] =
∑

k∈Sj

∑
r,r′∈[s]

D(Sk) = s
∑

k∈Sj

D(Sk) (39)

In order to prove concentration we show that VarT

[
C̃pair

j

]
is small. Herman and Rothblum

[14] show that the variance can be bounded by log NE
[
C̃j

]
And so, the desired result is

thus achieved through Chebychevs’ Inequality. ◀
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A.2 Threeway Collisions
▶ Proposition 31. Assume that for every x ∈ [N ], D(x) ≤ 1

s . For every sample S = (Si)i∈[s]
such that for every i ∈ [s], the element Si appears in at most log N locations in S, with
probability at least 1 − τ

100 log N over the choice of the samples T, T ′, it holds that for any set
of bucket indices J of size at most 2 log N

τ , for every j ∈ J :

E
[
C̃triple

j

]
= s2

∑
i∈Sj

(D(x))2

As well as:∣∣∣C̃triple
j − E

[
C̃triple

j

]∣∣∣ ≤ E
[
C̃triple

j

]
·

√√√√ 300 log2 N

τ · E
[
C̃triple

j

]
Proof. For every k, r, r′ ∈ [s] denote by Ck,r,r′ the indicator of the event {Sk = Tr = T ′

r′}.
Observe that C̃triple

j =
∑

k∈Sj

∑
r,r′∈[s] Ck,r,r′ , and that ET,T ′ [Ck,r,r′ ] = (D(Sk))2. By the

linearity of expectation:

E
[
C̃triple

j

]
=
∑

k∈Sj

∑
r,r′∈[s]

ET,T ′ [Ck,r,r′ ] =
∑

k∈Sj

∑
r,r′∈[s]

(D(Sk))2 = s2
∑

k∈Sj

(D(Sk))2 (40)

Next, we show that for every j ∈ J the random variable C̃triple
j is well concentrated

around its mean. In order to do so, we bound the variance of C̃triple
j . Note that:

Var
[
C̃triple

j

]
=

∑
(k0,r0,r′

0)∈[s]3

(k1,r1,r′
1)∈[s]3

Cov
[
Ck0,r0,r′

0
, Ck1,r1,r′

1

]

And so, in order to bound the variance, consider the following case analysis for the pair
((k0, r0, r′

0), (k1, r1, r′
1)):

Type I. Sk0 ̸= Sk1 , then: either r0 ̸= r1 and r′
0 ̸= r′

1 in which case
Cov

[
Ck0,r0,r′

0
, Ck1,r1,r′

1

]
= 0 as the variables are independent; or r0 = r1 or r′

0 = r′
1, in

which case since Sk0 ̸= Sk′
1
, it cannot be that Ck0,r0,r′

0
= 1 and Ck1,r1,r′

1
= 1 simultan-

eously, which means that Cov
[
Ck0,r0,r′

0
, Ck1,r1,r′

1

]
< 0.

Type II. Sk0 = Sk1 and (r0, r′
0) = (r1, r′

1), then Cov
[
Ck0,r0,r′

0
, Ck1,r1,r′

1

]
=

V ar
[
Ck0,r0,r′

0

]
≤ E

[
Ck0,r0,r′

0

]
.

Type III.:
Type IIIa. Sk0 = Sk1 and r0 = r1 = r, however r′

0 ̸= r′
1, then:

Cov
[
Ck0,r,r′

0
, Ck1,r,r′

1

]
≤ E

[
Ck0,r,r′

0
· Ck1,r,r′

1

]
= (D(Sk0))3

Type IIIb. Sk0 = Sk1 and r′
0 = r′

1 = r′, however r0 ̸= r1, then:

Cov
[
Ck0,r,r′

0
, Ck1,r,r′

1

]
≤ E [Ck0,r0,r′ · Ck1,r1,r′ ] = (D(Sk0))3

Since all pairs of indicators of Type I do not contribute to the variance, we are left to quantify
how many pairs of indicators are there of Type II and Type III. Fix k0 ∈ [s], and denote
Ak0 = {i ∈ [s] : Si = Sk0}.

Type II. By assumption over S, |Ak0 | ≤ log N , and so, there are at most log N options
for k1. Then, there are s2 ways to pick (r, r′). Therefore, k0 participates in at most
s2 · log N pairs of Type II.
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Type III. This type is divided into two symmetric sub-types. As above, for a fixed k0,
there are at most log N possible values for k1. Then, there are s3 ways to pick r, r′

0, r′
1.

Therefore, k0 participates in at most 2 · s3 · log N pairs of Type IIIa. Type IIIb is the
symmetric where both triplets agree on r′, but have two different values r0 and r1.

First, we calculate the contribution of all the Type II pairs to the variance:∑
(k0,r,r′)∈[s]3

∑
k1∈Ak0

Cov [Ck0,r,r′ , Ck1,r,r′ ] ≤
∑

(k0,r,r′)∈[s]3

∑
k1∈Ak0

E [Ck0,r,r′ ] (41)

≤ log N
∑

(k0,r,r′)∈[s]3

E [Ck0,r,r′ ] (42)

= log N · E
[
C̃triple

j

]
(43)

As for the Type IIIa pairs:∑
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1)∈[s]4

∑
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0
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1

]
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∑
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∑
k1∈Ak0

(D(Sk0))3 (44)

≤ log N
∑
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(D(Sk0))3 (45)

≤ s · log N
∑

(k0,r,r′
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(D(Sk0))3 (46)

= log N · E
[
C̃triple

j

]
(47)

Similarly, all Type IIIb contribute at most log N ·E
[
C̃triple

j

]
to the variance as well. We thus

conclude that:

Var
[
C̃triple

j

]
≤ 3 log N · E

[
C̃triple

j

]
Therefore, using Chebichev’s Inequality:

Pr
T,T ′

∣∣∣C̃triple
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[
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√
300 log2 N
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· E
[
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3 log N · E

[
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]
300 log2 N

τ · E
[
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≤ τ

100 log N
(49)

Taking union bound over all j ∈ J yields the desired result. ◀
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has not focused on settings where the amount of data is so large that we are not even able to
compute the exact answer in the non-private setting (such as in the streaming setting, sublinear-time
setting, etc.). This can often make the use of differential privacy unfeasible in practice.
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is sufficiently concentrated around 0 (e.g. E[|R|] is bounded) and that the function being approximated
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an accuracy parameter, we can generally speaking get an algorithm with the same accuracy and
complexity T (n, Θ(ϵρ)) that is ϵ-differentially private.
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1 Introduction

With the increase in the amount of available data, the problem of analyzing it in a privacy-
preserving manner has become a central problem in computer science. One commonly used
tool for this task is differential privacy, which is a well-established notion of privacy that
is commonly used in data analysis and machine learning. However, with some notable
exceptions, the literature on differential privacy has focused on the setting where the amount
of data is small enough that we would be able to practically solve a given problem exactly
in the non-private setting. However, in practice, this assumption is often not realistic –
this is after all the reason for the existence of (among others) streaming and sublinear-time
algorithms.

Our goal is thus to get very efficient (sublinear) algorithms that at the same time guarantee
differential privacy. In the streaming or sublinear-time setting, the error coming from the
algorithm not being exact will generally speaking be much bigger than the amount of noise
that the given problem necessitates for ensuring differential privacy. The main objective
in this setting is thus not to simply minimize the amount of noise we add, but rather to
achieve a given level of accuracy while minimizing the complexity (e.g. space, time, or query
complexity) of the algorithm. Of course, some amount of noise inherently has to be added to
achieve privacy, but this is usually so small, that one would need linear complexity to get
such a level of accuracy even without privacy. In the sublinear regime, we thus usually do
not have to worry whether a given level of accuracy is achievable and we instead focus as our
central objective on the complexity needed to achieve it.

One of the main difficulties in making sublinear algorithms private is that most sublinear-
time and streaming algorithms are randomized and give only probabilistic guarantees on
the quality of the output. This makes adding noise based on global sensitivity1 – which is
commonly used to get differentially private algorithms – unsuitable for this situation, as
in the worst case the global sensitivity of the approximation algorithm2 can be very large
even if the global sensitivity of the function being approximated is small. In this paper, we
propose a way to get around this issue by showing additive noise mechanisms that only need
that (1) the function being approximated has low global sensitivity and (2) the answer of
the algorithm is sufficiently concentrated around the true value.

We give two main results. The first one states that if the error has subexponential tails3,
adding the Laplace distribution suffices to achieve pure differential privacy – this can be seen
as a generalization of the standard Laplace mechanism. The second result shows a similar
result for a different distribution, and it only assumes bounded mean deviation (or higher
moments) of the error instead of being subexponential. While the first result has much
stronger assumption about the error distribution, it is also stronger in that it also works for
multiple adaptive queries that are not answered independently. This is useful for example for
streaming algorithms, where multiple queries can be answered using a single sketch and are
thus not answered independently. Note that the standard composition theorem would allow
us to perform multiple queries only if they were answered independently.

We use our results to give new differentially private algorithms for various problems:
for maximum matching under node-level privacy, frequency moments, counting connected
components under edge-level privacy, and rank queries. We also show how a common

1 Global sensitivity of a function g with respect to a relation ∼ is defined as supx∼x′ |g(x) − g(x′)|.
2 Here, we see the approximation algorithm as a deterministic function of the input and a string of random

bits.
3 A distribution is subexpoential if its tails are dominated by the tail of an exponential distribution.
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technique for designing relative-approximation sublinear-time algorithms – advice removal by
geometric search – can be made differentially private. This implies an edge-differentially-
private algorithm for estimating the average degree of a graph, improving upon the state of
the art [5], but we think it could also be useful for many other problems. Our algorithm
for maximum matching also answers an open problem from [5]. For the other mentioned
problems, we give the most efficient differentially private algorithm known.

Notably, a concurrent work [7] gave a similar result. In the context of global sensitivity,
their result makes weaker assumptions and results in algorithms that are less efficient since
they rely on postprocessing to turn approximate differential privacy into pure differential
privacy. We discuss this in detail in Section 1.3.

1.1 Our results

We now informally state our main technical results and then we state the results for specific
results that we obtained using the technical results. We also show how to use our technical
results to give algorithms for specific problems in Section 1.2. We start with a result for
algorithms with subexponential error tails, which appears in Section 3:

▶ Theorem 9, simplified version. Assume we have an algorithm A(D) for D being a dataset.
Assume there exists a function g with global sensitivity ≤ ∆1 w.r.t. D such that A(D) − g(D)
has subexponential diameter4 ≤ ∆2, i.e. P[|A(D) − g(D)| ≥ t] ≤ 2e−t/∆2 for t ≥ 0. Then
releasing A(D) + Laplace

(
O
(
(∆1 + ∆2)/ϵ

))
is ϵ-differentially private for ϵ ≤ O(1).

Moreover, with noise Laplace
(
O
(
k(∆1 + ∆2)/ϵ

))
, this also holds if we make k such

releases with different algorithms A1, · · · , Ak chosen adaptively that are executed with the
same randomness.

Note that this generalizes the claim that the Laplace mechanism with noise magnitude
proportional to the global sensitivity gives differential privacy (this can be seen by setting
A(D) = g(D)). Note also that in the second half, the algorithms use the same randomness,
and we thus cannot get this part of the result by standard composition.

We then prove in Section 4 that in the case of a single query, it is sufficient to assume a
bound on some deviation moments (multiple independently answered queries can be handled
using the standard composition theorem).

▶ Theorem 13, simplified version. Let us have an algorithm A such that there exists a
function g with global sensitivity ≤ ∆ and such that E[|A(D) − g(D)|3] ≤ ∆3 for any dataset
D. Then for ϵ ≤ O(1) there exists a random variable Y with E[|Y |] ≤ O(∆/ϵ), such that
A(·) + Y is ϵ-differentially private.

We now state results which, as we show in Section 5, follow from the above technical
results. For all the following results, our algorithm is the most efficient known, except for
the streaming algorithm for rank queries, which is incomparable with the algorithm from
[19]. With the result for maximum matching, we (together with the concurrent [7]) answer
positively the open question of Blocki, Grigorescu, and Mukherjee [5], and the algorithm for
estimating the number of edges improves upon the algorithm from [5]. For more detailed
comparison with [7], see Section 1.3.

4 The subexponential diameter of a distribution roughly corresponds to the smallest parameter σ, such
that the tail of Laplace(1/σ) dominates the tails of the distribution.
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▶ Corollaries 16–20, simplified versions. There exists an ϵ-differentiallly private
1. streaming algorithm for the frequency F2 moment problem with space complexity O( 1

ρ2ϵ2 )
(Corollary 16),

2. sublinear-time algorithm for estimating the number of connected components with time
complexity O( 1

ρ2ϵ2 log 1
ρϵ ) (Corollary 17),

3. sublinear-time algorithm for estimating the size of the maximum matching with time
complexity dO(1/(ρ2ϵ2))/(ρϵ)O(1/(ρϵ)) (Corollary 18),

4. streaming algorithm for answering k (adaptive) rank queries in space O( k log2 k
ρϵ ) (Corol-

lary 19),
5. sublinear-time algorithm for approximating the number of edges in a graph in time

O( n
ϵ2ρ2√

m
) (Corollary 20).

1.2 Our techniques

We now sketch the techniques that we use in our paper. In each part of this section, we also
give a reference to the corresponding section of this paper.

1.2.1 Subexponential error, one query (Section 3)

Suppose we have a randomized algorithm A(D) for D being a dataset that approximates a
function g(D) with global sensitivity ≤ ∆1 for some parameter ∆1. Define the error R as
the random variable R = A(D) − g(D) and assume that it is tightly concentrated around 0,
namely P[|R| > t] ≤ 2e−t/∆2 for some value ∆2 (∆2 is an upper bound on the “subexponential
diameter” of R). Intuitively speaking, ∆2 determines the “scale” of R, and ∆2 is in fact up
to a constant factor an upper bound on E[|R|]. Note that the tails of R decrease at least at
the same rate as those of the Laplace distribution. This suggests Laplacian noise with large
enough magnitude could “hide R”. Indeed, we prove that Laplacian noise will guarantee
privacy. We now sketch the proof.

High-level view. Assume for simplicity that both ∆1, ∆2 ≤ 1. The same approach works
for general values of ∆1, ∆2 by simple re-scaling. Let Y ∼ Laplace(c/ϵ) for appropriately
chosen value of c. We will prove that for any random variable X with subexponential
diameter ≤ 3 5 (that is P[|X| ≥ t] ≤ 2e−t/3), the probability density functions satisfy
fX+Y (y)/fY (y) = e±Θ(ϵ) for any y. We can use this to prove privacy, as we now show. For
two neighboring datasets D1, D2, we set R1 = A(D1)−g(D1) and R2 = A(D2)−g(D1) (note
the asymmetry in the definitions). It then holds that R1 has subexponential diameter ∆2 ≤ 1.
One can also show that the subexponential diameter of R2 = (A(D2)−g(D2))+(g(D2)−g(D1))
is ≤ 3 (Lemma 5). Let y′ = y − g(D1). It then holds for any y that

fA(D1)+Y (y)
fA(D2)+Y (y) =

fg(D1)+R1+Y (y)
fg(D1)+R2+Y (y) = fR1+Y (y′)

fR2+Y (y′) = fR1+Y (y′)
fY (y′) · fY (y′)

fR2+Y (y′) = e±Θ(ϵ)

where the last equality uses the claim fX+Y (y′)/fY (y′) = e±Θ(ϵ) for X = R1 and for X = R2.
This implies differential privacy.

5 We choose value 3 as this is the value we will need below. The claim holds also for larger constants
with c chosen appropriately.
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Bounding ratios of density functions. We now sketch why fX+Y (y)/fY (y) = e±Θ(ϵ). Since
Y is continuous, we may re-write

fX+Y (y) = E[fY (y − X)] = ϵ

2c
E[e−ϵ|X−y|/c] = (∗)

where the first equality is a standard identity [16]. We now use the inequalities |X − y| ≤
|X| + |y| and |X − y| ≥ |y| − |X|. This allows to bound

(∗) ≤ ϵ

2c
E[e−ϵ(|y|−|X|)/c] = ϵ

2c
e−ϵ|y|/cE[eϵ|X|/c]

(∗) ≥ ϵ

2c
E[e−ϵ(|X|+|y|)/c] = ϵ

2c
e−ϵ|y|/cE[e−ϵ|X|/c]

while it holds that fY (y) = ϵ
2c e−ϵ|y|/c. It is thus sufficient to prove that E[eϵ|X|/c] ≤ eO(ϵ)

and E[e−ϵ|X|/c] ≥ e−O(ϵ). While the first inequality is standard, the second is not. We will
now sketch a proof for both.

Bounding the expectation of exponentials of a subexponential random variable. If
we knew the density function of X, we could easily express the expectations as integrals.
However, not only we do not have a bound on the density, but the density may even not exist.
We thus use the following trick. We use the fact that for any real random variable Z, it holds
that Z has the same distribution as F −1

Z (u) for u ∼ Unif(0, 1) where FZ is the cumulative
distribution function (CDF) of Z. This allows us to write E[e−ϵ|X|/c] = Eu[e−F −1

ϵ|X|/c
(u)] and

similarly for E[eϵ|X|/c].
Unlike the density function, we do have a bound on the cumulative distribution func-

tion. Specifically, we are assuming P[|X| > t] ≤ 2e−t/3 which implies that F −1
ϵ|X|/c(u) ≤

− 3ϵ
c log( 1−u

2 ). Upper-bounding the CDF like this reduces the problem to computing the
expectation of a function of the uniform random variable, which can be done straightforwardly.
This proves the desired bounds.

1.2.2 Subexponential error, multiple queries (Section 3)
We would like to be able to release answers to multiple queries which are not answered
independently (such as if they are answered based on the same sketch). Since the answers
are not independent, we cannot use the composition theorem. We now sketch an alternative
approach.

For fixed queries, the above proof goes through with minor modifications even in the
multivariate case. Instead of using the inequalities |y − X| ≤ |y| + |X| and |y − X| ≥ |y| − |X|
in the case of y, X ∈ R, we use the analogous version for ℓ1 norms in the case of y, X ∈ Rk:
∥y − X∥1 ≤ ∥y∥1 + ∥X∥1 and ∥y − X∥1 ≥ ∥y∥1 − ∥X∥1. We then use that if X is a vector
of k subexponential random variables with diameter ≤ ∆, then ∥X∥1 has subexponential
diameter ≤ 3k∆ (Lemma 5).

This however gives the result only in the nonadaptive case, when the queries do not
depend on the released values: the identity fX+Y (y) = E[fY (X − y)] relies crucially on
X = (X1, · · · , Xk) and Y = (Y1, · · · , Yk) being independent. In the case of adaptive queries,
Xi could depend on Y1, · · · , Yi−1 (the query that we perform – and thus also the answer to
it – can be influenced by the noise we add to the previous answers). We instead use our
non-adaptive version of the claim and make it adaptive in a black box fashion, by proving a
claim that may be of independent interest: If we have a countable number of mechanisms
such that releasing the answers of any fixed subset of size k is ϵ-differentially private, then
we may also pick this subset adaptively and it will still be ϵ-differentially private.

APPROX/RANDOM 2024
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1.2.3 Error with polynomial tails (Section 4)
In the case that the error has polynomial tails, we only consider the case of a single query.
Our techniques do not seem to generalize to the multivariate case, and we conjecture that
this is impossible (see Section 6). The case when multiple queries are answered independently
may be still handled by the standard composition theorem.

An approach similar to the one described above can be made to work, with the difference
that we use the inequality |x−X| ≥ max(0, |x|−|X|) instead of the weaker |x−X| ≥ |x|−|X|.
This approach, however, requires proving the following inequality for all y, s ≥ 0, α > 1, 0 ≤
ϵ ≤ 1:∫ 1

0
min

(
(1 + |y|/s)α,

∣∣∣∣1 − (1 − 2−1/α)ϵ
(1 + |y|/s)(1 − u)1/α

∣∣∣∣−α
)

du ≤ 1 + 2α − 1
α − 1 ϵ.

This is the technically most challenging part of this paper. The trick is to bound the inside
of the integral for u ∈ [0, 1 − ϵ(1 + |y|/s)−α] by a simpler expression that can be successfully
integrated. The rest of the interval [0, 1] contributes at most ϵ, as its length is ϵ(1 + |y|/s)−α

and the maximum value of the function being integrated is ≤ (1 + |y|/s)α.

1.2.4 How to use our technical results (Section 5)
1.2.4.1 Error with subexponential tails

We now sketch how one can use Theorem 9 to get differentially private mechanisms for
specific problems. Recall that the theorem states that if our algorithm approximates a
function with global sensitivity ≤ ∆1 and the subexponential diameter of the error is ≤ ∆2,
then adding noise from Laplace(O(∆1 + ∆2)/ϵ) makes the algorithm ϵ-differentially private.

We start with a randomized approximation algorithm whose error is subexponentially
concentrated around zero (often, this is either known or easy to prove) that approximates
a parameter with a small global sensitivity ∆1. This is the case for example for the YYI
maximum matching algorithm [34] under node-level privacy or the KLL sketch [20] for rank
queries. Suppose the complexity (such as time/space/query/sample or other complexity) of
the algorithm is T (n, ρ) and has additive error of scale (i.e. with subexponential diameter)
ρn. If we want the final error with privacy to be O(ρn), then we run the algorithm with error
parameter ϵρ, making the error’s subexponential diameter be O(ϵρn). We then get from
Theorem 9 that adding noise of magnitude O(ρn) is sufficient to get ϵ-differential privacy,
assuming ∆1 is sufficiently small, giving us the desired result. The complexity of the private
algorithm will thus be T (n, Θ(ϵρ)). This allows us to achieve a given level of accuracy6

under pure differential privacy, while not significantly worsening the algorithm’s complexity.
We describe this approach in greater detail and with general failure probabilities (not just
constant) in Section 5.

To illustrate the second part of the theorem, consider for example a rank queries sketch
(see Section 5.5 for details). The algorithms A1, · · · , Ak correspond to making k adaptive
queries to the sketch of a dataset (assume we are given k queries we need to perform) and
the fact that the algorithms use the same randomness corresponds to us querying the same
sketch (as compared to k independent sketches). Specifically, the algorithm Ai here builds

6 This is true unless ρ is very small, as otherwise the global sensitivity will necessitate some level of
noise. As we noted, this usually happens only when T (n, ϵρ) ≥ Ω(n), making this uninteresting for our
sublinear setting.
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the sketch (using the shared randomness), and then performs the i-th query. Note that the
fact that we only use one sketch prevents us from using the composition theorem to get this
from just the first part of the theorem.

1.2.4.2 Error with polynomial tails

If the error has polynomial tails, we can make it private in a way essentially the same
as in the subexponential case using Theorem 13. Moreover, it holds that if we have
E[|A(D) − g(D)|] ≤ ∆, then by taking a median of 5 independent executions of A, we get
an algorithm A′ whose error’s third moment is also bounded: E[|A′(D) − g(D)|3] ≤ O(∆3)
[21]. This means that we can make an algorithm private even if we only have a bound on
E[|A(D) − g(D)|], for g being a low-global-sensitivity function, or the mean squared error
E[(A(D) − g(D))2].

1.3 Related work
To the best of our knowledge, the work on differentially private approximation algorithms
started with private sketches. Mir, Muthukrishnan, Nikolov, and Wright [25] gave pan-
private7 sketches for heavy hitters. An improved sketch has been recently given by Pagh and
Thorup [27]. A private version of the deterministic Misra-Gries sketch [26] for heavy hitters
has been recently given by Tětek and Lebeda [22]. Heavy hitters were also investigated in
the multi-party computation setting [18], in the local differential privacy setting [3], and
using cryptographic assumptions [24, 17, 18].

A sketch for fractional frequency moments Fp for 0 ≤ p ≤ 1 has been given by Wang,
Pinelis, and Song [33]. After releasing this paper, Epasto, Mao, Andres, Mirrokni, Vassilvitskii,
and Zhong [15] have given an algorithm general value of p in the continual release setting. A
sketch for differentially private quantiles has been given by Alabi, Ben-Eliezer, and Chaturvedi
[1]. A technique for stream sanitization has been given by Kaplan and Stemmer [19]; this
work resulted in improved differentially private sketches for approximate quantiles. An
approach for differentially privately estimating distances in euclidean spaces using private
sketches has been given by Stausholm [31]. A general approach to making linear sketches
differentially private was given by Zhao, Qiao, Redberg, Agrawal, Abbadi, and Wang [35].

A recent line of work has shown that many sketches already provide privacy by themeselves
or with only small modifications, without adding any noise. Blocki, Blum, Datta, and Sheffet
[6] have shown that the Johnson-Lindenstrauss transform by itself ensures differential privacy.
Smith, Song, and Guha Thakurta [30] have shown that this is also the case for the Flajolet-
Martin sketch for counting distinct elements and a similar result is known for the LogLog
algorithm [9, 11]. This was recently generalized [10] to show that this is not only the case
for the two above-mentioned sketches, but in fact for a large class of sketches for counting
distinct elements.

As far as sublinear-time algorithms are concerned, Sivasubramaniam, Li, and He [29]
have shown a differentially private algorithm that returns a 2 + ρ approximation of the
number of edges in a graph in time Õρ,ϵ(

√
n). This has been later improved by Blocki,

Grigorescu, and Mukherjee [5] to 1 + ρ approximation in the same complexity. In that paper,
the authors also give differentially private sublinear algorithms for approximate maximum
matching and vertex cover. A sublinear time algorithm for estimating the median was
recently discovered [8].

7 An algorithm on an input stream is said to be pan-private if releasing the internal state of the algorithm
at any point in the computation is differentially private. It is a strictly stronger notation than differential
privacy of the output.
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Concurrent work
The problem of differentially private randomized approximation algorithms has been explored
independently of this work by Blocki, Grigorescu, Mukherjee, and Zhou [7]. The techniques
used in [7] differ significantly from those used in this paper. Specifically, in [7], the authors set
the failure probability of the algorithm to be ≤ δ (for example by probability amplification),
thus limiting the global sensitivity of the algorithm up to an event of probability ≤ δ. This
allows them to rely on the standard result for getting differential privacy based on global
sensitivity8. Specifically, if the algorithm has complexity T (n, ρ) and one uses probability
amplification, then the approach of [7] gives an (ϵ, δ)-differential privacy in complexity
O(T (n, ϵρ) log δ−1). They then show that one can post-process the output of the algorithm
to achieve pure differential privacy.

In this paper, instead of relying just on global sensitivity, we instead prove privacy from
first principles. At the cost of assuming that the error is sufficiently concentrated, we show
that the probability amplification step is not needed, allowing us to get ϵ-differential privacy
in the better complexity of T (n, ϵρ). Our approach allows us to give more efficient algorithms
than Blocki, Grigorescu, Mukherjee, and Zhou [7] for several problems: estimating the
average degree of a graph, estimating the size of a maximum matching, and estimating the
number of connected components.

2 Preliminaries

2.1 Differential privacy
Throughout the paper, we assume that we have a symmetric “neighbor” relation ∼ on the
set of all possible datasets. Intuitively speaking, in the case when we have a database of
users, this should correspond to two datasets being the same except for the data of one user
whose privacy we are trying to protect.

▶ Definition 1 ([12]). A randomized algorithm M with range S is ϵ-differentially private if
for any measurable T ⊆ S, it holds for any x ∼ x′ for a symmetric “neighbor” relation ∼,
that

e−ϵ ≤ P[M(x) ∈ T ]
P[M(x′) ∈ T ] ≤ eϵ

This definition is commonly relaxed to a notion called approximate differential privacy,
with the above notion then being called pure privacy. In this paper, we will focus only on
pure differential privacy.

If the output of M is a continuous random variable, then it is sufficient to prove that for
any y and x ∼ x′ it holds e−ϵ ≤ fM(x)(y)/fM(x′)(y) ≤ eϵ, where fX for X being a continuous
random variable is the probability density function of X.

The global sensitivity [13] of a function g is defined as

sup
x∼x′

|g(x) − g(x′)|.

The authors have shown that if g has global sensitivity ∆, then adding Laplace(∆/ϵ) provides
ϵ-differential privacy.

8 They also consider functions with low smoothed sensitivity instead of just low global sensitivity; we do
not consider that in this paper.
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In the context of graph problems, one often speaks of a mechanism being edge-differentially
private, or node-differentially private. These terms refer to the relation ∼ that is used. In
the case of node-differential privacy, we have G ∼ G′ iff one can get G from G′ by deleting
one vertex and the incident edges, or the other way around. In the case of edge-differential
privacy, we have G ∼ G′ iff one can get G from G′ by deleting one edge, or the other way
around.

2.2 Probability theory

If D is a distribution, we use D⊗k for k being a natural number, to denote the k-fold product
distribution of D. For a random variable Z, we denote by FZ its cumulative distribution
function. We denote by F −1

Z (p) = inf{x ∈ R : FZ(x) ≥ p} its generalized inverse. It holds
that F −1

Z (u) has the same distribution as Z for u ∼ Unif(0, 1) [23]. We will need the
following claim.

▶ Fact 2 ([16]). Let X, Y be independent random variables in Rk, and assume Y has a
probability density function (pdf) fY (z). Then the pdf of X + Y is fX+Y (z) = E[fY (z − X)].

Concentration of measure

The notions of subexponential random variables and subexponentialdiameter σse[X] are
central to concentration of measure. There are several different definitions for σse[X], that
differ by constant factors. See for example [32, Chapter 2] for an exposition of the various
definitions. In this paper, one of the definitions is especially suitable for the way we use it in
our proofs, and that is the definition that we use.

▶ Definition 3. Let X be a real random variable. We define the subexponential diameter of
X, denoted by σse[X] as the smallest values for which for any t > 0 holds

P[|X| ≥ t] ≤2 exp(−t/σse[X])

A random variable X is said to be subexponential if σse[X] < ∞.

It holds that σse[cX] = cσse[X]. It also holds that

▶ Fact 4. For X being a random variable and c ≥ 0, it holds that σse[X+c] ≤ σse[X]+c/ log 2.

Proof. We can bound P[X + c ≥ t] ≤ min(1, 2e−(t−c)/σse[X]) ≤ min(1, 2e−t/(σse[X]+c/ log 2)),
thus implying the claim. ◀

Finally, the following is a standard claim, but we need the constant factor, which is
specific to the definition of σse that we are using. We thus give a proof in the full version of
this paper, based on the standard proof of triangle inequality for Orlicz norms.

▶ Lemma 5. Let us have real random variables X1, · · · , Xk. It holds

σse[
k∑

i=1
Xi] ≤ 3

k∑
i=1

σse[Xi]

APPROX/RANDOM 2024
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3 Algorithms with subexponential error

In this section, we show how algorithms, whose error has a small subexponential diameter,
can be made differentially private. We start by proving a technical lemma. We will later
bound the ratios between probability densities of our mechanism’s answers by the exponential
expectations that we now bound and, finally, we will use that to prove privacy in Theorem 9,
which is the main theorem of this section.

Note that while the second of the two inequalities is standard, the first one is not. Our
proof does not follow the strategy of the standard proof of the second inequality, which
is based on a Taylor expansion and does not seem to straightforwardly apply to the first
inequality.

▶ Lemma 6. Suppose X is a random variable with subexponential diameter ∆ ≤ 1/2. It
holds E[e−|X|] ≥ 2−∆

1+∆ ≥ e−(1+log 2)∆ and E[e|X|] ≤ 2∆

1−∆ ≤ e3 log(2)∆.

Proof. Since X is subexponential with diameter ∆, it holds that P[|X| ≥ z] ≤ 2e−z/∆.
Therefore, F −1

|X|(u) ≤ −∆ log( 1−u
2 ). We use the fact that for u ∼ Unif(0, 1), the random

variable F −1
|X|(u) has the same distribution as |X|. We can now bound

E[e−|X|] =Eu[e−F −1
|X|(u)]

≥Eu[e∆ log( 1−u
2 )] (1)

=2−∆Eu[(1 − u)∆]

=2−∆
∫ 1

0
(1 − u)∆du

=2−∆
[
− (1 − u)∆+1

∆ + 1

]1

u=0

= 2−∆

1 + ∆ ≥ e−(1+log 2)∆

where the last inequality holds because we can equivalently write 2−∆/(∆ + 1) ≥ (2e)−∆,
which simplifies to e∆ ≥ 1 + ∆, which is a standard inequality. Similarly, we can bound
E[e|X|] as follows.

E[e|X|] =Eu[eF −1
|X|(u)]

≤Eu[e−∆ log( 1−u
2 )]

= 2∆

1 − ∆ ≤ e3 log(2)∆

where the second equality is by substituting ∆ with −∆ in (1) (since as we have shown, (1)
is equal to 2−∆/(1 + ∆)). We have here used that ∆ < 1 (otherwise the final expression may
not be defined). The last inequality can be shown as follows: we take the ratio of the two
sides resulting in h(∆) = 4∆(1 − ∆) and we show h(∆) ≥ 1 for 0 ≤ ∆ ≤ 1/2. The function h

is concave (the second derivative is −2 · 22∆ log 4 + 22∆ log2 4, which can be easily seen to be
negative), meaning that it is sufficient to check that the inequality holds at the endpoints of
the interval [0, 1/2]: that h(0) ≥ 1 and h(1/2) ≥ 1. One can easily check this holds. ◀

We are now ready to prove a lemma about the ratio of the density function of a Laplace
and of Laplace shifted by a subexponential random variable. We will then use this to
prove differential privacy. Note that the random variables in the lemma do not have to be
independent.
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▶ Lemma 7. Let X1, · · · , Xk be random variables with subexponential diameter at most
∆ and let X = (X1, · · · , Xk). Let Y ∼ Lap⊗k(k∆/ϵ) for ϵ ≤ 1/6. Consider y ∈ Rk. It
holds e−3(1+log 2)ϵ ≤ fX+Y (y)/fY (y) ≤ e9 log(2)ϵ. Moreover, if k = 1 and ϵ ≤ 1/2, it holds
e−(1+log 2)ϵ ≤ fX+Y (y)/fY (x) ≤ e3 log(2)ϵ.

Proof. By Fact 2, we have

fX+Y (y) = E[fY (y − X)] =
( ϵ

2k∆

)k

E[exp(− ϵ

k∆∥X − y∥1)]

For the sake of brevity, we let γ =
(

ϵ
2k∆

)k. We may bound ∥X − y∥1 ≤ ∥X∥1 + ∥y∥1 and
∥X − y∥1 ≥ ∥y∥1 − ∥X∥1. This allows us to bound

fX+Y (y) =γE

[
exp

(
−ϵ∥X − y∥1

k∆

)]
≥γE

[
exp

(
−ϵ(∥X∥1 + ∥y∥1)

k∆

)]
=γ exp

(
−ϵ∥y∥1

k∆

)
E

[
exp

(
−ϵ∥X∥1

k∆

)]
(2)

≥γ exp
(

−ϵ∥y∥1

k∆

)
exp(−3(1 + log 2)ϵ)

where the last inequality is by Lemma 6; we used that ϵ∥X∥1
k∆ has subexponential diameter

≤ 3ϵ ≤ 1/2, since we have by Lemma 5 that σse[∥X∥] ≤ 3k∆. In the case k = 1, we simply
have that σse[ ϵ∥X∥1

k∆ ] ≤ ϵ, in which case the final bound on (2) is

≥ γ exp
(

−ϵ∥y∥1

k∆

)
exp(−(1 + log 2)ϵ)

At the same time, fY (y) = γ exp(− ϵ∥y∥1
k∆ ) and thus

fX+Y (y)
fY (y) ≥e−3(1+log 2)ϵ if k > 1

fX+Y (y)
fY (y) ≥e−(1+log 2)ϵ if k = 1

Similarly, we can bound

fX+Y (y) =γE

[
exp

(
−ϵ∥X − y∥1

k∆

)]
≤γE

[
exp

(
−ϵ(∥y∥1 − ∥X∥1)

k∆

)]
=γ exp

(
−ϵ∥y∥1

k∆

)
E

[
exp

(
ϵ∥X∥1

k∆

)]
≤γ exp

(
−ϵ∥y∥1

k∆

)
exp(9 log(2)ϵ)

in the case k > 1 and

fX+Y (y) ≤ γ exp
(

−ϵ∥y∥1

k∆

)
exp(3 log(2)ϵ)

APPROX/RANDOM 2024



73:12 Mechanisms for Making Rand. Approx. Algorithms Differentially Private

in the case k = 1. Thus, we have

fX+Y (y)
fY (y) ≤e9 log(2)ϵ if k > 1

fX+Y (y)
fY (y) ≤e3 log(2)ϵ if k = 1 ◀

We now state a useful technical lemma; the proof appears in the full version. This lemma
states that in general, if we have a countable number of mechanisms and releasing any
fixed k of them is differentially private, then picking the mechanisms adaptively will not
violate differential privacy. The proof roughly follows the outline of the proof of adaptive
composition [28]. In what follows, we again use the subscript · r to denote a random bitstring
used as the source of randomness of the mechanisms.

▶ Lemma 8. Let us have a countable number of mechanisms M1,r, · · · , such that releasing the
value (Mi1,r(D), · · · , Mik,r(D)) is ϵ-differentially private for any fixed i1, · · · , ik ∈ [n]. Then
the mechanism (Mj1,r(D), · · · , Mjk,r(D)) is ϵ-differentially private for j1, · · · , jk ∈ [n] such
that jℓ for ℓ ∈ [k] is drawn from a distribution which is a function of Mj1,r(D), · · · , Mjℓ−1,r(D).

We are now ready to prove the main theorem of this section. In what follows, we denote by
Ar(·) the algorithm A executed with randomness r. We formalize the multiple-query setting
as having one algorithm which takes as part of its input a query. This differs somewhat from
the presentation in the introduction which assumed we have a sequence of algorithms, which
we chose there as it required less notation. Note also that while we are not assuming that the
algorithm does not know which phase it is (the value of i), we may without loss of generality
assume this is passed as part of the query. Note that the condition on the queries x1, · · · , xk

below simply states that the queries can be chosen adaptively based on the released values,
and that they do not have to be deterministic. Note also that the randomness r must not be
released, as the privacy also relies on that randomness.

▶ Theorem 9. Let us have an algorithm A(D, x) for a database D and a query x ∈ U , where
U is a countable universe. Assume there exists a function g(D, x) with its global sensitivity
w.r.t. D being ≤ ∆1 for any x, and such that σse[A(D, x) − g(D, x)] ≤ ∆2 for any D, x.

Pick at random Yi ∼ Laplace(c(∆1 + ∆2)k/ϵ)) for c = 3 + 12 log 2 and for ϵ ≤ c/6 and
pick r independently uniformly on {0, 1}∞. Then for queries x1, · · · , xk ∈ U where the query
xi is drawn from a distribution that is a function of Ar(D, x1) + Y1, · · · , Ar(D, xi−1) + Yi−1,
releasing (Ar(D, x1) + Y1, · · · , Ar(D, xk) + Yk) is ϵ-differentially private, with the privacy
also being over the randomness of r.

If k = 1, then c = 1 + 4 log 2 and ϵ ≤ c/2 is sufficient.

Proof. Let us have two neighboring databases D1, D2. Let Y = (Y1, · · · , Yk), and for
x = (x1, · · · , xk), let A′(D, x) = (Ar(D, x1) + Y1, · · · , Ar(D, xk) + Yk) for r uniform on
{0, 1}∞. Similarly, let g(D, x) = (g(D, x1), · · · , g(D, xk)). We prove that for any fixed
(non-adaptive) queries x = (x1, · · · , xk) it holds fA′(D1,x)(y)/fA′(D2,x)(y) ≤ eϵ. If we prove
this, the theorem follows: the inequality fA′(D1,x)(y)/fA′(D2,x)(y) ≥ e−ϵ holds by symmetry
and these bounds together imply ϵ-differential privacy. Lemma 8 then imply that A′ is
differentially private even for adaptive queries.

Let R1 = A′(D1, x) − g(D1, x) and R2 = A′(D2, x) − g(D1, x) (note the asymmetry in
the definitions). We are assuming R1 has subexponential diameter ≤ ∆2. By Fact 4, it holds
that R2 has subexponential diameter ≤ ∆1/log(2) + ∆2. We now have from Lemma 7 the
following bounds
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fg(D1,x)+R1+Y (y)
fg(D1,x)+Y (y) = fR1+Y (y − g(D1, x))

fY (y − g(D1, x)) ≤e9 log(2)ϵ/c

fg(D2,x)+R2+Y (y)
fg(D1,x)+Y (y) = fR2+Y (y − g(D2, x))

fY (y − g(D1, x)) ≥e−3(1+log 2)ϵ/c

which in turn allows us to bound

fA′(D1,x)(y)/fA′(D2,x)(y) =
fg(D1,x)+R1+Y (x)

fg(D1,x)+Y
·

fg(D1)+Y

fg(D2)+R2+Y (x) ≤ e(3+12 log 2)ϵ/c = eϵ

If k = 1, the same computation gives the desired bound for c = 1 + 4 log 2, since Lemma 7
in that case gives gives

fg(D1,x)+R1+Y (y)
fg(D1,x)+Y (y) ≤e3 log(2)ϵ/c

fg(D2,x)+R2+Y (y)
fg(D1,x)+Y (y) ≥e−(1+log 2)ϵ/c

which again results in the bound fA′(D1,x)(y)/fA′(D2,x)(y) ≤ eϵ. ◀

4 Algorithms with bounded mean error

In this section, we show a weaker version of Theorem 9 that only requires that the error has
some number of bounded moments, instead of requiring that it is subexponential. We start
by defining the distribution that we will use in our additive noise mechanism.

▶ Definition 10. Zero-symmetric Pareto distribution with shape parameter α > 1 and scale
parameter s > 0, denoted ZSParetoα(s), is defined by the PDF

1
2s

(α − 1)(|x|/s + 1)−α

Before we can prove the main theorem of this section, we need the following technical lemma.
The proof is rather technical and it appears in the full version of this paper.

▶ Lemma 11. Let us have any 0 ≤ ϵ ≤ 1, α > 1, and x ≥ 0. It holds

∫ 1

0
min

(
(1 + x)α,

∣∣∣∣1 − (1 − 2−1/α)ϵ
(1 + x)(1 − u)1/α

∣∣∣∣−α
)

du ≤ 1 + 2α − 1
α − 1 ϵ (3)

We are now ready to prove a lemma which bound the privacy loss of our mechanism. In
what follows, we use the notation ∥X∥p for a random variable X to denote the Lp norm

p
√
E[|X|p].

▶ Lemma 12. Let X be a real random variable such that ∥X∥α ≤ ∆ and let Y ∼
ZSParetoα(s) for s = (1 − 2−1/α)−1∆/ϵ for 0 ≤ ϵ ≤ 1 and α > 1. Consider y ∈ R.
It holds e−(1−2−1/α)αϵ ≤ fX+Y (y)/fY (y) ≤ e

2α−1
α−1 ϵ.

APPROX/RANDOM 2024
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Proof. Since ∥X∥α ≤ ∆, it holds by the higher-order Chebyshev inequality9 that P[|X| ≥
z] ≤ ∆α/zα. Therefore, F −1

|X|(u) ≤ ∆/ α
√

1 − u. We will use that |y − X| ≤ |y| + |X| and
later below also that |y − X| ≥ max(0, |y| − |X|). We start with the simpler case of proving
a lower bound.

fX+Y (y)
fY (y) =E[fY (y − X)]

(|y|/s + 1)−α
(4)

=E[(|y − X|/s + 1)−α]
(|y|/s + 1)−α

≥E

[(
|y|/s + |X|/s + 1

|y|/s + 1

)−α
]

=E

[(
1 + |X|/s

|y|/s + 1

)−α
]

≥E[(1 + |X|/s)−α]
≥E[1 − α|X|/s]
=1 − αE[|X|]/s

≥1 − α(1 − 2−1/α)∆
∆ ϵ ≥ e−(1−2−1/α)αϵ (5)

where (4) holds by Fact 2, and (5) uses that E[|X|] = ∥X∥1 ≤ ∥X∥α ≤ ∆. We now show
the upper bound part. We prove an upper bound in terms of the integral which we have
bounded in Lemma 11.

fX+Y (y)
fY (y) =E[(|y − X|/s + 1)−α]

(|y|/s + 1)−α

≤E

[
min

(
(1 + |y|/s)α,

∣∣∣∣ |y|/s − |X|/s + 1
|y|/s + 1

∣∣∣∣−α
)]

=E

[
min

(
(1 + |y|/s)α,

∣∣∣∣1 − |X|/s

|y|/s + 1

∣∣∣∣−α
)]

=Eu

min

(1 + |y|/s)α,

∣∣∣∣∣1 −
F −1

|X|(u)/s

|y|/s + 1

∣∣∣∣∣
−α


≤Eu

[
min

(
(1 + |y|/s)α,

∣∣∣∣1 − (1 − 2−1/α)−1ϵ

(|y|/s + 1)(1 − u)1/α

∣∣∣∣−α
)]

=
∫ 1

0
min

(
(1 + |y|/s)α,

∣∣∣∣1 − (1 − 2−1/α)−1ϵ

(|y|/s + 1)(1 − u)1/α

∣∣∣∣−α
)

du

≤1 + 2α − 1
α − 1 ϵ ≤ e

2α−1
α−1 ϵ

where we have proven the inequality second to last in Lemma 11. ◀

We are now ready to prove the main theorem of this section.

9 The higher-order Chebyshev inequality states that for X being a real random variable, it holds
P[|X − E[X]| ≥ t] ≤ tα/E[|X − E[X]|α] for any α ≥ 0.
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▶ Theorem 13. Let us have an algorithm A(D) such that there exists a function g(D) with
global sensitivity ≤ ∆1 w.r.t. D for which for any input D, it holds E[|A(D) − g(D)|α] ≤ ∆α

2
for some α > 1. Let Y ∼ ZSParetoα(c(∆1 + ∆2)/ϵ) for c = α + 2 + 1/(α − 1) and ϵ ≤ c,
independent of the randomness of A; then A(D) + Y is ϵ-differentially private with respect
to D.

Proof. This proof follows the strategy of the proof of Theorem 9. Let us have two neighboring
databases D1, D2. We again prove that for any y, it holds fA(D1)(y)/fA(D2)(y) ≤ eϵ; this
implies the theorem. We also again set R1 = A(D1) − g(D1) and R2 = A(D2) − g(D1). We
are assuming ∥R1∥α ≤ ∆2 and by the triangle inequality, we have that ∥R2∥α ≤ ∆1 + ∆2.
Therefore, we have

fg(D1)+R1+Y (y)
fg(D1)+Y (y) = fR1+Y (y − g(D1))

fY (y − g(D1)) ≤ exp
(

2α − 1
(α − 1)cϵ

)
fg(D2)+R1+Y (y)

fg(D1)+Y (y) = fR1+Y (y − g(D2))
fY (y − g(D1)) ≥ exp

(
−(1 − 2−1/α)αϵ/c

)
which in turn allows us to bound

fA(D1)+Y (y)/fA(D2)+Y (y) =
fg(D1)+R1+Y (y)

fg(D1)+Y (y) ·
fg(D1)+Y (y)

fg(D2)+R1+Y (y)

≤ exp
((

(2α − 1)
(α − 1) + (1 − 2−1/α)α

)
ϵ/c

)
≤ eϵ

where we now argue the last inequality; that will conclude the proof. If we set c =
2 + 1/(α − 1) + α − 2−1/αα, the last inequality would be an equality. By monotonicity, it
is thus sufficient to prove that 2 + 1/(α − 1) + α − 2−1/αα ≤ 2 + log 2 + 1/(α − 1). This is
equivalent to 2−1/αα ≥ α − log 2, which in turn can be re-written as 2−1/α ≥ 1 − log(2)/α.
This follows from the inequality ex ≥ 1 + x for x = − log(2)/α. ◀

5 Implications of our results

In this section, we give several implications of Theorem 9 and Theorem 13. This list is by no
means meant to be exhaustive. We start with the more straightforward applications and
focus on the more involved ones later, with one part being deferred to the full version of this
paper.

Recall that, as we discussed, the goal in the sublinear setting is not to simply add small
amount of noise, but rather to achieve a given level of error as efficiently as possible while
guaranteeing differential privacy. This is so because in this setting, the amount of error
coming from the algorithm not being exact tends to be much greater than the amount of
noise needed to achieve privacy when not subject to having limited resources.

5.1 The general approach
In all applications, we take a known algorithm for a given problem, and use either Theorem 9
or Theorem 13 to argue that adding noise to the algorithm’s answer ensures privacy.

Assume the original algorithm had complexity T (n, ρ) and assume for example that the
error is of magnitude ρn, namely that for error R, it holds E[R2]1/2 ≤ O(ρn) (this can
be generalized to ≤ O(ρf(x)) for x being the input and f being any function). We run
the algorithm with parameter ρ′ = ϵρ and add noise of magnitude O(ρn) (more generally
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O(ρf(x))). By Theorem 13 with α = 2, as long as the approximated function’s sensitivity
is ∆ ≤ ϵρn, this is ϵ-differentially private10. At the same time, the error is ≤ O(ρn) with
arbitrarily high constant probability. The time complexity is T (n, ϵρ).

If we want to achieve a failure probability of β, we run this algorithm Θ(log β−1) times and
take the median. By a standard probability amplification argument, the success probability
will be as desired. To achieve ϵ-differential privacy by composition, we have to divide the
privacy budget between the runs, resulting in complexity O(T (n, ϵρ/ log β−1) log β−1). This
can be summarized (and generalized with the general function f(x)) as follows:

▶ Lemma 14. Suppose there is an algorithm approximating a function g with global sensitivity
∆ such that E[(A(x) − g(x))2]1/2 ≤ ρf(x) for some function f with time/space/query
complexity T (n, ρ). Then for ϵ ≤ O(1) there exists an ϵ-differentially private algorithm
A′ such that when ϵρ ≥ Ω(∆/f(x)), it holds P [|A′(x) − g(x)| > ρf(x)] ≤ β and that has
complexity O(T (n, ϵρ/ log β−1) log β−1).

A more efficient approach for decreasing failure probability exists in the case of subex-
ponential error. Assume the same setting as above, except that the error’s subexponential
diameter is ρn instead having only moment bounds (like above, we can generalize to ρf(x)
instead of ρn). We run the algorithm with parameter ρ′ = ϵρ/ log β−1 and add noise of
magnitude Θ(ρn/ log β−1). This algorithm is ϵ-differentially private by Theorem 9, as long
as ∆ ≤ ϵρn. The noise has subexponential diameter O(ρ′n) and by Lemma 5, the total
error will up to a constant have the same subexponential diameter. By the definition of
subexponential diameter, the probability that the error is ≥ Θ(ρn) is ≤ β as desired. This
results in complexity O(T (n, ϵρ/ log β−1)) saving us one log β−1 factor. We can summarize
this as

▶ Lemma 15. Suppose there is an algorithm approximating a function g with global sensitivity
∆ such that σse[A(x) − g(x)] ≤ ρf(x) for some function f with time/space/query complexity
T (n, ρ). Then for ϵ ≤ O(1), there exists an ϵ-differentially private algorithm A′ such that
when ϵρ ≥ Ω(∆/f(x)), it holds P [|A′(x) − g(x)| > ρf(x)] ≤ β and that has complexity
O(T (n, ϵρ/ log β−1)).

We are now ready to give private algorithms for specific problems.

5.2 Frequency moment F2

In their seminal paper, Alon, Matias, and Szegedy [2] show a sketch that allows one to
estimate the F2 frequency moment, defined as F2(x1, · · · , xn) =

∑n
i=1 x2

i . In the streaming
setting, the vector x1, · · · , xn is given through a stream of updates y1, · · · , yk of the form
yj = (ℓj , Dj) where D can be negative and we define xi =

∑k
j=1 I[ℓj = i]Dj . Two inputs are

then adjacent if they differ in one value yj for some j. The algorithm from [2] uses space
O( 1

ρ2 ) and has mean squared error of ≤ ρ2F 2
2 ≤ ρ2n4. The sensitivity of the F2 moment is n.

This implies the following

▶ Corollary 16. For ϵ ≤ O(1) and ρ ≤ 1/(ϵn), there is an ϵ-differentially private algorithm
that returns an additive ±ρn2 approximation of the frequency moment F2 with probability
1 − β, and has space complexity O( log3 β−1

ρ2ϵ2 ).

10 This upper bound on the sensitivity ensures that ∆2 in Theorem 13 dominates.
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This improves upon the concurrent work [7] which gives an algorithm with complexity
O( log4 n

ρ2ϵ2 ). Shortly after releasing this paper, an approach also appeared with the incomparable
complexity of O(log(n) log3 β−1/ρ2) was shown (for ϵ being not too small) that also has
multiplicative approximation guarantees and works (with some loss in the complexity) in the
continual release setting [15]. The setting of Fp for p ∈ [0, 1] has been considered in [33].

5.3 Connected components
An algorithm is known [4] that returns an estimate ĉ of the number of connected components
c of a simple graph in time O( 1

ρ2 log 1
ρ ) and has mean squared error E[(ĉ − c)2] ≤ ρ2n2. At

the same time, the number of connected components has global sensitivity 1 with respect to
edge additions/deletions. This gives us the following

▶ Corollary 17. For ϵ ≤ O(1) and ρ ≤ 1/(ϵn), there is an ϵ-edge-differentially private
algorithm that returns an additive ±ρn approximation of the number connected components
with probability 1 − β, and has complexity O( log3 β−1

ρ2ϵ2 log log β−1

ρϵ ).

No private sublinear-complexity algorithm for estimating the number of connected components
was previously known.

5.4 Maximum matching
Yoshida, Yamamoto, and Ito [34] show an algorithm that can approximate the size of the
maximum matching to within multiplicative 1 + ρ in time dO(1/ρ2)(1/ρ)O(1/ρ) for d being
the maximum degree of the input graph. It works by implementing an oracle for a matching
of size within factor 1 + ρ/2 of the maximum matching; for a specified vertex, this oracle
answers whether the vertex is matched in the oracle’s matching. The algorithm then samples
Θ(1/ρ2) vertices and checks the fraction that is matched in the oracle’s matching. The error
coming from the oracle is ≤ ρn/2 in the worst case and thus has subexponential diameter
O(ρn). The error coming from the sampling has subexponential diameter O(ρn) by the
Hoeffding inequality. By Lemma 5, the subexponential diameter of the error is thus O(ρn).
At the same time, the global sensitivity of the maximum matching size is ≤ 1 with respect
to the removal of one vertex. This gives us the following

▶ Corollary 18. For ϵ ≤ O(1) and ρ ≤ 1/(ϵn), there is an ϵ-node-differentially-private
algorithm that returns an additive ±ρn approximation of the maximum matching size with
probability 1 − β in time dO(log2(β−1)/(ρ2ϵ2))/(ρϵ)O(log(β−1)/(ρϵ)).

Together with the concurrent [7], this solves the open problem posed in [5] where the authors
show a hybrid (2, ρn) approximation, while we give a purely additive ±ρn approximation.

5.5 Rank queries
Karnin, Lang, and Liberty [20] develop a sketch of size O( 1

ρ ) that allows one to answer rank
queries with error with subexponential diameter ρn. We show how to use their sketch to
answer range queries over an ordered universe. For small number of queries, this improves
upon the work of [19] which has a logarithmic dependency on the universe size. This gives
us the following corollary.

▶ Corollary 19. There is a sketch that allows ϵ-differentially private algorithm that returns k

rank queries (potentially adaptive) for ϵ ≤ O(1) with an additive ±ρn error with probability
1 − β, and has complexity O( k log2(k/β)

ρϵ ).
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Proof. We use the KLL sketch with error parameter ρ′ = ρϵ/(k log(k/β)). This means that
the error has a subexponential diameter of ≤ ρϵn/(k log(k/β)). Therefore, by Theorem 9, it
holds that using for each query a Laplace mechanism with error magnitude Θ(ρn/ log(k/β))
will result in ϵ-differential privacy.

By Lemma 5, the overall subexponential diameter of the error of each answer is
O(ρn/ log(k/β)) and therefore the probability of error O(ρn) is 1−β/k. By the union bound,
the overall success probability is ≥ 1 − β. ◀

This is in comparison to the approach of Kaplan and Stemmer [19] which results in space
complexity O( log |U | log(k/β)

ρϵ ), improving by a factor of log |U | for constant k, β, where U is
the universe.

5.6 Relative approximation sublinear-time algorithms
In the full version of this paper, we show a general theorem that implies that many sublinear-
time algorithms that have relative error guarantees can be made differentially private.
Specifically, it applies to many algorithms that rely on a commonly used “advice removal”
technique [14]. Among other things, this theorem implies the following algorithm. This
improves upon the work of Blocki, Grigorescu, and Mukherjee [5] who give an algorithm
with complexity Õϵ,ρ(

√
n) under the assumption m ≥ Ω(n).

▶ Corollary 20. For ϵ ≤ O(1) and ρ ≤ 1/(ϵn), there exists an ϵ-edge-differentially private
algorithm that returns a 1 + ρ-approximation of the average degree of a graph with probability
1 − β and has complexity O( n log3 β−1

ϵ2ρ2√
m

).

6 Open problems and conjectures

We are convinced that our results are only the beginning of the story and that there are many
interesting related open problems. These include using normal noise with approximate/zero-
concentrated differential privacy, generalizing our method to input-dependent error mag-
nitudes, improving the constants, lower bounds for answering multiple queries when we have
polynomial tails. For a more detailed discussion, see the full version of this paper.
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Abstract
In this paper, we study graph distances in the geometric random graph models scale-free percolation
SFP, geometric inhomogeneous random graphs GIRG, and hyperbolic random graphs HRG. Despite
the wide success of the models, the parameter regime in which graph distances are polylogarithmic
is poorly understood. We provide new and improved lower bounds. In a certain portion of the
parameter regime, those match the known upper bounds.

Compared to the best previous lower bounds by Hao and Heydenreich [19], our result has several
advantages: it gives matching bounds for a larger range of parameters, thus settling the question
for a larger portion of the parameter space. It strictly improves the lower bounds of [19] for all
parameters settings in which those bounds were not tight. It gives tail bounds on the probability of
having short paths, which imply shape theorems for the k-neighbourhood of a vertex whenever our
lower bounds are tight, and tight bounds for the size of this k-neighbourhood. And last but not
least, our proof is much simpler and not much longer than two pages, and we demonstrate that it
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underlying geometric space with an inhomogeneous degree distribution. This combination
yields many properties that occur in real-world networks across a wide range of domains,
such as strong clustering, a rich community structure, ultra-small distance, small separators,
compressibility, and more [11]. The networks have been used empirically and theoretically to
study algorithms like local routing protocols [7, 9, 12], bidirectional search [6] or maximum
flow [8], spreading processes like bootstrap percolation [21] or SI models [22–25], and they
have been used to study the effectiveness of different interventions during the Covid19
pandemic [17,20,27].

Despite this widespread adoption, the fundamental question of graph distances has been
open for some parameter regimes. In general, the models come with two parameters: the
degrees follow a power-law distribution with exponent τ > 1, i.e., P (deg(v) ≥ x) ∼ x1−τ for
any fixed vertex v;1 and α > 1 determines the number of weak ties [18] in the network, i.e.
edges which are present although their geometric distance and degrees suggest otherwise.
The parameter α is also called inverse temperature. If τ < 3 then for two random vertices
x, y in the giant component, with high probability2 their graph distance dG(x, y) is at most
doubly logarithmic in their geometric distance, i.e., dG(x, y) = O(log log |x − y|). For τ ≤ 2
we even have dG(x, y) = O(1). These regimes are very precisely understood [1,10,14]. On
the other hand, if τ > 3 and α > 2, then it is known that the graph distance of two vertices
x, y grows linearly with their geometric distance, and this is again well understood [2, 15].

However, in the polylogarithmic regime τ > 3 and α ∈ (1, 2), the picture is incomplete. It
is understood in the limiting case τ = ∞, which is known as long-range percolation LRP, that
dG(x, y) = (log |x − y|)∆(α)±o(1) where ∆(α) = 1/ log2(2/α) > 1 [2, 3]. Since graph distances
can only increase with τ , the upper bound applies for any τ > 1, and this is the best known
upper bound.3 On the other hand, it is easy to see that for τ > 3 the k-neighbourhood can
grow at most exponentially, so distances are at least logarithmic, dG(x, y) = Ω(log |x−y|) [14].
Hence we know that distances are polylogarithmic for τ > 3 and α ∈ (1, 2). But the exponents
of the upper and lower bound (∆ and 1 respectively) did not match, and this gap remained
open for a long time.

Very recently, Hao and Heydenreich [19] could show an improved lower bound of dG(x, y) ≥
(log |x − y|)∆(min{α,(τ−1)/2})−o(1), where, as before, ∆(x) = 1/ log2(2/x). This closed the gap
in the case that α < (τ − 1)/2, since then min{α, (τ − 1)/2} = α. Their proof had 9 pages
and was a complicated application of Biskup’s hierarchy argument [3]. In this paper we give
a stronger lower bound with a much simpler inductive proof of only about two pages. It is
inspired by ideas of Biskup for the simpler case of LRP [4], which themselves are adaptations
of those in [29]. More precisely, we show that dG(x, y) = Ω

(
(log |x − y|)∆(min{α,τ−2−o(1)})).

This closes the gap between upper and lower bound whenever α < τ − 2, which comprises
a strictly larger portion of the polylogarithmic regime than the bound of [19]. Moreover,
throughout the polylogarithmic regime, since τ > 3 implies τ − 2 > (τ − 1)/2, our bound is
strictly stronger in all cases in which the bound of [19] is not tight.

1 The distribution is often allowed to vary by constant factors or slowly varying functions, but this will
not be relevant for this paper. Also, the traditional SFP parameterization uses two parameters τ and γ
instead of the one parameter τ . However, one of those parameters is internal to the graph generation
process and does not yield additional classes of graphs, which is why we omit the additional parameter.

2 We say an event occurs with high probability, or w.h.p., if it occurs with probability 1 − o(1).
3 An improved upper bound was claimed in [19], but the proof had an issue which we consider severe, see

Appendix A for details. At submission time of the camera-ready version of this paper, the problem has
not been fixed, so currently we must consider this result as unproven.
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Our result is also stronger in two other aspects: Firstly, we provide strong tail bounds
on the probability P (dG(x, y) ≤ k). These yield a shape theorem for the geometric shape
of the k-neighbourhood of a fixed vertex for growing k, in the case α < τ − 2 when our
lower bound matches the upper bound. The shape theorem also implies that the size of
the k-neighbourhood of a fixed vertex grows as ek1/∆±o(1) as k → ∞, which was not known
before. Secondly, due to its simplicity, we believe that our method is also potentially easier
to generalize. As demonstration, we show that a similar lower bound holds not only for
graph distances, but also for first passage percolation.

In the following, we will start by formally defining the graph models and stating our
precise results. The heart of the paper is Section 2, where we prove our result for the SFP
model. In Section 3, we extend the proof to first-passage percolation. Finally, in Appendix A
we explain why the proof of the upper bound claimed in [19] is incorrect.

1.1 Preliminaries and Random Graph Models
Our results hold for Scale Free Percolation (SFP), Geometric Inhomogeneous Random Graphs
(GIRG), and Hyperbolic Random Graphs (HRG). We will define LRP and GIRG formally in
this section. HRG has been shown to be a special case of GIRG [11], so all results proven
for GIRG automatically also hold for HRG, and we do not need to formally define HRG. A
formal definition of HRG together with its connection to GIRG can be found in [11].

1.1.1 Scale Free Percolation (SFP)
For SFP, we start with the infinite4 d-dimensional grid, which is our set of vertices. For two
points x, y ∈ Zd, we define their distance |x−y| via the usual Euclidean norm. Moreover, each
vertex draws a weight wx independently identically distributed from a power-law distribution.
For our purposes, this is a Pareto distribution satisfying

P (wx ≥ z) = z1−τ

for z ≥ 1, where the parameter τ > 1 is the power-law exponent.
We add edges in two different ways. First, we place the usual grid edges5 between points

that are adjacent in Zd, i.e., we place an edge between x = (x1, . . . , xd) and y = (y1, . . . , yd)
if there is some coordinate 1 ≤ i ≤ d such that |xi − yi| = 1 and xj = yj for all j ̸= i. Second,
we randomly create long-range edges, also called weak ties, by placing an edge between
x, y ∈ Zd, independently for different sets {x, y}, with probability pxy, which is defined as6

p(SFP)
xy := min

{
1, λ

(
wxwy

|x − y|d

)α}
, (1)

where λ > 0, α > 1 are constants. We write x ∼ y if there is an edge between x, y ∈ Zd and
x ≁ y otherwise.

4 Traditionally, LRP is defined on an infinite vertex set while GIRG is defined on a finite vertex set,
following the tradition of mathematics for LRP and of computer science for GIRG. However, both
models can be defined in either a finite or an infinite version, and this does not affect graph distances,
see [25] for details.

5 Some variants of SFP do not include grid edges. Since we prove lower bounds on graph distances, we
make our result stronger by including grid edges.

6 In the literature, the connection probability is often defined as 1 − exp(−λ|x − y|−αd). We remark that
this differs from our connection probability at most by a constant factor, which does not change the
model substantially.

APPROX/RANDOM 2024
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We remark that the parameterization is slightly different from the original one used
in [14] and also in [19]. Compared to our formulation, they used auxiliary weights w′

x := wα
x ,

which were then drawn from a power-law distribution with exponent τ ′ = 1 + d(τ − 1)/α.
These two parameterizations are equivalent, but our formulation has the advantage that
the weights correspond, up to constant factors, to the expected degree of the vertices,
E [deg(x) | wx] = Θ(wx). Our formulation also saves an internal parameter of the model.
Moreover, we rescaled α by a factor d to match it with the parameterization of GIRG.
When comparing our results with the lower bounds in [19], the following transformations
are needed, where the subscript “[19]” indicates notation from that paper, and parameters
without subscript are from our paper.

α[19] = αd and γ[19] = τ − 1. (2)

The internal parameter τ[19] is superfluous and does not have a correspondence in our paper.

1.1.2 Geometric Inhomogeneous Random Graphs (GIRG)
The GIRG model is sometimes also referred to as Continuum Scale Free Percolation [16].
The main difference between SFP and GIRG is that in GIRG, the positions of vertices are
randomly chosen. Namely, for some large enough n ∈ N, we consider a cube X of volume n

in Rd, where d is a constant. Our vertex set V then consists of n vertices, where the position
ξx of each vertex x is picked independently at random from the uniform distribution over X .
The distance between two vertices x, y ∈ V is defined as the Euclidean norm |ξx − ξy|, as
in SFP. Again similarly to SFP, each vertex x draws a weight wx independently from the
Pareto distribution satisfying

P (wx ≥ z) = z1−τ

for z ≥ 1, with τ > 1. Finally, two different vertices x and y are connected by an edge with
probability7

p(GIRG)
xy = Θ

(
min

{
1,

(
wxwy

|ξx − ξy|d

)α})
, (3)

where the hidden constants are uniform over all x, y. Formally, we require that there are two
absolute constants clow, cupp > 0 independent of n such that for all n and any two different
vertices x, y ∈ V , conditional on their weights wx, wy ≥ 1 and positions ξx, ξy ∈ X ,

clow min
{

1,

(
wxwy

|ξx − ξy|d

)α}
≤ p(GIRG)

xy ≤ cupp min
{

1,

(
wxwy

|ξx − ξy|d

)α}
.

The reason for allowing constant factor deviations is that then hyperbolic random graphs
(HRG) is a special case of GIRG with d = 1, where the Euclidean distance is replaced by the
angular distance in hyperbolic space [11]. Hence, any statement proven for this version of
GIRG also holds for HRG.

Note that the constants τ and α have an analogous role here as in SFP. A notable
difference to SFP is that in GIRG there are no grid edges (since positions are no longer on
the grid), but that does not significantly affect our results.

7 The original paper [11] used a geometry that was rescaled by a factor n1/d. I.e., they used a cube of
volume one and had an additional factor n in the denominator of (3). Both variants are equivalent, but
our scaling aligns better with the SFP scaling and allows GIRGs to be extended to infinite graphs if
desired [25].
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1.1.3 Long Range Percolation (LRP)

To put our results in an adequate context, we sometimes reference the model of Long Range
Percolation (LRP) which is a special case and predecessor of SFP, cf. e.g. [3, 5]. We define
LRP completely analogously to SFP with the only modification that every vertex has a
(deterministic) weight of 1.

1.1.4 First Passage Percolation (FPP)

Our lower bounds on graph distances are (in a similar form) also applicable to First Passage
Percolation (FPP) on the graph models SFP, GIRG, HRG, and also LRP. Here, each edge e

of the graph draws a random length or cost ce independently identically distributed (i.i.d.)
from a distribution over the non-negative reals. For two vertices x, y we are then interested
in the minimal/infimal cost of all paths from x to y. This can be done on an arbitrary finite
or infinite underlying graph. In this work we restrict our attention to the case where each
edge cost is sampled from an exponential distribution with rate 1. The formal definition is
as follows.

▶ Definition 1 (First Passage Percolation (FPP)). We call the following process First Passage
Percolation, in short FPP. Given a graph G = (V, E), assign to each edge e an i.i.d. cost ce

sampled from an exponential distribution with rate 1. For a finite path π, we define the cost
of that path as

c(π) =
∑
e∈π

ce

Then, the cost-distance or first passage time between two vertices x and y is the minimum
(or infimum) cost of any finite path connecting x and y, i.e.

d cost
G (x, y) := inf{c(π) : π ∈ Px,y} for x, y ∈ V,

where Px,y is the set of all finite paths between x and y.

Recently, FPP on SFP, GIRG, and HRG was studied [13,23–25]. In particular, it was
shown in [23, 25] that FPP on those graphs exhibits an explosive behaviour if the vertex
weights have infinite variance (i.e. if τ < 3). This means that the cost-distance between two
vertices x, y converges in distribution against a random variable that is finite almost surely.
In the infinite model SFP, this means that there are infinitely many vertices reachable within
finite cost from a given vertex; in the finite models GIRG and HRG, a constant fraction of
all vertices have cost-distance O(1). We emphasize that this is not true for graph distances
for τ ∈ (2, 3) since then degrees are finite almost surely, so the number of vertices in graph
distance C is finite/constant for any constant C > 0.

We remark that a model with a similar name, long-range first passage percolation was
introduced and studied in [13]. This is not FPP on LRP, but a different model with the
complete graph on Zd (all edges are present, degrees are infinite), where transmission times
are penalized for edges between vertices of large Euclidean distance. Despite the differences,
the models are related, and our analysis of FPP uses a coupling to a similar model and is
inspired by [13].

APPROX/RANDOM 2024
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1.1.5 Terminology
We are interested in the typical graph distance dG(x, y) between two vertices x, y in SFP, GIRG,
and HRG, and the cost-distance d cost

G (x, y) in FPP.8 We are interested in the asymptotic
behavior of dG(x, y) and d cost

G (x, y) in terms of the Euclidean distance |x − y|. That is, we
study how dG(x, y) and d cost

G (x, y) scale as functions of |x − y| when |x − y| → ∞. We
define the function ∆(β) := 1

log2(2/β) , which will appear in the exponent governing the
polylogarithmic behavior of graph distances. Throughout, we use ∆ = ∆(α) where α is the
long-range parameter of the relevant model.

Previous work showed that both LRP and SFP exhibit multiple phase transitions in
the asymptotic behavior of dG(x, y) depending on the model parameters, which were briefly
summarized in the introduction and are further summarized (together with our results) in
Table 1.

Table 1 Upper and lower bounds for graph distances and cost-distances in long-range percolation
(LRP), scale-free percolation (SFP) and first passage percolation (FPP) on SFP, with ∆(β) =
1/ log2(2/β). The results on graph distance for SFP also hold for geometric inhomogeneous random
graphs (GIRG) and hyperbolic random graphs (HRG). Our results are indicated in bold.

Model α ∈ (1, 2) α > 2

LRP Θ
(
log(|x − y|)∆(α)) [3, 5] Θ(|x − y|) [2]

τ ∈ (2, 3) τ > 3 τ ∈ (2, 3) τ > 3

SFP Θ(log log(|x − y|))
[14]

≤ log(|x − y|)∆(α)+o(1) [3, 5] 9

≥ log(|x − y|)∆(min{α,τ−2})−o(1)

Corollary 2

Θ(log log(|x − y|))
[14]

Θ(|x − y|)
[2]

FPP on SFP Θ(1) [23]
≤ log(|x − y|)∆(α)+o(1) [23]

≥ log(|x − y|)∆(min{α,
τ−1

2 })−o(1)

Corollary 3
Θ(1) [23] ?

1.2 Our results
In this section, we formally state our main results. To keep the exposition simple, we state
them only for SFP, not for GIRG and HRG. All results on graph distances in this section also
hold for GIRG and HRG, where all constants can be chosen independently of the number
n of vertices. We give details on that in the full version but omit them here due to space
constraints.

We prove stronger lower bounds for graph distances in the logarithmic regimes of SFP
with a much simpler proof than in [19]. Furthermore, we also obtain a shape theorem which
sandwiches the k-neighbourhood of a given vertex between two geometric balls of similar
size. The key result is a general upper bound on the probability that two vertices have
graph/cost-distance at most k. For the following claims, recall that ∆(β) = 1/ log2(2/β).

▶ Theorem 1.1 (Tail Bound for Graph Distances in SFP). Consider SFP with parameters
α ∈ (1, 2), τ > 3 and λ. Fix any sufficiently small ε > 0 and let ∆′ = ∆(min{α, τ − 2 − ε}).
Then, there exist constants c1, c2, β depending on the model parameters as well as ε such
that for any pair of vertices x, y ∈ Zd and any k ∈ N, we have

P (dG(x, y) ≤ k) ≤ c−1
2 |x − y|−αd(k + 1)−β exp

(
c1k1/∆′

)
.

8 Formally, the graph distance is also defined in Definition 1 by setting c(e) := 1 for all edges e.
9 In [19], the authors claim to prove an improved logarithmic upper bound with exponent ∆(min{α, τ −2}),

which would match our lower bounds. However, we show that their proof is wrong, see Appendix A.
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The above bound is proved by induction over k in Section 2. We express the probability
that a path of length ≤ k exists recursively by decomposing the path into two parts connected
by an edge which has the longest geometric distance on the original path. Applying the
inductive hypothesis and integrating over all possible endpoints and weights of the endpoints
of said edge then yields the desired bound. However, this actually only works if α < τ − 2,
which is needed to ensure convergence of some involved integrals. We remedy this and make
the theorem applicable also to the case α ≥ τ − 2 by using a coupling argument. Here (see
Lemma 5 for the exact statement), we argue that decreasing α only makes the model denser,
so graph distances can only become smaller. Thus, to prove the claim for some α ≥ τ − 2, we
can decrease α to some value α′ := τ − 2 − ε without increasing distances, and then apply
Theorem 1.1 for the already settled case α′. This is the reason why we use the exponent
∆(min{α, τ − 2 − ε}). Using the above tail bound then directly implies a bound on typical
graph distances.

▶ Corollary 2 (Typical Graph Distances in SFP). Consider SFP under the assumption α ∈ (1, 2)
and τ > 3. Then for every sufficiently small ε > 0, there is a constant c > 0 such that

lim
|x−y|→∞

P
(

dG(x, y) ≥ c log(|x − y|)∆(min{α,τ−2−ε})
)

= 1.

Note that in the case α < τ − 2, the exponent is exactly ∆(α) (if ε is chosen sufficiently
small), which is a slightly stronger result than the one we obtain if α ≥ τ −2 and matches the
known upper bounds in [5] up to only a constant factor in front of the log. The previously best
lower bounds by Hao and Heydenreich [19] only matched these upper bounds if 2α < τ −2 and
nonetheless were only tight if we ignore an additional additive constant of −ε in the exponent.
If α ≥ τ − 2, we also have to account for such an ε in the exponent, but even in this case,
our result strengthens the lower bounds in [19] and at the same time relies on a significantly
simpler proof. The original proof heavily relied on so-called hierarchies as introduced in [3]
and required complex combinatorial estimates for showing that certain structures w.h.p. do
not exist. We avoid this by using the inductive proof strategy as described above instead.
This not only simplifies and improves the existing lower bounds on graph distances, but the
tail bound in Theorem 1.1 further yields a so-called shape theorem precisely characterizing
the diameter and the cardinality of the k-neighbourhood of a vertex x, i.e., the set of vertices
in graph distance at most k from x. To this end, we define B(x, k) := {y ∈ V | dG(x, y) ≤ k}
as the set of all k-hop neighbors of a given vertex x.

▶ Theorem 1.2 (Shape Theorem for k-Balls in SFP). Consider SFP with α < τ − 2. Let
∆ = ∆(α), fix an ε > 0 and let Xlow, Xupp be the set of vertices at a geometric distance of at
most q(k) = ek1/∆−ε and at most r(k) = ek1/∆+ε from a fixed vertex x, respectively. Then,
we have

lim
k→∞

P (Xlow ⊆ B(x, k) ⊆ Xupp) = 1. (A)

In particular,

lim
k→∞

P
(

ek1/∆−ε

≤ |B(x, k)| ≤ ek1/∆+ε
)

= 1. (B)

The lower bound of the theorem comes from [4], while we contribute the upper bound,
which is a relatively straightforward corollary of our tail bound in Theorem 1.1. For this
reason, we defer the formal proof to the full version of this paper. Note that lower bounds
on graph distances correspond to upper bounds for B(x, k) and vice versa.

APPROX/RANDOM 2024
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We further note that while our upper bound in Theorem 1.2 also holds for GIRG and
HRG, the lower bound is not known for these models and can only hold with some caveats.
Firstly, due to the lacking grid edges those graphs are not connected, and require additional
constraints to ensure the existence of a giant (linear-size) connected component. Second,
even if the giant component exists, a constant fraction of vertices are not in the largest
component. Hence, the lower bounds in (A) and (B) can only hold conditioned on x being in
the largest component, and for (A) we must intersect Xlow with the giant component. We
conjecture that the lower bounds in Theorem 1.2 hold with these caveats, but this is not
known.

1.3 First passage percolation on SFP
Using similar techniques and inspired from those in [13], we can prove similar statements for
FPP on SFP. Analogous to Theorem 1.1, we obtain a tail bound on the probability that x, y

have cost-distance at most t. We remark that the same result could be obtained analogously
for GIRG (and thus HRG) as well, but we omit this for conciseness.

▶ Theorem 1.3 (Tail Bound for Cost-Distances for FPP on SFP). Consider FPP on SFP and
arbitrary vertices x, y. Fix any sufficiently small ε > 0. There exists a constant c depending
only on α, ε and τ such that for ∆′′ = ∆(min{α, τ−1

2 } − ε),

P
(
d cost

G (x, y) ≤ t
)

≤ |x − y|−αd exp
(

ct1/∆′′
)

.

The proof of this differs from Theorem 1.1 in some significant aspects which are formally
presented in Section 3. Intuitively, the main differences are as follows. Firstly, we now have
two sources of randomness: the existence of edges and the cost of an existing edge. The first
step towards proving Theorem 1.3 is therefore to combine these two sources into a single
one. This is achieved by coupling the model to a related model called Complete Scale Free
First Passage Percolation or CFFP for short. Here, all possible edges on the vertex set Zd

exist a priori but the cost of the edge between x, y ∈ Zd is now drawn from an exponential
distribution with rate wα

x wα
y |x − y|−αd instead of rate 1, i.e., in CFFP the rate of an edge

depends on the vertex weights and (geometric) distances of its endpoints.
The second main difference to the proof of Theorem 1.1 is that cost-distances are

continuous random variables, so we cannot union-bound over all possible cost-distances
before and after the longest edge of a potential path anymore like we did for SFP (in
Lemma 4). Instead, we establish a continuous analog, a so called self-bounding inequality
that relates the expected size of a k-ball to itself recursively. Another difficulty one has to
overcome is that, in principle, paths of low cost-distance do not necessarily have to correspond
to low graph distance as well. It could theoretically happen that many edges have very low
cost and we get a low cost path which uses many edges. In such cases, we cannot use the
existence of a geometrically long edge in the path, which is very central to our proof for
graph distances. However, we are able to show that paths with high graph distance are
actually very unlikely to have low cost-distance (see Lemma 8). Finally, a further obstacle
in adapting the proof is that we have to work with the probability that a path of a certain
cost exists conditioned on the weights of its endpoints at multiple points. This impacts the
probabilities of edges/paths existing and thus introduces complications. To overcome this, we
relate said probabilities conditional on the involved weights to their unconditional versions
by employing a coupling (Proposition 12).
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As a corollary of the above tail bound, we obtain lower bounds on the typical cost-distance
similar to the one established for SFP (Corollary 2).

▶ Corollary 3 (Typical Graph Distances in FPP on SFP). Consider FPP on SFP under the
assumption α ∈ (1, 2) and τ > 3. Then, for every sufficiently small ε > 0

lim
|x−y|→∞

P
(

d cost
G (x, y) ≥ log(|x − y|)∆(min{α, τ−1

2 }−ε)
)

= 1.

1.3.1 Asymptotics and Probability Theory

We use standard Landau notation for indicating the asymptotic growth of a function. All
asymptotic statements refer to the asymptotic behavior of a function as the distance |x − y|
tends to infinity, unless explicitly noted otherwise (like for the shape theorem, where we
consider k → ∞.) We further require a version of the Van den Berg-Kesten inequality (or
BK-inequality) from [28], which allows us to bound the probability that there exist disjoint
subpaths connecting a vertex x to u and a vertex v to y by the product of the probabilities
of either path existing, as if they were independent. We refer the interested reader to the full
version of this paper for further details.

2 Lower Bounds for Graph Distances in SFP

In this section, we provide the proof of our main lower bound. Our proof generally follows
the structure of the proof of Theorem 3.1 in [4]. Our goal is to show that the logarithmic
exponent in the distances is at least roughly ∆(min{α, τ − 2}). When α < τ − 2, this is
the same as ∆ = ∆(α). We will first give the proof under this condition, so we first show
Lemma 4.

▶ Lemma 4 (Tail Bound for Graph Distances in SFP). Consider SFP with α ∈ (1, 2) such
that α < τ − 2 and ∆ = ∆(α). There exist constants c1, c2, β depending only on the model
parameters, such that for any pair x, y ∈ Zd and any k ∈ N,

P (dG(x, y) ≤ k | wx, wy) ≤ wx
αwy

αc−1
2 |x − y|−αd(k + 1)−βec1k1/∆

. (4)

Proof. First of all, note that for fixed β, c2, and λ, the base case (k = 1) is true for c1
large enough. That is because the RHS of 4 is 2−βec1wα

x wα
y c−1

2 |x − y|−αd and the actual
connection probability is at most λwα

x wα
y |x − y|−αd. For the inductive step, let h be the RHS

of our induction hypothesis, i.e.,

h(r, k, wx, wy) := wα
x wα

y c−1
2 r−αd(k + 1)−βec1k1/∆

.

Assume that the induction hypothesis is true up to k − 1. For x, y to be connected with
at most k steps, an edge must be used with geometric distance at least |x−y|

k . This could
either be the first or last edge on the path, or a so-called internal edge. Let us first bound
the probability corresponding to this edge being internal. For this, we union bound over all
possible endpoints u and v of said edge. Actually, we integrate, since constant factors are
essentially immaterial for the proof. At a given distance r, there are at most cdrd−1 vertices,
for some constant cd. Let wu, wv be the weights of u, v, respectively. By the BK inequality,
we have
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P (dG(x, y) ≤ k, longest edge is internal | wu, wv, wx, wy) ≤
k−2∑
i=1

P (dG(x, u) ≤ i | wx, wu) P (u ∼ v | wu, wv) P (dG(v, y) ≤ k − i | wv, wy) ≤ λw
α
u w

α
v

(
|x − y|

k

)−αd

×
k−2∑
i=1

(∫ ∞

1

cdru
d−1 min {1, h(ru, i, wx, wu)} dru

)
︸ ︷︷ ︸

I(u,i)

(∫ ∞

1

cdrv
d−1 min {1, h(rv, k − i, wv, wy)} drv

)
︸ ︷︷ ︸

I(v,k−i)

.

We will now argue that there exists a constant Cint (depending on the model parameters)
such that

I(u, i) ≤ Cint

(
(i + 1)− β

α e
c1
α i1/∆

wuwxc
− 1

α
2

)
,

I(v, k − i) ≤ Cint

(
(k − i + 1)− β

α e
c1
α (k−i)1/∆

wvwyc
− 1

α
2

)
.

To this end, note that that there exists a value

r̂u = (wxwu) 1
d c

− 1
αd

2 (i + 1)− β
αd e

c1
αd (i+1)1/∆

for ru below which the minimum inside the integral I(u, i) is 1. We can thus express
I(u, i) =

∫ r̂u

1 f1(ru)dru +
∫∞

r̂u
f2(ru)dru where f1(r) = cdrd−1

u and f2 is a polynomial in ru

with exponent smaller than −1. Therefore, the entire integral is dominated by the value
of the antiderivative of f1 and f2 at the splitting point r̂u. Since f1, f2 are polynomials,
the antiderivative of f1 is ≤ cruf1(ru) and the antiderivative of f2 is ≤ cruf2(ru) for some
constant c. Since the minimum is a continuous function, we have f1(r̂u) = f2(r̂u) and thus,
I(u, i) = Θ(r̂uf1(r̂u)) = Θ(r̂u

d) as claimed. A similar argument holds for I(v, k − i). 10

Plugging this in, we obtain

P (dG(x, y) ≤ k, longest edge is internal | wu, wv, wx, wy)

≤ Cint
2λ · w1+α

u w1+α
v wα

x wα
y |x − y|−αdc

− 2
α

2

× kαd
k−2∑
i=1

(
(i + 1)− β

α e
c1
α i1/∆

)(
(k − i + 1)− β

α e
c1
α (k−i)1/∆

)
︸ ︷︷ ︸

:=S

.

Our goal now is to show that the above term is at most h(r, k, wx, wy). To this end, we
show that

S ≤ (k + 1)−βec1k1/∆
(5)

for k and β large enough. For this, notice that for small or large i, the exponential terms in
S are still quite “tame”, due to the 1

α factor. When i is around k
2 , their product (which is

maximized for such i due to concavity) is practically

exp
(

2c1

α

(
k

2

)1/∆
)

= exp
(

2c1

α
2−1/∆k1/∆

)
= exp

(
c1k1/∆

)

10 This observation is helpful whenever we integrate a continuous and piecewise polynomial function.
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as 2−1/∆ = α/2 by definition of ∆. In fact, for i = k
2 , we have actual equality and for every

1 ≤ i ≤ k, we have

exp
(c1

α
i1/∆

)
exp

(c1

α
(k − i)1/∆

)
≤ exp

(
c1k1/∆

)
.

This is precisely the exponential term that appears in the statement we want to prove (5).
However, we also need to account for the sum and the terms polynomial in k that appear
in S. To this end, we use that – if i ≈ k/2 – we gain from the product of the polynomial
terms in the sum to compensate overheads. On the other hand, if i is large or small, the
product of the exponential terms is much smaller than what we need, so we can compensate
the other terms by using the arising gap. With this in mind, we split the sum in S into the
cases where |i − k

2 | ≤ k
4 and those where this is not true. This way, we obtain

S ≤ k1+αde(1−γ)c1k1/∆
+ k1+αd ((k + 1)/8)− 2

α β
ec1k1/∆

, (6)

where γ > 0 is a constant depending on ∆ (and therefore on α). The first term accounts for
cases where i is sufficiently far from k

2 , making the exponential terms merge in a tame way.
When i ∈

[
k
4 , 3k

4
]
, both i + 1 and k − i + 1 are at least k+1

8 , since k > 2 (recall that we are
analyzing the case where k edges allow for an internal edge), and this is how the other term
is obtained.

Now, notice that since α < 2, we can choose β large enough such that (αd+1)− 2β
α < −β.

Then, the second term in 6 is at most (k + 1)−βec1k1/∆ as desired. For the first term, we
notice that the same holds if k is large enough. Hence, for all k, S is at most some constant
C times (k + 1)−βec1k1/∆ . We use this to conclude that

P (dG(x, y) ≤ k, longest edge is internal | wu, wv, wx, wy)

≤ CC2
intλc

1− 2
α

2 wα+1
u wα+1

v wα
x wα

y |x − y|−αd(k + 1)−βec1k1/∆
c−1

2

= CC2
intλc

1− 2
α

2 wα+1
u wα+1

v · h(|x − y|, k, wx, wy).

Since we assume that α < τ − 2, we can integrate wu, wv out such that the corresponding
integrals over wu and wv converge and only obtain another constant factor overhead. Then,
we can choose c2 large enough to compensate these constant overheads. Notice that this
works since we have a factor of c

1− 2
α

2 where the exponent is negative because α < 2. In total,
we have shown that we can choose the constants β, c1 and c2 such that the above bound is
at most 1

3 h(|x − y|, k, wx, wy) for all k.
Now, let us also bound the probability of paths in which the longest edge is adjacent to

either x or y. To this end, we sum over all possible vertices z connected to x by an edge of
(geometric) length ≥ |x − y|/k. Again, by the BK inequality, we have

P (dG(x, y) ≤ k, longest edge incident to x | wx, wz, wy)

≤ λwα
x wα

z

(
|x − y|

k

)−αd(∫ ∞

1
cdrd−1 min {1, h(r, k − 1, wz, wy)} dr

)
≤ Cλwα

x wα
z

(
|x − y|

k

)−αd

k− β
α e

c1
α k1/∆

wzwyc
− 1

α
2

≤ Cλwα+1
z · (k + 1)βkαd− β

α ec1( 1
α −1)k1/∆

c
1− 1

α
2 · h(|x − y|, k, wx, wy).

Again, by integrating out wz, we get another constant factor. We can now choose c1 large
enough so that the term exponential in k (which has a negative exponent since 1

α − 1 < 0)
swallows the polynomial and constant terms for every k, ensuring that the factor in front
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of h(|x − y|, k, wx, wy) is at most 1
3 , as desired. Finally, summing the three possibilities

that the longest edge is internal, the first, or the last edge on the path yields that overall,
P (dG(x, y) ≤ k | wx, wy) ≤ h(|x − y|, k, wx, wy) and finishes the proof. ◀

As promised, we now deal with cases where α ≥ τ − 2 by coupling SFP to SFP with
larger α without decreasing distances using the following lemma.

▶ Lemma 5. Let α and λ be the long-range and percolation parameters of some instance of
SFP. Fix the weights of all vertices and let puv refer to the probability that two vertices u and
v are connected by an edge. Fix some α′ < α. Then, puv ≤ min{1, λα′/αwα′

u wα′

v |u − v|−dα′}.
In particular, this means that the original SFP graph (with parameter α) is a subgraph of the
one with parameters α′ and λ′ = λα′/α.

Proof. We have

puv ≤ min{1, λwα
u wα

v |u − v|−dα} =
(

min{1, λ
1
α wuwv|u − v|−d}

)α

≤
(

min{1, λ
1
α wuwv|u − v|−d}

)α′

= min{1, λ
α′
α wα′

u wα′

v |u − v|−dα′
}. ◀

The implication of Lemma 5 is that we can artificially ensure that α < τ − 2 by setting
α′ = τ − 2 − ε for an arbitrarily small ε and λ′ = λα′/α. This allows us to prove Theorem 1.1
by applying Lemma 4 to this model since here, graph distances only get shorter due to
Lemma 5. We defer the proof to the full version, since it is only technical and the ideas in it
are already presented.

3 First Passage Percolation (FPP)

In this section we study first passage percolation (FPP) on SFP. Recall that this means
that we assign a cost to every edge which is drawn independently from an exponential
distribution with rate 1. For conciseness, we restrict ourselves to SFP even though the same
technique would also work for GIRGs/HRGs. Note that we obtain the LRP model from SFP
by informally setting τ = ∞. Formally, since SFP is an increasing model in τ in terms of
stochastic domination, the edge set of SFP with any finite τ stochastically dominates the
edge set of LRP. Hence, all lower bounds on cost-distances from SFP also transfer to LRP.11

In the following, we assume for simplicity that λ = 1; this does not affect our results.
In contrast to plain SFP, in FPP we have an additional source of randomness since

not only the existence of an edge is random but also its cost. To prove lower bounds on
cost-distances, it is therefore simpler (and sufficient) to consider a model in which there is
only one source of randomness for the edges. We call this model Complete Scale Free First
Passage Percolation, or CFFP for short. Here, all edges exist a priori, i.e., the graph is fixed
to be the complete graph with vertex set Zd. However, we now draw the cost of each edge
by sampling from an exponential distribution with rate wα

u wα
v |u − v|−αd (i.e. a rate that

depends on the weights and geometric distance between the two endpoints) instead of rate 1.
We start by showing that FPP on SFP is dominated by CFFP, i.e., that cost-distances

in CFFP can only become shorter as compared to FPP on SFP. To that end, we need the
following lemma that will allow us to combine the randomness of two events occurring with
probability min{1, α} and (1 − e−b), respectively into an event occurring with probability
1 − e−ab.

11 The same is true for graph-distances, but here the results for LRP were already known.
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▶ Lemma 6. min{1, a}(1 − e−b) ≤ 1 − e−ab for all a, b ≥ 0.

Proof. If a ≥ 1, then the inequality is easy to see, as (1 − e−b) ≤ (1 − e−ab) in this case. So,
let us assume that a < 1 from now on. Consider the function

f(b) = a(1 − e−b) − (1 − e−ab).

Note that it suffices to show that f(b) ≤ 0 for all b ≥ 0. We can see that f(0) = 0 and also

f ′(b) = a(e−b − e−ab) ≤ 0.

This shows that the function f(b) is non-increasing and since f(0) = 0, we have f(b) ≤ 0 for
all b ≥ 0. ◀

With this, we establish a coupling between FPP on SFP and CFFP such that cost-distances
in CFFP are at most as large as cost-distances in FPP on SFP.

▶ Lemma 7. Let u, v be a pair of vertices in Zd. Let further X(u,v) be the cost of the edge
{u, v} in FPP on SFP if it exists, and X(u,v) = ∞ if the edge does not exist, and let Y(u,v)
be its cost in CFFP. Then for any t ≥ 0,

P
(
X(u,v) ≤ t

)
≤ P

(
Y(u,v) ≤ t

)
.

Proof. For the event on the LHS to be true, the edge {u, v} must exist and then inde-
pendently the cost must be drawn to be at most t. The probability for the first event is
min{1, (wuwv)α|u − v|−αd} and the probability of the latter is 1 − e−t. For the event on the
RHS, one simply needs that the cost sampled from an exponential distribution with rate
(wuwv)α|u − v|−αd is at most t and the probability of this is exactly 1 − e−(wuwv)α|u−v|−αdt.
Lemma 6 finishes the proof. ◀

Lemma 7 shows that any lower bound shown for cost-distances in CFFP will also be true
for FPP on SFP. To see more clearly why this is true, note that we can couple the models in
the following way. First, we sample the weights for the vertices in exactly the same way for
both models. Then, conditioned on these weights, the probability space is a product space
over independent one-dimensional random variables (technically, one of them can be infinite
in value, but this is not a problem for our purposes) for which the inequality in Lemma 7
holds. With this in mind, we continue by establishing the lower bound for cost-distances in
CFFP. We will generally follow similar arguments as the ones presented in [13], which studies
a model similar to CFFP but without vertex weights. To establish an upper bound on the
probability that the cost-distance between two vertices is at most t, we need a bound on the
probability that the sum of exponential random variables is at most t, which is provided in
the following lemma, which in turn is an adaptation of Lemma 2.1 in [13].

▶ Lemma 8. Let X1, X2, . . . , Xk be i.i.d. exponential random variables such that the rate of
Xi is (wiwi+1)α|ui − ui+1|−αd, for some sequence of vertices uj with corresponding weight
wj, with 1 ≤ j ≤ k + 1. The wi are drawn from a power law with exponent τ . Assume that
2α < τ − 1. Then, there exists a c > 0 depending only on α, τ such that for all t ≥ 0,

P

(
k∑

i=1
Xi ≤ t

)
≤
(

ect

k

)k k∏
i=1

|ui − ui+1|−αd,

where the above probability is taken over the randomness of the weights and the Xi values.
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Proof. Note that each Xi = Yi

(wiwi+1)α|ui−ui+1|−αd , where Yi is an exponential random variable
with rate 1. Let us use λi = (wiwi+1)α|ui − ui+1|−αd from now on. By Markov’s inequality,
we have

P

(
k∑

i=1
Xi ≤ t

)
= P

(
exp

(
−θ

k∑
i=1

Xi

)
≥ e−θt

)
≤ eθtE

[
exp

(
−θ

k∑
i=1

Xi

)]
.

Now, let us bound the expectation above. Once one fixes the weights wj , each Xi is
independent from each other. Moreover, for Yi with rate one, it holds that E [exp(−θYi)] =

1
1+θ ≤ 1

θ for θ > 0. So, for a fixed realization w1, w2, . . . , wk+1 of the weights, we have:

E

[
exp

(
−θ

k∑
i=1

Xi

)
| w1, w2, . . . , wk+1

]
=

k∏
i=1

E
[
exp

(
− θ

λi
Yi

)]

≤
k∏

i=1

λi

θ

≤ θ−k
k+1∏
i=1

(wi)2α
k∏

i=1
|ui − ui+1|−αd.

The weight terms are raised to 2α, since each weight wi enters in (at most) two λj as wα
i .

Integrating the weights out, we see that since they are independent, one has

E

[
exp

(
−θ

k∑
i=1

Xi

)]
≤

[
θ−k

k∏
i=1

|ui − ui+1|−αd

]
k+1∏
i=1

E
[
(wi)2α

]
.

Now, since 2α − τ < −1, the expectations inside the rightmost product are all at most
some constant c′. Let c be e.g. equal to (c′)2 such that ck ≥ (c′)k+1. Collecting the above
bounds, we have

P

(
k∑

i=1
Xi ≤ t

)
≤ eθt

[
θ−k

k∏
i=1

|ui − ui+1|−αd

]
ck.

Setting θ = k
t shows the desired bound. ◀

With Lemma 8 at hand, we show that the expected size of the t-ball around the origin
grows at most exponentially with t. We define this ball B(x, t) as the set of vertices reachable
from vertex x with a path of cost-distance at most t. Exponential growth is not enough by
itself for our goal of showing a polylogarithmic lower bound on the distances but is a crucial
step in doing so. To do this, we modify the proof of Lemma 2.6 and Theorem 1.2 (ii) in [13].
In the following, we only consider the growth of B(0, t), i.e., the t-ball around the origin, but
it is easy to see that (by translation invariance) the same statements hold if we replace the
origin by any vertex x.

▶ Theorem 9 (Exponential Ball Growth). Let B(0, t) denote the set of vertices reachable
with a path of cost at most t from the origin in CFFP. If 2α < τ − 1, we have for some C

depending only on α and τ ,

E [|B(0, t)|] ≤ eCt.
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Proof. We compute

E [|B(0, t)|] =
∑

u∈Zd

P
(
d cost

G (0, u) ≤ t
)

≤ 1 +
∑

u∈Zd

u̸=0

∞∑
k=1

∑
(0,u)−path π

of length k

P (π has cost distance at most t)

Lemma 8
≤ 1 +

∑
u∈Zd

u̸=0

∞∑
k=1

(
ect

k

)k ∑
(0,u)−path

(0=u1,u2,...,uk+1=u)

[
k∏

i=1
|ui − ui+1|−αd

]
.

The constant c above is as in Lemma 8. The rightmost sum above can be bounded by
bk|u|−αd for some b depending only on α. This is done by Lemma 2.5 (c) in [13] (the quantity
bounded there is the above sum and is defined in equation (2.3) in the page previous to that
of Lemma 2.5). With that in mind, we have

E [|B(0, t)|] ≤ 1 +

 ∑
u∈Zd,u ̸=0

|u|−αd

( ∞∑
k=1

(
ecbt

k

)k
)

.

Since α > 1, the first sum above is bounded by a constant c1. Moreover, note that
∞∑

k=1

(
ecbt

k

)k

≤
∞∑

k=0

(ecbt)k

k! − 1 = eecbt − 1.

One can choose C large enough so that E [|B(0, t)|] ≤ eCt. To see why, note that we can
freely assume c1 ≥ 1. Then, setting C = ecbc1 suffices. That is because of the following. Let
f(x) = xc1 + c1(1 − x) − 1. This function is decreasing from 0 to 1 and increasing afterwards.
Moreover, both f(0) and f(1) are non-negative, hence it is non-negative for all x ≥ 0. Setting
x = eecbt shows that for all t ≥ 0,

E [|B(0, t)|] ≤ 1 + c1(eecbt − 1) ≤ (eecbt)c1 = eCt. ◀

In the following, we define

g(t) := E [|B(0, t)|]

and note that we have already shown that g(t) grows at most exponentially. But we can do
better and show that in fact it grows at most stretched exponentially, in particular roughly
as exp(t 1

∆ ). This intuitively corresponds to the cost-distances between two vertices u and v

growing roughly as (log |u − v|)∆, and is then also used in proving the corresponding lower
bound later.

To show this improved bound, we bound the crucial quantity

f(r, t) = sup
|u|=r

P
(
d cost

G (0, u) ≤ t
)

∈ [0, 1],

that is, the highest possible probability with which a vertex connects to the origin with cost
at most t, given that it has geometric distance r. We only consider r, t > 0. One can show
the following bound for f(r, t).

▶ Lemma 10 (Towards a Self-Bounding Inequality for g(t)). Consider CFFP with 2α < τ − 1.
There exist constants cf , δ > 0 depending only on α and τ such that

f(r, t) ≤ cf r−αdh(t), where h(t) := tαd

∫ t

0
g(t − y)(g(y) − 1)dy + e−δt.
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This lemma can be seen as a generalization of the technique we use to prove Lemma 4:
We bound the probability that two vertices at distance r are connected by a path of cost at
most t by a term that is essentially r−αd (which is roughly the probability that the longest
edge in such a path exists) times h(t) which integrates over all possible y such that said edge
connects the (t − y)-ball around 0 and the y-ball around u. Using this, we can then derive a
self-bounding inequality for g(t), which relates g recursively to itself such that we can derive
an upper bound on g by solving said recursive relation using Theorem 13 which is identical
to [13, Theorem 5.3]. We derive the self-bounding inequality by summing f(r, t) over all
vertices and thus express g(t) as a function of h(t), which – in turn – depends on g. We
capture this in the following lemma.

▶ Lemma 11 (Self-Bounding Inequality for g(t)). Consider CFFP with 2α ≤ τ − 1. There
are constants c, δ such that for all t ≥ 0

g(t)α ≤ c

(
tαd

∫ t

0
g(t − y)g(y)dy + 1

)
.

Proof. To derive the self-bounding inequality for g using Lemma 10, we upper bound g by
an expression involving f(r, t) and then upper bound f(r, t) using Lemma 10. Specifically,
we estimate the expected size of a t-ball by integrating over all vertices times the respective
probability f(r, t).

E [B(0, t)] = g(t) ≤ 1 +
∫ ∞

1
cdrd−1 min{1, f(r, t)}dr

= 1 +
∫ (cf h(t))

1
αd

1
cdrd−1dr +

∫ ∞

(cf h(t))
1

αd

cdcf rd−1−αdh(t)dr

since for r > (cf h(t)) 1
αd , the minimum is smaller than 1 by definition of f(r, t) from Lemma 10.

Integrating out then yields,

g(t) ≤ 1 + c′
(

h(t) 1
α + h(t) 1

α −1h(t)
)

≤ 1 + ((c′′h(t)) 1
α

for some constants c′, c′′ that depend on α, d and τ . Therefore, we infer that

(g(t) − 1)α ≤ c′′h(t). (7)

It can be shown that12 g(t)α ≤ 2α−1(1 + (g(t) − 1)α). Chaining this inequality with (7) and
replacing h(t) above by its definition in Lemma 10 we get the claimed recursive inequality
for g(t). In more detail, we have

g(t)α ≤ 2α−1(1 + (g(t) − 1)α) ≤ 2α−1(1 + c′′h(t))

Since h(t) is bounded away from zero and since e−δt ≤ 1, it follows that there exists a c such
that the inequality claimed in the lemma statement holds for all t. ◀

It is through this inequality that a stronger bound on g(t) can be derived. For this,
we use Theorem 5.3 from [13] directly which we restate as Theorem 13. It claims (among
more general things) that for a given function g(t), if 1 ≤ g(t) ≤ eCt for some constant C

(which we have already shown) and an inequality similar to 7 holds, then one roughly has
g(t) ≤ et1/∆ . Now that we have motivated Lemma 10, let us prove it.

12 One simply needs to consider the function f(x) = 2α−1(1 + (x − 1)α) − xα restricted to x ≥ 1, which
has a global minimum of 0 at x = 2.
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Proof of Lemma 10. Fix a “target” vertex u. Let us first focus on paths from 0 to u which
contain at least ρt edges (we assume that this is an integer for simplicity) for some constant ρ

that will be determined later. If Plong is the probability that some such path has cost-distance
less than t, then by a simple union bound we have

Plong ≤
∞∑

k=ρt

∑
(0,u)−path π

of length k

P (π has cost-distance at most t)

Lemma 8
≤ eθt

∞∑
k=ρt

θ−kck
∑

(0,u)−path (u1,u2,...,uk+1)
with u1=0 and uk+1=u

k∏
i=1

|ui − ui+1|−αd

Lemma 2.5 (c) in [13]
≤ eθt|u|−αd

∞∑
k=ρt

(
cb

θ

)k

.

In the second line above, we used Lemma 8 but the final step where θ is set to some value
is not carried out. Furthermore, the constant b that emerges in the third line is as in Lemma
2.5 (c) of [13]. Now, setting θ = ρ > ecb, we have

Plong ≤ |u|−αdeρt

(
cb
ρ

)ρt

1 − cb
ρ

≤ |u|−αd e

e − 1e−ρt log ρ
ecb . (8)

Now, let us turn our attention to paths that use at most ρt edges instead and let Pshort
denote the probability that such a path has cost-distance at most t. The idea here is to
notice that a geometrically long edge (u1, u2) must be used (similarly as in the proof of
Lemma 4). In particular, this edge has to cover a distance of at least |u|

ρt , as there are at
most ρt edges used to cover a distance of |u|. We adapt the argumentation of the proof of
Lemma 5.1 in [13], which is essentially a union bound over all the possible intermediate pairs
(u1, u2). More precisely, we get that

Pshort ≤∑
u1,u2∈Zd

|u1−u2|≥ |u|
ρt

∫∫
P
(
d cost

G (0, u1) + c(u1,u2) + d cost
G (u2, u) ≤ t | wu1 , wu2

)
dµ(wu1)dµ(wu2)

(9)

where µ(w) = w1−τ is the probability measure of the weight distribution and

P
(
d cost

G (0, u1) + c(u1,u2) + d cost
G (u2, u) ≤ t | wu1 , wu2

)
≤
∫ t

0
dP
(
d cost

G (0, u1) ≤ s | wu1

) ∫ t−s

0
P
(
d cost

G (u2, u) ≤ y | wu2

)
wα

u1
wα

u2
|u|−dα(ρt)αddy.

(10)

where we use a convolution over the cost of the left and right path segment and that the
density of c(u1,u2) is at most wα

u1
wα

u2
|u|−dα(ρt)dα. Had there not been weights involved, the

proof of Lemma 5.1 in [13] would show immediately that

Pshort ≤ cshort|u|−αdh(t)

for some constant cshort depending on α. In our case we first need to get rid of the weights.
To this end, we use the following simple proposition whose proof we defer for now.
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▶ Proposition 12. For any u1 ∈ Zd and any t > 0, we have

P
(
d cost

G (0, u1) ≤ t | w1
)

≤ 2wα
1 P
(
d cost

G (0, u1) ≤ t
)

.

Applying this proposition to (10) yields

P
(
d cost

G (0, u1) + c(u1,u2) + d cost
G (u2, u) ≤ t | wu1 , wu2

)
≤ 4w2α

u1
w2α

u2
|u|−dα(ρt)αd

∫ t

0
dP
(
d cost

G (0, u1) ≤ s
) ∫ t−s

0
P
(
d cost

G (u2, u) ≤ y
)

dy.

Then, applying this to (9) and taking the sum into the integrals, we get

Pshort ≤
∑

u1,u2∈Zd

|u1−u2|≥|u|/(ρt)

(∫∫
4w2α

u1 w2α
u2 dµ(wu1 )dµ(wu2 )

)

×
(

|u|−dα(ρt)αd

∫ t

0
dP
(
d cost

G (0, u1) ≤ s
)∫ t−s

0
P
(
d cost

G (u2, u) ≤ y
)

dy

)
≤
(∫ ∞

1

∫ ∞

1
4(τ − 1)2w2α−τ

u1 w2α−τ
u2 dwu1 dwu2

)

×

|u|−dα(ρt)αd
∑

u1∈Zd

∑
u2∈Zd

∫ t

0
dP
(
d cost

G (0, u1) ≤ s
)∫ t−s

0
P
(
d cost

G (u2, u) ≤ y
)

dy


where we took the sum into the second set of parentheses and omitted the condition
|u1 − u2| ≥ |u|/(ρt) from the sum and then split it into two sums. We also replaced
µ(w) = 1 − w1−τ so dµ(w) = (τ − 1)w−τ dw. Now, taking these sums into the integrals and
recalling that g(x) =

∑
v∈Zd P (d cost

G (0, v) ≤ x) yields that

Pshort ≤
(∫ ∞

1

∫ ∞

1
4w2α−τ

u1
w2α−τ

u2
dwu1dwu2

)(
|u|−dα(ρt)αd

∫ t

0
dg(s)

∫ t−s

0
g(y)dy

)
.

Here, it is easy to see that the term in the second set of parentheses is at most cshort|u|−αdh(t)
for some constant cshort as was formally shown in [13, Lemma 5.1]. The term in the first set
of parentheses is some constant that only depends on α, τ since the condition 2α < τ − 1
ensures that the integrals converge. This constant enters into cshort.

If we now choose ρ > ecb and δ = ρ log ρ
ecb , then summing Plong from (8) and Pshort as

above yields

f(r, t) ≤ cf r−αdh(t)

for some constant cf as desired. ◀

We now give the proof of the proposition deferred above.

Proof of Proposition 12. Recall that the statement of the proposition is that

P
(
d cost

G (0, u1) ≤ t | w1
)

≤ 2wα
1 P
(
d cost

G (0, u1) ≤ t
)

We show this using a coupling argument. To this end, we consider a model M that
resembles CFFP where instead of having the vertex u1 with weight w1, we set the weight
of u1 deterministically equal to 1. However, to decide the costs of edges adjacent to u1, we
take the minimum of ⌈wα

1 ⌉ many independent samples, i.e., for the edge (u1, v) we set its
cost to the minimum of ⌈wα

1 ⌉ independent samples from an exponential distribution with
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rate wα
v |u − v|−αd. Alternatively, this can be seen as having ⌈wα

1 ⌉ copies of u1 (with weight
1) and then studying the minimal cost-distance from 0 to one of the copies u1 where the
minimum is taken over all copies. Note that this description diverges from the one in the
previous sentence if we are interested in paths between two arbitrary vertices, but since we
are only concerned with paths from 0 to u1, the two are equivalent.

We continue by showing that cost distances in CFFP (from 0 to u1) stochastically
dominate those in M , i.e., that

P
(
d cost

G (u1, 0) ≤ t in CFFP | w1
)

≤ P
(
d cost

G (u′
1, 0) ≤ t in M

)
.

To this end, we first show that this is the case for the cost of all edges incident to u1. Let
e = (u1, v) be an arbitrary such edge and note that

P
(
c(u1,v) ≥ x in M

)
=
(

e−xwα
v |u1−v|−αd

)⌈wα
1 ⌉

≤ e−xwα
1 wα

v |u1−v|−αd

= P
(
c(u1,v) ≥ x in CFFP

)
.

Now, let R be a fixed realization of all weights and edge costs in CFFP not associated with
u1 and denote by [d cost

G (0, v)]R. the cost distance from 0 to v in this realization when u1 is
removed from the underlying graph. With this, we note that – conditional on R – we have

d cost
G (u1, 0) ≤ t ⇐⇒ ∃ v such that c(u1,v) ≤ t −

[
d cost

G (0, v)
]

R .

Since P
(
c(v,u1) ≥ x in M

)
≤ P

(
c(v,u1) ≥ x in CFFP

)
as shown above, the probability that

this occurs in M is as least as large as the corresponding probability in CFFP, and since
this holds conditional on any realization R, it also holds unconditionally by the law of total
probability. Hence, we have shown the desired stochastic domination.

It remains to be shown that

P
(
d cost

G (u1, 0)) ≤ t′ in M
)

≤ 2wα
1 P
(
d cost

G (u1, 0) ≤ t in CFFP
)

.

To to prove this, we again consider an arbitrary but fixed realization R as in the previous
paragraph and recall that d cost

G (u1, 0) ≤ t if and only if there is some v such that c(u1,v) ≤
t − [d cost

G (0, v)]R. Note that by the definition of M , this occurs if and only if it happens
for at least one of the ⌈wα

1 ⌉ ≤ 2wα
1 copies of u1. Since for each copy, the probability that

this happens for said copy is P (d cost
G (u1, 0) ≤ t in CFFP | wu1 = 1, R), we get from a union

bound and from the law of total probability that

P
(
d cost

G (u1, 0) ≤ t in M
)

≤ 2wα
1 P
(
d cost

G (u1, 0) ≤ t in CFFP | wu1 = 1
)

≤ 2wα
1 P
(
d cost

G (u1, 0) ≤ t in CFFP
)

◀

Finally, we will use Lemma 10 in conjunction with Theorem 5.3 from [13] to show the
desired lower bound on cost-distances. We restate that theorem here, simplified for our use
case.

▶ Theorem 13 (Theorem 5.3 from [13]). Let g(t) : [0, ∞) → R be a function satisfying

1 ≤ g(t) ≤ eCt

and

g(t)1/θ ≤ ch

(
1 + tβ−1

∫ t

0
g(y)g(t − y) dy

)
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for all t ≥ 0 for some constants C > 0, θ ∈
( 1

2 , 1
)
, β ≥ 0, and ch ≥ 1. Then, there exists a

constant cθ > 1 such that g(t) ≤ G(t) for all t ≥ 0 where G(t) is defined such that

log G(t) = cθ(2λt)log2(2θ)(log(1 + tβ))log2(1/θ)(1 + o(1)).

We use the above theorem to prove our main lemma for FPP, which we restate here.

▶ Lemma 14 (Tail Bound for Cost-Distances in FPP). Consider FPP on SFP with 2α < τ − 1
and arbitrary vertices x, y. There exists a constant c depending only on α and τ such that
for ∆ = ∆(α) = 1/log2 (2/α),

logP
(
d cost

G (x, y) ≤ t
)

≤ c(log(1 + t))1−1/∆t1/∆(1 + o(1)) − αd log |x − y| + c.

Proof. As discussed, it suffices to show the claim for CFFP. Moreover, by translation
invariance, we can replace x with the origin 0 and y by u = y − x. By Lemma 11 we have

g(t)α ≤ c1

(
tαd

∫ t

0
g(t − y)g(y) dy + 1

)
(11)

for some c1, δ > 0 depending only on parameters of the model. We also know that g(t) ≤ eCt

from Theorem 9 for a C with the same dependencies. Therefore, using Theorem 5.3
from [13] (stated above the current theorem) with θ = 1

α , β = αd + 1 and with the inequality
1 + tβ ≤ (1 + t)β , we have g(t) ≤ G(t), where

log G(t) = c(log(1 + t))1− 1
∆ t

1
∆ (1 + o(1)),

where c depends only on parameters of the model. Now, by Lemma 10, we have

logP
(
d cost

G (0, u) ≤ t
)

≤ log f(|u|, t)

≤ c′ − αd log |u| + log
(

tαd

∫ t

0
g(t − y)(g(y) − 1) dy + e−δt

)
The constant c′ above comes from Lemma 10. The final step is to notice that inequality (11)
is satisfied as equality for G(t), as in [13]. Then, substituting the expression for it in the
resulting inequality gives the desired bound. ◀

We can use the coupling employed in Theorem 1.1 to establish the above tail bound even
if 2α ≥ τ − 1 but with ∆ replaced by ∆′′ = ∆(min{α, τ−1

2 } − ε) for arbitrarily small ε. We
then have obtained Theorem 1.3. Since the proof is almost verbatim the same as that of
Theorem 1.1, we omit it. Note that one minor technical step that is required additionally
to get the bound claimed in Theorem 1.3 using the one obtained from Lemma 14 is to
introduce an auxiliary constant ε′ in addition to the ε from the statement of the theorem.
This swallows the (log(1 + t))1− 1

∆ factor.
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A On the upper bound claim in [19]

In this section, we briefly explain the mistake in the upper bound proof for graph distances
in [19]. There, the authors add edges for some paths of length 2 in SFP, thus cutting graph
distances at most in half. Let us call the resulting graph 2-SFP. Then they compare 2-SFP
to LRP with different parameters. The 2-SFP graph does not dominate an LRP because the
edges are correlated, but for every edge e, P (e open in 2-SFP) ≥ P (e open in LRP).

Then they make the argument that the correlations are positive, so that for every fixed
x-y-path π, by the FKG inequality:

P (π open in 2-SFP) ≥ P (π open in LRP) . (12)

That is correct, but it does not imply the statement that we would want for a suitable k:

P (∃ x-y-path π of length ≤ k: π open in 2-SFP)
≥ P (∃ x-y-path π of length ≤ k: π open in LRP) . (13)

Instead, (12) only implies by summing over all x-y-paths of length at most k:

E [# of open x-y-paths of length ≤ k in 2-SFP] (14)
≥ E [# of open x-y-paths of length ≤ k in LRP] . (15)

However, it is not hard to see that due to the correlations the left hand side of (14) is
dominated by low-probability events where the number of paths is very large. In particular,
the upper bound proof for LRP is centered around the concept of hierarchies, and the first
step of a hierarchy is to find an edge of length Θ(|x − y|), where the two endpoints lie
respectively close to x and y. It is easy to see that for some parameters considered in [19],
with high probability such edges do exist in LRP but do not exist in 2-SFP. However, the
expected number of such edges in 2-SFP (corresponding to the left hand side of (14)) is still
large because the unlikely event of a vertex of weight Θ(|x − y|) at distance |x − y| from x

induces a very large number of 2-paths in SFP, which become edges in 2-SFP.
Hence, the argument in [19] shows (14) but not (13), and this is not a minor omission

but a major gap. In fact, we conjecture that the upper bound statements in [19] are false,
and that the exponent ∆(α) = 1/ log2(2/α) is tight throughout the polylogarithmic regime,
i.e. for all τ > 3 and α ∈ (1, 2). The reason for this intuition is that for τ > 3 there exists a
constant C > 0 such that the induced graph of vertices of weight larger than C does not
percolate. However, we do not see an obvious way to leverage this property into lower bounds
for graph distances.
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Abstract
Kaltofen [STOC 1986] gave a randomized algorithm to factor multivariate polynomials given by
algebraic circuits. We derandomize the algorithm in some special cases.

For an n-variate polynomial f of degree d from a class C of algebraic circuits, we design a
deterministic algorithm to find all its irreducible factors of degree ≤ δ, for constant δ. The running
time of this algorithm stems from a deterministic PIT algorithm for class C and a deterministic
algorithm that tests divisibility of f by a polynomial of degree ≤ δ.

By using the PIT algorithm for constant-depth circuits by Limaye, Srinivasan and Tavenas [FOCS
2021] and the divisibility results by Forbes [FOCS 2015], this generalizes and simplifies a recent
result by Kumar, Ramanathan and Saptharishi [SODA 2024]. They designed a subexponential-time
algorithm that, given a blackbox access to f computed by a constant-depth circuit, outputs its
irreducible factors of degree ≤ δ. When the input f is sparse, the time complexity of our algorithm
depends on a whitebox PIT algorithm for

∑
i
mig

di
i , where mi are monomials and deg(gi) ≤ δ. All

the previous algorithms required a blackbox PIT algorithm for the same class.
Our second main result considers polynomials f , where each irreducible factor has degree at

most δ. We show that all the irreducible factors with their multiplicities can be computed in
polynomial time with blackbox access to f .

Finally, we consider factorization of sparse polynomials. We show that in order to compute all
the sparse irreducible factors efficiently, it suffices to derandomize irreducibility preserving bivariate
projections for sparse polynomials.
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1 Introduction

The problem of multivariate polynomial factorization asks to find the unique factorization
of a given polynomial f ∈ F[x1, . . . , xn] as a product of distinct irreducible polynomials
over F. The problem reduces to univariate polynomial factorization over the same field,
for which a deterministic polynomial time algorithm is known over the field Q. The com-
plexity of multivariate factorization depends on the representation of input and output
polynomials. If we use dense representation (where all the coefficients are listed including
the zero coefficients), deterministic polynomial time algorithms for multivariate factoring
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75:2 Derandomizing Multivariate Polynomial Factoring for Low Degree Factors

are known [16]. If we use sparse representation (where only the nonzero coefficients are
listed), only randomized polynomial time (in the total sparsity of input polynomial and the
output factors) algorithms are known [41, 21]. There are other standard representations like
arithmetic circuits, and blackbox models (that gives the evaluations of the polynomial at any
point, but the internal structure of the computation is hidden). Randomized polynomial time
factorization algorithms are known in these models due to the classic results of Kaltofen [19]
and Kaltofen and Trager [21]. Randomization is naturally required for these models, as
the more basic question of polynomial identity testing (given a circuit/blackbox, test if it
computes the zero polynomial) is not yet derandomized.

Towards derandomization of special cases of multivariate factoring, we are motivated by
the following two questions.

▶ Question 1. Given a sparse polynomial f . Can we find all the sparse irreducible factors
of f by a deterministic algorithm in polynomial/quasipolynomial/subexponential time?

Note that the factors of a sparse polynomial f might be nonsparse. Bhargava, Saraf and
Volkovich [3] showed an upper bound on the sparsity of the factors of a sparse polynomial f .
However, the bound is exponential in the degree of f . Therefore, instead of finding all the
irreducible factors, we want to output only those factors that are sparse.

▶ Question 2 ([41, 3]). Given polynomial f =
∏m

i=1 gi
ei as a blackbox, where polynomials gi

are irreducible polynomials whose sparsities are bounded by s. Can we find the polynomials
gi in deterministic time poly(s, n, d) or time quasi-poly/sub-exponential in s, n, d?

The second question can be seen as a special case of polynomial factorization, where we
are promised that all the irreducible factors are sparse. To our surprise, we do not know a
deterministic subexponential-time algorithm even for the special case of Question 2, when
the given blackbox computes the product of just two irreducible sparse polynomials.

Derandomization of multivariate factoring (whitebox, or blackbox) reduces to (whitebox,
or correspondingly blackbox) derandomization of polynomial identity testing (PIT). Kopparty,
Saraf and Shpilka [27] showed this reduction in the model of arithmetic circuits. However,
we do not know if sparse factorization reduces to sparse PIT or constant-depth arithmetic
circuit PIT (the algorithms of [27] reduce to general arithmetic circuit PIT). Recently, there
has been some progress on these questions by [28, 29]. Earlier works of Volkovich [39, 40]
made progress on several special cases of sparse multivariate factoring.

Multivariate polynomial factoring has various applications, such as low-degree testing [1],
constructions of pseudorandom generators for low-degree polynomials [6, 8], computational
algebraic geometry [14] and many more. blackbox multivariate polynomial factorization is
extensively used in arithmetic circuit reconstruction [36, 37], and polynomial equivalence
testing [22, 23, 33]. Algebraic hardness vs randomness [15] results crucially use multivariate
factorization. Special cases of depth-4 polynomial identity testing are related to questions
about sparse polynomial factorization [12, 40, 4].

Divisibility testing. In a factorization algorithm, we may want to check if a candidate factor
is truly a factor via divisibility testing. It asks to test if a polynomial g(z) divides a polynomial
f(z). Forbes [9] showed that the divisibility testing question can be efficiently reduced to an
instance of a PIT question of a model that relates to both f and g; see Lemma 9. Currently,
we do not know any deterministic polynomial time algorithm even when g and f are both
sparse polynomials. When f is a sparse polynomial and g is a linear polynomial, the problem
reduces to polynomial identity testing of any-order read-once oblivious branching programs
(ROABPs), for which polynomial time whitebox PIT algorithm [34] and quasipolynomial
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time blackbox PIT algorithms are known [10, 13, 11]. We do not know a deterministic
polynomial time algorithm, even for testing if a quadratic polynomial g divides a sparse
polynomial.

1.1 Our results
We show a general result that exhibits properties of a class C of polynomials, such that we
can compute the constant-degree factors of polynomials f ∈ C. The following theorem is an
informal statement of Theorem 18.

▶ Theorem 1 (Low-degree factors via divisibility). Let δ ∈ N be a constant and C be a
class of polynomials such that there is an efficient PIT algorithm for C. For any n-variate
polynomial f ∈ C of degree d, finding all its irreducible factors of degree ≤ δ reduces to
solving polynomially many divisibility questions of whether a given polynomial of degree ≤ δ

divides f .

Arguably, Theorem 1 generalizes and simplifies a recent result by Kumar, Ramanathan
and Saptharishi [28] about the factorization of polynomials computed by constant-depth
circuits. Importantly, if f is represented in the whitebox setting, then both the required
algorithms (PIT and divisibility testing) in Theorem 1 are whitebox algorithms, whereas [28]
still requires blackbox algorithms. We compare the results in more detail in Section 1.2.

We can apply Theorem 1 in the case of (any-order) ROABPs. There are polynomial
time (respectively, quasipolynomial time) whitebox (respectively, blackbox) PIT algorithms
for ROABPs. Moreover, using the divisibility techniques by Forbes [9] (see Lemma 9) and
the duality trick by Saxena [35], the divisibility testing question of whether a given linear
polynomial divides a ROABP can be reduced to a PIT instance of a polynomial-size ROABP.

▶ Corollary 2 (Linear factors of ROABPs). Let f be an n-variate polynomial of degree d,
computed by an any-order ROABP of width w. Then one can output all its linear factors, along
with the exponents in time poly(ndw) in the whitebox setting, and in time poly(ndwlog log w)
in the blackbox setting.

When the input f is s-sparse, this result is already known due to Volkovich [39, Theorem 4].
Note that a sparse polynomial has a trivial ROABP.

Finally, we remark that Theorem 1 can be further generalized to outputting factors from
a general class D (as black box) when in addition to assuming (informally speaking) efficient
PIT for C and the divisibility test for C by D, one has to assume efficient derandomization
of HIT for D (in the sense of finding a good bivariate projection preserving irreducibility,
see Assumption 1) and an inclusion property (i.e. given g ∈ D or not). For simplicity, in the
conference version, we only assume that D is the class of constant-degree polynomials.

Our second result considers the class of polynomials f , where all the irreducible factors of f

are promised to have degrees bounded by δ. For this class, there are blackbox PIT algorithms
with time complexity poly(d, nδ) for n-variate polynomials f of degree d, see [7, 5]. Hence,
by Theorem 1, the factoring problem reduces to a divisibility question. Using techniques of
Forbes [9] (see Lemma 9), this can be further reduced to designing a blackbox PIT algorithm
for polynomials of the form ΣiΠj fi,j , where deg(fi,j) ≤ δ. However, we do not know better
than subexponential-time PIT algorithms for this model. Thus, Theorem 1 does not yield
anything fruitful in this promise setting. We show how to completely avoid divisibility testing
and still find all the irreducible factors in polynomial time. The following theorem is an
informal statement of Theorem 19.

APPROX/RANDOM 2024
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▶ Theorem 3 (Promise low-degree factoring). Let δ ∈ N be a constant. Given a blackbox
access to an n-variate polynomial f of degree d such that all its irreducible factors have
degrees at most δ, one can deterministically output all its irreducible factors along with the
multiplicities in poly(nd) time.

The above theorem can be generalized to polynomials whose irreducible factors are from
a class D (and we will output them as blackbox), for which efficient PIT and derandomiz-
ation of HIT (in the sense of finding a good bivariate projection preserving irreducibility;
see Assumption 1) is known. For simplicity, in the conference version, we only focus on the
class of constant-degree polynomials.

Related work on Theorem 3. There have been some works when δ = 1. In this setting,
given a promise that f(z) =

∏
i∈[m] ℓei

i , where ℓi(z) are mutually co-prime linear polynomials,
we have to output ℓi. A randomized polynomial time algorithm for this problem follows
from the work of Kaltofen and Trager [21]. Recently, Koiran and Ressyare [25] gave three
different randomized algorithms for the non-promise problem that can test if a given f can
be completely factored into linear polynomials and output the factorization if it exists. The
first algorithm assumes that ℓ1, . . . , ℓm are linearly independent, while the last two do not
need that assumption. Later, Koiran and Skomra [26] derandomized the first algorithm when
ℓi are linearly independent. Using a different idea and linearly independence of ℓi, Medini
and Shpilka [32] gave an alternative deterministic polynomial time algorithm. All these works
exploited the linearity (and sometimes randomization/linear independence) of the factors,
while our algorithm neither requires linearity of the factors nor any linear independence.

Finally, we go back to Question 1 of outputting all the sparse irreducible factors of a given
sparse polynomial. Can efficient sparse irreducibility testing lead to an efficient algorithm?
For general multivariate factoring, an effective version of Hilbert’s Irreducibility Theorem
(HIT) by Kaltofen [17] (Theorem 10) says that with high probability, an irreducible n-variate
polynomial remains irreducible if we randomly project it to a bivariate polynomial. This
leads to an efficient factoring algorithm, since HIT helps to preserve the factorization pattern
(the number of distinct irreducible factors and corresponding multiplicities). The hardness
of Question 1 stems from the fact that a sparse polynomial may have both sparse and
non-sparse irreducible factors. Hence, preserving irreducibility for sparse polynomials will
not preserve the factorization pattern, and therefore, it may be hard to get back the actual
factor. However, we observe that a deterministic version of HIT for sparse polynomials can
indeed solve Question 1. The following theorem is an informal statement of Theorem 20.

▶ Theorem 4 (Conditional sparse factoring, Informal). Suppose there is an efficient algorithm
that finds a bivariate projection, making an s-sparse irreducible polynomial both monic (in
one variable) and irreducible. Then there is a subexponential-time algorithm that outputs all
its irreducible factors with sparsities ≤ s along with their multiplicities.

1.2 Comparison with Kumar, Ramanathan and Saptharishi [28]
Theorem 1 implies [28, Theorem 1.1–1.2]. Let ∆ ≥ 2 be an arbitrary positive integer.
Assume that we have a blackbox access to f , which can be computed by a ∆-depth algebraic
circuit of size s. The recent breakthrough result of Limaye, Srinivasan, and Tavenas [31]
gives a subexponential time identity testing algorithm for f . Moreover, using the techniques
from [9] (see Lemma 9), one can show that whether a given polynomial of degree ≤ δ

divides f can be efficiently reduced to PIT for an algebraic circuit of size poly(sd), of the
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form
∑

i gih
di
i , where the polynomials gi are computable by ∆-depth algebraic circuits and

deg(hi) ≤ δ. For a formal proof, see [28, Corollary 2.19]. The main time complexity of [28,
Theorem 1.1] is also dictated by the best-known blackbox PIT algorithm for the same model
as above, which runs in subexponential time [31]. This algorithm requires the underlying
field to have characteristic 0.

When ∆ = 2, Theorem 1 gives a quasipolynomial time algorithm to output irreducible
factors of degree ≤ δ, thus implying [28, Theorem 1.2]. We know a polynomial time identity
testing for sparse polynomials, due to Klivans and Spielman [24]. Further, [9, Corollary 7.16]
showed that whether a polynomial of degree ≤ δ divides a sparse polynomial, reduces to PIT
for Σm ∧ ΣΠ[δ]; this model computes polynomials of the form

∑poly(sd)
i=1 mih

di
i , where mi

are monomials, and deg(hi) ≤ δ. The best-known blackbox (and whitebox) PIT algorithm
for this model runs in quasipolynomial time [9, Corollary 6.7], and work over fields of
characteristics 0 or large.

Whitebox vs. blackbox. Interestingly, if the input f has a whitebox access to it (for example
when f is sparse, we can use [24]), then the required PIT algorithms in Theorem 1 are also
in the whitebox setting. On the other hand, the factoring algorithm in [28] requires blackbox
PIT algorithms. To explain it further, let f(x, z) be a monic polynomial (in x) and computed
by a constant-depth circuit. Further, f = g · h, where deg(g) ≤ δ and gcd(g, h) = 1. In the
usual factoring algorithm via Hensel lifting/Newton iteration, it is important to find a good
starting point a ∈ Fn such that gcd(g(x, a), h(x, a)) = 1. This step is usually ensured by
finding a hitting set for the Resultant polynomial Resx(g(x, z), h(x, z)). Once such a point
is found, one can project to the univariate f(x, a), factorize it and then do the lifting. [28]
observed that Res(g, h) = Res(g, f/g). Further, they showed that the polynomials f/g as
well as Res(g, f/g) can be computed by small-size constant-depth algebraic circuits. This was
enough to find a good projection using [31], and then find the true factor g via lifting. Since
we do not know the factor g apirori, the polynomials f/g and Res(g, f/g) can be viewed
as polynomials computable by small-size constant-depth algebraic circuits without having
explicit access to them.

1.3 Proof idea
In this section, we give an overview of our algorithms. The overall idea is to project the
input polynomial to a trivariate polynomial, factorize it, and recover the original factors via
efficient sparse interpolation [24].

Proof ideas of Theorem 1 and Theorem 3. Suppose f(x, z) is an (n + 1)-variate degree d

homogeneous polynomial computed by an s-size circuit, which is monic in x. The monicness
property can be assumed otherwise it is well-known that a random shift can make f monic,
and this step can be derandomized assuming PIT for f ; see Lemma 7. We start with the
simplest scenario of δ = 1, i.e., given f , we want to output its linear factors.

Suppose f = ℓe · g, with e ≥ 1, where gcd(ℓ, g) = 1 and ℓ is a linear polynomial. Consider
the substitution ϕ : zi 7→ yi, where y is a new variable. Observe that ϕ(f) ∈ F[x, y] is
a nonzero monic polynomial (in x) of total degree at most nd. Further, ϕ(ℓ), remains
an irreducible factor of ϕ(f) and it is easy to identify ℓ from ϕ(ℓ), since the monomials
{z1, · · · , zn} are assigned yi uniquely. One can factorize the bivariate polynomial ϕ(f) in
deterministic poly(nd) time (see Lemma 11). We can apply the inverse of ϕ to each factor
having degree 1 in x, and there could be nd many candidates of linear factors. The actual
factor ℓ must be one of them. The divisibility testing makes sure that it always outputs the
true linear factors.

APPROX/RANDOM 2024
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When δ ≥ 2, we can still find small weights wi, such that any monomial ze of degree ≤ δ

gets uniquely mapped to yi, via ϕ : zi 7→ ywi ; see Lemma 14. Unfortunately, this map may
not preserve irreducibility. On the other hand, an effective version of Hilbert’s Irreducibility
Theorem [20] shows that a monic irreducible polynomial g(x, z) remains irreducible under the
substitution zi 7→ βit+γi, where βi, γi are randomly chosen from F; see Theorem 10. Further,
this step can be derandomized when g is a low-degree polynomial. We combine these two
ideas to get small weights wi and w′

i such that the projection Ψ : zi 7→ ywit + yw′
i preserves

the irreducibility of any polynomial of degree ≤ δ, and further it is uniquely recoverable from
the projected trivariate polynomial; see Corollary 16. Therefore, it suffices to factor the
trivariate polynomial, find all its irreducible factors, and recover the original factors.

The proof of Theorem 3 uses the same trivariate projection as above. In this case, we
can avoid divisibility because the trivariate projection preserves the factorization pattern,
and one can recover the original factors uniquely from the projected ones.

Proof idea of Theorem 4. Kaltofen and Trager [21] gave an efficient blackbox factoring
algorithm, that given a blackbox access to a polynomial f , and an arbitrary point, outputs
evaluations at that point of all its irreducible factors. For simplicity, consider a monic
polynomial f(x, z). To get the evaluations at (α, c) ∈ Fn+1, consider a trivariate projection η :
z 7→ βt1 + (c − γ)t2 + γ and x 7→ x, for new variables t1 and t2. Here β, γ ∈ Fn was chosen
such that z 7→ βt + γ preserves the irreducibility all the irreducible factors of f ; such a
projection exists using Theorem 10. The map η preserves the factorization patter, and hence
one can find the evaluations by factoring η(f), and evaluating the irreducible factors at
x = α, t1 = 0, t2 = 1.

Our algorithm is a simple adaptation of their algorithm, with the following observation.
Let g(x, z) be an irreducible sparse factor of f(x, z) and let β, γ ∈ Fn be such that g(x, βt+γ)
remains irreducible. Although the map η does not preserve the factorization pattern, η(g)
remains an irreducible factor of η(f). Therefore, g(α, c) can be efficiently found, via evaluating
the right trivariate factor. For finding the right factor, one can observe that there is a unique
correspondence between the bivariate g(x, βt + γ) and trivariate η(g). Since, g is sparse,
one can use sparse interpolation [24] to explicitly reconstruct the polynomial g, from its
evaluations. Finally, whether a sparse polynomial g divides the input sparse polynomial f

can be solved in deterministic subexponential time, via divisibility-to-PIT reduction of [9]
(see Lemma 9) and the blackbox PIT algorithm for constant-depth circuits of [31].

2 Preliminaries

We take F = Q as the underlying field throughout the paper, although the results hold over
large characteristics.

Let P(n, d) be the set of n-variate polynomials of degree at most d, with variables
z = (z1, z2, . . . , zn). For an exponent vector e = (e1, e2, . . . , en), we denote the monomial
ze = (ze1

1 , ze2
2 , . . . , zen

n ). Its degree is ||e||1 =
∑n

i=1 ei.
For a ∈ Fn, we also denote ||a||0 = |{i | ai ̸= 0}|.
sp(f) denotes the sparsity, i.e., the number of monomials with nonzero coefficients in f .
Homk[f ] denotes the homogeneous component of f of degree equal to k.
A polynomial f is called irreducible, if it cannot be factored into the product of two

non-constant polynomials. Polynomial f is called square-free, if for any non-constant factor g,
the polynomial g2 is not a factor of f .
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By deg(f) we denote the total degree of f . Let x and z = (z1, . . . , zn) be variables
and f(x, z) be a (n + 1)-variate polynomial. Then we can view f as a univariate polynomial
f =

∑
i ai(z) xi over K[x], where K = F[z]. The x-degree of f is denoted by degx(f). It is

the highest degree of x in f . Polynomial f is called monic in x, if the coefficient adx(z) is
the constant 1 polynomial, i.e. adx

(z) = 1, where dx = degx(f).
An algorithm runs in subexponential time, if its running time on inputs of length n is

bounded by 2nϵ , for any ϵ > 0.

2.1 Computational problems, complexity measures and closure
properties

For classes P, Q of multivariate polynomials, we define the following computational problems.
PIT(P): given p ∈ P , decide whether p ≡ 0.
Factor(P|Q): given p ∈ P , compute all its irreducible factors in Q with their multiplicities.
Div(P/Q): given p ∈ P and q ∈ Q, decide whether q|p.

The time complexity to solve these problems we denote by TPIT(P), TFactor(P|Q),
and TDiv(P/Q), respectively.
▶ Remark. Note that a decision algorithm for PIT(P) also yields an algorithm that computes
a point a ∈ (F\{0})n such that p(a) ̸= 0, in case when p ̸≡ 0. In the blackbox case, the
queries of the decision algorithm on the input of the zero-polynomial yield a hitting set 1

for the whole class P. In the whitebox case, one can search for a by by assigning values
successively to the variables and do kind of a self-reduction. For each variable, one tries at
most d values from {1, 2, . . . , d} for a polynomial of degree d. If they all give 0, definitely
d + 1 works because it cannot be zero at (d + 1) many values. With n variables, this amounts
to nd calls to the PIT-decision algorithm. The final desired point a ∈ {1, · · · , d + 1}n, which
is very explicit. The running time to compute a is therefore bounded by nd · TPIT(P).

For time complexity, we assume that the polynomials are given in some model of compu-
tation, such as circuits, branching programs, or formulas. With each model, we associate a
complexity measure µ : F[z] → N. For example, let f ∈ F[z], some of the commonly used
measures in the literature are:

µ(f) = sp(f), the number of monomials with nonzero coefficients,
µ(f) = size∆(f), the size of the smallest depth-∆ algebraic circuit computing f ,
µ(f) = sizeROABP(f), the width of the smallest any-order read read-once oblivious
branching program (ROABP) computing f .

We define classes of polynomials of bounded measure,

Cµ(s, n, d) := { f ∈ P(n, d) | µ(f) ≤ s } . (1)

We generally assume that all polynomials we deal with can be efficiently evaluated at
any point a ∈ Fn within the respective measure, where we consider the unit-cost model for
operations over F. This holds for all the computational models usually considered in the
literature.

▶ Definition 5 (Closure under derivatives). Class Cµ(s, n, d) is closed under derivatives, if
for any f ∈ Cµ(s, n, d), a variable z ∈ {z1, · · · , zn}, and e ∈ N, the size of the derivative
µ(∂ef/∂ze) = poly(snd), and further it can be computed in poly(snd) time from f .

1 H ⊆ Fn is a hitting set for a class P, if for every nonzero f ∈ P, there exists a ∈ H, such that f(a) ̸= 0.

APPROX/RANDOM 2024
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▶ Definition 6 (Closure under highest degree). Let f =
∑d

k=0 fk(z) ∈ Cµ(s, n, d),
where fk(z) = Homk[f ], the homogeneous component of f of degree k. We say that Cµ(s, n, d)
is closed under highest degree component if in the above, µ(fd) ≤ poly(snd), and further it
can be computed in poly(snd) time from f .

For example, if the class contains polynomials where each is a product of constant-degree
polynomials, then it is not closed under homogenization (i.e. µ(fk) ≤ poly(snd) and it can
be computed in polynomial time). However, the highest-degree component is still a product
of constant-degree polynomials. Other classes that are closed under the highest degree are
sparse polynomials, polynomials computed by polynomial size any-order ROABPs, or by
constant-depth circuits.

Finally, we define Hom[Cµ(s, n, d)], as follows:

Hom[Cµ(s, n, d)] := { f ∈ P(n, d) | g ∈ Cµ(s, n, d) and f = Homd[g] } . (2)

When the context and the parameters are clear, we will simply denote the classes as C and
Hom[C], without explicitly writing the parameters.

2.2 Transformation to a monic polynomial
Algorithms for factoring polynomials often assume that the given polynomial is monic. If
this is not the case for the given polynomial f , we apply a transformation τ to f that yields
a monic polynomial τ(f) that we can factor. From the factors of τ(f) we can then reveal the
factors of f . Although this is standard in the literature, we state it in terms of the symbols
that we introduced above.

▶ Lemma 7 (Transformation to monic). Let C be a class of polynomials that is closed under
highest degree component. Let f(z) ∈ C be n-variate of degree d and size s. For a new
variable x, and α = (α1, . . . , αn) ∈ (F\{0})n, define a linear transformation τα on the
variables zi:

τα : zi 7→ αix + zi,

where αi ̸= 0, for i = 1, 2, . . . , n. Let fα(x, z) be the resulting polynomial.
Then we can compute α such that 1

fd(α) fα(x, z) is monic in x in time nd · TPIT(Hom[C]) +
poly(snd), where fd = Homd[f ].

Proof. Let f(z) ∈ C be a polynomial of degree d with n variables z = (z1, . . . , zn) .
To see what the transformation does, let

f = f0 + f1 + · · · + fd,

where fk = Homk[f ], the homogeneous degree-k component of f . Consider the degree-d
component,

fd(z) =
∑

|β|1=d

cβzβ.

Then, for fα, we have degx(fα) = d and the coefficient of the leading x-term xd in fα is
fd(α) =

∑
|β|1=d cβαβ.

Hence, the PIT algorithm for the homogeneous component fd of f yields an α ∈ (F\{0})n

such that fd(α) ̸= 0. Then the polynomial 1
fd(α) fα(x, z) is monic in x. For simplicity of

notation, assume in the following that fd(α) = 1, so that fα(x, z) is monic in x. ◀
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Since we work with the shifted polynomial, we need to ensure that the shift of variables
does not affect the irreducibility of the factors; this is guaranteed by the following lemma.
This is quite standard in the literature; for a nice proof, see [29, Lemma B7].

▶ Lemma 8. Let f(z) ∈ F[z] be an n-variate irreducible polynomial. Then, for every a ∈ Fn,
the polynomial f(ax + z) is also irreducible.

2.3 Divisibility testing reduces to PIT
Strassen [38] showed that if g | f , where both f and g can be computed by size s circuits, then
h := f/g can also be computed by a circuit of size poly(sd), where d = deg(h). Forbes [9]
observed that this procedure can still be done, even when g ∤ f , and we will get a small size
circuit computing a polynomial h̃. We can then argue that g divides f if and only if f = g · h̃.
The latter question is a PIT question.

▶ Lemma 9 (Divisibility reduces to PIT, [9, Corollary 7.10]). Let g(z) and f(z) be two
polynomials of degree at most d. Let S ⊆ F be a poly(d)-explicit set such that |S| =
2d2 + 1. Further let α ∈ Fn such that g(α) ̸= 0. Then there are poly(d)-explicit constants
{cβ,i}β∈S,0≤i≤d, such that

g(z) | f(z) ⇐⇒ f(z + α) − g(z + α) ·
∑
β∈S

f(βz + α)
∑

0≤i≤d

cβ,i · g(βz + α)i = 0

2.4 Effective Hilbert’s Irreducibility Theorem
An effective version of Hilbert’s Irreducibility Theorem due to Kaltofen and von zur Gathen
shows how to project a multivariate irreducible polynomial down to two variables, such that
the projected bivariate polynomial stays irreducible. The proof shows the existence of an
irreducibility certifying polynomial G(a, b) in 2n variables corresponding to the irreducible
polynomial g(x, z). The nonzeroness of G proves the irreducibility of g(x, z) and also gives a
way to find an irreducibility-preserving projection to bivariate (see [17, 20, 27]).

▶ Theorem 10. Let g(x, z) be an irreducible polynomial of total degree δ with n + 1 variables
that is monic in x. There exists a nonzero polynomial G(a, b) of degree 2δ5 in 2n variables
such that for α, β ∈ Fn,

G(α, β) ̸= 0 =⇒ ĝ(x, t) = g(x, α1t + β1, . . . , αnt + βn) is irreducible.

The certifying polynomial G immediately yields a randomized algorithm to construct the
irreducible projection ĝ via PIT. The derandomization of Hilbert’s Irreducibility Theorem is
a challenging open problem in general. We observe that it can be derandomized for constant
degree polynomials.

2.5 Basics of factoring and interpolation
Berlekamp [2] and Lenstra, Lenstra and Lovász [30] gave efficient factorization algorithms
for univariate polynomials over finite fields and Q, respectively. Kaltofen [18] showed how
to reduce the factorization of bivariate polynomials to univariate polynomials. In fact, the
reduction works for k-variate polynomials, for any constant k. In our case, we use it for the
case k = 3.

Via standard interpolation, one can assume that the input is given as a dense representa-
tion.
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▶ Lemma 11 (Trivariate Factorization). Let f(x, y, z) be a trivariate polynomial of degree d.
Then there exists an algorithm that outputs all its irreducible factors and their multiplicities
in time poly(d).

The following lemma shows how to find the multiplicity of an irreducible factor g of a
polynomial f . It holds when char(F) = 0, or, large. For a concise proof, see [28, Lemma 4.1].

▶ Lemma 12 (Factor multiplicity). Let f(z), g(z) ∈ F[z] be non-zero polynomials and let
z ∈ {z1, · · · , zn} be such that ∂z(g) ̸= 0 and g is irreducible. Then the multiplicity of g in f

is the smallest non-negative integer e such that g ∤ ∂ef
∂ze .

Klivans and Spielman [24] derandomized the isolation lemma for PIT of sparse polynomials.
Their algorithm works over fields of 0 or large characteristics.

▶ Lemma 13 (Sparse PIT and interpolation). Given an n-variate s-sparse polynomial f of
degree d via blackbox access, PIT for f works in time poly(snd). Furthermore, if f is nonzero,
one can find the monomials in f with nonzero coefficients in time poly(snd).

▶ Remark. Let F = Q, for the simplicity. The interpolation algorithm in [24] works by
projecting f to a univariate polynomial in y via the map zi 7→ piy

wi , for pi are distinct
primes, and weights wi. They used univariate interpolation, to find the coefficients and
the exponents. If the input polynomial f is not s-sparse, one can still run the algorithm.
If at any moment while doing the univariate interpolation, it detects more than s many
nonzero coefficients, it stops, otherwise it will continue, and indeed at the end, output a
wrong s-sparse polynomial f̂ , such that (unfortunately) it matches at all the interpolating
values. Given s, n, d, the evaluation points on which the interpolation algorithm can be
thought as coming from a fixed set.

2.6 Isolation
Let Mδ be the set of monomials in n variables z = (z1, z2, . . . , zn) of degree bounded by δ,

Mδ = { ze | ||e||1 ≤ δ } . (3)

Note that Mδ is polynomially bounded, for constant δ,

|Mδ| ≤
(

n + δ

δ

)
≤ (n + δ)δ ≤ (δ + 1) nδ = O(nδ). (4)

There is a standard way to map the multivariate monomials in Mδ in a injective way to
univariate monomials of polynomial degree. For completeness, we describe the details.

Consider the standard Kronecker substitution on Mδ. Define

φ : zi 7→ y(δ+1)i−1
. (5)

By extending φ linearly to monomials ze ∈ Mδ, we get

φ : ze 7→ y
∑n

i=1
ei(δ+1)i−1

, (6)

Clearly, φ is injective on Mδ. However, the degree of y can be exponentially large, up
to (δ + 1)n. A way around is to take the exponents modulo some small prime number p. We
have to determine p in a way to keep the mapping injective on Mδ. Hence, for any two terms
ye, ye′ we get from φ, we have to ensure that e ̸≡ e′ (mod p). Equivalently p ̸ | (e − e′).
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We have |e − e′| ≤ (δ + 1)n and, by (4), there are (δ + 1)2n2δ many pairs e, e′ we get
from Mδ via φ. Prime p should not divide any of these differences, and hence, p should not
divide their product P . The product P is bounded by

P ≤ ((δ + 1)n)(δ+1)2n2δ

= (δ + 1)(δ+1)2n2δ+1
. (7)

Hence, P has at most log P ≤ R = (δ + 1)3 n2δ+1 many prime factors. By the Prime Number
Theorem, there are more than log P primes in the set [R2]. Hence, we can find an appropriate
prime p ≤ R2 = nO(δ).

▶ Lemma 14. There is a prime p = nO(δ) such that the linear extension of

φp : zi 7→ ywi , where wi = (δ + 1)i−1 mod p , for i = 1, 2, . . . , n, (8)

to monomials is injective on Mδ. Moreover, we can find such a p in time nO(δ) and compute
and invert φp in time nO(δ).

Proof. We already argued about the existence of prime p. For the running time, recall that
|Mδ| = O(nδ). Therefore we can search for p and check whether it works on Mδ in time nO(δ).
At the same time we can compute pairs of exponents (e, k) such that φp(ze) = yk. These
pairs can be used to invert φp. ◀

The mapping φp in Lemma 14 maintains factors of degree δ of a polynomial in the
following sense.

▶ Lemma 15. Let polynomial f(z) factor as f = gh, where g(z) has degree δ. Let φp be the
map from Lemma 14. Then we have φp(f) = φp(g)φp(h), and g can be recovered from φp(g)
in time nO(δ).

Note that in Lemma 15, we do not claim that irreducibility is maintained: when g is
irreducible, still φp(g) might be reducible. Consider the example n = δ = 2. The weights
{1, 3} make sure that each monomial z2

1 , z1z2, z2
2 gets mapped to a distinct power in y. Let

g(x, z) = x2 − z1z2. Observe that g is irreducible, however g(x, y, y3) = (x − y2)(x + y2) is
reducible.

We combine Lemma 14 and Theorem 10 to obtain a projection of a multivariate polynomial
to a 3-variate polynomial that maintains irreducibility of polynomials up to degree δ.

▶ Corollary 16. Let g(x, z) be an irreducible polynomial of constant degree δ with n + 1
variables that is monic in x. There exists w, w′ ∈ Fn with wi, w′

i = npoly(δ) such that

Ψ(g) = g(x, yw1t + yw′
1 , . . . , ywnt + yw′

n) ∈ F[x, y, t] (9)

is irreducible. Moreover, we can compute and invert Ψ(g) in time npoly(δ).

Proof. Let G(a, b) be the polynomial of degree 2δ5 in 2n variables provided by Theorem 10
for g. Let w, w′ ∈ Fn with wi, w′

i = npoly(δ) be the exponents we get from Lemma 14 for G.
That is,

Ĝ(y) = G(yw1 , . . . , ywn , yw′
1 , . . . , yw′

n) ̸= 0 .

Now, suppose that Ψ(g) is reducible. Then it would also be reducible at a point y = α,
where Ĝ(α) ̸= 0. But then ĝ(x, t) = Ψ(g)(x, α, t) would be reducible too, and this would
contradict Theorem 10. We conclude that Ψ(g) is irreducible.
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For the complexity, we first determine prime p from Lemma 14 and then get the
weights w, w′ from above. For a given g(x, z) =

∑
k,e ck,exkze, we can compute Ψ(g)

in time npoly(δ). For a monomial of g, the mapping looks as follows:

ck,e xk ze 7→ ck,e xk
n∏

i=1
(ywit + yw′

i)ei . (10)

To compute g from Ψ(g), set t = 0, i.e. consider Ψ(g)(x, y, 0). From (10) we see that
monomials then have the form

ck,e xk y
∑n

i=1
eiw′

i .

From these we get the exponents k and e similar as in the proof of Lemma 14. ◀

▶ Remark. In Corollary 16, when we say that we invert Ψ, it means that for a given h ∈
F[x, y, t] which is monic in x with x-degree ≤ δ, we either detect that h is not in the codomain
of Ψ, or we compute g ∈ F[x, z] such that Ψ(g) = h in time npoly(δ).

The inversion can be done similarly as described in the proof of Corollary 16. One can
evaluate t = 0, and then for every monomial xkyj , try to find xkze that would map to such
a monomial at t = 0. By the property of the map, while mapping the y-degrees, z-degree
could be at most δ, i.e. deg(xkze) ≤ 2δ. We will, of course, return empty if the degree of
any such monomial, after inverting, becomes > δ. Finally, once we have got a candidate g of
degree δ, we still have to check whether Ψ(g) = h, because the inversion procedure ignores
the variable t. The last step can also be efficiently checked.

The polynomial g of degree δ we considered so far can be thought to be a constant-degree
factor of a given polynomial f of degree d. Our goal would be to compute g. It is now easy
to extend the above results to hold for all degree-δ factors of f simultaneously.

▶ Corollary 17. Let f(x, z) be a polynomial of degree d with n + 1 variables that is monic
in x, and let δ be a constant. There exists w, w′ ∈ Fn with wi, w′

i = dnpoly(δ) such that for
any irreducible factor g of degree δ of f , we have that Ψ(g) is an irreducible factor of Ψ(f).

Proof. The proof goes along the lines of Corollary 16, but we choose the weights slightly larger
so that the Ĝ(y) polynomials for all the degree-δ factors g of f are non-zero simultaneously.
That is, we choose prime p in Lemma 14 as p = dnpoly(δ). ◀

Finally, we conclude this subsection by a general remark that whenever n and δ are fixed,
these weights are fixed and can be found efficiently.

3 Computing the low-degree factors

For a size measure µ, we consider a class of polynomials C = Cµ(s, n, d) ⊆ P(n, d) such that
C is closed under derivatives. Many classes C in the literature fulfill this condition. Useful
for us are in particular sparse polynomials, polynomials computed by poly-size any-order
ROABPs or by constant-depth circuits. For a constant δ ∈ N, let D = P(n, δ).

Our first theorem shows that for any polynomial f ∈ C, all the factors of f that are
in D can be computed in polynomial time with oracles for PIT for Hom[C] and divisibility
testing C by D.

▶ Theorem 18. Factor(C|D) can be solved deterministically in time

nd · TPIT(Hom[C]) + d2npoly(δ) · TDiv(C/D) + poly(s, npoly(δ), d).

Proof. Let f(z) ∈ C. To compute the factors of degree δ of f , we first do some transformations.
The first step is to make f monic in a new variable x via Lemma 7. Let fα(x, z) be monic.
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Then we apply Corollary 17 to fα(x, z). That is we compute the weights w, w′ ∈ Fn

bounded by dnpoly(δ) and explicitly compute Ψ(fα) ∈ F[x, y, t] of degree at most d̃ = d2 npoly(δ).
Note that the x-degree of fα has not changed by mapping Ψ. In the blackbox case, we can
interpolate and reconstruct the polynomial in time poly(sd̃)

The next step is to factor 3-variate Ψ(fα). This can be done efficiently Lemma 11.
Finding and listing all the irreducible factors takes time poly(d̃).

Having the factors of Ψ(fα) in hand, we invert transformations Ψ and τα on the factors.
Let g̃ be a factor of Ψ(fα). By Corollary 17, if g indeed corresponds to a δ-degree factor of f ,
then τα(g) corresponds to a δ-degree factor of τα(f). Therefore, the inverse transformations
will yield g. Formally, the factor is g = τ−1

α (Ψ−1(g̃)).
However g̃ might also not correspond to a degree-δ factor of f . In this case, either the

inverse transformation does not go through properly, or the degree we get is larger than δ.
In these cases, we can immediately throw away g̃; see the remark after Corollary 16. But
it could also be that we actually obtain a polynomial g of degree δ, just that it is not a
factor of f . For that reason, we finally do a divisibility check whether g|f . That way we will
compute all factors of f of degree δ.

For the time complexity of the factoring algorithm, we have nd · TPIT(Hom[C]) for trans-
forming f to to monic fα by Lemma 7. Time poly(d npoly(δ)) is used for map Ψ and the
factoring of Ψ(fα). Similar time is taken to invert and get the candidate factors. Finally, we
have at most d2npoly(δ) candidate polynomials g for which we test divisibility of g|f . ◀

▶ Remark. Theorem 18 can be applied in different algebraic models. Furthermore, if a class
is closed under highest degree, one can simply assume PIT for C. In particular, if we work
with algebraic formulas, or algebraic branching programs (ABPs), then the above theorem
along with the divisibility lemma Lemma 9 implies that we need PIT for the same class, to
deterministically find the constant-degree factors.

The following pseudo-code summarizes the algorithm given in the proof of Theorem 18.

Algorithm 1 Computing factors of degree ≤ δ.
Input : f(z), s, and δ, where f is an n-variate polynomial of degree d such that µ(f) ≤ s,

and δ is a constant.
Output : A list of irreducible polynomials of degree ≤ δ, which are factors of f , along with

the factor-multiplicities.
1 Set the output list L = ∅. Set the intermediate candidates list L′ = ∅.
2 Make a monic transformation τα : zi 7→ αix + zi, according to Lemma 7. Let

fα(x, z) := τα(f).
3 Find weights w, w′ bounded by dnpoly(δ) according to Corollary 17 and compute

Ψ(fα) ∈ F[x, y] in dense representation.
4 Factorize the trivariate polynomial Ψ(fα) according to Lemma 11. Let S be the set of all

≤ δ degree factors in x of Ψ(fα) in dense representation.
5 for g̃ ∈ S do

/* Computing candidate factors via divisibility */
6 Compute ĝ = Ψ−1(g̃) (if the inverse exists) of degree ≤ δ by Corollary 16.
7 Compute g = τ−1

α (ĝ).
8 If g | f then add g to L′.
9 for g ∈ L′ do

/* Computing multiplicities via Lemma 12 */
10 Let z ∈ {z1, . . . , zn} be any variable that g depends on, so that ∂z(g) ̸= 0.
11 Find the smallest e ≥ 0 such that g ∤ ∂ef

∂ze .
12 if e > 1 then add (g, e) to the list L.
13 return L
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4 Computing the factors of a constant degree product

Now, we want to output the constant-degree irreducible factors in the promise case.
It is still an open question to test in deterministic polynomial time if a quadratic

polynomial (or any non-linear polynomial whose total degree is upper bounded by a constant)
divides another polynomial f , even when f is a sparse polynomial. In the above theorem f

may not be sparse and we have only blackbox access to it. Thus, the proof for Theorem 2 is
a bit different from Theorem 1.

▶ Theorem 19. Given blackbox access to an n-variate degree-d polynomial f =
∏s

i=1 gei
i ,

where gi are irreducible polynomials with deg(gi) ≤ δ, one can deterministically output all
(gi, ei) in time poly(dnpoly(δ)).

Proof. The first step of the algorithm is to make f(z) monic in a new variable x via Lemma 7.
One can find an α ∈ (F\{0})n in poly(d, nδ) time by using the hitting set for polynomials of
degree ≤ δ; see [7, 5].

Next step is to apply Corollary 16 to fα(x, z). Find the weights w, w′ ∈ Fn, each bounded
by dnpoly(δ). Observe that Ψ(fα) ∈ F[x, y, t], of degree at most d̃ := d2npoly(δ). By the same
lemma, we know that for any irreducible factor g of f , we have that Ψ(g) is an irreducible
factor of Ψ(f)

The next step is to explicitly compute the trivariate polynomial Ψ(fα). Since, the degree
of the polynomial is at most d̃, one can interpolate and reconstruct the polynomial, from its
blackbox access, in time poly(sd̃). Note that s ≤ d.

The next step is to factorize Ψ(fα). This can be done efficiently using Lemma 11. Finding
and listing all the irreducible factors takes time poly(d̃).

The next step is to invert the transformation Ψ−1 on the factors computed in the previous
step. This can be done efficiently in time poly(dnpoly(δ)); see Corollary 16 and its remark.
Let g̃ be a factor of φ(fα). Output g = τ−1

α (Ψ−1(g̃)).

Algorithm 2 Promise factors of degree ≤ δ.

Input : An n-variate, degree d polynomial f(z), and a constant δ, and a promise
that all its irreducible factors have degree ≤ δ.

Output : All the irreducible factors of f , along with the multiplicities.

1 Set the output list L = ∅.
2 Make a monic transformation τα : zi 7→ αix + zi, according to Lemma 7. Let

fα(x, z) := τα(f).
3 Find weights w, w′ bounded by dnpoly(δ) according to Corollary 17 and compute

Ψ(fα) ∈ F[x, y] in dense representation.
4 Factorize the trivariate polynomial Ψ(fα) according to Lemma 11. Let S be the set

of irreducible factors of Ψ(fα) along with its multiplicities as a tupple.
5 for (g̃, e) ∈ S do

/* Computing the irreducible factors via inversion */
6 Compute ĝ = Ψ−1(g̃), by Corollary 16 and its remark.
7 Compute g = τ−1

α (ĝ), and add (g, e) to L.
8 return L
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Now, we discuss the correctness of the output. By assumption, f = ge1
1 · · · ges

s where
gi ∈ D. Therefore, Ψ(τα(f)) = Ψ(τα(g1))e1 · · · Ψ(τα(gs))es . Furthermore, by choice of w, w′,
we know the following facts.

1. The polynomials Ψ(τα(gi)) ∈ F[x, y, t] are irreducible over F, for all i = 1, . . . , s.

2. Ψ(τα(gi)) ̸= Ψ(τα(gj)), for i ̸= j.

3. One can uniquely recover gi from Ψ(τα(gi)), using Corollary 16 and its remark.

This implies that the factoring pattern of f and Ψ(τα(f)) remain the same, and can be
recovered by simply looking at the factorization of Ψ(τα(f)).

Time complexity. To make f monic, we find vector α in time poly(dnδ). Interpolation
and trivariate factorization of a degree-d̃ polynomial takes time poly(d̃) = poly(dnpoly(δ)),
see Lemma 11. Inverting each of them to get the original factor also takes time poly(dnpoly(δ)).

◀

5 Finding sparse factors reduces to sparse irreducibility

Let f be an n-variate irreducible polynomial of degree d. Let α ∈ (F\{0})n, such that

fd(α) ̸= 0, where fd = Homd[f ] is the homogeneous degree − d component of f .

Using Lemma 7 and Lemma 8, one can conclude that f̂(x, z) := f(αx + z) is a monic
irreducible (n + 1)-variate polynomial of degree d.

On the other hand Theorem 10 shows that for a random β, γ ∈ Fn, the bivariate
polynomial

f(αx + βt + γ) = f̂(x, βt + γ) ∈ F[x, t] ,

remains irreducible. When the degree of f is a constant, such an irreducibility preserving
reduction can be efficiently derandomized; see Corollary 16. Formally, we should think of it
as a derandomization for the class of constant degree polynomials. In Corollary 16, one can
think of evaluating y at polynomially many points to find the right β, γ, while the point α

comes from an efficient PIT algorithm for fd. Note that any α ∈ (F\{0})n suffices as long as
fd(α) ̸= 0.

Let α ∈ (F\{0})n. We define a set Sα(s, n, d) as follows.

Sα(s, n, d) := {f ∈ P(n, d) | f is irreducible, sp(f) ≤ s, and Homdeg(f)[f ](α) ̸= 0} . (11)

Motivated by the efficient derandomization of irreducibility preserving bivariate projections
for constant degree polynomials, we assume the following.
▶ Assumption 1 (Sparse irreducible projection). Let α ∈ (F\{0})n, and Sα(s, n, d) ⊆ P(n, d)
as defined in Equation (11). Then, there is a deterministic subexponential time algorithm to
find an explicit set Hα ⊆ F2n of size subexponential, such that for any f ∈ Sα(s, n, d), there
exists (β, γ) ∈ Hα such that f(αx + βt + γ) remains irreducible.
▶ Remark. Assuming the above, one can decide whether an s-sparse degree-d polynomial
f is irreducible or not in subexponential time. To do this, one can find α ∈ (F\{0})n such
that Homd[f ](α) ̸= 0, in time poly(snd), using [24]. Hence, one can find a set Hα such that
f(z) is reducible if and only if f(αx + βt + γ) is reducible, for every (β, γ) ∈ Hα. Whether
a bivariate polynomial is reducible can be checked in time poly(d) (Lemma 11).
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Using Assumption 1, one can design an efficient deterministic algorithm to output sparse
irreducible factors of a sparse polynomial.

▶ Theorem 20 (Efficient sparse factoring). Let f ∈ F[z] be an s-sparse polynomial of degree
d. If Assumption 1 holds, then there is a deterministic subexponential time algorithm that
outputs all its irreducible factors with sparsities ≤ s, along with the multiplicities.

Proof. Assume that g is a s-sparse irreducible factor of f with multiplicity e, i.e., f = ge · R,
where gcd(g, R) = 1. Assume that deg(g) = d1, and deg(R) = d2. We will argue that
Algorithm 3 correctly outputs (g, e). Let α ∈ (F\{0})n, such that Homd[f ](α) ̸= 0. Observe
that Homd[f ] = (Homd1 [g])e · Homd2 [R]. Therefore, it must hold that Homd1 [g](α) ̸= 0,
implying g ∈ Sα(s, n, d).

By Assumption 1, we know that there exists a subexponential time algorithm to find a
set Hα such that g(αx + βt + γ) remains irreducible for some (β, γ) ∈ F2n. We call (β, γ) a
“good” point for g.

For such a good point, the set S in Line 6 of Algorithm 3 must contain g(αx + βt + γ).
Pick any c ∈ Fn. Observe that g̃(x, t1, t2) := ϕc(g) = g(αx + βt1 + (c − γ)t2 + γ) is a
monic polynomial in x. Further, g̃ remains irreducible, since g̃(x, t, 0) = g(αx + βt + γ)
is irreducible by the choice of a good point (β, γ). Hence, S′ in Line 10 must contain the
polynomial g̃.

One can find the corresponding factor in Line 12, and suppose the corresponding index is
j. Note that g̃(0, 0, 1) = g(c).

From the above, one can conclude that the L′
j contains (j, c, g(c)). One can now do the

sparse interpolation using [24], to reconstruct g; see Lemma 13. Since g | f , this is correctly
detected and added to the list L′. This is being discussed in Line 15-16.

Further, by our choice of a good point (β, γ) ∈ Hα, the bivariate g(αx + βt + γ) remains
irreducible, and hence it successfully passes Line 19. Since g is a nontrivial polynomial, one
can find a variable z ∈ {z1, . . . , zn} such that ∂z(g) ̸= 0 in Line 20. Using Lemma 12, one
can conclude that indeed Line 22 adds (g, e) to the list L.

From the above analysis, we know that Algorithm 3 always outputs g with the corres-
ponding multiplicity. On the other hand, Line 15 makes sure that the candidate polynomial
is indeed at most s-sparse (see Lemma 13) and Line 16, by the divisibility testing, makes
sure it detects a wrong sparse factor. What could have happened is L′ contains factors which
are s-sparse reducible polynomials dividing f .

Line 19 again uses Assumption 1 to check if it is indeed irreducible or not. Finally, Line
20-22 make sure that the Algorithm 3 never outputs the correct multiplicity. This finishes
the correctness of the algorithm.

Running time analysis. Since f is s-sparse, one can find an α ∈ Fn, such that Homd[f ](α) ̸=
0, in poly(snd) time [24].

Line 6-10 take poly(d) time, since bivariate/trivariate interpolation and factorization can
be done efficiently Lemma 11.

Line 15 can be done using the sparse interpolation algorithm in poly(snd) time [24]. Line
16 requires whether a given s-sparse polynomial Pj divides another s-sparse polynomial f

or not. Using the techniques from [9] (Lemma 9), this divisibility question can be reduced
to a PIT instance of a constant-depth circuit, for which there is a subexponential time
algorithm [31].

Line 19 is again bivariate factorization Lemma 11 which can be done in poly(d) time.
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Further, ∂ef
∂ze is at most s-sparse. Hence, the divisibility question of whether P | ∂ef

∂ze in
Line 21, can be similarly done in subexponential time. Finally, since |Hα| is subexponentially
large, the overall running time remains subexponential. ◀

Algorithm 3 Computing s-sparse factors.

Input : An n-variate, degree d polynomial s-sparse polynomial f(z).
Output : A list of irreducible s-sparse polynomials which are factors of f , along with

the factor-multiplicities.

1 Set the output list L = ∅. Set the intermediate candidate list L′ = ∅.
2 Use Lemma 13 to find an α ∈ (F\{0})n such that Homd[f ](α) ̸= 0.
3 Use Assumption 1 to find a set Hα.
4 for each (β, γ) ∈ Hα do
5 Let ϕ : zi 7→ αix + βit + γi. Compute f̂ := ϕ(f) ∈ F[x, t], as a dense

representation.
6 Factorize the bivariate polynomial f̂ over F. Let S = {g1(x, t), . . . , gm(x, t)} be

the set of its irreducible factors.
7 Set m many interpolating lists L′

j = ∅, for j ∈ [m].
8 Fix c = (c1, . . . , cn) ∈ Fn. /* These points are the evaluation points

for which s-sparse interpolation succeeds */
9 For new variables t1 and t2, define a new map

ϕc : zi 7→ αix + βit1 + (ci − γi)t2 + γi. Compute f̃c := ϕc(f) ∈ F[x, t1, t2], as a
dense representation.

10 Factorize the trivariate f̃c over F. Let S′ = {h1(x, t1, t2), . . . , hr(x, t1, t2)} be the
set of its irreducible factors.

11 for hi ∈ S do
/* Computing the unique correspondence between bivariate and

trivariate factors, and the evaluations */
12 Find the unique j ∈ [m] such that hi(x, t, 0) = gj(x, t), if exists, otherwise go

to the next factor in S.
13 Evaluate hi(0, 0, 1), and add (j, c, hi(0, 0, 1)) to L′

j .
14 for j ∈ [m] do

/* Computing candidate sparse factors via interpolation and
divisibility */

15 Use sparse interpolation algorithm (Lemma 13) to find an s-sparse polynomial
Pj , if exists, such that Pj(c) = θ where (j, c, θ) ∈ L′

j .
16 Check if Pj | f , or not. If yes, then update L′ = {Pj} ∪ L′.
17 return L′

18 for each P ∈ L′ do
/* Deciding irreducibility and computing multiplicities via

Lemma 12 */
19 Check if P is irreducible, using Assumption 1 and its remark. If it is not

irreducible, STOP, and go to the next polynomial in L′.
20 Otherwise, let z ∈ {z1, . . . , zn} be any variable that P depends on, so that

∂z(P ) ̸= 0.
21 Find the smallest e ≥ 1 such that P ∤ ∂ef

∂ze and add (P, e) to the list L.
22 return L
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▶ Remarks.
1. Assumption 1 is true for constant degree polynomials and can be solved in polynomial

time Corollary 16. Therefore, Algorithm 3 can be used to give an alternative proof
of Theorem 18. This is because for f ∈ C, we need to find α, such that Homd[f ](α) ̸=
0, which is given by the PIT oracle for C. Once the α is found, Hα can be found
for the constant-degree polynomials, that preserves irreducibility; see Corollary 16.
Additionally, the algorithm requires some divisibility testing by the candidate constant-
degree polynomials, which is done using the divisibility testing Div(C/D).

2. Theorem 20 can be generalized to the input and output polynomials being computed by
constant-depth circuits, by analogously changing the Assumption 1 for constant-depth
circuits. In this case, we will only be able to output the factors as blackbox (because
efficient reconstruction for constant-depth circuits is still unknown). Note that whether a
constant-depth circuit divides another constant-depth circuit can be deterministically
decided in subexponential time.

6 Conclusion

We conclude with some open questions.
1. Can we decide whether a given sparse polynomial is irreducible in deterministic subex-

ponential time? The proof may already give a good bivariate projection that preserves
irreducibility. Then Theorem 20 would give us a deterministic subexponential-time
algorithm to find irreducible sparse factors of a sparse polynomial.

2. Can we find bounded individual degree sparse factors of a sparse polynomial (without any
bound on the individual degree) in deterministic quasipolynomial time? Volkovich asked
if multilinear factors of a sparse polynomial can be found in deterministic polynomial
time [39].

3. Can one compute all the factors of a sparse polynomial/constant depth circuit by constant
depth circuits of small size? At least, can one find all the factors that are computable
in constant depth? The recent result in [29] gives a deterministic subexponential-time
algorithm that outputs a list of circuits (of unbounded depth and possibly with division
gates) that includes all such factors.

4. Given a blackbox computing the product of sparse irreducible polynomials fi with bounded
individual degree, find fi’s in deterministic polynomial time. [3] gives a quasipolynomial
time algorithm, when the input is sparse with constant individual degree and the factors
are all sparse (polynomially upper bounded with respect to input polynomial’s sparsity).
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