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Abstract
The analysis and summarization of temporal networks are crucial for understanding complex
interactions over time, yet pose significant computational challenges. This paper introduces
FastMinTC+, an innovative heuristic approach designed to efficiently solve the Minimum Timeline
Cover (MinTCover) problem in temporal networks. Our approach focuses on the optimization
of activity timelines within temporal networks, aiming to provide both effective and computation-
ally feasible solutions. By employing a low-complexity approach, FastMinTC+ adeptly handles
massive temporal graphs, improving upon existing methods. Indeed, comparative evaluations on
both synthetic and real-world datasets demonstrate that our algorithm outperforms established
benchmarks with remarkable efficiency and accuracy. The results highlight the potential of heuristic
approaches in the domain of temporal network analysis and open up new avenues for further research
incorporating other computational techniques, for example deep learning, to enhance the adaptability
and precision of such heuristics.
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1 Introduction

Modern applications are increasingly incorporating new data abstractions that necessitate
redefined approaches to data summarization and synthesis. Notably, with the widespread
availability of temporal information, many datasets, traditionally modeled as networks, are
now being treated as temporal networks [10, 18], i.e., graphs G = (V, E) that include temporal
edges representing interactions among a set of entities V , where each edge (u, v, t) ∈ E

captures the interaction at time t between entities u and v.
This paper introduces a novel heuristic, FastMinTC+, aimed at summarizing temporal

networks – a critical area for data compression, visualization, interactive analysis, and noise
reduction. Temporal network summarization poses unique challenges stemming from their
inherent complexity and the diverse objectives of summarization, for which different methods
have been proposed [17]. These methods employ a variety of techniques, including temporal
motifs [19], graphlets [11], vocabulary-based summaries [26], evolutionary patterns [27], and
community evolution [21]. While effective, such techniques can be complex and difficult to
interpret. To simplify, research has shifted towards using activity time intervals to represent
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interactions between entities [24, 25, 8, 5, 4, 6, 7]. An interaction between two entities
is accounted for if, at the time of their interaction, at least one of the entities is active.
This summarization task involves identifying these latent activity intervals for all entities,
producing an activity timeline that encompasses the entire network. This problem, known
as Minimum Timeline Cover (MinTCover) problem, was introduced by Rozenshtein et
al. [25], with the goal of identifying crucial time intervals that elucidate significant network
events.

To illustrate the importance of activity timelines in understanding events, consider the
launch of ChatGPT by OpenAI in November 2022. This event, which quickly captured public
attention due to its advances in AI and large language model (LLM ) capabilities, sparked
widespread social media engagement and discussions on AI ethics and potential technological
innovations. Figure 1 shows a co-occurrence graph on the left, where vertices represent
hashtags and edges connect hashtags that appear together in posts. On the right side of Figure
1, a temporal network model visualizes these interactions, highlighting how data structured
in timelines of (entity, time-interval) pairs can offer deep insights into significant events.
These timelines, indicated in purple, outline key moments such as the initial launch and
subsequent debates around AI, underlining the central entities’ roles in shaping discussions.
This method of mapping event timelines is central to solving the MinTCover problem.

Figure 1 Example of a co-occurrence graph (left side) and temporal network framework (right
side) with event timelines (in purple). The analysis of hashtags coming from social media discussions
on two distinct events in time intuitively shows the relationship between activity timelines and
events, which are the objective of the MinTCover problem.

Despite the interpretability and effectiveness of this problem, studies on the hardness and
parametrized complexity highlight that MinTCover is NP-hard and, when considering more
than one time interval, not even approximable within any constant factor (deciding whether
there exists a solution of span 0 is indeed an NP-complete problem) [25, 8, 5, 4]. From hence,
our research focuses on the development of approximation and heuristic algorithms capable
of generating satisfactory timeline covers in feasible time frames. In this study, we introduce
a novel local search heuristic for the MinTCover problem, employing a low-complexity
approach in order to make it feasible even on large-scale graphs. The performance of our
method are shown with an experimental evaluation on both synthetic and real-world datasets.
The experiments show that our algorithm improves upon existing methods, both for efficiency
and accuracy.

The rest of the paper is organized as follow. In Section 2 we formally define the
MinTCover problem and we present some related works on approximate solutions. In
Section 3, we describe our heuristic, FastMinTC+, for solving the MinTCover problem. In
Section 4 we provide the experimental results on the outlined comparison. Final considerations
and future direction are described in Section 5.
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2 Preliminaries

2.1 Problem Definition and Notions
Let G = (V, E) be a temporal graph, with V a set of vertices and E a set of temporal edges,
where each edge is a triple (u, v, t) ∈ E, such that (u, v) ∈ V and t is a timestamp indicating
the time that an interaction between vertices u and v takes place. We consider unweighted
undirected graphs. Given a vertex u ∈ V we define, E(u) = {(u, v, t) ∈ E} as the set of
temporal edges incident in u, N((u, t)) = {v|(u, v, t) ∈ E} as the set of vertices incident in u

at timestamp t, T (u) = {t|(u, v, t) ∈ E} as the set of timestamps of edges incident in u.
Following the definition provided in [7], given a temporal graph G = (V, E) and a vertex

u ∈ V , the local degree of u in a timestamp t, denoted as degL((u, t)) = |N((u, t))|, is
the number of temporal edges incident in u at a timestamp t, while the global degree of a
vertex u, denoted as deg(u) =

∑T
t=1 degL((u, t)) is the number of temporal edges incident

in u in the overall time domain. Moreover, we define the overall density of an undirected
graph as the ratio of the number of edges |E| with respect to the maximum possible edges:
d = 2|E|

|V |(|V |−1)|T | . We consider graph to be sparse when |E| = O(|V |+ |T |).
Given two numbers su, eu, with su ≤ eu we define Iu = [su, eu] as the activity interval

of vertex u and T = {Iu}u∈V as an active timeline of G. Given an interval Iu = [su, eu],
δ(Iu) = eu − su is the span of interval Iu.

▶ Definition 1 (Timeline Cover). Given a temporal graph G = (V, E) and an activity timeline
T = {Iu}u∈V , we say that T covers G if ∀(u, v, t) ∈ E, t ∈ Iu or t ∈ Iv.

Figure 2 shows an example of timeline covering over a 2-timestamps graph with 5 nodes.

Figure 2 A temporal graph with 5 vertices and 9 edges, distributed over two timestamps. In
purple we can see a possible timeline cover represented by intervals Iv1 = [0, 1] and Iv4 = [0, 1]. This
is a timeline cover since every edge (u, v, t) ∈ E is such that t is in either Iu or in Iv.

The trivial timeline Iu = [min T (u), max T (u)] provides a cover but may have unnecessarily
long intervals. Indeed, the task is to find a timeline that has the most compact intervals
possible according to some objective functions: the sum-span of a timeline T , S(T ) =∑

u∈V δ(Iu), or the max-span of a timeline, ∆T = maxu∈V δ(Iu), are the objective functions
proposed in the literature [25].

According to these quality measures, it is possible to define two problems:

▶ Definition 2 (MinTCover+). Given a temporal network G = (V, E), find a timeline
T = {Iu}u∈V that covers G and minimizes the sum-span S(T ).

TIME 2024
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▶ Definition 3 (MinTCover∞). Given a temporal network G = (V, E), find a timeline
T = {Iu}u∈V that covers G and maximize the max-span ∆T .

The selection of either the Sum or Max formulation of the problem is contingent upon
the specific application context. Generally, the Max formulation facilitates the derivation
of a worst-case bound on the duration of all activity intervals; however, this approach is
susceptible to outliers, whereby a single long interval may precipitate solutions characterized
by disproportionately high costs. Conversely, the Sum formulation is advisable in scenarios
characterized by considerable variability in the duration of events anticipated within the
activity timeline.

These problems can be further extended to allow k active intervals per vertex. It has been
shown that also when there is only one activity interval per vertex, i.e., k = 1, while the Max
problem can be reduced to 2-Sat, and solved optimally in linear time, the Sum problem
is NP-hard [8]. For this reason, in this research, we focus on designing and implementing
an heuristic algorithm for the Sum problem, with k = 1, given the scarcity of heuristics
even for this case, with the goal of proposing an efficient and effective approach also for
massive graphs. For this problem we provide an exact Integer Linear Programming (ILP)
formulation in Appendix A, considered mainly to evaluate the performance of our method
on small datasets. We will refer to this problem (MinTCover+) as MinTCover.

2.2 Related Works

The MinTCover problem, being a recent and NP-hard problem, has limited researches
which focus primarily on the study of the parametric complexity and the development of
approximate algorithms aimed at theoretical outcomes. Thus, in the following we describe
these approximate solutions and, since in building our heuristic we mainly based on established
Minimum Vertex Cover (MVC) heuristics, we also introduce the state-of-the art solutions for
MVC.

2.2.1 Approximate Solutions

For MinTCover, few approximate solutions have been proposed. In [25], Rozenstein et
al. propose an inner point iterative method as a strategy to solve this problem by initially
considering a subproblem named Coalesce. This subproblem involves finding optimal
activity timelines that include predetermined time points for each vertex, called inner points.
These points are essentially estimates on where a vertex is presumed to be active. The
challenge is to construct intervals around these points to cover all interactions. Remarkably,
the authors develop a method to find a 2-approximate solution to the Coalesce problem in
linear time, by first providing an ILP formulation, then by relaxing the integrality constraint
to write the dual, whose solution is then used iteratively to refine the MinTCover algorithm.
Each iteration adjusts the inner points based on the activity intervals derived from the
Coalesce solution, until the changes in the solution become negligible, indicating that
the intervals are covering all interactions with minimal total duration. This method not
only ensures comprehensive interaction coverage but also strives to minimize the overall
activity time across the network. If from the one hand the authors where able to find a
2-approximate solution to the Coalesce problem, they cannot provide an approximation
factor for MinTCover, even though they can compute a solution for this latter problem in
linear time.
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An O(T log n) factor approximation algorithm, that consists of two main phases, is
proposed by Dondi et al. in [6, 7]. The algorithm works by considering the union graph
Gu = (V, Eu) of the temporal graph G = (V, E), which is a static labeled graph, where
labels for each edge are the union of all the timestamps t associated to edges (u, v, t),
for each pair (u, v). The first phase consists in finding a minimum vertex cover with a
2-factor approximation algorithm [12] for the subgraph of the union graph that contains
edges with at least three labels. For each vertex of this set is defined an activity interval
that spans the entire temporal graph starting from 1. The vertices in this set are then
removed from the temporal graph G, resulting in a temporal graph G′ such that each pair of
vertices is connected by at most two temporal edges. Then the second phase, inspired by
an approximation algorithm for SetCover [9], uses a randomized rounding algorithm to
find an approximation solution to a variant of the problem called Minimum Non-Consecutive
Timeline Cover (Min-NC-TCover) where each vertex can be active in non consecutive
timestamps. Then they define a solution of MinTCover where each vertex is active in an
interval that includes the minimum and maximum timestamp where the vertex is active in
the computed solution of Min-NC-TCover.

2.2.2 Heuristics for Minimum Vertex Cover
MinTCover is a variant in temporal graphs of MVC, a classical NP-hard optimization
problem that consists of, given an undirected unweighted graph G = (V, E), finding a
minimum sized subset S ⊆ V such that every edge in G has at least one endpoint in S.

The MVC problem is often addressed by iteratively solving its decision version, which
involves identifying a vertex cover of a specified size k. The process begins with the
construction of a vertex cover. If a vertex cover of k vertices is found, one vertex is removed,
reducing the target size to k− 1, and a local search is initiated to find a smaller vertex cover.
The current candidate solution, denoted as C, includes the vertices selected for covering.
Each vertex v ∈ C has an associated loss, defined as the number of covered edges that would
become uncovered if v were removed from C. Conversely, for vertices not in C, a gain is
calculated based on the number of uncovered edges that would become covered upon their
addition. Both loss and gain are used to score vertices, which also have an age indicating the
time since their status last changed. The iterative process involves swapping vertices in C

with those outside of it, a step known as exchanging step.
The FastVC [3] (which in turn is inspired by NuMVC [2]) is a heuristic algorithm,

known for its efficiency in handling large graphs, which makes it of practical relevance for
real-world applications, where rapid solutions are needed. The algorithm works by following
the procedure depicted before, adopting a two-stage exchange method as exchanging step,
introduced in the NuMVC algorithm, which consists in firstly removing a vertex from C,
then adding a new vertex not in C, updating the scoring properties (loss and gain) at each
stage. The great advantage of FastVC is that to enhance the efficiency and effectiveness
of the vertex selection process it mainly relies on the Best from Multiple Selection (BMS)
heuristic, which works by generating multiple candidate solutions, choosing the best among
them based on a predefined criterion (the one that leads to the smallest vertex cover).

This approach is particularly useful since in problem like MVC the solution space is
large and complex, thus direct evaluation of all possible selections would be computationally
expensive. By using BMS, FastVC can more effectively explore the solution space, as it
avoids getting trapped in local minima – a common problem in greedy and local search
algorithms. It provides a way to balance exploration and exploitation by periodically allowing
the algorithm to consider a range of potential moves (vertex additions or removals) rather
than being confined to the immediate best move.

TIME 2024
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More recently, the use of Deep Learning (DL) approaches has been proposed for defining
heuristics for NP-hard problems over graphs, like MVC, highlighting that representation
learning based approaches are better in building solution to combinatorial optimization
over graphs with respect to end-to-end approaches [20]. Some of the most effective research
investigation directions are based on using Reinforcement Learning (RL) [13, 1], Graph
Neural Networks (GNNs) [16, 14] or the Attention Mechanism [15] by firstly learning a
representation of the graph and then by leveraging this representation with autoregressive
machine learning-based procedure, local search or greedy search to build the final solution.

3 FastMinTC+

In this section we describe our FastMinTC+ algorithm, which solves the MinTCover
problem in an iterative way, following a local search procedure and a heuristic optimization
similar to the one adopted by FastVC [3].

3.1 Overall Algorithm
The FastMinTC+ overall algorithm (outlined in Algorithm 1) is composed of an initialization
step, to compute an initial minimal timeline, and an exchange step, to reduce the span of the
initial computed timeline.

Algorithm 1 FastMinTC+(G, cutoff).

Input: graph G = (V, E, T ), cutoff time
Output: A minimal timeline cover of G, T ∗ = {Iu}u∈V

T , loss← InitializeTC(G)
gain((v, t))← 0 for each (v, t) /∈ T
T ∗ ← T
while elapsed ≤ cutoff do

if T covers all edges AND S(T ) < S(T ∗) then
T ∗ ← T

end
T ← T \ {(v, t) : loss((v, t)) ≤ loss((u, t)),∀(v, t), (u, t) ∈ T
(v, t)← SelectRndVertex(T , k)
T ← T \ {(v, t)}
e← a random uncovered edge
(v, t)← the endpoint of e with greater gain breaking ties in favor of the one not

included in the solution for a larger number of iterations
T ← T ∪ {(v, t)}
update loss of vertices N(v) in T and gain of vertices N(v) not in T

end

The initialization step is carried out by the InitializeTC procedure, which returns an
initial timeline which is granted to be minimal, and computes the loss value for each pair
(v, t) ∈ T , which corresponds to the number of edges that would become uncovered, by
removing (v, t) from the computed timeline. We remember that the timeline T is a set of
intervals Iv = [sv, ev], one for each vertex v ∈ V . Thus, we can consider T as an ordered list
of pairs (v, t) such that, for each vertex v ∈ V , we have exactly two pairs: (v, sv), (v, ev),
with sv ≤ ev. For each vertex in the timeline, thus, the loss is computed only for timestamps
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sv and ev and not for intermediate timestamps in the interval. After letting computing the
initial timeline and the corresponding loss, the initialization step computes the gain, which
is defined for each vertex (v, t) /∈ T as the number of uncovered edges that would become
covered by adding (v, t) to the timeline.

The solution is then refined in the exchange step, with a two-stage exchange method, by
firstly removing from the timeline the pair (vertex, timestamp) with minimum loss from
the activity timeline computed and then by randomly reducing the length of the intervals
selecting a second pair (vertex, timestamps) to be removed from the activity timeline with
the SelectRndVertex procedure. Then, the algorithm picks a random uncovered edge e, and
chooses the endpoint with greater gain adding it into T , breaking ties in favor of the endpoint
that have not been included in the solution for a larger number of iterations. Note that along
with removing or adding a vertex, the loss and gain values of the vertex and its neighbors
are updated accordingly.

3.2 Initialization Algorithm

The initialization procedure is outlined in Algorithm 2 and consists of an extending phase
and a shrinking phase.

Algorithm 2 InitializeTC(G).

Input: graph G = (V, E, T )
Output: timeline cover of G T = {Iu}u∈V , loss((v, t)) for each (v, t) ∈ T
for e ∈ E do

if e is uncovered then
add the timestamp t to the activity interval of the endpoint of e with higher
degree in t

end
end
// initialize loss to 0 (considering only the minimum and maximum t of each interval

of v in T )
loss((v, t))← 0 for each (v, t) ∈ T
for e ∈ E do

if only one endpoint of e belongs to T then
for the endpoint (v, t) ∈ T , loss((v, t)) + +

end
end
// remove redundant vertices
for (v,t) ∈ T do

if sv < ev then
if loss((v,t))=0 then
T ← T \ {(v, t)}
update loss of vertices N(v) in T

end
end

end

During the extending phase, the procedure begins with an empty set T , progressively
augmented by evaluating and incorporating edges one at a time. If an edge e is found to be
uncovered, the endpoint of e with higher degree is added to T . It is straightforward that

TIME 2024
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at the end of this phase we obtain a timeline cover. The shrinking phase consists in first
computing the loss value of pairs (v, t) in T , only for the initial and final timestamps of each
interval (thus, we do not compute the loss for the intermediate timestamps in the interval,
i.e., ∀Iu = [su, eu] ∈ T , we compute the loss only for (u, su) and (u, eu)). This phase possibly
shrinks an interval length, by removing the initial or final timestamp, if the loss is equal to 0.
When computing the loss of (v, t) with respect to an edge (u, v, t), we consider the entire
interval on vertex u, i.e., Iu = [su, eu]. If it holds that su < t < eu, we do not increment the
loss value of v since the edge (u, v, t) is already covered.

After computing the loss, the algorithm checks if there are vertices in the timeline with
loss = 0. If it finds a (v, t) with loss = 0 and Iv = [sv, ev] is such that sv < ev, then Iv is
shrinked with a new timestamp r as follows: if t = sv, sv is replaced by r, which is the first
timestamp in T (v) greater than sv (which may not necessary be sv + 1 if v is not active in
sv + 1); if t = ev, ev is replaced by r, which is the next timestamp in T (v) smaller than ev

(which may not necessary be ev − 1 if v is not active in ev − 1).
Subsequently loss of vertices in N((v, t)) is increased by 1 and loss of vertex (v, r) is

computed considering the vertex in N((v, r)).
This algorithm grants to return a minimal solution according to Theorem 4 (proof is

provided in Appendix B). A timeline cover is minimal if removing any (v, t) would make it
not a timeline cover, thus the loss(v, t) > 0, ∀(v, t) ∈ T .

▶ Theorem 4. The timeline T = {Iu}u∈V returned by the initializeTC algorithm is a
minimal timeline cover.

3.3 Random Vertex Selection Algorithm
A critical function for FastMinTC+ is SelectRndVertex, outlined in Algorithm 3, which
chooses a vertex from the candidate vertex set T to remove.

Algorithm 3 SelectRndVertex(T , k).

Input: A timeline T , a parameter k
Output: an element of T
best ← a random vertex (v, t) from T
for 1 to k-1 do

tmp ← a random vertex (u, r) from T
if loss(tmp) < loss(best) then

best ← tmp
end

end
return best

This algorithm follows the structure of the cost-effective BMS heuristic, which picks k

elements (where k is a parameter) randomly with replacement from the set T , and then
returns the one with lowest loss value. The set T is composed of all the pairs (v, t) that
belong to the activity timeline T and whose timestamps are an initial or ending timestamp of
an interval. In this way, we only remove from the timeline vertices which are at the beginning
or end of the interval, with the goal of reducing the length of the activity timelines avoiding
producing multiple intervals for the same vertex. From hence, Theorem 5 holds (proof is
provided in Appendix C).
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▶ Theorem 5. With k ≥ 50, the probability that the SelectRndVertex algorithm choose a
vertex whose loss value is not grater than 90% vertices in T is grater or equal to 0.9948.

3.4 Heuristic Complexity Analysis

The overall FastMinTC+ heuristic (outlined in Algorithm 1), as seen, is composed of two
main parts: the initialization step (i.e., the InitializeTC procedure outlined in Algorithm 2,
followed by the gain initialization) and the exchange step (i.e., the iterative cycle carried out
for an elapsed time smaller or equal to a given cutoff time, that uses the SelectRndVertex
procedure, outlined in Algorithm 3 as two-stage exchange method). Thus, the complexity of
the FastMinTC+ heuristic relies on the complexity of Algorithms 2 and 3.

In the following we denote n = |V |, m = |E| and t = |T |.
Let us first focus on the complexity of the InitializeTC algorithm. This can be divided in

three parts: the extending phase, the initialization of the loss values and the shrinking phase.
It is straightforward that the complexity of the extending phase is O(m). Indeed, to compute
the extending phase, it is necessary to scan the set of edges E one time, adding, for every
scanned edge, the endpoint with higher degree. As far as loss computation is concerned, it
depends on the number of vertices (v, t) ∈ T . Since we add, for each vertex v ∈ V exactly
two timestamps (the start and end of the activity interval, namely, sv, ev), the dimension of
the computed activity timeline is exactly |T | = 2n. It follows that the complexity for the
initialization of the loss is O(n). In order to update the loss values, we must check if an
edge is covered by one of two vertices of the timeline; we need to scan the set of edges E,
the complexity is O(m). Thus, the overall complexity of loss initialization is O(n + m). For
the shrinking phase, the complexity depends on the number of updates performed over the
loss values. Since each vertex is updated at most once for each edge incident in it, the total
number of possible updates is bounded to the sum of the global degrees of each vertex, i.e.,∑

v∈V deg(v) = 2m, thus the complexity of the shrinking phase is O(m + n). Therefore, the
overall complexity of the InitializeTC algorithm is O(m + n).

Let’s now move to the SelectRndVertex procedure. Since the algorithm only performs
comparison operation for pair of elements at a time for each iteration, the complexity is
O(k), where k is the number of iteration. Since k is constant, the overall complexity is O(1).

Consider now the FastMinTC+ heuristic. From the previous analysis, it holds that
the computational complexity of the initialization phase, i.e., the one derived from the
InitializeTC algorithm, is O(m + n). For the exchange step, the complexity can be derived
by: 1) checking whether T covers all edges, which can be done summing the gain values
of (v, t) /∈ T with complexity O(n): if the sum is 0, it means that T is a minimal cover; 2)
getting the vertex (v, t) with lower loss value, which can be done with complexity O(n); 3)
select a random vertex with the SelectRndVertex procedure, which has complexity O(1); 4)
extract a random uncovered edge e and add the endpoint of e with greater gain, breaking
ties in favor of the older one, which has the same complexity as the loss update operation,
thus O(m + n); 5) update loss and gain values, which have both complexity O(m). Thus,
the overall time complexity of the exchange step is O(m + n), leading to an overall time
complexity of the FastMinTC+ heuristic equals to O(m + n).

4 Performance Evaluation

In this section we provide the results of our experiments on FastMinTC+. We evaluate it
against state-of-the-art approaches on both synthetic and real world graphs.

TIME 2024
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4.1 Dataset Description
In the current literature, there are no publicly available datasets for the MinTCover problem.
The sole study addressing experimental analysis on real and synthetic instances is presented
in [25]. However, this study has significant limitations: firstly, the method proposed for
generating synthetic datasets does not ensure that the computed ground truth is optimal,
complicating the assessment of the algorithm’s performance against exact solvers; secondly,
the real-world dataset employed is not publicly accessible, precluding reproducibility of the
results. To address these gaps, we have developed three distinct datasets, each designed for
specific evaluative purposes:

Dataset1 consists of 264 synthetically generated instances of sparse temporal graphs,
characterized by a low temporal edge-to-vertex ratio (|E| = O(|V |+ |T |)). These graphs
vary considerably, with vertex counts |V | = [10, 10000], timestamp sets T = [4, 5000], and
edges |E| = [10, 1000000]. This dataset facilitates comparisons between the proposed
heuristic and state-of-the-art algorithms across sparse graph scenarios, which reflect
conditions found in many real-world datasets. For more granular analysis, instances are
categorized as small (up to 50 vertices and 20 timestamps), medium (up to 500 vertices
and 500 timestamps), and hard (up to 10000 vertices and 5000 timestamps).
Dataset2 includes 195 synthetically generated instances of dense temporal graphs (|E| ≫
O(|V |+|T |)). These instances also range in size with vertices |V | = [10, 10000], timestamps
T = [2, 5000], and edges |E| = [100, 20000000]. The purpose of Dataset2 mirrors that
of Dataset1, but focuses on denser graphs. Similar to Dataset1, it is divided into small
(up to 30 vertices and 4 timestamps), medium (up to 1000 vertices and 100 timestamps),
and hard categories (up to 10000 vertices and 5000 timestamps) to account for scalability
concerns.
Dataset3 comprises 25 publicly available instances of temporal benchmark graphs sourced
from the DIMACS repository [22]. This dataset was curated to include a diverse array
of graphs in terms of edge count |E|, vertex count |V | and timestamp range |T |, thus
resulting in a set of graphs with densities D that ranges from 8,49 E-10 to 4,74 E-01. The
primary aim of Dataset3 is to evaluate the performance of the proposed heuristic against
state-of-the-art algorithms on benchmark graphs, thereby assessing their applicability to
practical scenarios.

4.2 Experimental Results
To evaluation our heuristic FastMinTC+ we benchmark it against both an optimal solution
derived from the ILP formulation (Equation 1 in Appendix A) and the principal approximation
algorithms discussed in Section 2.2.1. The compared algorithms include the iterative method
for inner points (Inner) as outlined in [25], and the two-phases approach (2Phases)
introduced in [7]. Our evaluations span three datasets, assessing both the quality (measured
by the length of the sum-span of the timelines S(T )) and scalability (determined by execution
time) of each solution. The algorithmic comparison varies by dataset and instance complexity;
for Dataset1 and Dataset2, all four algorithms are evaluated on small instances. However, the
ILP solution is omitted from medium instances and both the ILP and 2Phases are excluded
from hard instances due to computational limitations. Only Inner and FastMinTC+ are
analyzed for Dataset3 due to their superior performance.

In running the test, for the FastMinTC+ algorithm, we set the parameter k = 50
and instead of setting a time limit, we define a number of 2000 iteration for the exchange
step. The algorithm is executed 5 times each with a different shuffling of the edges, and the
best result is reported. For the Inner algorithm we set the number of iterations to 10 (as
suggested by the authors). No parameters have to be set for the 2Phases approximation.
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We implement our algorithm FastMinTC+ in the Python programming language
(version 3.12). The code for Inner is open-source and implemented in Python (version 2) [23].
For the 2Phases algorithm no implementation were available online, thus, we implement
it in Python (version 3.12). Experiments are carried out on a MacBook Pro (2017) under
MacOS, using a 16GB RAM and 4 cores of a i7-3,1 GHz CPU.

4.2.1 Sparse Instances Results
The comprehensive results for Dataset1, consisting of sparse graphs, are summarized in
Table 1. FastMinTC+ consistently outperforms both Inner and 2Phases in small
instances. Specifically, compared to the sum-span calculated by the ILP and other algorithms,
FastMinTC+ approximates the ILP-derived solution more closely than its competitors.
Among the 189 simple instances in Dataset1, FastMinTC+ provides a superior solution
(i.e., a shorter sum-span) compared to Inner 177 times and to 2Phases 154 times. In the
subset of 25 medium instances, FastMinTC+ continues to outperform, invariably offering
better solutions than 2Phases and surpassing Inner in 14 instances. Similar trends are
observed in the 50 hard instances, where FastMinTC+ excels over Inner 34 times.

The fact that 2Phases’s performance downgrade with larger instances, aligns with the
fact that it provides an approximate factor proportional to the number of timestamps.

A notable finding from this experiment pertains to the average execution times. Clearly,
the ILP algorithm, while providing optimal solutions, is significantly slower even for basic
sparse instances. 2Phases encounters scalability issues, notably in hard instances where
experiments could not be conducted due to prohibitive execution times. Conversely, Fast-
MinTC+ is faster, even in large sparse instances, typically requiring an order of magnitude
less time to compute the solution compared to Inner.

Thus, although FastMinTC+ generally outperforms Inner and 2Phases, it may not
be invariably the superior choice for sparse graphs, unless graph size increases to a point
where Inner becomes computationally impractical.

Table 1 Experimental Results on Dataset1 - small, medium and hard instances. Results show
that the proposed heuristic produces for sparse graphs better results with respect to the approximate
solutions in a smaller time.

Dataset1 Algorithm Average
Execution Time

Average
Sum Span

Small
Instances

ILP 1,13 E-01 1,01 E+00
2Phases 8,68 E-02 3,37 E+00
Inner 9,37 E-04 7,05 E+00
FastMinTC+ 5,39 E-04 3,02 E+00

Medium
Instances

2Phases 3,52 E+01 80,1 E+03
Inner 1,21 E-01 71,1 E+03
FastMinTC+ 4,32 E-02 70,9 E+03

Hard
Instances

Inner 1,75 E+02 16,01 E+06
FastMinTC+ 1,43 E+01 15,95 E+06

4.2.2 Dense Instances Results
The comprehensive results for Dataset2, composed of dense graphs, are summarized in Table 2.
The findings from evaluations of small, medium, and hard instances are parallel to those
observed in Dataset1, reinforcing the quality and the scalability of the proposed heuristic.
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Notably, the difference in average sum-span and execution time between FastMinTC+ on
both approximate and exact solutions is more pronounced here than in Dataset1. Indeed,
as far as sum-span is concerned, in all 195 test cases assessed, Inner only outperformed
FastMinTC+ once in a small instance scenario, while as far as execution time is concerned,
FastMinTC+ always outperforms Inner, reaching, on average, a larger delta with respect
to tests on Dataset1, with a maximum delta of 3492,17 seconds on the instance with
10000 vertices and 5000 timestamps. These results validate FastMinTC+’s capability to
effectively scale to larger instances. Moreover, they suggest a distinct advantage in favor of
FastMinTC+ when handling dense graphs, indicating its overall preferable performance
relative to Inner in such contexts.

Table 2 Experimental Results on Dataset2 - small, medium and hard instances. Results confirm
that the proposed solution produces for dense graphs better results with respect to the approximate
solutions in a smaller time.

Dataset2 Algorithm Average
Execution Time

Average
Sum Span

Small
Instances

ILP 9,62 E+01 8,24 E+00
2Phases 3,29 E-01 27,85 E+00
Inner 2,68 E-03 20,39 E+00
FastMinTC+ 5,73 E-04 11,88 E+00

Medium
Instances

2Phases 8,54 E+00 28,69 E+03
Inner 5,81 E-01 28,38 E+03
FastMinTC+ 9,81 E-02 27,08 E+03

Hard
Instances

Inner 8,96 E+02 14,74 E+06
FastMinTC+ 1,82 E+01 14,05 E+06

4.2.3 Real World Instances Results

Experiments conducted on real-world graphs corroborate the findings observed in the synthetic
test instances too. Detailed results for these real-world instances are presented in Tables 3
and 4. For each graph considered, Table 3 provides the results in terms of sum-span, while
Table 4 provides the results in terms of execution time.

Overall, FastMinTC+ demonstrates superior performance in terms of sum-span com-
pared to Inner on non-sparse graphs. Specifically, in the analysis of 25 real-world instances,
FastMinTC+ achieves a better sum-span in 17 cases. Notably, the instances where Inner
outperforms FastMinTC+ are characterized by particularly low densities, with a maximum
density value of 6,27 E-04 and an average density value of 1,09 E-04. In contrast, the instances
where FastMinTC+ outperforms Inner are characterized by a maximum density value
of 4,47 E-01 and an average density value of 1,26 E-01. It is also worth noting that there
are, albeit rarer, cases of graphs with very low densities (such as ia-contacts-dublin with
D = 8.98E − 08) where FastMinTC+ outperforms Inner, while there are no cases of dense
graphs where Inner outperforms FastMinTC+. This confirms that, while FastMinTC+
should be always preferable in the case of dense graphs, it should be taken into account also
in the case of sparse graphs, representing a valid alternative to Inner even in these cases.

The results also confirm the best performance in terms of execution time of the Fast-
MinTC+, which always achieves a lower execution time compared to Inner.
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Table 3 Experimental Results on real-world publicly available graphs from Dataset3. For each
considered graph we report the information on the size of the network and the results in terms of
sum-span S(T ) of Inner and FastMinTC+.

Graph |E| |V| |T| D Inner
S(T )

FMTC+
S(T )

aves-sparrow-social 516 52 1 3,89E-01 1,40E+01 1,00E+01
aves-wildbird-network 11900 202 5 1,17E-01 5,88E+02 4,78E+02
copresence-InVS13 394247 95 20128 4,39E-03 1,53E+06 1,49E+06
copresence-InVS15 1283194 219 21535 2,50E-03 3,71E+06 3,64E+06
copresence-LH10 150126 73 12604 4,53E-03 3,97E+05 3,87E+05
copresence-LyonSchool 6594492 242 3123 7,24E-02 7,02E+05 6,64E+05
copresence-SFHH 1417485 403 3148 5,56E-03 9,26E+05 8,92E+05
copresence-Thiers13 18613039 328 8937 3,88E-02 2,57E+06 2,45E+06
email-dnc 39264 1892 19382 1,13E-06 2,54E+05 5,84E+05
fb-wosn-friends 1269502 63731 736674 8,49E-10 8,99E+08 9,83E+08
ia-contacts-dublin 415912 10972 76943 8,98E-08 1,00E+06 9,60E+05
ia-contacts-hypertext2009 20818 113 5245 6,27E-04 3,50E+05 3,93E+05
ia-digg-reply 87627 30398 83942 2,26E-09 1,41E+08 1,76E+08
ia-hospital-ward-proximity 32424 75 9452 1,24E-03 3,26E+05 3,18E+05
ia-primary-school-proximity 125773 242 3099 1,39E-03 6,51E+05 6,30E+05
a-prosper-loans 3394979 89269 1258 6,77E-07 9,78E+05 1,00E+06
a-retweet-pol 61157 18470 60500 5,93E-09 1,06E+07 1,21E+07
insecta-ant-colony1 111578 113 40 4,41E-01 3,46E+03 3,25E+03
insecta-ant-colony3 241280 160 40 4,74E-01 5,07E+03 4,77E+03
insecta-ant-colony5 194317 152 40 4,23E-01 4,36E+03 4,14E+03
mammalia-raccoon-proximity 1997 24 51 1,42E-01 7,73E+02 7,61E+02
rec-amz-Baby 915446 596316 4868 1,06E-09 2,80E+06 2,91E+06
reptilia-tortoise-network-bsv 554 136 3 2,01E-02 9,60E+01 5,00E+01
reptilia-tortoise-network-fi 1713 787 8 6,92E-04 5,5E+02 3,12E+02
SFHH-conf-sensor 70261 403 3508 2,47E-04 7,11E+05 8,27E+05
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Table 4 Experimental Results on real-world publicly available graphs from Dataset3. For each
considered graph we report the information on the size of the network and the results in terms of
execution time of Inner and FastMinTC+.

Graph |E| |V| |T| D Inner
elapsed

FMTC+
elapsed

aves-sparrow-social 516 52 1 3,89E-01 0,01 0,00
aves-wildbird-network 11900 202 5 1,17E-01 0,09 0,05
copresence-InVS13 394247 95 20128 4,39E-03 2,52 1,07
copresence-InVS15 1283194 219 21535 2,50E-03 8,50 3,47
copresence-LH10 150126 73 12604 4,53E-03 1,00 0,39
copresence-LyonSchool 6594492 242 3123 7,24E-02 43,65 15,92
copresence-SFHH 1417485 403 3148 5,56E-03 9,59 3,18
copresence-Thiers13 18613039 328 8937 3,88E-02 114,17 43,69
email-dnc 39264 1892 19382 1,13E-06 0,39 0,13
fb-wosn-friends 1269502 63731 736674 8,49E-10 11,36 7,19
ia-contacts-dublin 415912 10972 76943 8,98E-08 3,38 1,12
ia-contacts-hypertext2009 20818 113 5245 6,27E-04 0,13 0,06
ia-digg-reply 87627 30398 83942 2,26E-09 0,98 1,49
ia-hospital-ward-proximity 32424 75 9452 1,24E-03 0,21 0,09
ia-primary-school-proximity 125773 242 3099 1,39E-03 0,80 0,32
a-prosper-loans 3394979 89269 1258 6,77E-07 36,98 23,71
a-retweet-pol 61157 18470 60500 5,93E-09 0,73 0,77
insecta-ant-colony1 111578 113 40 4,41E-01 0,66 0,31
insecta-ant-colony3 241280 160 40 4,74E-01 1,39 0,61
insecta-ant-colony5 194317 152 40 4,23E-01 1,12 0,50
mammalia-raccoon-proximity 1997 24 51 1,42E-01 0,01 0,01
rec-amz-Baby 915446 596316 4868 1,06E-09 18,16 12,53
reptilia-tortoise-network-bsv 554 136 3 2,01E-02 0,14 0,64
reptilia-tortoise-network-fi 1713 787 8 6,92E-04 0,02 0,01
SFHH-conf-sensor 70261 403 3508 2,47E-04 0,45 0,19
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5 Conclusion and Future Works

This research tackled the complex problem of summarizing temporal networks, aiming to
optimize the timeline cover for entities within a temporal graph. We introduced a novel
heuristic approach, FastMinTC+, which significantly advances the field by offering a
computationally feasible solution to the MinTCover problem. Our method leverages low-
complexity approximate heuristics, shown to be very effective on the related MVC problem on
static networks, enabling the effective processing of massive graphs, a notable improvement
over existing methodologies.

Experimental results, on both synthetic and real-world datasets, demonstrates that Fast-
MinTC+ achieves superior performance compared to state-of-the-art algorithms, enhancing
computational efficiency and maintaining a high level of accuracy and reliability in identify-
ing sub-optimal timeline covers. These results underscore the potential of our heuristic to
facilitate deeper insights into temporal data analysis.

Looking ahead, the integration of DL techniques presents a promising avenue for fur-
ther enhancing the efficacy of our heuristic. Specifically, exploring the synergy between
our heuristic approaches and DL models could yield innovative strategies for tackling the
MinTCover problem. These developments are poised to redefine the boundaries of temporal
network analysis, opening up new possibilities for both theoretical and practical applications
in the field.
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A ILP formulation for MinTCover

The MinTCover problem can be formulated as an ILP mainly considering a variable
xu,t ∈ {0, 1} whose value is 1 if t is included in the activity interval of u, 0 otherwise. With
this variable we can formulate the following constraints:

Edge Coverage: For each edge (u, v, t) ∈ E, at least one between u and v must have t in
its activity interval. This can be expressed as xu,t + xv,t ≥ 1∀(u, v, t) ∈ E.
Activity Interval definition: for each vertex u and for each timestamp t, if t is included
in the activity interval of u, then the following should hold: su ≤ t ≤ eu. This means
that if xu,t = 1, then su ≤ t and eu ≥ t. This can be expressed, by adding a constant
M ≥ max(T ), with two conditions, one over su and one over eu as follows:

1. su ≤ t ∗ xu,t + M(1− xu,t)
2. eu ≥ t ∗ xu,t −M(1− xu,t)
Indeed, if xu,t = 0, it holds that M ≥ su and −M ≤ eu, otherwise it holds that su ≤ t

and eu ≥ t.
Length of the Interval: for each vertex u, the length of the activity interval is by definition
δ(Iu) = eu − su. This is the objective function to be minimized. For simplicity, we can
define δ(Iu) = du.

With these variables and constraints we can formulate the ILP as in Equation 1.

minimize
∑
u∈V

du

subject to xu,t + xv,t ≥ 1 ∀(u, v, t) ∈ E

su ≤ t ∗ xu,t + M(1− xu,t) ∀u ∈ V, ∀t ∈ T

eu ≥ t ∗ xu,t −M(1− xu,t) ∀u ∈ V, ∀t ∈ T

(1)

B InitializeTC’s minimality: Proof

Theorem 4 states that the timeline T = {Iu}u∈V returned by the initializeTC algorithm,
outlined in Algorithm 2, is a minimal timeline cover.
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Consider the timeline T = {Iu}u∈V produce as output by the extending phase, which
may be modified in the shrinking phase. By construction, at the end of the extending phase
T is a timeline cover. We now prove Theorem 4 by showing that: 1) the timeline T returned
by the procedure is a timeline cover; 2) loss value of any vertex in the timeline T does not
decrease; 3) the timeline T returned after the shrinking phase is minimal.

Proof.
1) Suppose to perform ith iteration of the shrinking phase. Note that, if T is a timeline

cover at the ith iteration, it is a timeline cover also at the (i + 1)th iteration. Indeed,
if loss(v, t)i+1 > 0, then T does not change; if loss(v, t)i+1 = 0, then (v, t) is removed,
but according to the definition of loss, removing such vertex (v, t) would not generate
any new uncovered edge. From hence, since T is a timeline cover at iteration 0, it is a
timeline cover also the end of the shrinking phase (ith iteration).

2) Notice that during the shrinking phase, the loss value of any vertex (v, t) in T does not
decrease. Indeed, if at the ith iteration loss(v, t)i > 0 the iteration does nothing, thus
its loss value does not decrease; if loss(v, t)i = 0, then all vertices in N(v) belong to T ,
otherwise, if at the ith iteration there exists a vertex (u, t) : (u, v, t) ∈ E and (u, t) /∈ T ,
by definition loss(v, t)i would be at least 1. So, in case loss(v, t)i = 0, (v, t) is removed
and along with that, the loss value of each vertex u ∈ N(v) is increased by one as, after
this iteration, the removal of u would make the edge (u, v, t) from covered to uncovered.
The loss of all the vertices not in N(v) do not change.

3) Suppose now that after the shrinking phase, there exists a vertex (v, t) in T whose removal
keeps T a timeline cover. Supposing that the shrinking phase takes i iteration, from the
assumption we can say that loss(v, t)i = 0, by definition of loss. Since the loss value of
any vertex (v, t) in T does not decrease according to point 2 of this proof, the value of
loss(v, t) at the ith iteration is at most 0, thus, since loss values are non-negative it is
exactly 0. Therefore, (v, t) would have been removed at the ith iteration. This complete
the proof by contradiction. ◀

C SelectRndVertex Quality: Proof

Theorem 5 states that with k ≥ 50, the probability that the SelectRndVertex algorithm,
outlined in Algorithm 3, choose a vertex whose loss value is not grater than 90% vertices in
T is grater or equal to 0.9948.

Proof. Consider a real number ρ ∈ (0, 1), the probability of the event E = {the loss value of
the element chosen by the SelectRndVertex algorithm is not greater than ρ|T | elements in
the set T } is Pr(E) ≥ 1− ( ρ|T |−1

|T | )k > 1− ρk.
Indeed, ρ|T | is the number of elements in the ρ fraction of T with the worst losses (i.e.,

higher loss). Thus, considering that each random selection from T is independent, ρ|T |
|T |

represents the chance of selecting one of the worst ρ|T | elements in one selection. It follows
that ρ|T |−1

|T | is the probability of selecting an element whose loss value is higher or equal than
(1 − ρ)|T | elements. After k iterations, (ρ|T |−1

|T | )k is the probability that all the iterations
randomly select elements inside of the worst elements set. From hence 1− ( ρ|T |−1

|T | )k > 1− ρk

is the probability that at least one of the k iterations selects an element from within the top
elements set.

This means that for k = 50, the probability that the SelectRndVertex algorithm choose a
vertex whose loss value is not greater than ρ = 90% vertices in T is Pr(E) ≥ 1−0.950 > 0.9948,
where we consider the probability of event E to be greater or equal to the computed value,
since there might be the case that more than one elements in those ρ|T | elements have the
same loss value, which is the minimum among loss values of all the ρ|T | element. ◀
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