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Abstract
The SetCover problem has been extensively studied in many different models of computation,
including parallel and distributed settings. From an approximation point of view, there are two
standard guarantees: an O(log ∆)-approximation (where ∆ is the maximum set size) and an
O(f)-approximation (where f is the maximum number of sets containing any given element).

In this paper, we introduce a new, surprisingly simple, model-independent approach to solving
SetCover in unweighted graphs. We obtain multiple improved algorithms in the MPC and CRCW
PRAM models. First, in the MPC model with sublinear space per machine, our algorithms can
compute an O(f) approximation to SetCover in Ô(

√
log ∆ + log f) rounds1 and a O(log ∆)

approximation in O(log3/2 n) rounds. Moreover, in the PRAM model, we give a O(f) approximate
algorithm using linear work and O(log n) depth. All these bounds improve the existing round
complexity/depth bounds by a logΩ(1) n factor.

Moreover, our approach leads to many other new algorithms, including improved algorithms for
the HypergraphMatching problem in the MPC model, as well as simpler SetCover algorithms
that match the existing bounds.
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1 Introduction

There is perhaps no more central and important problem in the area of approximation
algorithms than SetCover. It has been a testbed for various algorithmic techniques
that have become central in the field: greedy algorithms, deterministic and randomized
rounding, primal-dual, dual fitting, etc. Due to its importance, ubiquity, and the fact that
many different algorithmic techniques can be used, it is widely considered a “textbook
problem” and, for example, has been used to illustrate the very basics of approximation

1 We use the Ô(x) notation to suppress poly log x and poly log log n terms.
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19:2 Parallel Set Cover and Hypergraph Matching

algorithms [38, Chapter 1]. There are essentially two standard approximation bounds, both
of which can be achieved through a number of different algorithms: an f -approximation,
where f is the frequency (the maximum number of sets containing any given element), and
an H∆ = O(log ∆)-approximation, where ∆ is the maximum set size and Hk is the k’th
harmonic number.2

Unsurprisingly, SetCover has also received significant attention in parallel and dis-
tributed models of computation. However, the simple sequential algorithms for SetCover
are not “obviously” parallelizable, so new algorithms have been developed for these models.
These lines of work range from classical complexity-theoretic models (e.g., showing that it can
be approximated well in NC [7]), classical parallel models such as PRAMs [7, 34, 9], classical
distributed models such as LOCAL [29, 28], and modern models such as MapReduce and
Massively Parallel Computation (MPC) [36, 3]. Much of this work has been model-focused
rather than model-independent, and ideas and techniques from one model can only sometimes
be transferred to a different model.

In this paper, we introduce a new, simple, and model-independent technique for solving
unweighted SetCover in parallel settings. Our technique, which involves careful independent
random sampling of either the sets or elements, yields both a (1 + ϵ)f -approximation and a
(1+ϵ)H∆-approximation and can be efficiently instantiated in multiple models of computation,
including the MPC and PRAM models. Moreover, it can also be extended to solve the
approximate HypergraphMatching problem in unweighted graphs. By applying our
technique, we obtain efficient algorithms for SetCover and HypergraphMatching in
MPC and PRAM models, which either improve upon or (essentially) match state-of-the-art
algorithms for the problems. Importantly, our technique provides a unified and model-
independent approach across HypergraphMatching and two variants of SetCover, and
can be efficiently implemented in two fundamental models of parallel computation.

Our algorithms are obtained by parallelizing two classic f - and O(log ∆)-approximate
SetCover algorithms. The f -approximate algorithm repeatedly picks an uncovered element
and adds all sets containing it to the solution. The O(log ∆)-approximate in each step simply
adds to the solution the set that covers the largest number of uncovered points.

Even though our parallelization of these algorithms is surprisingly direct, to the best of
our knowledge, it has not been analyzed prior to our work. At a high level, our algorithms
perform independent random sampling to find a collection of sets to be added to the solution,
remove all covered elements from the instance, and then repeat. By combining the random
sampling-based approach with modern techniques in parallel algorithms, we are able to give
state-of-the-art bounds.

1.1 Our Contribution
We now present the main contributions of the paper. We study the unweighted version
of SetCover. To formulate the bounds we obtain, we assume the SetCover problem
is represented by a bipartite graph, in which vertices on one side represent the sets, and
vertices on the other side represent elements to be covered. Edges connect elements with all
sets that they belong to. We use ∆ to denote the maximum degree of a vertex representing
a set, and f to denote the maximum degree of a vertex representing an element. We use n

to denote the number of vertices in the graph (equal to the number of sets plus the number
of elements) and m to denote the number of edges (the total size of all sets).

2 This result is often given as an O(log n)-approximation since ∆ ≤ n, but H∆ is a technically stronger
bound.
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Table 1 Round complexity of SetCover algorithms in the Massively Parallel Computation
model. We use n to denote the number of vertices in the graph (which is equal to the number of
sets plus the number of elements) and m to denote the number of edges (the total size of all sets).
δ ∈ (0, 1) is a constant. In [22] ϕ ∈ (0, 1] is any value satisfying m ≤ n1+ϕ and c < ϕ controls the
amount of space per machine. We use ‡ to denote that a bound holds with high probability.

Ref. Space/Machine Total Space Approx. Factor Det. Round Complexity

[9] O(nδ) O(m) (1 + ϵ)H∆ No O(log2 n)‡

Here O(nδ) Õ(m) (1 + ϵ)H∆
‡ No Ô(log ∆ ·

√
log f)‡

Here O(nδ) Õ(m) (1 + ϵ)f‡ No Ô(
√

log ∆)‡

[6] O(nδ) O(m) f + ϵ Yes O(log ∆/ log log ∆)
[16] O(nδ) O(m) (1 + ϵ)f Yes O(log(f∆)/ log log(f∆))

[3] Õ(n) Õ(m) O(log n)‡ No O(log n)‡

Here Õ(n) Õ(m) (1 + ϵ)H∆
‡ No O(log ∆)‡

[22] O(fn1+c) O(m) f No O((ϕ/c)2)

We start by presenting our results in the Massively Parallel Computation (MPC) model [25,
20, 4, 1]. MPC computation proceeds in synchronous rounds over M machines. We assume
that the input to the computation is partitioned arbitrarily across all machines in the first
round. Each machine has a local space of η bits. In one round of computation, a machine first
performs computation on its local data. Then, the machines can communicate by sending
messages: each machine can send messages to any other machine. The messages sent in one
round are delivered at the beginning of the next round. Hence, within a round, the machines,
given the messages received in this round, work entirely independently. Importantly, the
total size of the messages sent or received by a machine in a given round is at most η bits.

In the context of graph algorithms, there are three main regimes of MPC defined with
respect to the relation of the available space on each machine η to the number of vertices of
the graph n. In the super-linear regime, η = n1+c for a constant 0 < c < 1. The nearly-linear
regime requires η = n poly log n. Finally, the most restrictive and challenging sub-linear
regime requires η = nc. In all the regimes, we require that the total space of all machines is
only a poly log n factor larger than what is required to store the input.

In our definition of the SetCover problem, the number of vertices is the number of
sets plus the number of elements. We note that some SetCover algorithms in the linear
space regime (both prior and ours) only require space near-linear in the number of sets plus
sublinear in the number of elements, but we use a single parameter for simplicity.

SetCover in MPC

Our first result is a set of improved MPC algorithms for SetCover.

▶ Result 1. Let ϵ ∈ (0, 1/2) be a constant. Denote by f the maximum number of sets an
element appears in, and by ∆ the largest set size. Then, SetCover can be solved in MPC
with the following guarantees:

(1+ ϵ)H∆-approximation in Ô
(
poly(1/ϵ) · log ∆ ·

√
log f

)
rounds in the sub-linear regime,

(1 + ϵ)H∆-approximation in O(log ∆) rounds in the nearly-linear regime,
(1 + ϵ)f-approximation in Ô

(
poly(1/ϵ) ·

(√
log ∆ + log f

))
rounds in the sub-linear

regime.
The algorithms use Õ(m) total space, and the round complexities hold with high probability.

DISC 2024
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Table 2 Parallel cost bounds (work and depth) of f -approximate SetCover algorithms in the
CRCW PRAM. m denotes the sum of the sizes of all sets (or the number of edges in the bipartite
representation of SetCover), n denotes the number of elements, f denotes the maximum number
of sets any element is contained in, and ϵ ∈ (0, 1/2) is an arbitrary constant. We use ∗ to denote
that a bound holds in expectation, and ‡ to denote that a bound holds with high probability.

Ref. Approx. Factor Det. Work Depth Notes

[27] (1 + ϵ)f Yes O(fm) O(f log2 n)
[28] 2 No O(m)∗ O(log n)‡ For weighted instances with f = 2.
Here (1 + ϵ)f∗ No O(m) O(log n)

Before our work, the best-known round complexity for the (1 + ϵ)H∆ SetCover in
the sub-linear regime was O(log ∆ · log f); this complexity is implicit in [7]. Our algorithm
improves this bound by a

√
log f factor. In the nearly-linear space regime, it is possible to

achieve O(log n)-approximation in O(log n) rounds by building on [3]. It is unclear how to
transfer this approach to the sub-linear regime. We improve the approximation ratio to H∆,
which is better, especially when ∆≪ n.

In terms of (1 + ϵ)f -approximation, the most efficient SetCover algorithm in MPC
follows by essentially a direct adaption of the Congest/Local O(log ∆/ log log ∆) round
algorithms in [6, 16] to MPC. Hence, for f ≤ 2O(

√
log n), our work improves the MPC round

complexity nearly quadratically.

SetCover in PRAM

Since our main algorithmic ideas are model-independent, they also readily translate to the
PRAM setting, giving a new result for (1 + ϵ)f -approximate SetCover that improves over
the state-of-the-art, and a streamlined (1 + ϵ)H∆-approximation algorithm for SetCover [9].

▶ Result 2. Let ϵ ∈ (0, 1/2) be an absolute constant. Let f be the maximum number of sets
an element appears in, and let ∆ be the largest set size. Then, SetCover can be solved in
CRCW PRAM with the following guarantees:

(1 + ϵ)f -approx. in expectation with deterministic O(n + m) work and O(log n) depth.
(1+ϵ)H∆-approx. in expectation with deterministic O(n+m) work and O(log2 n log log n)
depth.

In the context of (1 + ϵ)f -approximation, our result improves the state-of-the-art [27]
total work by f while depth is improved by an f log n factor. For (1 + ϵ)H∆-approximation,
our result obtaining deterministic O(log2 n log log n) depth and providing the approximation
guarantee in expectation should be compared to the state-of-the-art PRAM algorithm of
Blelloch, Peng, and Tangwongsan [9], which provides a depth guarantee in expectation
and a worst-case guarantee for the approximation ratio. While the expected depth bound
reported in [9] is O(log3 n), we believe it can be improved to O(log2 log log n) using some of
the implementation ideas in our PRAM algorithm (see the full version for more discussion).
A more detailed comparison between the prior and our results in PRAM is given in Table 2.3

3 Our algorithms provide approximation in expectation. Nevertheless, this can be lifted to “with high
probability” guarantees by executing O(log n/ϵ) independent instances of our algorithm and using the
smallest set cover. It incurs an extra O(log n/ϵ) factor in the total work while not affecting the depth
asymptotically.
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HypergraphMatching in MPC

Finally, we also obtain an improved MPC algorithm for finding hypergraph matchings, i.e.,
for finding matchings in graphs where an edge is incident to (at most) h vertices.

▶ Result 3. Let ϵ ∈ (0, 1/2) be an absolute constant. There is an MPC algorithm that,
in expectation, computes a (1 − ϵ)/h approximate maximum matching in a rank h hyper-
graph in the sub-linear space regime. This algorithm succeeds with high probability, runs in
Ô

(
poly(1/ϵ) ·

(
h4 + h ·

√
log ∆

))
MPC rounds and uses a total space of Õ (m).

Prior work [21] shows how to solve HypergraphMatching in rank h hypergraphs in
O(log n) rounds in the nearly-linear space regime. So, for h ∈ O(1), Result 3 improves
quadratically over the known upper bound and, in addition, extends to the sub-linear space
regime at the cost of slightly worsening the approximation ratio. For simple graphs, i.e.,
when h = 2, the work [19] already provides Õ(

√
log ∆) round complexity algorithm for

computing Θ(1)-approximate, and also maximal, matching. Nevertheless, our approach is
arguably simpler than the one in [19] and, as such, lands gracefully into the MPC world.

1.2 Further Related Work
SetCover in the MPC Model

Both SetCover and VertexCover, i.e., SetCover with f = 2, have been extensively
studied in the MPC model. Stergiou and Tsioutsiouliklis [36] studied the SetCover problem
in MapReduce and provided an empirical evaluation. Their main algorithm is based on
bucketing sets to within a (1 + ϵ) factor with respect to the set sizes and then processing all
the sets within the same bucket on one machine. Their algorithm, when translated to the
MPC model, runs in O(log ∆) iterations, but does not come with a bound on the required
space per machine, which in the worst case can be linear in the input size.

Harvey, Liaw, and Liu [22] studied weighted VertexCover and SetCover in the MPC
model and obtained results for both f and (1 + ϵ)H∆-approximation. Their results exhibit a
tradeoff between the round complexity and the space per machine. For f -approximation, they
gave a O((ϕ/c)2) round algorithm with space per machine O(fn1+c) by applying filtering [30]
to a primal dual algorithm. When the space per machine is nearly-linear, i.e., c = O(1/ log n),
this approach results in O(ϕ2 log2 n) rounds, which is quadratically slower than our algorithm.

Bateni, Esfandiari, and Mirrokni [3] developed a MapReduce algorithm for the k-cover
problem that uses Õ(n) space per machine. In this problem, one is given an integer k

and is asked to choose a family of at most k sets that cover as many elements as possible.
The problem, since it is a submodular maximization under cardinality constraint, admits
a Θ(1)-approximation. Their algorithm can be turned into an O(log n)-approximate one
for SetCover that uses O(log n) MPC rounds as follows. Assume that k is the minimum
number of sets that covers all the elements; this assumption can be removed by making
O(log n/ϵ) guesses of the form k = (1 + ϵ)i. Then, each time [3] is invoked, it covers a
constant fraction of the elements. So, repeating that process O(log n) times covers all the
elements using O(k · log n) many sets. Our result provides tighter approximation and, when
∆≪ n, also lower round complexity.

Since k-cover is a submodular maximization problem, the work [32] yields O(log n) MPC
round complexity and O(log n) approximation for SetCover. In the context of k-cover or
SetCover, it is worth noting that the algorithm of [32] sends Θ(

√
nk) sets to a machine. It

is unclear whether all those sets can be compressed to fit in O(n) or smaller memory.

DISC 2024
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Ghaffari and Uitto [19] developed a Õ(
√

log ∆) round complexity algorithm for Ver-
texCover in the sub-linear space regime. They first compute a maximal independent set,
which is then used to obtain a maximal matching in the corresponding line graph. Finally,
by outputting the endpoints of the edges in that maximal matchings, the authors provide a
2-approximate VertexCover. Our algorithm has a matching round complexity while, at
the same time, it is arguably simpler. For both f -approximation and H∆-approximation, we
are unaware of any MPC algorithms that run in the sub-linear space regime. However, we
note that the PRAM algorithm of Blelloch, Peng, and Tangwongsan [9] can be simulated in
this setting to obtain a round complexity of O(log2 n) with O(m) total space.

f -Approximate SetCover in PRAM

The first f -approximation algorithms for SetCover in the sequential setting are due to
Hochbaum [23]. In the unweighted case, we can sequentially obtain an f -approximation in
O(m) work by picking any element, adding all of ≤ f sets containing it to the cover, and
removing all newly covered elements. For parallel algorithms aiming for f -approximation,
Khuller, Vishkin, and Young [27] gave the first parallel (1 + ϵ)f -approximation for weighted
SetCover that runs in O(fm log(1/ϵ)) work and O(f log2 n log(1/ϵ)) depth. Their method
uses a deterministic primal-dual approach that in each iteration raises the dual values p(e)
on every uncovered element e until the primal solution, which is obtained by rounding every
set s where

∑
e∈s p(e) ≥ (1− ϵ)w(s), is a valid set cover. Their work analysis bounds the

total number of times an element is processed across all O(f log n) iterations by m, giving a
total work of O(f ·m), which is not work-efficient. Their algorithm also has depth linear in
f , which means that the number of iterations of their algorithm can be as large as O(log2 n)
for f ≤ log n, and the depth therefore as large as O(log3 n).

For weighted VertexCover, Koufogiannakis and Young [28] gave an elegant 2-approxima-
tion that runs in O(m) work in expectation and O(log n) depth. They generalize their
algorithm to work for f -approximate weighted SetCover in the distributed setting using
Linial-Saks decomposition [33]; however, this does not imply an NC or RNC algorithm when
f > 2.4

Unlike the deterministic (1 + ϵ)f -approximation of Khuller et al. [27], our algorithm is
randomized and produces a set cover with the same approximation guarantees in expectation.
By contrast, our algorithm is easy to understand, analyze (with Lemma 3 as a given) and
argue correctness. Our algorithm is well suited for implementation and has small constant
factors, since every element set or element and their incident edges are processed exactly
once when the element is sampled or when the set is chosen. We note that our algorithm
also implies that (1 + ϵ)f -approximate SetCover is in RNC1 for any f ; the work of [27]
only implies this result for f = O(1).

Matching and HypergraphMatching in the Massively Parallel Computation Model

The study of approximate matchings in MPC was initiated by Lattanzi et al. [30], who
developed an O(1) round algorithm for finding a maximal matching when the space per
machine is n1+µ, for any constant µ > 0. In the linear space regime, a line of work [14, 17, 2, 5]

4 NC contains all problems that admit log-space uniform circuits of polynomial size and poly-logarithmic
depth and is the primary complexity class of interest when designing parallel algorithms. RNC extends
NC by allowing the circuit access to randomness. By known simulation results [26], polynomial work
and poly-logarithmic depth (randomized) PRAM algorithms also imply membership in NC (RNC).
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culminated in O(log log n) MPC round complexity. In the sublinear space regime, Ghaffari
and Uitto [19] developed a method that finds a maximal matching in Õ(

√
log n) rounds.

When each machine has at least O(nr) space, Hanguir and Stein [21] show how to find a
maximal matching in r-hypergraph in O(log n) MPC rounds. Their approach follows the
filtering idea developed in [30]. Our work does not only provide nearly quadratically lower
round complexity compared to [21], but it also extends to the sub-linear space regime.

H∆-approximate SetCover in PRAM

Sequentially, H∆-approximate SetCover can be solved in O(n + m) work by repeatedly
selecting the set incident to the largest number of uncovered elements. The first parallel
approximation algorithm for SetCover was due to Berger, Rompel and Shor [7], who gave
a (1 + ϵ)H∆-approximation that runs in O(m log5 n) work and O(log5 n) depth whp. Their
algorithm buckets the sets based on their sizes into O(log ∆) buckets. It then runs O(log f)
subphases, where the j-th subphase ensures that all elements have degrees at most (1 + ϵ)j

(the subphases are run in decreasing order). Each subphase performs O(log n) steps that
work by either selecting sets that cover a constant fraction of certain large edges or otherwise
independently sampling the remaining sets with probability (1 + ϵ)−j . Our approach also
uses independent sampling but does not require handling two cases separately. As a result,
our approach can be implemented efficiently by fixing the random choices upfront (see
Section 3.1). Subsequent work by Rajagopalan and Vazirani [34] improved the work and
depth, obtaining a parallel primal-dual algorithm with O(m log3 n) work and O(log3 n) depth
with high probability, but a weaker approximation guarantee of 2(1 + ϵ)H∆.

More recently, Blelloch, Peng and Tangwongsan [9] revisited parallel approximate Set-
Cover with the goal of designing work-efficient algorithms. Their algorithm achieves a
(1 + ϵ)H∆-approximation in O(m) expected work and O(log3 n) depth with high probability
on the CRCW PRAM. They propose a general primitive inspired by the approach of [34]
called a Maximal Nearly-Independent Set (MaNIS), which, given a collection of sets chooses a
subset of them while ensuring that the chosen sets are (1) nearly independent and thus do not
have significant overlap, and (2) maximal, so that any unchosen sets have significant overlap
with chosen ones. Blelloch, Simhadri, and Tangwongsan [10] later studied the algorithm in
the Parallel Cache Oblivious model, and provided an efficient parallel implementation.

Compared to this prior work, we obtain a streamlined (1 + ϵ)H∆-approximate algorithm
that shares some ideas with the previously discussed algorithms. We also bucket the sets by
size, and like [34, 9] each round finds a subset of sets with low overlap; the main difference
is that our method is arguably simpler. Our algorithm is also potentially very efficient in
practice, since after we fix the randomness up-front (see Section 3.1), we process every set in a
bucket exactly once, unlike other implementations of MaNIS which can process a set within
a bucket potentially many times [15]. Overall, our algorithm is work-efficient and runs in
O(log2 n log log n) depth on the CRCW PRAM. Although this is an improvement over known
depth bounds for PRAM algorithms, one can obtain similar bounds (in expectation) for the
algorithm of [9] by applying similar PRAM techniques.We also note that both algorithms
achieve O(log3 n) depth in the binary-forking model [8], and no parallel H∆-approximate
algorithms exist with o(log3 n) depth in this model. Experimentally comparing our algorithm
with existing implementations of [9] is an interesting direction for future work.

DISC 2024
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1.3 Outline
The rest of the paper is organized as follows. In Section 2 we introduce notation that we
use in the paper. Section 3 contains a technical overview of our results. In particular, it
describes our algorithms and outlines how they can be analyzed and efficiently implemented
in the MPC and PRAM models. Then, in Section 4 we provide the approximation analysis of
our basic algorithms. Finally, in Appendix A we provide the formal analysis of the random
process which we use to model our algorithms. Due to space constraints, the remaining
details, including the detailed descriptions of the MPC and PRAM algorithms are deferred
to the full version of this paper.

2 Preliminaries

In the SetCover problem, we have a collection of elements T and a family of sets S, which
we can use to cover elements of T . We represent an instance of the problem with a bipartite
graph G = ((S ∪ T ), E), where st ∈ E if and only if element t belongs to the set s. For
a vertex x ∈ S ∪ T we use N(x) to denote the set of its neighbors. Since G is bipartite,
x ∈ S implies N(x) ⊆ T and x ∈ T implies N(x) ⊆ S. In particular, for x ∈ S, |N(x)| is the
size of the set x.5 We use ∆ to denote the maximum set size (i.e., the maximum degree of
any vertex in S) and f to denote the largest number of sets that contain any element (the
maximum degree of any vertex in T ). Note that some of our algorithms modify the input
graphs along the way, but we assume ∆ and f to be constant and refer to the corresponding
quantities in the input graph.

The VertexCover problem is defined as follows. The input is an undirected graph
G = (V, E) and the goal is to find the smallest set C ⊆ E such that each edge has at least
one endpoint in C. We note that this problem is equivalent to the SetCover problem in
which each element belongs to exactly 2 sets, except that the graph representing an instance
is constructed a bit differently.

In the HypergraphMatching problem, the input is a hypergraph G consisting of a set
of vertices V and a set of edges E. Each edge is a nonempty subset of V . The rank of a
hypergraph G is the maximum size of any edge. In the HypergraphMatching problem
the goal is to find a subset M ⊆ E which contains pairwise disjoint edges and has maximum
possible size. As opposed to SetCover, this is a maximization problem, and thus we say
that the solution M to the HypergraphMatching problem is α-approximate, for α ∈ (0, 1],
when |M | ≥ α · |OPT|, where OPT is an optimal solution to the HypergraphMatching
problem. The Matching problem is the HypergraphMatching problem in simple graphs,
i.e., in graphs with all edges of size 2.

Notation. We use Õ(x) to hide logarithmic factor in x, i.e., Õ(x) denotes O(x · poly log x).
Throughout this paper, we use n to refer to the number of vertices and m to refer to the
number of edges of an input graph. When it is stated that a guarantee holds “with high
probability”, or whp for short, it means that it holds with probability 1− 1/nc, where c is a
constant. In our proofs with whp guarantees, c can be made arbitrarily large by paying a
constant factor in the round, space, total work, or depth complexity. Hence, we often omit
the exact value of c.

5 Technically, |x| is also the size of the set x. However, in our algorithms, we repeatedly remove some
elements from T (together with their incident edges), and so we use |N(x)| to make it clear that we
refer to the current size of the set.
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Probability tools. In our analysis, we extensively apply the following well-known tool from
probability.

▶ Theorem 1 (Chernoff bound). Let X1, . . . , Xk be independent random variables taking
values in [0, 1]. Let X

def=
∑k

i=1 Xi and µ
def= E[X]. Then,

(A) For any δ ∈ [0, 1] it holds Pr [X ≤ (1− δ)µ] ≤ exp
(
−δ2µ/2

)
.

(B) For any δ ∈ [0, 1] it holds Pr [X ≥ (1 + δ)µ] ≤ exp
(
−δ2µ/3

)
.

Work-Depth Model. We study our algorithms in the shared-memory setting using the
concurrent-read concurrent-write (CRCW) parallel random access machine model (PRAM).
We state our results in terms of their work and depth. The work of a PRAM algorithm is
equal to the total number of operations required, and the depth is equal to the number of
time steps required [24]. Algorithms with work W and depth D can be scheduled to run in
W/P + O(D) time [24, 11] on a P processor machine. The main goal in parallel algorithm
design is to obtain work-efficient algorithms with low (ideally poly-logarithmic) depth. A
work-efficient algorithm asymptotically requires the same work as the fastest sequential
algorithm. Since the number of processors, P , is still relatively small on modern multicore
machines, minimizing W by designing work-efficient algorithms is critical in practice. Our
algorithms make use of several PRAM primitives, including parallel prefix sum [24], parallel
integer sort [35], and approximate prefix sums [23].

3 Technical Overview

In this section we demonstrate the main ideas behind our results. We start by presenting our
sequential algorithms for the SetCover problem. For any set X and probability p ∈ [0, 1]
we write Sample(X, p) to denote a procedure that returns a random subsample of X in
which each element of X is included independently with probability p. Our algorithms work
by repeatedly sampling sets or elements independently using a sequence of probabilities pi,
which is defined as follows for any ϵ > 0.

b
def= ⌈log(2 + 2ϵ)/ϵ⌉ (1)

pi
def= (1 + ϵ)−⌈i/b⌉ for any i ∈ N. (2)

Throughout the paper, we use log to denote the natural logarithm function. We can now
present our algorithms for SetCover, which are given as Algorithm 1 and Algorithm 2.

Algorithm 1 is a natural parallelization of the sequential f -approximate algorithm. Instead
of picking one element at a time, we sample multiple elements at random and add to the
solution the sets containing them. The sampling probability is slowly increased in each
step (or, more precisely, every O(1/ϵ) steps). Algorithm 2 in turn parallelizes the O(log ∆)
approximate algorithm. The outer loop iterates over different set sizes (rounded to the power
of 1 + ϵ) starting from the largest ones. For a fixed set size, the inner loop adds to the
solution a uniformly random sample of sets, again slowly increasing the sampling probability.

We start by analyzing Algorithm 1. Clearly, the algorithm runs in O(log n) iterations.
Iteration i samples each element independently with probability pi and adds all sets covering
the sampled elements to the solution. Then, all chosen sets and elements that became
covered are removed. Crucially, the sampling probability in the first step is at most (1 +
ϵ)−⌈log1+ϵ(∆/ϵ)⌉ ≤ ϵ/∆, which implies that the expected number of elements sampled within
each set is at most ϵ. Moreover, the sampling probability increases very slowly, as it increases
by a 1 + ϵ factor every b steps.
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Algorithm 1 (1 + ϵ)f -approximate algorithm for SetCover.

1: function SetCover(G, ϵ) ▷ G = (S ∪ T, E)
2: C ← ∅
3: for i = b⌈log1+ϵ(∆/ϵ)⌉ down to 0 do
4: D ← Sample(T, pi)
5: C ← C ∪N(D)
6: Remove from G all sets in N(D) and all elements they cover
7: return C

Algorithm 2 (1 + ϵ)H∆-approximate algorithm for SetCover.

1: function SetCover(G, ϵ) ▷ G = (S ∪ T, E)
2: C ← ∅
3: for j = ⌊log1+ϵ ∆⌋ down to 0 do
4: for i = b⌈log1+ϵ(f/ϵ)⌉ down to 0 do
5: D ← Sample({s ∈ S | |N(s)| ≥ (1 + ϵ)j}, pi)
6: C ← C ∪D

7: Remove from G all sets in D and all elements they cover
8: return C

Let us now present the main ideas behind the analysis of the approximation ratio of
the algorithm. For simplicity of presentation, let us consider the case when each element
is contained in exactly two sets (which implies f = 2). In other words, we consider the
VertexCover problem. Specifically, since the degree of each vertex of T is 2, we can dissolve
vertices of T (equivalently, contract each such vertex into its arbitrary neighbor) and obtain a
graph H = (V, E) (where V = S) on which we would like to solve the VertexCover problem.
We note that the solution and analysis of Algorithm 1 for VertexCover generalizes easily
to the case of arbitrary f .

If we translate Algorithm 1 to an algorithm running on H, we see that it repeatedly
samples a set of edges of H, and for each sampled edge e adds both endpoints of e to the
solution, and removes both endpoints of e from H together with their incident edges. In
order to prove the approximation guarantee, we show the following.

▶ Lemma 2. Let D be the subset of T picked across all iterations of Algorithm 1. For each
vertex v, E[degD(v))] ≤ 1 + O(ϵ).

Here degD(v) denotes the number of elements of D contained in v. We prove this lemma
formally in Section 4 (see Lemma 6).

Notice that when an element x ∈ T is sampled to D in Algorithm 1, all the sets containing
x are added to C. So if w sampled elements belong to the same set, then the algorithm
could add Θ(wf) many sets, although only one of the sets suffices to cover all the w sampled
elements. Intuitively, Lemma 2 states that the value of w is at most 1 + O(ϵ) in expectation,
which we turn into an approximation guarantee in Lemma 7.

To prove Lemma 2, we model the sampling process in the algorithm as follows. Fix a
vertex v ∈ V . Let A be the set of edges incident to v in G. Algorithm 1 runs a sequence
of b⌈log1+ϵ(∆/ϵ)⌉ + 1 steps, indexed by b⌈log1+ϵ(∆/ϵ)⌉, . . . , 0. Note that the step indices
are decreasing. Moreover, ∆ ≥ |A|, since ∆ is the maximum vertex degree in G. In step i,
each element of A is sampled independently with probability pi. As soon as at least one
element of A is sampled, v is added to the cover. When this happens all elements of A are
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deleted and the random process stops. Moreover, even if no element of A is sampled, due to
other random choices of the algorithm some elements of A may get deleted. In particular,
when a neighbor w of v is added to the set cover, the edge wv is deleted from A. Hence, it is
possible that all elements of A are deleted before any of them is sampled.

To analyze this we introduce the following set sampling process, henceforth denoted as
SSP, which gives a more abstract version of the above sampling. The analysis of this process
forms our core sampling lemma, which will be useful not just for Lemma 2 but to analyze all
of our algorithms. Let A be a fixed set and k be an integer. The process proceeds in k + 1
steps indexed k, k−1, . . . , 0 and constructs a family of sets A = Ak ⊇ Ak−1 ⊇ · · · ⊇ A1 ⊇ A0
as well as a family Rk, . . . , R0, such that Ri ⊆ Ai. In each step i (k ≥ i ≥ 0) we first
construct a set Ai. We have that Ak = A, and for i ∈ [0, k) the set Ai ⊆ Ai+1 is constructed
by a (possibly randomized) adversary, who is aware of the sets Aj and Rj for j > i. In our
analysis of SSP, the goal is to argue that certain guarantees hold regardless of what the
adversary does. After the adversary constructs Ai, we sample Ri = Sample(Ai, pi).

We note that we assume that the updates are adversarial to simplify the overall proof.
This makes our claims about SSP more robust, and analyzing SSP with an adversary does
not introduce significant complications.

For i ∈ [0, k], we define ni
def= |Ai|. Whenever we apply SSP we have that k ≥

b⌈log1+ϵ(nk/ϵ)⌉, and for simplicity we make this assumption part of the construction. Note
that this condition simply ensures that the initial sampling probability is at most ϵ/nk.
Finally, we let z be the maximum index such that Rz ̸= ∅. We stress that the SSP steps
are indexed in decreasing order, and hence z is the index of the first step such that Rz is
nonempty. If all Ri are empty, we set z = −1 and assume R−1 = ∅. We say that z is the
step when the SSP stops.

Observe that in order to analyze the properties of the set of sampled edges in Algorithm 1,
it suffices to analyze the properties of the set Rz. Our main lemma analyzing SSP is given
below. It captures the single property of SSP which suffices to prove the approximation
ratio of both Algorithm 1 and Algorithm 2. In particular, it directly implies Lemma 2.

▶ Lemma 3. Consider the SSP using any adversary and ϵ > 0. Then, E[|Rz|] ≤ 1 + 4ϵ.

Let us now describe the intuition behind the proof of Lemma 3. To simplify presentation,
let us assume that the sets A0, . . . , Ak are fixed upfront (i.e., before any set Ri is sampled).
We show in Observation 11 that if we are interested in analyzing the properties of Rz, this
can be assumed without loss of generality. Observe that as long as the process executes steps
where pi · ni ≤ ϵ, the desired property holds. Indeed, with this assumption we have that
E[|Ri| | Ri ̸= ∅] ≤ 1 + ϵ. This is because even if one element is sampled, the expected size of
the sample among all remaining elements is at most ϵ (for a formal proof, see Claim 16).

In order to complete the proof, we show that reaching a step where pi · ni ≫ ϵ is unlikely.
Specifically, the value of pi · ni can increase very slowly in consecutive steps, as pi increases
only by (1 + ϵ) factor every b steps, and ni can only decrease. By picking a large enough
value of b, we can ensure that the process most likely stops before pj · nj becomes large,
i.e., the expected value of pz · nz is O(ϵ). Indeed, in each step where pi · ni ≥ ϵ, the process
stops with probability Ω(ϵ). Hence, if we repeat such a step roughly 1/ϵ times (which can be
achieved by tweaking b), the process will stop with constant probability (independent of ϵ).
In the end we fix b, such that the probability of pi · ni increasing by a factor of 1 + ϵ is at
most 1/(2 + 2ϵ). As a result, thanks to a geometric sum argument, the expected value of
pz · nz is O(ϵ), which implies Lemma 3.
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Algorithm 3 (1 + ϵ)f -approximate algorithm for SetCover.

1: function SetCover(G, ϵ) ▷ G = (S ∪ T, E)
2: C ← ∅
3: k ← b⌈log1+ϵ(∆/ϵ)⌉
4: Bi ← ∅ for all i ∈ [0, k]
5: for each element t ∈ T do
6: Sample Xt ∈ [0, k], where P (Xt = i) = p̃i and add t to BXt

7: for i = k down to 0 do
8: D ← all elements of Bi which are not marked
9: C ← C ∪N(D)

10: Remove from G all sets in N(D) and mark all elements they cover
11: return C

3.1 Fixing the Random Choices Upfront

In order to obtain efficient implementations of our algorithms, we reformulate them into
equivalent versions where the sampling happens upfront. Specifically, consider the main loop
of Algorithm 1. Observe that each element is sampled at most once across all iterations, since
as soon as an element is sampled it is removed from further consideration. A similar property
holds for each set across all iterations of the inner for loop of Algorithm 2. Moreover, in both
cases, the probability of being sampled in a given iteration is fixed upfront and independent
of the algorithm’s actions in prior iterations. It follows easily that we can make these
per-element or per-set random choices upfront. Specifically, let k = b⌈log1+ϵ(∆/ϵ)⌉. Then,
Algorithm 1 executes k + 1 iterations indexed k, k − 1, . . . , 0. We can randomly partition the
input elements into k + 1 buckets Bk, . . . , B0 using a properly chosen distribution and then
in iteration i consider the elements of Bi which have not been previously removed as the
sample to be used in this iteration.

Observe that since p0 = 1 (see Equation (2)), each element that is not removed before
the last step is sampled. Specifically, let p̃0, . . . , p̃k be a probability distribution such that
p̃i = pi ·

∏k
j=i+1(1− pj). Observe that p̃i is the probability that an element should be put

into bucket Bi.
Algorithm 3 shows a version of Algorithm 1 in which the random choices are made upfront.

It should be clear that Algorithms 1 and 3 produce the same output. Moreover, an analogous
transformation can be applied to the inner loop of Algorithm 2. The benefit of making the
random choices upfront is twofold. In the MPC model, we use the sampling to simulate
r iterations of the algorithms in O(log r) MPC rounds. The efficiency of this simulation
crucially relies on the fact that we only need to consider the edges sampled within the phase
and we can determine (a superset of) these edges upfront.

In the PRAM model, the upfront sampling allow us to obtain an improved work bound:
instead of tossing a coin for each element separately in each iteration, we can bucket the
elements initially and then consider each element in exactly one iteration. In order to bucket
the elements efficiently we can use the following lemma.

▶ Lemma 4 ([37]). Let r0, r1, . . . , rk be a sequence of nonnegative real numbers which
sum up to 1. Let X → [0, k] be a discrete random variable, such that for each i ∈ [k],
P (X = i) = ri. Then, there exists an algorithm which, after preprocessing in O(k) time, can
generate independent samples of X in O(1) time.
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3.2 MPC Algorithms

Simulating Algorithm 3 in the sub-linear MPC model is a relatively straightforward application
of the graph exponentiation technique [31, 19, 18, 13, 12]. For simplicity, let us again consider
the VertexCover problem. We will show how to simulate r = O(

√
log n) iterations of

the for loop in only O(log r) = O(log log n) MPC rounds. Let us call these r iterations
of the algorithm a phase. We first observe that to execute a phase we only need to know
edges in the buckets corresponding to the iterations within the phase. Let us denote by Gr

the graph consisting of all such edges. Moreover, let p be the sampling probability used
in the first iteration of the phase. The crucial observation is that the maximum degree
in Gr is 2Õ(

√
log n) with high probability. This can be proven in three steps. First, we

show that by the start of the phase the maximum degree in the original graph G drops
to O(1/p · log n) with high probability. Indeed, for any vertex v with a higher degree the
algorithm samples an edge incident to v with high probability, which causes v to be removed.
Second, we observe that the sampling probability increases to at most p · 2O(

√
log n) within

the phase, and so the expected number of edges incident to any vertex of Gr is at most
O(1/p · log n) · p · 2O(

√
log n) = 2Õ(

√
log n). Third, we apply a Chernoff bound.

At this point, it suffices to observe that running r iterations of the algorithm can be
achieved by computing for each vertex v of Gr a subgraph Sv consisting of all vertices at
distance O(r) from v and then running the algorithm separately on each Sv. In other words,
running r iterations of the algorithm is a O(r) round Local algorithm. Computing Sr can be
done using graph exponentiation in log r = O(log log n) MPC rounds using 2O(

√
log n)·r = nα

space per machine and n1+α total space, where α > 0 is an arbitrary constant.
The space requirement can also be reduced to Õ(m). We now sketch the high-level

ideas behind this improvement. We leverage the fact that if we sample each edge of an
m-edge graph independently with probability p, then only O(p ·m) vertices have an incident
sampled edge, and we can ignore all the remaining vertices when running our algorithm.
Hence, we only need to run the algorithm for O(p · m) vertices and thus have at least
S = m/O(p ·m) = Ω(1/p) available space per vertex, even if we assume that the total space
is O(m). As argued above, with space per vertex S, we can simulate roughly

√
log S steps

of the algorithm. In each of these steps, the sampling probability increases by a constant
factor, so overall, it increases by a factor of 2Ω(

√
log S) across the

√
log S steps that we

simulate. After repeating this simulation t =
√

log S = O(
√

log ∆) times, the sampling
probability increases by a factor of at least 2Ω(t·

√
log S) = 2Ω(log S) = SΩ(1). Overall, after

roughly O(
√

log ∆) repetitions the space per vertex reduces from S to S1−Ω(1). Similarly,
the sampling probability increases from p to p1+Ω(1). Hence, it suffices to repeat this overall
process log log ∆ times to simulate all O(log ∆) steps.

3.3 PRAM algorithms

Algorithm 3 also almost immediately yields a work-efficient algorithm with O(log n) depth in
the CRCW PRAM. Obtaining a work-efficient and low-depth implementation of Algorithm 2
is only a little more involved. One challenge is that the set sizes change as elements get
covered. Since we run O(log n) steps per round, we can afford to exactly compute the sizes
at the start of a round, but cannot afford to do so on every step without incurring an
additional O(log n) factor in the depth. We first use the randomness fixing idea described
in Section 3.1 to identify the step in the algorithm when a set will be sampled. Then, in
every step, for the sets sampled in this step, we approximate the set sizes up to a (1 + δ)
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Algorithm 4 Algorithm for HypergraphMatching.

1: function HypergraphMatching(G, ϵ) ▷ G = (V, E)
2: ∆← the maximum degree in G

3: C ← ∅
4: for i = b⌈log1+ϵ(∆/ϵ)⌉ down to 0 do
5: D ← Sample(E(G), pi)
6: C ← C ∪D

7: Remove from G all endpoints of edges in D

8: return edges independent in C

factor, which can be done deterministically and work-efficiently in O(log log n) depth and use
these estimates in our implementation of Algorithm 2. The resulting algorithm still obtains
a (1 + ϵ)H∆-approximation in expectation while deterministically ensuring work efficiency
and O(log2 n log log n) depth.

3.4 HypergraphMatching in MPC

We show that our techniques for solving SetCover can be further applied to solve approxi-
mate HypergraphMatching. For the purpose of this high-level overview we consider the
special case of approximate Matching in simple graphs, i.e., hypergraphs in which each
edge has exactly 2 endpoints. Generalizing our approach to arbitrary hypergraphs does
not require any additional ideas. Our algorithm for HypergraphMatching is shown as
Algorithm 4, and works similarly to Algorithm 1. Specifically, if we consider the simple
graph setting and the VertexCover problem, Algorithm 1 samples a set of edges of the
graph and then returns the set of endpoints of these edges as the solution. Algorithm 4 also
samples a set of edges, but the difference is in how it computes the final solution. Namely, it
returns all sampled edges which are independent, i.e., not adjacent to any other sampled
edge. Clearly, the set of edges returned this way forms a valid matching. To argue about its
cardinality, we show that the number of edges that are returned is a constant factor of all
edges that have been sampled. To this end, we show a second fact about the SSP, which
says that any sampled element is not sampled by itself with only small constant probability.

▶ Lemma 5. Let a ∈ Ak and let ϵ ≤ 1/2. Then P (|Rz| > 1 | a ∈ Rz) ≤ 6ϵ.

The high-level idea behind the proof of Lemma 5 is similar to the proof of Lemma 2:
in the steps where the expected number of sampled elements is ≤ ϵ, the property follows
in a relatively straightforward way. Moreover, we are unlikely to reach any step where
the expected number of sampled elements is considerably larger, and so to complete the
proof we also apply a geometric sum-based argument. With the above Lemma, the analysis
of Algorithm 4 becomes straightforward and shows that the approximation ratio of the
algorithm is 1−h·6ϵ

h (see Lemma 10), where h is the rank of the hypergraph.
Algorithm 4 can be seen as a simplification of the “warm-up” algorithm of [19], which

alternates between sampling edges incident to high-degree vertices and peeling high-degree
vertices. Our algorithm simply samples from all edges and does not peel vertices. This
makes the proof of the approximation ratio trickier since there is less structure to leverage.
However, the simplification results in a straightforward application of round compression
and enables extending the algorithm to hypergraphs.
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minimize
∑
s∈S

xs

subject to
∑
s∋t

xs ≥ 1 for t ∈ T

xs ≥ 0 for s ∈ S

maximize
∑
t∈T

yt

subject to
∑
t∈s

yt ≤ 1 for s ∈ S

yt ≥ 0 for t ∈ T

Figure 1 LP relaxation of the SetCover LP (left) and its dual (right).

4 Approximation Analysis of the Algorithms

In this section, we analyze the approximation ratio and analysis of our algorithms. We note
that the correctness of all algorithms is essentially immediate. Specifically, in Algorithm 1
and Algorithm 2 we only remove an element when it is covered, and in the last iteration of
the inner for loop in both algorithms (which in Algorithm 1 is the only loop) the sampling
probability is 1, so we add all remaining sets (in Algorithm 2, limited to the large enough
size) to the solution. Similarly, Algorithm 4 clearly outputs a valid matching, thanks to the
final filtering step in the return statement.

▶ Lemma 6. Let D̄ be the union of all elements picked in all iterations of Algorithm 1. For
each set s ∈ S we have E[|s ∩ D̄|] ≤ 1 + 4ϵ.

Proof. This follows from Lemma 3 applied to the set s. ◀

▶ Lemma 7. Algorithm 1, called with e′ = ϵ/4, computes an (1 + ϵ)f -approximate solution
to SetCover.

Proof. The key property that we utilize in the analysis is stated in Lemma 6. The proof is a
relatively simple generalization of the dual fitting analysis of the standard f -approximate
SetCover algorithm. The generalization needs to capture two aspects: the fact that the
property stated in Lemma 6 holds only in expectation and allows for a slack of 4ϵ.

We use the relaxation of the SetCover IP and its dual given in Figure 1. Let D̄ be the
union of all elements picked in all iterations of Algorithm 1. We construct a dual solution
that corresponds to D̄ as follows. First, for each t ∈ D̄, we set ȳt = 1/(1 + 4ϵ), and for t ̸∈ D̄

we set ȳt = 0. Recall that Algorithm 1 returns a solution of size |C|. For any run of the
algorithm we have |C| ≤ f

∑
t∈T ȳt(1 + 4ϵ).

We now define a set dual of variables by setting yt = E[ȳt] for each t ∈ T . This set forms
a feasible dual solution, since for every s ∈ S we have∑

t∈s

yt =
∑
t∈s

E[ȳt] = E[|s ∩ D̄|/(1 + 4ϵ)] ≤ 1,

where in the last inequality we used Lemma 6. Moreover, we have

E[|C|] ≤ f ·
∑
t∈T

yt(1 + 4ϵ),

which implies that the solution’s expected size is at most f(1+4ϵ) times larger than a feasible
dual solution. Hence, the lemma follows from weak LP duality. ◀

Now let us consider Algorithm 2.
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▶ Lemma 8. Algorithm 2 adds sets to the solution in batches. When a batch of sets D is
added to the solution we have that (a) the residual size of each set in D is at most (1 + ϵ)
smaller than the maximum residual size of any set at that moment, and (b) for each newly
covered element t, the expected number of sets in a batch that cover it is at most (1 + 4ϵ).

Proof. Observe that for i = 0 and the current value of j, each of the remaining sets of size
(1 + ϵ)j or more is included in D. By applying this observation inductively, we see that each
iteration of the outer loops starts with the maximum set size being less than (1 + ϵ)j+1 and
results in all sets of size at least (1 + ϵ)j being either added to the solution or removed from
the graph. This implies claim (a). Claim (b) follows directly from Lemma 3. ◀

To bound the approximation guarantee of Algorithm 2, we show the following, which,
similarly to the proof of Lemma 7, uses a dual-fitting analysis.

▶ Lemma 9. Any algorithm that computes a valid SetCover solution and satisfies the
property of Lemma 8, computes an (1 + ϵ)(1 + 4ϵ)H∆-approximate (in expectation) solution
to SetCover.

▶ Lemma 10. Algorithm 4 ran on a rank h hypergraph in expectation computes a 1−h·6ϵ
h

approximate matching.

Proof. Let G = (V, E) be input to Algorithm 4, and let C ′ be the set C after the execution
of the for-loop. Observe that V (C ′) is a vertex cover of G: all the edges not covered by the
time we reach i = 0 are included in D and, so, in C.

We want also to lower-bound the size of independent edges in C ′. Fix an edge e and
consider a vertex v ∈ e. Once e is included in C, all the endpoints of e are removed from G.
Hence, if e is not independent in C ′, then it is the case because, in the same iteration, an
edge e′ adjacent to e is also included in D. To upper-bound the probability of e′ and e being
included in D, we use Lemma 5. How do we use Lemma 5 in the context of Algorithm 4?
For a fixed vertex v, Ai is the set of edges incident to v at the i-th iteration of the for-loop
of Algorithm 4. In particular, the set Ak = A defined in Appendix A equals all the edges of
the input graph G containing v.

By Lemma 5, the probability of v being incident to more than one sampled edge is
at most 6ϵ. Thus, by union bound, e and an edge adjacent to e are included in D with
probability at most h · 6ϵ. Therefore, with probability 1− h · 6ϵ at least, a fixed edge in C ′ is
independent. This implies that in expectation |C ′|(1− h · 6ϵ) edges in C ′ are independent
and, so, Algorithm 4 outputs a matching that in expectation has size at least |C ′|(1− h · 6ϵ).
Since there is a vertex cover of size |V (C ′)| ≤ h|C ′| at most, it implies that Algorithm 4 in
expectation produces a 1−h·6ϵ

h -approximate maximum matching. ◀
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A Analysis of the Set Sampling Process

In this section we prove two properties of the SSP, which are key in analyzing our algorithms.
Recall the set sampling process SSP: initially Ak = A, and Rk is obtained by including each
element of Ak independently with probability pk. Then, for every i from k − 1 down to 0,
an adversary chooses Ai ⊆ Ai+1 (possibly with randomization) and then Ri is obtained by
including every element of Ai independently with probability pi.

Note two things about this process. First, the adversary can be randomized. Second, the
adversary can be adaptive: its choice of Ai can depend on Aj and Rj for j > i. Recall that
after running this process, z is the largest index such that Rz is nonempty. Our goal in this
section is to prove the following lemma:

▶ Lemma 3. Consider the SSP using any adversary and ϵ > 0. Then, E[|Rz|] ≤ 1 + 4ϵ.

To get some intuition for why Lemma 3 might be true, observe that the sampling
probability pi increases very slowly; specifically, it increases by a (1 + ϵ) factor every b steps.
So the algorithm gets many chances at each (low) probability to obtain a non-empty Ri, and
so it is not very likely to get more than 1 element in Rz.

To prove this lemma, we start with a simple but extremely useful observation: we may
assume without loss of generality that the adversary is nonadaptive: its choice of Ai does not
depend on Rj for j > i (it can still depend on Aj for j > i). In other words, a nonadaptive
adversary must pick the entire sequence of Ai’s before seeing the results of any of the Ri’s.
Moreover, we may assume that the adversary is deterministic.

▶ Observation 11. Without loss of generality, the adversary is nonadaptive and deterministic,
i.e., it is a single fixed sequence Ak, Ak−1, . . . , A0.

Proof. We begin by showing that the adversary is nonadaptive without loss of generality.
To see this, suppose there is some adaptive adversary P . Then let P ′ be the nonadaptive
adversary obtained by simply running P under the assumption that every Ri = ∅. Clearly,
this gives a (possibly randomized) sequence Ak, Ak−1, . . . , A0 without needing to see the
Ri’s, and so is nonadaptive. Clearly, P and P ′ behave identically until z − 1, i.e., until just
after the first time that some Ri is nonempty (since P ′ is just P under the assumption that
all Ri’s are empty). But indices z − 1 down to 0 make no difference in Lemma 3! Hence if
Lemma 3 holds for nonadaptive adversaries, it also holds for adaptive adversaries.

So we assume that the adversary is nonadaptive, i.e., the adversarial choice is simply a
distribution over sequences Ak, Ak−1, . . . , A0. This means that the expectation in Lemma 3 is
taken over both the adversary’s random choices and the randomness from sampling the Ri’s
once the Ai’s are fixed. These are intermixed for an adaptive adversary but for a nonadaptive
adversary, which we may assume WLOG, we can separate these out by first choosing the
random Ai’s and then subsampling to get the Ri’s. So we want to prove that

EAk,...,A0 [ERk,...R0 [|Rz|]] ≤ 1 + 4ϵ.

Suppose we could prove Lemma 3 for a deterministic nonadaptive adversary, i.e., for a fixed
Ak, Ak−1, . . . , A0. In other words, suppose that ERk,...,R0 |Rz| ≤ 1 + 4ϵ for all sequences
Ak, Ak−1, . . . , A0. Then clearly

EAk,...,A0 [ERk,...R0 [|Rz|]] ≤ EAk,...,A0 [1 + 4ϵ] = 1 + 4ϵ.

Thus if we can prove Lemma 3 against a nonadaptive deterministic adversary, we have
proved Lemma 3 against an adaptive and randomized adversary, as desired. ◀
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So from now on, we may assume that the family Ak, Ak−1, . . . , A0 is fixed. Note that in
this setting, the sets Ri are independent of each other; this holds as the sets Ai are fixed,
and the randomness used to obtain Ri is independent of the randomness used to sample
other Rj sets. Before proving Lemma 3, we first show several auxiliary observations (all of
which are in the setting where Ak, Ak−1, . . . , A0 are fixed).

Our first observation is that for the first b rounds of the SSP, the expected number of
sampled elements is small.

▶ Observation 12. Assume that k ≥ b⌈log1+ϵ(nk/ϵ)⌉. Then, for each j ∈ (k−b, k], pj ·nj ≤ ϵ.

Proof. We have

⌈j/b⌉ = ⌈k/b⌉ ≥ log1+ϵ(nk/ϵ),

which gives

pj · nj = (1 + ϵ)−⌈j/b⌉ · nj ≤ (1 + ϵ)− log1+ϵ(nk/ϵ) · nk = ϵ. ◀

We can also show that probabilities and the expected number of sampled elements do
not increase much in any consecutive b steps.

▶ Observation 13. For each i ∈ [0, k), and any j ∈ [i + 1, i + b], pi ≤ (1 + ϵ)pj and
pi · ni ≤ (1 + ϵ)pj · nj.

Proof. This first claim follows from the definition of pi. The second claim additionally uses
the fact that n0, . . . , nk is a non-decreasing sequence. ◀

This observation now allows us to show that if we have a relatively large expected number
of elements in Ri, then the probability that we have not yet sampled any elements in Rj for
j > i is notably smaller than the probability that we haven’t sampled any elements in Rj for
j > i + b.

▶ Lemma 14. Assume that pi ·ni ≥ ϵ(1 + ϵ) for some i ∈ [0, k− b]. Then, P (z ≤ i) ≤ P (z ≤
i + b)/(2 + 2ϵ).

Proof. Denote by Ej the event that Rj = ∅. Recall that z is the maximum index such that
Rz ≠ ∅. Observe that the event that z ≤ x is equivalent to

⋂
j>x Ej and the individual

events Ej are independent. Hence P (z ≤ i) = P (z ≤ i + b) ·
∏i+b

j=i+1 P (Ej). To complete the
proof we will show that

∏i+b
j=i+1 P (Ej) ≤ 1/(2 + 2ϵ).

By Observation 13, we have that for j ∈ [i + 1, . . . , b], (1 + ϵ)pj · nj ≥ pi · ni ≥ ϵ(1 + ϵ),
which implies pj · nj ≥ ϵ. Hence,

P (Ej) = (1− pj)nj ≤ e−pj ·nj ≤ e−ϵ.

By using the above, we get

i+b∏
j=i+1

P (Ej) ≤ e−b·ϵ = e−⌈log(2(1+ϵ))/ϵ⌉ϵ ≤ e− log(2(1+ϵ)) = 1
2 + 2ϵ

which finishes the proof. ◀

This now allows us to give an absolute bound on the probability that we have not sampled
any elements before we sample Rj , assuming that we have a pretty high probability of
sampling an element in Rj .



L. Dhulipala, M. Dinitz, J. Łącki, and S. Mitrović 19:21

▶ Lemma 15. Let j ∈ [0, k] be such that pj ·nj ≥ ϵ(1 + ϵ)c for a nonnegative integer c. Then
P (z ≤ j) ≤ (2 + 2ϵ)−c.

Proof. We prove the claim using induction on c. For c = 0, (2 + 2ϵ)−c is 1, and the claim is
trivially true.

Now, fix c ≥ 1. By Observation 12, we have that j ≤ k − b, and so we apply Lemma 14
to obtain P (z ≤ j) ≤ P (z ≤ j + b)/(2 + 2ϵ). Hence, to complete the proof, it suffices to show
P (z ≤ j + b) ≤ (2 + 2ϵ)−c+1.

We achieve that by applying the induction hypothesis to j′ = j + b. Indeed, by Observa-
tion 13, pj′ · nj′ ≥ ϵ(1 + ϵ)c−1, and so the assumptions of the inductive hypothesis hold. As
a result, we obtain P (z ≤ j + b) = P (z ≤ j′) ≤ (2 + 2ϵ)−c+1, as required. ◀

Before finally proving Lemma 3, we first show two more useful claims.

▷ Claim 16. For each i ∈ [0, k], it holds that E[|Ri| | Ri ̸= ∅] ≤ 1 + pi · ni.

Proof. We have

E[|Ri| | Ri ̸= ∅] = E[|Ri|]
P (Ri ̸= ∅) = pi · ni

1 − (1 − pi)ni
≤ pi · ni

1 − 1
epi·ni

≤ pi · ni

1 − 1
1+pi·ni

= pi · ni
pi·ni

1+pi·ni

= 1+pi ·ni.

Note that in the first inequality we used the fact that 1− pi ≤ e−pi , while in the second we
used epi·ni ≥ 1 + pi · ni. ◁

▷ Claim 17. Recall that z is the maximum index such that Rz ̸= ∅. It holds that
E[|Rz|] ≤ 1 + E[pz · nz].

Proof. Denote by Xi the event that Rj = ∅ for all j ∈ [i + 1, k]. Note that z = i is the
intersection of events Ri ̸= ∅ and Xi.

E[|Rz|] =
k∑

i=0

E[|Ri| | z = i] · P (z = i)

=
k∑

i=0

E[|Ri| | Ri ̸= ∅ ∩ Xi] · P (z = i) =
k∑

i=0

E[|Ri| | Ri ̸= ∅] · P (z = i)

≤
k∑

i=0

(1 + pi · ni) · P (z = i) =
k∑

i=0

P (z = i) +
k∑

i=0

pi · ni · P (z = i) = 1 + E[pz · nz],

where the final inequality is from Claim 16. We used the fact that E[|Ri| | Ri ≠ ∅ ∩Xi] =
E[|Ri| | Ri ̸= ∅], which follows from the fact that Ri is independent from Xi. ◁

We are now ready to prove Lemma 3.

Proof of Lemma 3. We know from Observation 11 that without loss of generality, the
sequence Ak, Ak−1, . . . , A0 is fixed. By Claim 17 it suffices to show that E[pz · nz] ≤ 4ϵ. Let
us define X := pz · nz to shorten notation.

E[X] ≤ P (X < ϵ) · ϵ +
∞∑

c=0
P

(
X ∈

[
ϵ(1 + ϵ)c, ϵ(1 + ϵ)c+1))

· ϵ(1 + ϵ)c+1

≤ ϵ +
∞∑

c=0
P (X ≥ ϵ(1 + ϵ)c) · ϵ(1 + ϵ)c+1

≤ ϵ +
∞∑

c=0
2−c(1 + ϵ)−c · ϵ(1 + ϵ)c+1

≤ ϵ(1 + 2(1 + ϵ)) ≤ 4ϵ.
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Note that we used the bound on P (X ≥ ϵ(1 + ϵ)c) ≤ (2 + 2ϵ)−c which follows directly from
Lemma 15. ◀

A.1 Probability of the Sampled Element Being Not Unique
We use the following lemma to analyze our HypergraphMatching algorithm. Specifically, it
upper bounds the probability that an edge is sampled in Algorithm 4, but not included in the
final matching. In the proof of Lemma 10, we specify how to map our HypergraphMatching
algorithm to the setup in this section.

▶ Lemma 5. Let a ∈ Ak and let ϵ ≤ 1/2. Then P (|Rz| > 1 | a ∈ Rz) ≤ 6ϵ.

Proof. As for the previous proof in this section, first assume that the sets A0, . . . , Ak are
fixed.

Our goal is to upper bound

P (|Rz| > 1 | a ∈ Rz) = P (|Rz| > 1 ∩ a ∈ Rz)
P (a ∈ Rz) (3)

Let ma = min{i ∈ [0, k] | a ∈ Ai} be the index of the last step before a is removed from
the sets A0, . . . , Ak. We obtain:

P (|Rz| > 1 ∩ a ∈ Rz) =
k∑

i=ma

P (z = i ∩ |Ri| > 1 ∩ a ∈ Ri)

=
k∑

i=ma

P (z ≤ i ∩ |Ri| > 1 ∩ a ∈ Ri) since a ∈ Ri implies z ≥ i

=
k∑

i=ma

P (z ≤ i)P (|Ri| > 1 ∩ a ∈ Ri) z≤i is equivalent to Rj =∅ for all j>i

these events are independent of Ri

Observe that the event |Ri| > 1∩ a ∈ Ri happens when a is sampled and at least one out
of the remaining ni − 1 elements of Ai are sampled. Hence,

P (|Ri| > 1 ∩ a ∈ Ri) = pi · (1− (1− pi)ni−1) ≤ pi · (1− (1− pi · (ni − 1))) ≤ p2
i · ni,

and so we finally obtain P (|Rz| > 1 ∩ a ∈ Rz) ≤
∑k

i=ma
P (z ≤ i)p2

i · ni. For the first
inequality above, we used Bernoulli’s inequality which states that (1 + x)r ≥ 1 + rx for every
integer r ≥ 1 and a real number x ≥ −1. Analogous reasoning allows us to show a similar
identity for the denominator:

P (a ∈ Rz) =
k∑

i=ma

P (z ≤ i)P (a ∈ Ri) =
k∑

i=ma

P (z ≤ i)pi

Hence we can upper bound Equation (3) as follows

P (|Rz| > 1 | a ∈ Rz) ≤
∑k

i=ma
P (z ≤ i)P (a ∈ Ai)p2

i · ni∑k
i=ma

P (z ≤ i)P (a ∈ Ai)pi

. (4)

▷ Claim 18. Let I = {i ∈ [ma, k] | pi ·ni < ϵ(1 + ϵ)} be a set of indices. Then
∑k

i=ma
P (z ≤

i)p2
i · ni ≤ 2/(1− ϵ)

∑
i∈I P (z ≤ i)p2

i · ni
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Proof. Consider the sum
k∑

i=ma

P (z ≤ i)p2
i · ni.

We are going to charge the summands indexed by [ma, k] \ I to the summands indexed by I.
Formally, the charging is defined by a function f : [ma, k]→ [ma, k]. We define f(i) to be
the smallest index j ∈ {i, i + b, i + 2b, . . .} such that j ∈ I, that is pj · nj < ϵ(1 + ϵ). We note
that f(i) is well-defined since by Observation 12 we have that (k − b, k] ⊆ I.

Now we charge each summand i to f(i) ∈ I and show that the total charge of each
summand in I increases by at most a constant factor. Let us now fix any j ∈ I and consider
the sum

∑
i∈f−1(j) P (z ≤ i)p2

i ·ni. Let h := |f−1(j)|. Then f−1(j) = {j, j−b, . . . , j−(h−1)b}.
We now show that the summands in the considered sum are geometrically decreasing (if we
consider the indices in decreasing order). Indeed, consider x ∈ f−1(j) \ {j}. We are now
going to use the following facts.

By Lemma 14 we have P (z ≤ x) ≤ P (z ≤ x + b)/(2 + 2ϵ).
By Observation 13, px · nx ≤ (1 + ϵ)px+b · nx+b.
By Observation 13, px ≤ (1 + ϵ)px+b.

These three facts together imply that for any x ∈ f−1(j) \ {j}

P (z ≤ x)p2
x · nx ≤ (1 + ϵ)/2 · P (z ≤ x + b)p2

x+b · nx+b.

Hence, the summands in f−1(j) can be arranged into a sequence in which the largest element
is the summand corresponding to j, and each subsequent summand is at least a factor of
(1+ϵ)/2 smaller. As a result, the total charge of the summand j is 1/(1−(1+ϵ)/2) = 2/(1−ϵ).

◁

Using the above claim, we upper bound Equation (4).∑k

i=ma
P (z ≤ i)p2

i · ni∑k

i=ma
P (z ≤ i)pi

≤
2 ·

∑
i∈I

P (z ≤ i)p2
i · ni

(1 − ϵ) ·
∑

i∈I
P (z ≤ i)pi

<
2 · ϵ(1 + ϵ) ·

∑
i∈I

P (z ≤ i)pi

(1 − ϵ) ·
∑

i∈I
P (z ≤ i)pi

≤ 6ϵ.

The proofs are stated while assuming that the sets A0, . . . , Ak are fixed. As given by
Observation 11, this assumption can be made without loss of generality. ◀
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