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Abstract
The NP-hard Odd Cycle Transversal problem asks for a minimum vertex set whose removal
from an undirected input graph G breaks all odd cycles, and thereby yields a bipartite graph. The
problem is well-known to be fixed-parameter tractable when parameterized by the size k of the
desired solution. It also admits a randomized kernelization of polynomial size, using the celebrated
matroid toolkit by Kratsch and Wahlström. The kernelization guarantees a reduction in the total
size of an input graph, but does not guarantee any decrease in the size of the solution to be sought;
the latter governs the size of the search space for FPT algorithms parameterized by k. We investigate
under which conditions an efficient algorithm can detect one or more vertices that belong to an
optimal solution to Odd Cycle Transversal. By drawing inspiration from the popular crown
reduction rule for Vertex Cover, and the notion of antler decompositions that was recently proposed
for Feedback Vertex Set, we introduce a graph decomposition called tight odd cycle cut that
can be used to certify that a vertex set is part of an optimal odd cycle transversal. While it is
NP-hard to compute such a graph decomposition, we develop parameterized algorithms to find a
set of at least k vertices that belong to an optimal odd cycle transversal when the input contains a
tight odd cycle cut certifying the membership of k vertices in an optimal solution. The resulting
algorithm formalizes when the search space for the solution-size parameterization of Odd Cycle
Transversal can be reduced by preprocessing. To obtain our results, we develop a graph reduction
step that can be used to simplify the graph to the point that the odd cycle cut can be detected via
color coding.
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1 Introduction

The NP-hard Odd Cycle Transversal problem asks for a minimum vertex set whose
removal from an undirected input graph G breaks all odd cycles, and thereby yields a
bipartite graph. Finding odd cycle transversals has important applications, for example
in computational biology [8, 21] and adiabatic quantum computing [6, 7]. Odd Cycle
Transversal parameterized by the desired solution size k has been studied intensively,
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15:2 Preprocessing to Reduce the Search Space for Odd Cycle Transversal

leading to important advances such as iterative compression [19] and matroid-based kernel-
ization [14, 15]. The randomized kernel due to Kratsch and Wahlström [15, Lemma 7.11]
is a polynomial-time algorithm that reduces an n-vertex instance (G, k) of Odd Cycle
Transversal to an instance (G′, k′) on O((k log k log log k)3) vertices, that is equivalent
to the input instance with probability at least 2−n. Experiments with this matroid-based
kernelization, however, show disappointing preprocessing results in practice [18]. This formed
one of the motivations for a recent line of research aimed at preprocessing that reduces the
search space explored by algorithms solving the reduced instance, rather than preprocessing
aimed at reducing the encoding size of the instance (which is captured by kernelization). To
motivate our work, we present some background on this topic.

A kernelization of size f : N → N for a parameterized problem P is a polynomial-time
algorithm that reduces any parameterized instance (x, k) to an instance (x′, k′) with the
same yes/no answer, such that |x′|, k′ ≤ f(k). It therefore guarantees that the size of the
instance is reduced in terms of the complexity parameter k. It does not directly ensure a
reduction in the search space of the follow-up algorithm that is employed to solve the reduced
instance. Since the running times of FPT algorithms for the natural parameterization of Odd
Cycle Transversal [8, 19, 16] depend exponentially on the size of the sought solution,
the size of the search space considered by such algorithms can be reduced significantly by a
preprocessing step that finds some vertices S that belong to an optimal solution for the input
graph G: the search for a solution of size k on G then reduces to the search for a solution of
size k − |S| on G − S. Researchers therefore started to investigate in which situations an
efficient preprocessing phase can guarantee finding part of an optimal solution.

One line of inquiry in this direction aims at finding vertices that not only belong to an
optimal solution, but are even required for building a c-approximate solution [2, 13]; such
vertices are called c-essential. This has resulted in refined running time guarantees, showing
that an optimal odd cycle transversal of size k can be found in time 2.3146k−ℓ ·nO(1), where ℓ

is the number of vertices in the instance that are essential for making a 3-approximate
solution [2]. Another line of research, more relevant to the subject of this paper, aims at
finding vertices that belong to an optimal solution when there is a simple, locally verifiable
certificate of the existence of an optimal solution containing them. So far, the latter direction
has been explored for Vertex Cover (where a crown decomposition [1, 5] forms such a
certificate), and for the (undirected) Feedback Vertex Set problem (where an antler
decomposition [4]) forms such a certificate.

A crown decomposition (see Figure 1) of a graph G consists of a partition of its vertex
set into three parts: the crown I (which is required to be a non-empty independent set), the
head H (which is required to contain all neighbors of I), and the remainder R = V (G)\(I∪H),
such that the graph G[I ∪ H] contains a matching M of size |H|. Since I is an independent
set, this matching partners each vertex of H with a private neighbor in I. The existence of a
crown decomposition shows that there is an optimal vertex cover (a minimum-size vertex set
intersecting all edges) that contains all vertices of H and none of I: any vertex cover contains
at least |M | = |H| vertices from I ∪ H to cover the matching M , while H covers all the edges
of G that can be covered by selecting vertices from I ∪ H. Hence a crown decomposition
forms a polynomial-time verifiable certificate that there is an optimal vertex cover containing
all vertices of H. It facilitates a reduction in search space for Vertex Cover: graph G

has a vertex cover of size k if and only if G − (I ∪ H) has one of size k − |H|. A crown
decomposition can be found in polynomial time if it exists, which yields a powerful reduction
rule for Vertex Cover [1].
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Figure 1 Examples of crown decomposition (left), antler decomposition for Feedback Vertex
Set (middle) and a tight OCC for Odd Cycle Transversal (right). Packings of forbidden
subgraphs are highlighted in bold.

Inspired by this decomposition for Vertex Cover, Donkers and Jansen [4] introduced
the notion of an antler decomposition of a graph G. It is a partition of the vertex set
into three parts: the antler A (which is required to induce a non-empty acyclic graph),
the head H (which is required to contain almost all neighbors of A: for each tree T in
the forest G[A], there is at most one edge that connects T to a vertex outside H), and
the remainder R = V (G) \ (A ∪ H), while satisfying an additional condition in terms of
an integer z that represents the order of the antler decomposition. In its simplest form
for z = 1 (we discuss z > 1 later), the additional condition says that the graph G[A ∪ H]
should contain |H| vertex-disjoint cycles. Since G[A] is acyclic, each of these cycles contains
exactly one vertex of H. They certify that any feedback vertex set of G contains at least |H|
vertices from A ∪ H. Since A induces an acyclic graph, and all cycles in G that enter a tree T

of G[A] from R must leave A from H, the set H intersects all cycles of G that contain a
vertex of A ∪ H. Hence there is an optimal feedback vertex set containing H. By finding an
antler decomposition we can therefore reduce the problem of finding a size-k solution in G to
finding a size-(k − |H|) solution in G − (A ∪ H), and therefore reduce the search space for
algorithms parameterized by solution size.

Donkers and Jansen proved that, assuming P ̸= NP, there unfortunately is no polynomial-
time algorithm to find an antler decomposition if one exists [4, Theorem 3.4]. However, they
gave a fixed-parameter tractable preprocessing algorithm, parameterized by the size of the
head. There is an algorithm that, given a graph G and integer k such that G contains an
antler decomposition (A, H, R) with |H| = k, runs in time 2O(k5) · nO(1) and outputs a set of
at least k vertices that belong to an optimal feedback vertex set. For each fixed value of k,
this yields a preprocessing algorithm to detect vertices that belong to an optimal solution if
there is a simple certificate of their membership in an optimal solution.

In fact, Donkers and Jansen gave a more general algorithm; this is where z-antlers
for z > 1 make an appearance. Recall that for a 1-antler decomposition (A, H, R) of a
graph G, the graph G[A ∪ H] must contain a collection C of |H| vertex-disjoint cycles. These
cycles certify that the set H is an optimal feedback vertex set in the graph G[A ∪ H]. In fact,
the feedback vertex set H in G[A ∪ H] is already optimal for the subgraph C ⊆ G[A ∪ H],
and that subgraph C is structurally simple because each of its connected components (which
is a cycle) has a feedback vertex set of size z = 1. This motivates the following definition
of a z-antler decomposition for z > 1: the set H should be an optimal feedback vertex set
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for the subgraph G[A ∪ H], and moreover, there should be a subgraph Cz ⊆ G[A ∪ H] such
that (1) H is an optimal feedback vertex set in Cz, and (2) each connected component of Cz

has a feedback vertex set of size at most z. So for a z-antler decomposition (A, H, R) of a
graph G, there is a certificate that H is part of an optimal solution in the overall graph G

that consists of the decomposition together with the subgraph Cz ⊆ G[A ∪ H] for which H is
an optimal solution. The complexity of verifying this certificate scales with z: it comes down
to verifying that H ∩ V (C) is indeed an optimal feedback vertex set of size at most z for each
connected component of the subgraph Cz. Donkers and Jansen presented an algorithm that,
given integers k ≥ z ≥ 0 and a graph G that contains a z-antler decomposition whose head
has size k, outputs a set of at least k vertices that belongs to an optimal feedback vertex
set in time 2O(k5z2)nO(z). For each fixed choice of k and z, this gives a reduction rule (that
can potentially be applied numerous times on an instance) to reduce the search space if the
preconditions are met.

Our contribution. We investigate search-space reduction for Odd Cycle Transversal,
thereby continuing the line of research proposed by Donkers and Jansen [4]. We introduce
the notion of tight odd cycle cuts to provide efficiently verifiable witnesses that a certain
vertex set belongs to an optimal odd cycle transversal, and present algorithms to find vertices
that belong to an optimal solution in inputs that admit such witnesses.

To be able to state our main result, we introduce the corresponding terminology. An
odd cycle cut (OCC) in an undirected graph G is a partition of its vertex set into three
parts: the bipartite part B (which is required to induce a bipartite subgraph of G), the cut
part C (which is required to contain all neighbors of B), and the rest R = V (G) \ (B ∪ C).
An odd cycle cut is called tight if the set C forms an optimal odd cycle transversal for the
graph G[B ∪ C]. In this case, it is easy to see that there is an optimal odd cycle transversal
in G that contains all vertices of C, since all odd cycles through B are intersected by C.
A tight OCC (B, C, R) has order z if there is a subgraph Cz of G[B ∪ C] for which C is
an optimal odd cycle transversal, and for which each connected component of Cz has an
odd cycle transversal of size at most z. This means that for z = 1, if there is such a
subgraph Cz ⊆ G[B ∪ C], then there is one consisting of |C| vertex-disjoint odd cycles. We
use the term z-tight OCC to refer to a tight OCC of order z. Our notion of z-tight OCCs
forms an analogue of z-antler decompositions. Note that the requirement that C contains all
neighbors of B is slightly more restrictive than in the Feedback Vertex Set case. We
need this restriction for technical reasons, but discuss potential relaxations in Section 7.

Similarly to the setting of z-antlers for Feedback Vertex Set, assuming P ̸= NP there
is no polynomial-time algorithm that always finds a tight OCC in a graph if one exists;
not even in the case z = 1. We therefore develop algorithms that are efficient for small k

and z. The following theorem captures our main result, which is an OCT-analogue of the
antler-based preprocessing algorithm for FVS. The width of an OCC (B, C, R) is defined
as |C|. Our theorem shows that for constant z we can efficiently find k vertices that belong
to an optimal solution, if there is a z-tight OCC of width k.

▶ Theorem 1. There is a deterministic algorithm that, given a graph G and integers
k ≥ z ≥ 0, runs in 2O(k33z2) · nO(z) time and either outputs at least k vertices that belong to
an optimal solution for Odd Cycle Transversal, or concludes that G does not contain a
z-tight OCC of width k.
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One may wonder whether it is feasible to have more control over the output, by having
the algorithm output a z-tight OCC (B, C, R) of width k, if one exists. However, a small
adaptation of a W[1]-hardness proof for antlers [4, Theorem 3.7] shows that the corresponding
algorithmic task is W[1]-hard even for z = 1. This explains why the algorithm outputs a
vertex set that belongs to an optimal solution, rather than a z-tight OCC.

In terms of techniques, our algorithm combines insights from the previous work on
antlers [4] with ideas in the representative-set based kernelization [15] for Odd Cycle
Transversal. The global idea behind the algorithm is to repeatedly simplify the graph,
while preserving the structure of z-tight OCCs, to arrive at the following favorable situation:
if there was a z-tight OCC of width k in the input, then the reduced graph has a z-tight
OCC (B, C, R) of the same width that satisfies |B| ∈ kO(1). At that point, we can use color
coding with a set of kO(1) colors to ensure that the structure B ∪ C gets colored in a way
that makes it tractable to identify it. The simplification steps on the graph are inspired
by the kernelization for Odd Cycle Transversal and involve the computation of a cut
covering set of size kO(1) that contains a minimum three-way {X, Y, Z}-separator for all
possible choices of sets {X, Y, Z} drawn from a terminal set T of size kO(1). The existence of
such sets follows from the matroid-based tools of Kratsch and Wahlström [15]. We can avoid
the randomization incurred by their polynomial-time algorithm by computing a cut covering
set in 2O(k) · nO(1) time deterministically. Compared to the kernelization for Odd Cycle
Transversal, a significant additional challenge we face in this setting is that the size of
OCTs in the graph can be arbitrarily large in terms of the parameter k. Our algorithm is
looking for a small region of the graph in which a vertex set exists with a simple certificate
for its membership in an optimal solution; it cannot afford to learn the structure of global
OCTs in the graph. This local perspective poses a challenge when repeatedly simplifying the
graph: we not only have to be careful how these operations affect the total solution size in G,
but also how these modifications affect the existence of simple certificates for membership in
an optimal solution. This is why our reduction step works with three-way separators, rather
than the two-way separators that suffice to solve or kernelize OCT.

Organization. The remainder of this work is organized as follows. The first twelve pages of
the manuscript present the key statements and ideas. For statements marked (⋆), the proof
can be found in the full version [12]. After presenting preliminaries on graphs in Section 2,
we define (tight) OCCs in Section 3 and explore some of their properties. In Section 4 we
show how color coding can be used to find an OCC whose bipartite part is connected and
significantly larger than its cut. Given such an OCC, we show in Section 5 how to simplify
the graph while preserving the essential structure of odd cycles in the graph. This leads
to an algorithm that finds vertices belonging to an optimal solution the presence of a tight
OCC in Section 6. Finally, we conclude in Section 7.

2 Preliminaries

Graphs. We only consider finite, undirected, simple graphs. Such a graph G consists
of a set V (G) of vertices and a set E(G) ⊆

(
V (G)

2
)

of edges. For ease of notation, we
write uv for an undirected edge {u, v} ∈ E(G); note that uv = vu. When it is clear
which graph is referenced from context, we write n and m to denote the number of vertices
and edges in this graph respectively. For a vertex v ∈ V (G), its open neighborhood
is NG(v) := {u ∈ V (G) | uv ∈ E(G)} and its closed neighborhood is NG[v] := NG(v) ∪ {v}.
For a vertex set S ⊆ V (G) we define its open neighborhood as NG(S) := (

⋃
v∈S NG(v)) \ S
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and its closed neighborhood as NG[S] :=
⋃

v∈S NG[v]. The subgraph of G induced by a vertex
set S ⊆ V (G) is the graph G[S] on vertex set S with edges {uv ∈ E(G) | {u, v} ⊆ S}. We
use G−S as a shorthand for G[V (G)\S] and write G−v instead of G−{v} for singletons. A
walk is a sequence of (not necessarily distinct) vertices (v1, . . . , vk) such that vi, vi+1 ∈ E(G)
for each i ∈ [k − 1]. The walk is closed if we additionally have vk, v1 ∈ E(G). A cycle
is a closed walk whose vertices are all distinct. The length of a cycle (v1, . . . , vk) is k. A
path is a walk whose vertices are all distinct. The length of a path (v1, . . . , vk) is k − 1.
The vertices v1, vk are the endpoints of the path. For two (not necessarily disjoint) vertex
sets S, T of a graph G, we say that a path P = (v1, . . . , vk) in G is an (S, T )-path if v1 ∈ S

and vk ∈ T . If one (or both) of S and T contains only one element, we may write this single
element instead of the singleton set consisting of it.

The parity of a path or cycle refers to the parity of its length. For a walk W = (v1, . . . , vk),
we refer to its vertex set as V (W ) = {v1, . . . , vk}. Observe that if W is a closed walk of odd
parity (a closed odd walk), then the graph G[V (W )] contains a cycle of odd length (an odd
cycle): any edge connecting two vertices of V (W ) that are not consecutive on W splits the
walk into two closed subwalks, one of which has odd length.

For a positive integer q, a proper q-coloring of a graph G is a function f : V (G) →
{0, . . . , q − 1} such that f(u) ̸= f(v) for all uv ∈ E(G). A graph G is bipartite if its vertex
set can be partitioned into two partite sets L∪̇R such that no edge has both of its endpoints
in the same partite set. It is well-known that the following three conditions are equivalent
for any graph G: (1) G is bipartite, (2) G admits a proper 2-coloring, and (3) there is no
cycle of odd length in G. An odd cycle transversal (OCT) of a graph G is a set S ⊆ V (G)
such that G − S is bipartite. An independent set is a vertex set S such that G[S] is edgeless.
We say that a vertex set X in a graph G separates two (not necessarily) disjoint vertex
sets S and T if no connected component of G − X simultaneously contains a vertex from S

and a vertex from T . For a collection {T1, . . . , Tm} of (not necessarily disjoint) vertex sets
in a graph G, we say that a vertex set X is an {T1, . . . , Tm}-separator if X separates all
pairs (Ti, Tj) for i ̸= j. Note that X is allowed to intersect

⋃
i∈[m] Ti.

The following lemma gives a simple sufficient condition for a graph to be bipartite.

▶ Lemma 2. Let G be a graph and let VL ∪ V0 ∪ VR = V (G) be a partition of its vertices such
that V0 is a {VL, VR}-separator. If there exist proper 2-colorings fL : (V0 ∪ VL) → {0, 1} and
fR : (V0 ∪ VR) → {0, 1} of G[V0 ∪ VL] and G[V0 ∪ VR] respectively such that fL(v0) = fR(v0)
for every v0 ∈ V0, then G is bipartite.

Proof. To show that G is bipartite, we provide a proper 2-coloring of the graph. We define
this coloring f : V (G) → {0, 1} such that f(v0) = fL(v0)(= fR(v0)) for every v0 ∈ V0,
f(vL) = fR(vL) for every vL ∈ VL and f(vR) = fR(vR) for every vR ∈ VR. To see that f is
a proper 2-coloring, we show that no edge e ∈ E(G) is monochromatic under f .

By the assumption that V0 is a separator, each edge e ∈ E(G) is contained in G[V0 ∪ VL]
or G[V0 ∪ VR] (or both). If e is an edge in the former, its endpoints are colored the same
as in fL and are therefore bichromatic. The analogous argument for fR holds when e is an
edge of the latter. ◀

The next lemma captures the main idea behind the iterative compression algorithm [19]
(cf. [3, §4.4]) for solving Odd Cycle Transversal. Given a (potentially suboptimal) odd
cycle transversal W of a graph, it shows that the task of finding an odd cycle transversal
disjoint from W whose removal leaves a bipartite graph with W0, W1 ⊆ W in opposite partite
sets of its bipartition is equivalent to separating two vertex sets derived from a baseline
bipartition of G − W . Our statement below is implied by Claim 1 in the work of Jansen and
de Kroon [9].
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▶ Lemma 3 ([9, Claim 1]). Let W be an OCT in graph G. For each partition of W = W0 ∪W1
into two independent sets, for each proper 2-coloring c of G − W , we have the following
equivalence for each X ⊆ V (G) \ W : the graph G − X has a proper 2-coloring with W0 color
0 and W1 color 1 if and only if the set X separates A from R in the graph G − W , with:

A = (NG(W0) ∩ c−1(0)) ∪ (NG(W1) ∩ c−1(1)),
R = (NG(W0) ∩ c−1(1)) ∪ (NG(W1) ∩ c−1(0)).

Multiway cuts. Let T = (T1, . . . , Ts) be a partition of a set T ⊆ V (G) of terminal vertices
in an undirected graph G. A multiway cut of T in G is a vertex set X ⊆ V (G) such that for
each pair ti, tj ∈ T \ X that belong to different parts of partition T , the graph G − X does
not contain a path from ti to tj . A restricted multiway cut of T is a vertex set X that is a
multiway cut for T such that X ∩ T = ∅, i.e., it does not contain any terminals.

For a positive integer s, a generalized s-partition of a set T is a partition T ∗ =
(T0, T1, . . . , Ts, TX) of T into s + 2 parts, some of which can be empty. The parts T0 and TX

play a special role, which are the free and deleted part of T ∗, respectively. Let T ′ = T1∪. . .∪Ts.
A multiway cut of T ∗ is a (non-restricted) multiway cut in G − TX of the partition
T = (T1, . . . , Ts) of T ′. Hence the vertices of TX are deleted from the graph, while no
cut constraints are imposed on the vertices of T0.

A minimum multiway cut of a generalized s-partition T ∗ in a graph G is a minimum-
cardinality vertex set that satisfies the requirements of a multiway cut for T ∗. The following
cut covering lemma by Kratsch and Wahlström will be useful for our algorithm.

▶ Theorem 4 ([15, Theorem 5.14]). Let G be an undirected graph on n vertices with a
set T ⊆ V (G) of terminal vertices, and let s ∈ N be a constant. There is a set Z ⊆ V (G)
with |Z| = O(|T |s+1) such that Z contains a minimum multiway cut of every generalized
s-partition T ∗ of T , and we can compute such a set in randomized polynomial time with
failure probability O(2−n).

For a generalized s-partition T = (T0, T1, . . . , Ts, TX) of a terminal set T ⊆ V (G) in an
undirected graph G, we call a multiway cut X of T restricted if it satisfies X ∩ (

⋃s
i=1 Ti) = ∅.

Hence a restricted multiway cut does not delete any vertex that is active as a terminal in the
generalized partition. A minimum restricted multiway cut of T is a restricted multiway cut
whose size is minimum among all restricted multiway cuts.

The following lemma shows that the randomization in the polynomial-time algorithm by
Kratsch and Wahlström can be avoided by the use of a single-exponential FPT algorithm,
and that the cut covering set can be adapted to work for restricted multiway cuts as long as
we have a bound on their size.

▶ Lemma 5 (⋆). Let s ∈ N be a constant. There is a deterministic algorithm that, given an
undirected n-vertex graph G and a set T ⊆ V (G) of terminals, runs in time 2O(|T |) · nO(1)

and computes a set Z ⊆ V (G) with |Z| = O(|T |2s+2) with the following guarantee: for each
generalized s-partition T of T , if there is a restricted multiway cut for T of size at most |T |
in G, then the set Z contains a minimum restricted multiway cut of T .

3 Odd Cycle Cuts

In order to extend the “antler” framework of [4] to Odd Cycle Transversal (OCT),
we define a problem-specific decomposition which we term Odd Cycle Cuts (OCCs). Our
decompositions have three parts – a bipartite induced subgraph XB , a vertex separator XC

(which we call the head), and a remainder XR.

IPEC 2024
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▶ Definition 6 (Odd Cycle Cut). Given a graph G, a partition (XB , XC , XR) of V (G) is an
Odd Cycle Cut (OCC) if (1) G[XB ] is bipartite, (2) there are no edges between XB and XR,
and (3) XC ∪ XB ̸= ∅.

We say |XC | is the width of an OCC, and observe that XC hits all odd cycles in G − XR.
We denote the minimum size of an OCT in G by oct(G).

▶ Observation 7. If (XB , XC , XR) is an OCC in G, then |XC | ≥ oct(G[XC ∪ XB ]).

Analogous to z-antlers [4], here we define a tight OCC as a special case of an OCC. For a
graph G, a set XC ⊆ V (G) and an integer z, an XC-certificate of order z is a subgraph H

of G such that XC is an optimal OCT of H, and for each component H ′ of H we have
|XC ∩ V (H ′)| ≤ z. Throughout the paper, and starting with the following definition, we will
use the convention of referring to a tight OCC as (AB , AC , AR) to emphasize its stronger
guarantees compared to an arbitrary OCC (XB , XC , XR).

▶ Definition 8 ((z-)tight OCC). An OCC (AB , AC , AR) of a graph G is tight when |AC | =
oct(G[AC ∪AB ]). Furthermore, (AB , AC , AR) is a tight OCC of order z (equivalently, z-tight
OCC) if G[AC ∪ AB ] contains an AC-certificate of order z.

Note this definition naturally implies oct(G) = |AC | + oct(G[AR]): the union of AC

with a minimum OCT in G[AR] forms an OCT for G (since AC separates AB from AR)
for which the requirement |AC | = oct(G[AC ∪ AB ]) guarantees optimality. The main result
of this section is that assuming a graph G has a z-tight OCC, there exists a z-tight OCC
(AB , AC , AR) such that the number of components in G[AB] is bounded in terms of z and
|AC |. This is an extension of [4, Lemma 4.6], and we defer its proof to the full version of this
paper [12].

▶ Lemma 9 (⋆). Let (AB , AC , AR) be a z-tight OCC in a graph G for some z ≥ 0. There
exists a set A′

B ⊆ AB such that (A′
B , AC , AR ∪ AB \ A′

B) is a z-tight OCC in G and G[A′
B ]

has at most z2|AC | components.

Finally, we introduce the notion of an imposed separation problem whose solutions
naturally correspond to odd cycle transversals of specific subgraphs.

▶ Definition 10. Let (XB , XC , XR) be an OCC of G, and let fB : XB → {0, 1} be a proper
2-coloring of G[XB ]. Let C1, C2 ⊆ XC be two disjoint subsets of XC and let fC : C1 → {0, 1}
be a (not necessarily proper) 2-coloring of the vertices in C1. Based on this 4-tuple of objects
(C1, C2, fC , fB), we define three (potentially overlapping) subsets A, R, N ⊆ XB.
1. Let A be the set of vertices vb ∈ XB with a neighbor vc ∈ C1 such that fB(vb) = fC(vc).
2. Let R be the set of vertices vb ∈ XB with a neighbor vc ∈ C1 such that fB(vb) ̸= fC(vc).
3. Finally, let N := NG(C2) ∩ XB.

We refer to the problem of finding a smallest {A, R, N}-separator in G[XB ] as the {A, R, N}-
separation problem imposed onto G[XB ] by (C1, C2, fC , fB).

To see the connection between solutions and OCTs, one may let C1 and fB in this
definition correspond to W and c respectively in Lemma 3, while the color classes of fC

correspond to the sets W0 and W1 respectively. As shown below in Lemma 11, we can
recognize parts of tight OCCs as optimal solutions to specific imposed separation problems.

Although Definition 10 requires fB and fC to be colorings of XB and C1 respectively, we
sometimes abuse the notation by providing colorings whose domains are supersets of these
intended domains. In these cases, one may interpret the definition of the imposed separation
problem as if given the restrictions of these colorings to their respective intended domains.
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One important role of these separation problems is to allow us to characterize intersections
of two OCCs when at least one is tight. Specifically, in Lemma 11, we show that the
intersection of one OCC’s head with the other OCC’s bipartite part forms an optimal solution
to a specific 3-way separation problem, which is even optimal for a corresponding 2-way
problem.

▶ Lemma 11 (⋆). Let (XB , XC , XR) be a (not necessarily tight) OCC in the graph G

and let (AB , AC , AR) be a tight OCC in G. Let fX : XB → {0, 1} and fA : AB → {0, 1} be
proper 2-colorings of G[XB] and G[AB] respectively. Let A, R and N be the three sets to
be separated in the separation problem imposed onto G[XB ] by (XC ∩ AB , XC ∩ AR, fA, fB)
and let their names correspond to their roles as defined in Definition 10. Then, AC ∩ XB is
both a minimum-size {A, R}-separator and a minimum-size {A, R, N}-separator in G[XB ].

This will prove to be a useful property in Section 5 by which we are able to recognize part
of a tight OCC (AB , AC , AR) in an arbitrary graph. We complement it with the statement
below, indicating that the intersection AC ∩ XB is even bounded in size.

▶ Lemma 12. Let (XB , XC , XR) be a (not necessarily tight) OCC in the graph G and let
(AB , AC , AR) be a tight OCC in G. Then |AC ∩ XB | ≤ |XC |.

Proof. Suppose for contradiction that |AC ∩ XB | > |S|. Then, A′
C := (AC \ XB) ∪ (XC ∩

(AB ∪ AC)) is a subset of AB ∪ AC that is strictly smaller than AC . Now, showing that A′
C

is an OCT of G[AB ∪ AC ] contradicts the assumption that AC is a smallest such OCT by
virtue of (AB , AC , AR) being a tight OCC.

To show that A′
C is an OCT of G[AB ∪ AC ], we let F be an arbitrary odd cycle in this

graph and show that it intersects A′
C . First, if F intersects XC , it intersects A′

C in particular,
since XC ∩ (AB ∪ AC) ⊆ A′

C .
Otherwise, since XC separates XB and XR in G, F is completely contained in either

G[XB] or G[XR]. The former is not possible, since G[XB] is bipartite by assumption, so
F lives in G[XR]. Furthermore, since F was assumed to live in G[AB ∪ AC ] and G[AB]
is bipartite, F intersects AC . In particular, as we found F to live in G[XR], it intersects
AC ∩ XR which is a subset of A′

C by construction. Hence, F intersects A′
C in any case. ◀

4 Finding Odd Cycle Cuts

Our ultimate goal is to show that if the graph contains any tight OCC (XB , XC , XR) with
|XC | ≤ k, then we can produce a tight OCC with |XC | ≤ k and |XB | upper-bounded by
some function of k. To achieve this, we first show that we can efficiently find some OCC
where |XB | is large enough, and then (in Section 5) that we can reduce any such cut so that
|XB | is small without destroying any essential structure of the input graph.

Specifically, we say an OCC (XB , XC , XR) is reducible with respect to some function
gr if |XB | > gr(|XC |). Our results all hold for a specific polynomial gr(x) in Θ(x16). Its
definition relies on Lemma 5 in which sets Z and T are specified. Setting the value of s in
this lemma to 3 yields the existence of a constant c ∈ N such that |Z| ≤ c · |T |8 for large
enough |T |. Given this constant c, we define gr : N → N as gr(x) = (6(28c + 1)2 + 28c) · x16.

We say an OCC (XB , XC , XR) is a single-component OCC if G[XB ] is connected. Given
a graph G, our goal is to output a reducible OCC efficiently assuming that G contains a
single-component OCC (XB , XC , XR) with |XB | > gr(2|XC |) and |XC | ≤ k. We achieve this
by color coding of the vertices in G (see the full version [12] for details). Consider a coloring
χ : V (G) → {Ḃ, Ċ}. For an integer ℓ, an OCC (XB , XC , XR) with |XB | ≥ ℓ is ℓ-properly
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colored by χ if XC ⊆ χ−1(Ċ) and there is a set of ℓ vertices of XB that are colored Ḃ and
induce a connected subgraph of G. First, we show how to construct an OCC with large XB

from a proper coloring.

▶ Lemma 13 (⋆). Given a graph G, integers k, ℓ, and a coloring χ : V (G) → {Ḃ, Ċ} of
V (G) that ℓ-properly colors a single-component OCC (XB , XC , XR) with |XC | ≤ k, an OCC
(X ′

B , X ′
C , X ′

R) such that |X ′
B | ≥ ℓ and |X ′

C | ≤ 2k can be found in polynomial time.

Proof sketch. We iterate over the connected components of G[χ−1(Ḃ)]. For any component
which is both large (≥ ℓ) and bipartite, we try to find an OCC of small enough width where
the component is contained in the XB side of the cut. To do this, we use the machinery of
bipartite separations introduced in Jansen et al. [11] (see the full version [12] for details).
Intuitively, given a vertex set C which induces a connected bipartite subgraph, they either
find a set of at most 2k vertices which separates C ′ ⊇ C from the remainder of the graph so
that G[C ′] is bipartite, or certify that C is not part of XB for any OCC with width ≤ k. ◀

Now, we use this coloring scheme to find a reducible OCC, assuming that a graph G has
a single-component OCC (XB , XC , XR) with large XB .

▶ Lemma 14. There exists a 2O(k16)nO(1)-time algorithm that, given a graph G and an
integer k, either determines that G does not contain a single-component OCC (XB , XC , XR)
of width at most k with |XB | > gr(2k) or outputs a reducible OCC in G.

Proof. We will invoke the algorithm from Lemma 13 multiple times for ℓ = gr(2k) + 1. If
we supply a coloring that ℓ-properly colors (XB , XC , XR), then the algorithm is guaranteed
to find an OCC (X ′

B , X ′
C , X ′

R) such that |X ′
B | > gr(2k) and |X ′

C | ≤ 2k, which is reducible
as |X ′

B | > gr(2k) ≥ gr(|X ′
C |). If all relevant colorings fail to find such a reducible OCC,

then we can conclude that G does not contain a single-component OCC (XB , XC , XR) with
|XC | ≤ k and |XB | ≥ ℓ > gr(2k).

Let X ′
B ⊆ XB be an arbitrary vertex set of size ℓ that induces a connected subgraph

of G. Since G[XB] is connected, such X ′
B must exist. Observe that we obtain an ℓ-proper

coloring if XC ∪ X ′
B are colored correctly. Let s = |XC ∪ X ′

B | = k + gr(2k) + 1 = O(k16).
Using an (n, k)-universal set, which is a well-known pseudorandom object [17, 3] used to

derandomize applications of color coding (see [3, Theorem 5.20]), we can construct a family
of 2O(s) log n many subsets A1, . . . , A2O(s) log n with the guarantee that for each set S ⊆ V (G)
of size s, for each subset S′ of S, there exists a set in the family with Ai ∩ S = S′. This
can be done in 2O(s)n log n = 2O(k16)n log n time. From this family, we can construct
a family of colorings that is guaranteed to include one that ℓ-properly colors a suitable
OCC (XB , XC , XR) if one exists. To derive a coloring χi from a member Ai ⊆ V (G) of the
(n, s)-universal set, it suffices to pick χ(a ∈ A) = Ṙ and χ(a /∈ A) = Ḃ.

We run the nO(1)-time algorithm from Lemma 13 for each coloring, which results in the
overall runtime 2O(k16)nO(1). ◀

5 Reducing Odd Cycle Cuts

Given an OCC (XB , XC , XR) of G with |XB | > gr(|XC |), the next step is to “shrink” XB

in a way that preserves some of the structure of the input graph. In this section, we give
a reduction to do this and prove that it preserves the general structure of minimum-size
OCTs and of tight OCCs in the graph. The reduction starts with a marking scheme that is
discussed separately in Section 5.1. We give the full reduction, which includes this marking
scheme as a subroutine, in Section 5.2. The reduction will only affect G[XB] and the edge
set between XB and XC , which already ensures that an important part of the input graph is
maintained.
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5.1 A marking scheme for the reduction
The goal of the marking scheme is to mark a set B∗ ⊆ XB of size |XC |O(1) as “interesting”
vertices that the reduction should not remove or modify. Intuitively, we want this set to
contain vertices which we expect might be part of the cut part of a tight OCC in G. More
precisely, we guarantee that for every tight OCC in G there is a (possibly different) tight
OCC (AB , AC , AR) such that AC ∩ XB is contained in the marked set B∗.

As seen in Lemma 11, for every tight OCC (AB , AC , AR) in the graph, the intersection
AC ∩ XB forms an optimal solution to a specific imposed separation problem (Definition 10).
As such, it suffices if B∗ is a cut covering set for these imposed separation problems.

Indeed, the key ingredient of the algorithm presented below is the computation of such a
cut covering set. Preceding this computation is a graph reduction ensuring that the computed
set covers precisely the imposed separation problems. In Lemma 5, we will show that a cut
covering set can be computed in deterministic FPT time parameterized by the size of the
terminal set, which leads to a total running time of 2O(|XC |)nO(1) time for the marking step.

▶ Marking step. Consider the following algorithm.
Input: A graph G and an OCC (XB , XC , XR) of G.
Output: Marked vertices B∗ ⊆ XB.

1. Find a proper 2-coloring fX : XB → {0, 1} of G[XB ].
2. Construct an auxiliary (undirected) graph G′, initialized to a copy of G[XB]. For each

v ∈ XC , do the following:
Add vertices v(0) and v(1) to G′.
For each neighbor u ∈ NG(v) ∩ XB, add an edge v(fX (u))u.

Let T be the set {v(i) | v ∈ XC , i ∈ {0, 1}}. Note that |T | = 2|XC |.
3. Compute a cut covering set B∗ ⊆ V (G′) via Lemma 5 such that for every partition T ∗ =

(T0, T1, T2, T3, TX) of T , the set B∗ contains a minimum-size solution to the following
problem:

find a vertex set S ⊆ V (G′) \ (T1 ∪ T2 ∪ T3) such that S separates Ti and Tj in the
graph G′ − TX for all 1 ≤ i < j ≤ 3,

as long as this problem has a solution of size at most |T |.

▶ Lemma 15 (⋆). Let B∗ be constructed as in the Marking step when given the graph G and
an OCC (XB , XC , XR) of G as input. If there exists a z-tight OCC (AB , AC , AR) in G, then
there exists a z-tight OCC (A∗

B , A∗
C , A∗

R) in G with |A∗
C | = |AC | and with A∗

C ∩ XB ⊆ B∗.

Proof sketch. Let fX : XB → {0, 1} be the 2-coloring obtained in step 1 of the Marking step,
let fA : AB → {0, 1} be a proper 2-coloring of G[AB] and consider the separation problem
imposed onto G[XB ] by (XC ∩ AB , XC ∩ AR, fA, fB). Let A, R and N be the three sets to
be separated in this problem with their names corresponding to their roles as in Definition 10.

By putting the correct copy of each vertex from AB ∩ XC into T1 and T2 respectively,
putting both copies of vertices from AR ∩ XC into T3 and putting both copies of vertices
from AC ∩ XC into TX , we obtain a partition (∅, T1, T2, T3, TX) of the set T defined in
step 2, such that the corresponding separation problem has the same solution space as the
{A, R, N}-separation problem imposed onto G[XB ]. By construction of B∗ in step 3, there
is a set S ⊆ B∗ (possibly different from AC ∩ XB) that is an optimal {A, R, N}-separator
in G[XB]. To construct the tight OCC (A∗

B , A∗
C , A∗

R), we use this set S as replacement for
AC ∩ XB , which is also a minimum-size {A, R, N}-separator in G[XB ] by Lemma 11.
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As such, we define A∗
C := (AC \ XB) ∪ S. To define A∗

B , let U be the set of vertices from
XB \ S that are not reachable from N in G[XB ] − S. Now, we define A∗

B := (AB \ XB) ∪ U .
Finally, we define A∗

R := V (G) \ (A∗
B ∪ A∗

C). Clearly, this 3-partition of V (G) satisfies the
constraints |A∗

C | = |AC | and A∗
C ∩ XB ⊆ B∗. We proceed by showing that it satisfies the

three additional properties required to be a z-tight OCC.
First, to see that G[A∗

B] is bipartite, we note that A∗
B only contains vertices from AB

and XB \ S. Both are vertex sets that induce a bipartite subgraph. Then, noting the
correspondence between the sets A and R obtained from the separation problem and the
sets A and R as in Lemma 3, we invoke this lemma on G[(XC ∩ AB) ∪ XB] with c = fA

and with W0 and W1 being the two color classes of this coloring restricted to XC ∩ AB. It
follows that the vertices from A∗

B in XB \ S can be properly 2-colored by a coloring f that
agrees with fA on the vertex set XC ∩ AB that separates A∗

B ∩ XR and A∗
B ∩ XB . As these

two vertex sets are properly colored by fA and f respectively, these colorings combine to a
proper 2-coloring of the entire graph G[A∗

B ] (see Lemma 2).
Secondly, a case distinction shows that there are no edges between A∗

B and A∗
R. It

combines the fact that AC ∩ XB is an {A, R, N}-separator in G[XB ] – thereby in particular
separating AB ∩ XB from N in G[XB] – and the fact that A∗

B only contains vertices that
already belonged to AB and vertices from XB that are not reachable from N in G[XB ] − A∗

C .
Finally, it remains to show that (A∗

B , A∗
C , A∗

R) has an A∗
C -certificate of order z. To prove

this, we show that the order-z certificate D of the original OCC (AB , AC , AR) is also an
order-z certificate in (A∗

B , A∗
C , A∗

R). The main effort here is to prove that D even lives in
A∗

B ∪ A∗
C , after which it is easy to see that it is also an order-z certificate for our new OCC.

As Lemma 11 guarantees that AC ∩ XB is not only an optimal {A, R, N}-separator in
G[XB] but even an optimal {A, R}-separator in this graph, it contains exactly one vertex
from every path of a maximum packing P of pairwise vertex-disjoint (A, R)-paths in G[XB ],
due to Menger’s theorem [20, Theorem 9.1]. Likewise, A∗

C ∩ XB = S is also an optimal
{A, R}-separator in G[XB ] and hence also contains exactly one vertex from every path of P .

Intuitively, for any path P ∈ P, a vertex on this path that stops being reachable from
one endpoint of P when sliding the picked vertex along the path, starts becoming reachable
from the other endpoint of P . As both endpoints of P belong to A ∪ R and S only differs
from AC ∩ XB by which vertex is picked from each path in P, it cannot drastically alter
which vertices are reachable from A ∪ R, which in turn are all vertices that end up in A∗

B .
Using the observation that AB and A∗

B are separated from N by AC and A∗
C respectively,

we see that all vertices that are disconnected from A ∪ R by substituting AC ∩ XB for S are
in particular also disconnected from N . Thereby, these vertices end up in A∗

B. This shows
that (AB ∪ AC) ⊆ (A∗

B ∪ A∗
C), which implies that the certificate D also lives in the latter. ◀

5.2 Simplifying the graph
Our eventual reduction starts with the Marking step from the previous section, after which
the graph is modified in a way that leaves marked vertices untouched. We want the reduction
to preserve the general structure of optimal OCTs and tight OCCs in the input graph. As
this is governed by the locations and interactions of odd cycles in the graph, we encode this
information in a more space-efficient manner using the following reduction.

▶ Reduction step. Given a graph G and an OCC (XB , XC , XR) of it, we construct a graph
G′ as follows.
1. Use the Marking step with input G and (XB , XC , XR) to obtain the set B∗ ⊆ XB.
2. Initialize G′ as a copy of G − (XB \ B∗).
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3. For every u, v ∈ XC ∪ B∗ and for every parity p ∈ {even, odd}, check if the subgraph
G[XB \ B∗] contains the internal vertex of a (u, v)-path with parity p. If so, then:

if p = even, add two new vertices x and x′ to G and connect both of them to u and v.
if p = odd, add four new vertices x, y, x′ and y′ to G and add the edges {u, x}, {x, y},
{y, v}, {u, x′}, {x′, y′} and {y′, v}.

Note that we explicitly allow u = v in this step.

Effectively, this reduction deletes the vertices XB \ B∗ from the graph. For each pair of
neighbors u, v from that set, if the deleted vertices provided an odd (resp. even) path between
them, then we insert two vertex-disjoint odd (resp. even) paths between u and v. Hence we
shrink the graph while preserving the parity of paths provided by the removed vertices.

As we prove in the full version of this paper [12], the reduction can be performed in
2O(|XC |) · nO(1) time and it is guaranteed to output a strictly smaller graph than its input
graph whenever it receives an OCC that is reducible with respect to the function gr as in
Section 4. To show that the reduction also preserves OCT and OCC structures, we prove
that it satisfies two safety properties formalized below in Lemmas 16 and 17.

▶ Lemma 16 (⋆). Let G be a graph, let (XB , XC , XR) be an OCC in G and let G′ be the
graph obtained by running the Reduction step with these input parameters. For all z ≥ 0, if
there exists a z-tight OCC (AB , AC , AR) in G, then there exists a z-tight OCC (A′

B , A′
C , A′

R)
in G′ with |A′

C | = |AC |.

The proof of the lemma above uses Lemma 15 to infer that, for any z-tight OCC
(AB , AC , AR) of G, the graph G also contains a z-tight OCC (A∗

B , A∗
C , A∗

R) of the same width
such that A∗

C ⊆ V (G) ∩ V (G′). This allows for the construction of an OCC (A′
B , A′

C , A′
R) in

G′ with A′
C = A∗

C . Then, A′
B can be defined as the union of A∗

B ∩ V (G) ∩ V (G′) and the
set of vertices that were added during the reduction to provide a replacement connection
between any two vertices from A∗

C ∪ (A∗
B ∩V (G)∩V (G′)). Finally, A′

R := V (G′)\ (A′
B ∪A′

C).
The proof proceeds to show that the resulting partition (A′

B , A′
C , A′

R) is a z-tight OCC
of G′. The two main insights used to prove this are the facts that:

optimal OCTs of G′ are disjoint from the set of newly added vertices V (G′) \ V (G), and
odd cycles in G can be translated to very similar odd cycles in G′ and vice versa.

These insights are also covered in the proof sketch of the second safety property below.

▶ Lemma 17 (⋆). Let G be a graph, let (XB , XC , XR) be an OCC in G and let G′ be
the graph obtained by running the Reduction step with these input parameters. If S′ is a
minimum-size OCT of G′, then S′ ⊆ V (G) ∩ V (G′) and S′ is a minimum-size OCT of G.

Proof sketch. To see that S′ ⊆ V (G) ∩ V (G′), we show that S′ contains none of the newly
added vertices in V (G′) \ V (G). These newly added vertices come in pairs that form degree-2
paths connecting the same endpoints. Consider two such paths and let u and v be the
endpoints of both of them. Suppose for contradiction that S′ uses an internal vertex p1 from
one path to break an odd cycle F . Then it must also contain an internal vertex p2 from the
other path to break the odd cycle obtained by swapping one path for the other in F . As
both these cycles also pass through u and v by construction, substituting p1 and p2 for one
of u and v in S′ yields a strictly smaller solution. This contradicts the optimality of S′.

To see that S′ is an OCT of G, suppose for contradiction that G − S′ contains an odd
cycle F . Every subpath of F that connects two vertices from V (G) ∩ V (G′) via a path whose
internal vertices lie in G − V (G′) can be replaced by one of the paths inserted during the
construction of G′, with the same endpoints and parity. Substituting every subpath of F

that is absent in G′ for such a replacement path yields a closed odd walk in G′ − S′; but this
contradicts the fact that S′ is an OCT of G′. Hence S′ ⊆ V (G) ∩ V (G′) is an OCT in G.
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It remains to show that S′ is an OCT of minimum size. Suppose for contradiction that T

is a strictly smaller OCT of G. We start by showing how to modify T into an OCT S of G

that is at most as large and lives in V (G) ∩ V (G′). To this end, let f : V (G) \ T → {0, 1}
and fX : XB → {0, 1} be proper 2-colorings of G − T and G[XB] respectively and consider
the separation problem imposed onto G[XB ] by (XC \ T, ∅, f, fB). Let A, R, N be the three
sets to be separated in this problem with their names corresponding to their roles as in
Definition 10. Since the second argument C2 in the 4-tuple is ∅, we obtain N = ∅.

The fact that N = ∅ ensures that the separation problem above is merely a 2-way
separation problem between the sets A and R in G[XB]. These sets are defined in such a
way that, for a suitable choice of input parameters to Lemma 3, they coincide with the sets
A and R in this lemma. Applying the lemma in one direction to G[(XC \ T ) ∪ XB] with
c = f and with W0 and W1 being the two color classes of this coloring restricted to XC \ T ,
yields that T ∩ XB is an {A, R}-separator in G[XB ]. Applying it in the other direction yields
that the removal of any {A, R}-separator T ′ from G allows for a proper 2-coloring f ′ of
G[(XC \ T ) ∪ (XB \ T ′)] that agrees with the coloring f on the vertex set XC \ T . As this set
separates the subgraphs G[XR \T ] and G[XB \T ′] in G−((T \XB)∪T ′) and these subgraphs
are properly 2-colored by f and f ′ respectively, those two colorings combine to properly
2-color G − ((T \ XB) ∪ T ′) (see Lemma 2). By construction of B∗, there is a minimum-size
{A, R}-separator T ∗ in G[XB ] with T ∗ ⊆ B∗. Hence, S := (T \XB)∪T ∗ is an OCT of G that
lives in V (G) ∩ V (G′). Furthermore, since T ∗ is a minimum-size {A, R}-separator in G[XB ]
and it replaces T ∩ XB , which is also an {A, R}-separator, we find that |S| ≤ |T | < |S′|.

Since S′ was assumed to be a minimum-size OCT of G′, the smaller set S is not an OCT
of G′. Therefore, G′ − S contains an odd cycle F ′. The argument used before to convert an
odd cycle in G to one in G′ can also be used in the reverse direction to construct an odd
cycle F in G − S from F ′. The existence of this cycle contradicts the assumption that S is an
OCT of G, which concludes the proof by showing that S′ is a minimum-size OCT of G. ◀

6 Finding and Removing Tight OCCs

Now we find tight OCCs by the same color coding technique used in previous work [4].
Consider a coloring χ : V (G) ∪ E(G) → {Ḃ, Ċ, Ṙ} of the vertices and edges of a graph G. For
every color c ∈ {Ḃ, Ċ, Ṙ}, let χ−1

V (c) = χ−1(c) ∩ V (G). For any integer z ≥ 0, a z-tight OCC
(AB , AC , AR) is z-properly colored by a coloring χ if all the following hold: (i) AC ⊆ χ−1

V (Ċ),
(ii) AB ⊆ χ−1

V (Ḃ), and (iii) for each component H of G′ = G[AB ∪ AC ] − χ−1(Ṙ) we have
oct(H) = |AC ∩ V (H)| and |AC ∩ V (H)| ≤ z. Note that χ−1(Ṙ) may include both vertices
and edges, so that the process of obtaining G′ involves removing both the vertices and edges
colored Ṙ. By a straight-forward adaptation of the color coding approach from previous
work [4, Lemma 6.2], we can reconstruct a tight OCC from a proper coloring.

▶ Lemma 18 (⋆). There is an nO(z) time algorithm taking as input an integer z ≥ 0, a
graph G, and a coloring χ : V (G) ∪ E(G) → {Ḃ, Ċ, Ṙ} that either determines that χ does not
z-properly color any z-tight OCC, or outputs a z-tight OCC (AB , AC , AR) in G such that for
each OCC (ÂB , ÂC , ÂR) that is z-properly colored by χ, we have ÂB ⊆ AB and ÂC ⊆ AC .

Combining all ingredients in the previous sections leads to a proof of the main theorem.

▶ Theorem 1. There is a deterministic algorithm that, given a graph G and integers
k ≥ z ≥ 0, runs in 2O(k33z2) · nO(z) time and either outputs at least k vertices that belong to
an optimal solution for Odd Cycle Transversal, or concludes that G does not contain a
z-tight OCC of width k.
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Proof sketch. Given an input graph G, we repeatedly invoke Lemma 14 to find a reducible
OCC and use the Reduction step to shrink it. When we stabilize on a graph G′, Lemma 16
guarantees that G′ contains a z-tight OCC of width |A′

C | = k if G had one. By Lemma 9,
there is such a z-tight OCC (A′

B , A′
C , A′

R) in G′ for which G′[A′
B ] has at most z2k components.

As each such component gives rise to a single-component OCC, none of them are large enough
to be reducible. Hence |A′

C ∪ A′
B | ∈ (zk)O(1). Hence we can deterministically construct

a family of 2(kz)O(1)
nO(1) colorings that includes one that properly colors (A′

B , A′
C , A′

R).
Invoking Lemma 18 with such a coloring identifies a z-tight OCC in G′ whose head A∗

C

contains A′
C and therefore has size at least k. Then A∗

C is contained in an optimal OCT
in G′, so that Lemma 17 ensures A∗

C belongs to an optimal OCT in G. We output A∗
C . ◀

7 Conclusion

Inspired by crown decompositions for Vertex Cover and antler decompositions for Feed-
back Vertex Set, we introduced the notion of (tight) odd cycle cuts to capture local regions
of a graph in which a simple certificate exists for the membership of certain vertices in an
optimal solution to Odd Cycle Transversal. In addition, we developed a fixed-parameter
tractable algorithm to find a non-empty subset of vertices that belong to an optimal odd cycle
transversal in input graphs admitting a tight odd cycle cut; the parameter k we employed is
the width of the tight OCC. Finding tight odd cycle cuts and removing the vertices certified
to be in an optimal solution leads to search-space reduction for the natural parameterization
of Odd Cycle Transversal. To obtain our results, one of the main technical ideas
was to replace the use of minimum two-way separators that arise naturally when solving
Odd Cycle Transversal, by minimum three-way separators that simultaneously handle
breaking the odd cycles in a subgraph and separating the resulting local bipartite subgraph
from the remainder of the graph.

Theoretical challenges. There are several interesting directions for follow-up work. We
first discuss the theoretical challenges. The algorithm we presented runs in time 2kO(1)

nO(z),
where z is the order of the tight odd cycle cut in the output guarantee of Theorem 1. The
polynomial term in the exponent has a large degree, which is related to the size of the cut
covering sets used to shrink the bipartite part of an odd cycle cut in terms of its width.
While we expect that some improvements can be made by a more refined analysis, it would
be more interesting to see whether an algorithmic approach that avoids color coding can
lead to significantly faster algorithms.

An odd cycle cut (XB , XC , XR) of width |XC | = k in a graph G gives rise to a k-
secluded bipartite subgraph G[XB]; recall that a subgraph is called k-secluded if its open
neighborhood has size k. For enumerating inclusion-maximal connected k-secluded subgraphs
that satisfy a property Π, a bounded-depth branching strategy was recently proposed [10]
that generalizes the enumeration of important separators. Can such branching techniques be
used to improve the running time for the search-space reduction problem considered in this
paper to 2O(k)nO(z)?

The dependence on the complexity z of the certificate is another topic for further
investigation. The search-space reduction algorithm for Feedback Vertex Set by Donkers
and Jansen [4] that inspired this work, also incurs a factor nO(z) in its running time. For
Feedback Vertex Set, it is conjectured but not proven that such a dependence on z is
unavoidable. The situation is the same for Odd Cycle Transversal. Is there a way to rule
out the existence of an algorithm for the task of Theorem 1 that runs in time f(k, z) · nO(1)?

IPEC 2024
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A last theoretical challenge concerns the definition of the substructures that are used
to certify membership in an optimal odd cycle transversal. Our definition of an odd cycle
cut (XB , XC , XR) prohibits the existence of any edges between XB and XR. Together with
the requirement that G[XB ] is bipartite, this ensures that all odd cycles intersecting XB are
intersected by XC . In principle, one could also obtain the latter conclusion from a slightly
less restricted graph decomposition. Since any odd cycle enters a bipartite subgraph on
one edge and leaves via another, knowing that each connected component H of G[XB] is
connected to XR by at most one edge is sufficient to guarantee that all odd cycles visiting XB

are intersected by XC . The prior work on antler structures for Feedback Vertex Set
allows the existence of one pendant edge per component, and manages to detect such antler
structures efficiently. It would be interesting to see whether our approach can be generalized
for relaxed odd cycle cuts in which each component of G[XB ] has at most one edge to XR.
To adapt to this setting, one would have to refine the type of three-way separation problem
that is used in the graph reduction step.

For Odd Cycle Transversal, one could relax the definition of the graph decomposition
even further: to ensure that odd cycles visiting XB are intersected by XC , it would suffice
for each connected component H of G[XB ] to have at most one neighbor vH in XR, as long
as all vertices of H adjacent to vH belong to the same side of a bipartition of H.

Practical challenges. Since the investigation of search-space reduction is inspired by practi-
cal considerations, we should not neglect to discuss practical aspects of this research direction.
While we do not expect the algorithm as presented here to be practical, it serves as a proof
of concept that rigorous guarantees on efficient search-space reduction can be formulated.
Our work also helps to identify the types of substructures that can be used to reason locally
about membership in an optimal solution. Apart from finding faster algorithms in theory
and experimenting with their results, one could also target the development of specialized
algorithms for concrete values of k and z.

For k = 1, a tight odd cycle cut of width 1 effectively consists of a cutvertex c of the graph
whose removal splits off a bipartite connected component B but for which the subgraph
induced by B ∪ {v} contains an odd cycle. Preliminary investigations suggest that in this
case, an algorithm that computes the block-cut tree, analyzes which blocks form non-bipartite
subgraphs, and which cut vertices break all the odd cycles in their blocks, can be engineered
to run in time O(|V (G)| + |E(G)|) to find a vertex v belonging to an optimal odd cycle
transversal when given a graph that has a tight odd cycle cut of width k = 1. Do linear-time
algorithms exist for k > 1? These would form valuable reduction steps in algorithms solving
Odd Cycle Transversal exactly, such as the one developed by Wernicke [21].

The k = 1 case of the relaxed odd cycle cuts described above are in fact used as one of the
reduction rules in Wernicke’s algorithm [21, Rule 7]. His reduction applies whenever there is
a triangle {u, v, w} in which w has degree two and v has degree at most three. Under these
circumstances, there is an optimal solution that contains u while avoiding v and w: since the
removal of u decreases the degree of w to one, while w is one of the at most two remaining
neighbors of v, the removal of u breaks all odd cycles intersecting {u, v, w}. This corresponds
to the fact that the triple (XB = {v, w}, XC = {u}, XR = V (G) \ {u, v, w}) forms a tight
relaxed odd cycle cut. We interpret the fact that the k = 1 case was developed naturally in an
existing algorithm as encouraging evidence that refined research into search-space reduction
steps can eventually lead to impact in practice.
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