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Abstract
In this paper we show that the d-Component Order Connectivity (d-COC) problem paramet-
erized by the distance to subdivided comb graphs (dist-to-subdivided-combs) does not admit a
polynomial kernel, unless NP ⊆ coNP/poly.

The d-COC problem is a generalization of the classical Vertex Cover problem. An instance of
the d-COC problem consists of an undirected graph G and a positive integer k, and the question
is whether there exists a set S ⊆ V (G) of size at most k, such that each connected component of
G − S contains at most d vertices. When d = 1, d-COC is the Vertex Cover problem.

Vertex Cover is a ubiquitous problem in parameterized complexity, and it admits a kernel
with O(k2) edges and O(k) vertices, which is tight [Dell & van Melkebeek, JACM 2014]. Our result
is inspired by the work of Jansen & Bodlaender [TOCS 2013], who gave the first polynomial kernel
for Vertex Cover where the parameter is provably smaller or equal to the standard parameter,
solution size k. They used fvs, the feedback vertex set number, as the parameter. In this work,
we show that unlike most other existing results or techniques for kernelization of Vertex Cover
that generalize to d-COC, this is not the case when dist-to-subdivided-combs, which is at least
as large as fvs, is the parameter.

Our lower bound is achieved in two stages. In the first stage we extend the result of Hols,
Kratsch & Pieterse [SIDMA 2022] where they show that if a graph family C, which is closed under
taking disjoint unions, has unbounded “blocking set” size, then Vertex Cover does not admit a
polynomial kernel parameterized by the size of a vertex modulator to C, unless NP ⊆ coNP/poly.
We show that a similar sufficient condition for proving the non-existence of polynomial kernels also
holds for d-COC. In the second stage, we show that when C is the family of subdivided comb graphs,
contrary to Vertex Cover, where the size of minimal blocking sets of graphs in C is at most two
[Jansen & Bodlaender, STACS 2011], the size of minimal blocking sets of graphs in C for the d-COC
problem can be arbitrarily large. This yields the desired lower bound. In addition to this we also
show that when C is a class of paths, then it still has blocking sets of size at most two for d-COC,
indicating that polynomial kernels might be achievable when the parameter is the size of a vertex
modulator to the class of disjoint unions of paths (linear forests).
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1 Introduction

In this work we explore kernelization with respect to structural parameterizations for a
well-studied generalization of the ubiquitous Vertex Cover problem. In the Vertex
Cover problem the input is an undirected graph G and the goal is to find a minimum
set of vertices of G, say S, such that G − S has no edges, or equivalently, every connected
component of G contains only a single vertex. Vertex Cover has garnered a lot of attention
since the advent of parameterized complexity [17, 36, 6, 10, 19, 7, 13, 39, 33, 35, 28, 1, 2, 9,
16, 37, 38, 40, 8, 24, 20, 5, 26, 4] and has resulted in the inception of new tools and ideas
that have proved useful for several other problems as well [6, 10, 19, 7, 31, 32].

Component Order Connectivity. One of the problems that has been at the receiving end
of applications and generalizations of the tools developed for Vertex Cover (especially in
the context of parameterized algorithms and kernelization), is the d-Component Order
Connectivity (d-COC) problem. In this problem, d is a fixed integer, the input is an
undirected graph and the goal is to find a minimum set of vertices whose deletion results
in a graph in which every connected component has at most d vertices. Note that 1-COC
is precisely the Vertex Cover problem.1 Vertex Cover parameterized by the solution
size k admits a kernel with O(k2) edges and O(k) vertices, which is tight [14]. Starting
from the Buss kernelization [6], all the way up to crown decomposition based rules [10, 19]
or the (Weighted) Expansion Lemma [32], and the LP-based reduction rules using the
Nemhauser-Trotter theorem [7, 31, 32]; all these techniques for getting a polynomial kernel
for Vertex Cover parameterized by the solution size extend beautifully to the d-COC
problem parameterized by the solution size [18, 32, 41, 21].

Amidst the kernelization results for Vertex Cover parameterized by the solution
size, Jansen and Bodlaender [28] initiated the study of kernelization for Vertex Cover
with a refined parameter, that is at most as large as the solution size. In particular, they
studied the size of a minimum feedback vertex set of the graph, denoted by fvs, as the
parameter, and proved that the problem admits a polynomial kernel. Observe that fvs could
potentially be much smaller than the size of a minimum vertex cover. The work by Jansen
and Bodlaender [28] led to several new and interesting insights about the problem. A next
natural question is: can the result of Jansen and Bodlaender [28] be extended to the d-COC
problem? In work that is independent of ours, this relevant question was negatively answered
by Donkers and Jansen [15], unless NP ⊆ coNP/poly, no polynomial kernel exists for d-COC
parameterized by fvs, for all d ≥ 2. We study the problem with a parameter that is at least
as large as fvs, the distance to subdivided comb graphs (dist-to-subdivided-combs). We
prove that for all integers d ≥ 2, even when parameterizing by the distance to subdivided
comb graphs, d-COC does not admit a polynomial kernel, unless NP ⊆ coNP/poly. Note
that, while our result is not explicitly stated as a result in [15], it may be possible to also
obtain it from their proofs with some careful considerations.

For completeness, we also remark that Courcelle’s theorem (see for example [12, Sec-
tion 7.4] or [11]) can be used to show that the problem is FPT, even when parameterizing
by fvs. Besides our work and the work by Donkers and Jansen [15] there are some other
publications that study d-COC kernelization with structural parameters. For instance,
Bhyravarapu et al. [3] parameterize the problem by the size of a set that is a solution to the
c-COC problem, where c ≥ d, and Jansen and Pieterse [29] study a generalization of the
problem parameterized by the size of a treedepth-η modulator.

1 Note that other than being a generalization of Vertex Cover, d-COC is an interesting problem in its
own right. See [23].
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1.1 Our results and methods
As mentioned above, we show that d-COC does not admit a polynomial kernel parameterized
by the distance to subdivided comb graphs. A comb graph is a graph that consists of a central
path and for each vertex of this central path, there is a unique pendant vertex adjacent
to it. A subdivided comb graph is obtained from a comb graph by repeatedly subdividing
edges. The distance to subdivided comb graphs is the smallest integer k such that there is
a vertex set of size k whose deletion results in a disjoint union of subdivided comb graphs.
Therefore, distance to subdivided comb graphs is at least as large as fvs. The hairlength of
a subdivided comb graph is the maximum number of vertices of any path attached to the
central path minimized over all possible choices for the central path.

▶ Theorem 1. For any integer d ≥ 2, d-Component Order Connectivity does not
admit a polynomial compression when the parameter is distance to subdivided comb graphs,
unless NP ⊆ coNP/poly.

Note that showing the non-existence of a polynomial compression is stronger than showing
the non-existence of a polynomial kernel (see Section 2).

We prove Theorem 1 by generalizing the notion of blocking sets, which was formally
introduced by Hols, Kratsch & Pieterse [26] for the Vertex Cover problem,2 to d-COC. A
blocking set of a graph G, for Vertex Cover, is a subset Y of the vertices of G, such that no
minimum vertex cover contains Y . Hence, a blocking set “blocks” itself from being extended
into an optimal solution. Of special relevance are minimal blocking sets, which are blocking
sets such that no strict subset of them is a blocking set. This concept of (minimal) blocking
sets can be generalized to d-COC for any integer d ≥ 2 in the natural way. Concretely,
define a d-blocking set of G as a subset Y of the vertices of G such that there is no minimum
solution of d-COC that contains Y .

One of the key results by Hols et al. [26] gives a sufficient condition for proving kernelization
lower bounds for structural parameterizations for Vertex Cover. They show that if a
graph class C, which is closed under taking the disjoint union, contains a graph with a
minimal blocking set of size α, then no kernel of size O(|X|α−ε) can exist for all ε > 0, when
parameterizing by the size of a smallest vertex modulator X to C, unless NP ⊆ coNP/poly.
Hence, when the size of minimal blocking sets of graphs in C is unbounded, then one can
rule out a polynomial kernel altogether parameterized by |X|.

We extend this result by Hols et al. [26] to the d-COC problem, showing that a similar
property, with minimal d-blocking sets, holds for d-COC, for all integers d ≥ 1 (Theorem 4).
We later show that even though the same condition implies kernelization lower bounds for
both Vertex Cover and d-COC, the family of forests behaves differently for Vertex
Cover and d-COC: no forest has a minimal 1-blocking set of size more than two (implicitly
proved in [27], the conference version of [28]), whereas there are forests (in fact subdivided
comb graphs) with arbitrarily large minimal d-blocking sets for every d ≥ 2 (Lemma 5).

For the first part (as stated above), we provide a linear parameter transformation from
the α-Hitting Set problem, which is the classical Hitting Set problem in which every set
that needs to be hit has cardinality exactly α, and the size of the universe U is the parameter.
For this problem, it is known that no polynomial compression with size O(|U|α−ε) exists for
all ε > 0 and all integers α ≥ 2, unless NP ⊆ coNP/poly [14, Theorem 2].

2 The notion of blocking sets had (implicitly) appeared in a lot of other kernelization results for Vertex
Cover like [28, 30, 22, 34, 5, 3].
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In the parameter transformation, one creates a “universe vertex” for each element of
the universe of the input α-Hitting Set instance. Then, for each set F that needs to be
hit in the input instance, one creates multiple copies of a graph H of C that has a minimal
d-blocking set of size α. Each such copy is associated with the set F , and, each vertex of the
minimal d-blocking set is associated with a different element of F . Then, each vertex of the
minimal d-blocking set is connected to the universe vertex corresponding to the associated
element. This way, it is ensured that the set of all universe vertices is a modulator to C,
and it has the same size as the universe of the input α-Hitting Set instance. Moreover, if
the bound on the size of the solution is carefully chosen, one can ensure that the d-COC
instance is a yes-instance if and only if the input instances is a yes-instance. The intuition
behind this is that a solution to the input instance can be easily mapped to a small d-COC
solution by choosing the universe vertices of the hitting set, and by extending this selection
to minimum solutions within the copies of H. On the other hand, if there is a small d-COC
solution, it must be the case that the selection within the universe vertices corresponds to
a small hitting set of the input instance. Otherwise, one would necessarily have to put all
vertices of the minimal d-blocking set into the solution for many copies of H, which would
make the solution too large.

To complete the proof of Theorem 1, for all integers N ≥ 1, d ≥ 2, we then define a
blocking set graph TN,d, which is a subdivided comb graph with hairlength at most d + 1,
such that this graph has a minimal d-blocking set of size N . Note that providing graphs
with large d-blocking sets is easy, the difficulty of the construction stems from the fact that
the sets must also be minimal. Combined with the previous result, this proves that when C
is a graph class closed under taking the disjoint union that contains the blocking set graph
TN,d for arbitrarily large N , then d-COC parameterized by the size of a smallest modulator
to C does not have a polynomial compression, unless NP ⊆ coNP/poly.

Contrasting the fact that the class of subdivided comb graphs has minimal d-blocking
sets of unbounded size when d ≥ 2, we show that this is not the case for path graphs. We
show that for paths, any minimal blocking set has size at most two. Hence, there is still hope
for obtaining a polynomial kernel when C only contains disjoint unions of paths.

2 Preliminaries

For n, m ∈ Z, by [n, m] we denote the set {x ∈ Z | n ≤ x ≤ m}. For n, m ∈ Z, k ∈ Z+,
we write {n, n + k, . . . , m} for the set {x ∈ Z | n ≤ x ≤ m, x ≡ n (mod k)}. In particular,
{0, 2, . . . , 0} = {0}.

Graphs. A graph G is a pair (V, E), where V is a set and E ⊆
(

V
2
)
. For a graph G, we

also refer to the vertex set of G as V (G) and the edge set of G as E(G). In this work all
considered graphs are finite, undirected, and contain no multi-edges or self-loops. For a graph
G and v ∈ V (G), the (open) neighbourhood of v is defined as NG(v) := {u | vu ∈ E(G)}.
We may omit the subscript G if the used graph is clear from the context. Graph H is a
subgraph of graph G if and only if V (H) ⊆ V (G) and E(H) ⊆ E(G). For a graph G and
vertex set X ⊆ V (G), G[X] denotes the graph induced by X, that is, G[X] = H, where H

is the subgraph of G with V (H) = X and E(H) = {uv | uv ∈ E(G), u ∈ X, v ∈ X}. For
graph G and X ⊆ V (G), we write G − X for the graph G[V (G) \ X]. Given a graph G

and edge uv ∈ E(G), the operation of subdividing edge uv results in the graph G′ with
V (G′) = V (G) ∪ {w} and E(G′) = (E(G) \ {uv}) ∪ {uw, wv}, where w is a new vertex not
in V (G).
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Kernelization and compression. A parameterized problem Q is a subset of Σ∗ × N for a
finite alphabet Σ. An instance (I, k) ∈ Σ∗ × N of problem Q is a yes-instance if (I, k) ∈ Q,
and a no-instance otherwise. The value k of instance (I, k) is the parameter of the instance.
A kernelization algorithm takes an instance (I, k) of a parameterized problem Q as input, and
outputs an equivalent instance (I ′, k′) of Q such that |I ′| + k′ ≤ f(k) for some computable
function f . The runtime of the algorithm must be polynomial in |I| + k. Such an algorithm
is often simply called a kernel, and a polynomial kernel if f is a polynomial function. A
polynomial compression is defined similarly to kernelization, except that the output instance
I ′ may be of a different unparameterized problem P . Note that if a problem has a polynomial
kernel, it also has a polynomial compression, and hence, ruling out polynomial compressions
also rules out polynomial kernels. We refer to the textbooks [12, 21] for more details on these
concepts.

Kernelization lower bounds. In this paper, we use a well-established technique for obtaining
kernelization lower bounds. It resembles classical reductions, and is fittingly called linear
parameter transformation (see [25]).

▶ Definition 2 (linear parameter transformation). Let P and Q be parameterized problems. A
linear parameter transformation is an algorithm that transforms an instance (I, k) of P into
an equivalent instance (I ′, k′) of Q in time polynomial in |I| + k, such that k′ ∈ O(k).

When Q has a polynomial compression of size O(pα) for parameter p, and there is linear
parameter transformation from P with parameter k to Q with parameter p, then by using
the transformation, one obtains a polynomial compression for P of size O(kα). Hence, if we
know that P does not have a polynomial compression of size O(kα), then neither can Q of
size O(pα).

3 Large minimal blocking sets as bottlenecks for polynomial kernels
for d-COC

In this section, we extend the sufficient condition for proving kernelization lower bounds
for Vertex Cover given by Hols et al. [26], to the d-COC problem. Concretely, we will
define the notion of minimal blocking sets for d-COC, and we will show that no graph class,
that is closed under taking disjoint unions and has blocking sets of unbounded size, admits
a polynomial compression, unless NP ⊆ coNP/poly. We begin by stating the definition of
blocking sets [26, Definition 2.3] for d-COC. For a graph G, we call S ⊆ V (G) a d-coc set of
G if every connected component of G − S has at most d vertices.

▶ Definition 3 (Blocking sets). Let G be a graph and d be a positive integer. A set Y ⊆ V (G)
is a d-blocking set if Y is not a subset of any minimum d-coc set of G. A d-blocking set Y

is a minimal d-blocking set if no set Y ′ ⊊ Y is a d-blocking set. That is, for every y ∈ Y ,
there exists a minimum d-coc set of G that contains Y \ {y}.

Given a graph class C and a graph G, a (vertex) modulator to C is a set X ⊆ V (G) such
that G − X is in C. Hols et al. [26, Theorem 1.1] show that if C is a graph class that is closed
under taking disjoint unions, and C contains a graph with a minimal 1-blocking set of size
α, then, Vertex Cover parameterized by the size of a vertex modulator X to C does not
have a kernel of size O(|X|α−ε) for all ε > 0, unless NP ⊆ coNP/poly. This powerful theorem
allows one to derive kernelization lower bounds for various structural parameterizations in a
convenient way.

IPEC 2024
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We now extend the above result to the d-COC problem. The proof we present is inspired
by that of Hols et al. [26, Theorem 1.1]. We mention the key difference between our reduction
and the reduction by Hols et al. after presenting our reduction.

The proof is done via a linear parameter transformation from α-Hitting Set paramet-
erized by the universe size, which is the problem defined below, to the d-COC problem
parameterized by the size of a vertex modulator to a graph class C that is closed under taking
the disjoint union and that contains a graph with a minimal d-blocking set of size α ≥ 2.
The α-Hitting Set problem is the same as the classical Hitting Set problem, except that
every set that needs to be hit has cardinality exactly α, and that the parameter is the size of
the universe.

α-Hitting Set
Input: Universe U , family of subsets F ⊆ 2U such that |F | = α for all F ∈ F , integer
k ≥ 0
Parameter: |U|
Question: Is there a set H ⊆ U such that, for all F ∈ F , H ∩ F ̸= ∅ and |H| ≤ k?

A lower bound for α-Hitting Set given by Dell and van Melkebeek [14, Theorem 2]
shows that there is no polynomial compression of size O(|U|α−ε) for α-Hitting Set when
α ≥ 2, for any ε > 0, unless NP ⊆ coNP/poly. We denote the problem d-COC where the
parameter is the size of a modulator to C, for some graph class C, as d-COC/dist-to-C.
Note that we assume that a modulator to C is given together with the input.

▶ Theorem 4. Let C be a class of graphs that is closed under disjoint union, and d be a
positive integer. If there is a graph in C with a minimal d-blocking set of cardinality α ≥ 2,
then there exists no polynomial compression for d-COC/dist-to-C of size O(|X|α−ε), where
X is the modulator to C provided with the input, for all ε > 0, unless NP ⊆ coNP/poly.

Proof. Assume that there exists a graph H in C such that H has a minimal d-blocking set of
size α ≥ 2. Moreover, let OPT denote the size of a minimum d-coc set of H. We prove the
polynomial compression lower bound by a linear parameter transformation from α-Hitting
Set. Let (U , F , k) be the input instance of α-Hitting Set. If k ≥ |U|, we have a trivial
yes-instance at our hand, and we output a constant size yes-instance of d-COC/dist-to-C.
Otherwise, we will output a graph G and a positive integer k′ such that G has a d-coc set of
size at most k′ if and only if the input instance of α-Hitting Set is a yes-instance.

The creation of the graph G is covered next. For each F ∈ F , add k +α · (d−1)+1 copies
of the graph H to G, and denote these copies as H1

F , . . . , H
k+α·(d−1)+1
F . Since each copy of

H has at least one minimal d-blocking set of size α, for graph Hi
F denote an arbitrary such

d-blocking set as Bi
F . Next, add a vertex vu to the graph for each u ∈ U . These vertices are

called the universe vertices, and we denote all of them as VU , that is, VU := {vu | u ∈ U}.
We also define VF := {vu | u ∈ F} for all F ∈ F .

Now, select an arbitrary bijective function fF,i : VF → Bi
F for all F ∈ F and i ∈

[1, k + α · (d − 1) + 1]. Next, add an edge between vertex vu and vertex fF,i(vu) for all F ∈ F ,
u ∈ F and i ∈ [1, k + α · (d − 1) + 1]. In other words, we associate each vertex of d-blocking
set Bi

F with a different universe vertex corresponding to an element in F , and add an edge
between the associated vertices. This concludes the construction of the graph G.

Observe that G − VU is a disjoint union of graphs of C, and as C is closed under taking
the disjoint union, VU is a modulator to C. Our output instance of d-COC/dist-to-C is
then (G, k′, VU ), where k′ := k + (k + α · (d − 1) + 1) · |F| · OPT.

First, note that the parameter did not change as |VU | = |U|. Next, we show that the two
instances are also equivalent.
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▷ Claim. If (U , F , k) is a yes-instance of α-Hitting Set, then (G, k′, VU ) is a yes-instance
of d-COC/dist-to-C.

Proof. Let X ⊆ U be a set such that |X| ≤ k and the intersection of X and each set of F is
non-empty.

We construct a solution S for the d-COC/dist-to-C instance (G, k′, VU ) as follows.
First, we construct a subset S′ of the solution. For each u ∈ X, put universe vertex vu in the
set S′, for each u ∈ U \ X, put all vertices in NG(vu) in the set S′. Begin with an empty set
S. Then, for each F ∈ F and i ∈ [1, k + α · (d − 1) + 1], add a minimum cardinality d-coc
set of the graph Hi

F − S′ to S. Finally, also add the vertices of S′ to S.
The set S contains at most k vertices of VU . Moreover, S is a d-coc set, as each vertex of

VU is either in S or all its neighbours are in S, and moreover, we choose vertices corresponding
to a solution within each copy of H. All that remains is arguing that for an arbitrary F ∈ F
and i ∈ [1, k + α · (d − 1) + 1], S selects at most OPT vertices of Hi

F . By the fact that X ∩ F

is non-empty, we see that S′ ∩ V (Hi
F ) ⊊ Bi

F . Moreover, the graph Hi
F − S′ is not connected

to any vertex of VU , nor of another copy of the graph H. By the fact that Bi
F is a minimal

d-blocking set, and that S′ does not contain all vertices of it, we see that S selects OPT
vertices of Hi

F . Hence, |S| ≤ k + (k + α · (d − 1) + 1) · |F| · OPT = k′, and we indeed have a
yes-instance of d-COC/dist-to-C. ◁

▷ Claim. If (G, k′, VU ) is a yes-instance of d-COC/dist-to-C, then (U , F , k) is a yes-
instance of α-Hitting Set.

Proof. Let S be a d-coc set of G of size at most k′. Define X := {u ∈ U | vu ∈ VU ∩ S}, that
is, X is a subset of the universe corresponding to the universe vertices selected by S. Next,
we show that X has a non-empty intersection with all F ∈ F , and |X| ≤ k.

For the size-bound, we know that any d-coc set of G must select at least OPT vertices of
each copy of the graph H. Since there are exactly (k + α · (d − 1) + 1) · |F| copies of H in G,
at most k budget is left for the selection of vertices of VU .

Now, assume that for some F ∈ F , we have F ∩ X = ∅. Consider an arbitrary u ∈ F . We
know that vertex vu is not in S. However, vu is adjacent to exactly one vertex of graph Hi

F

for all i ∈ [1, k + α · (d − 1) + 1]. Given that vu cannot be in a connected component of size
more than d in G − S, we know that for at most d − 1 graphs of H1

F , . . . , H
k+α·(d−1)+1
F it can

be the case that the neighbour of vu in the graph is not in S. Now, since this is true for all α

vertices in VF , we see that overall, for at most α · (d − 1) of the graphs H1
F , . . . , H

k+α·(d−1)+1
F

their respective minimal d-blocking set is not fully contained in S. Hence, there are at least
k + 1 copies of H for which a d-blocking set is contained in S. This in turn implies that the
solution S selects at least OPT + 1 vertices of k + 1 copies of H, and we know that at least
OPT vertices of any other copy must be selected. We see that the size of S is now at least
(k + α · (d − 1) + 1) · |F| · OPT + k + 1, which contradicts the upper bound on the size of S.

◁

By the claims above, the input and output instances are equivalent. Moreover, the
parameter did not change, and the runtime of the reduction is polynomial in the input size.
Hence, it is a linear parameter transformation, and the lower bound of α-Hitting Set is
transferred to d-COC/dist-to-C. ◀

It should be noted that the main difference between our construction and the one by
Hols et al. [26] is that we use more copies of the graph H to account for the fact that d is no
longer fixed to be 1, like it was for the Vertex Cover problem.

IPEC 2024
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4 Subdivided comb graphs with arbitrarily large minimal d-blocking
sets

In this section we prove our main result Theorem 1, that is, we study the d-COC problem
when the parameter is the distance to subdivided comb graphs. We denote this problem by
d-COC/dist-to-subdivided-combs. We define the d-COC/dist-to-subdivided-combs
problem formally below, and restate Theorem 1.

d-COC/dist-to-subdivided-combs
Input: Graph G, M ⊆ V (G) such that G − M is a disjoint union of subdivided comb
graphs, integer k ≥ 0
Parameter: |M |
Question: Does there exist a d-coc set S of G of size at most k?

▶ Theorem 1. For any integer d ≥ 2, d-Component Order Connectivity does not
admit a polynomial compression when the parameter is distance to subdivided comb graphs,
unless NP ⊆ coNP/poly.

The proof of Theorem 1 is obtained by showing that the class of disjoint unions of
subdivided comb graphs has unbounded minimal d-blocking set size for all integers d ≥ 2,
and hence, by Theorem 4, no polynomial compression exists for this problem. Formally, we
prove Lemma 5, that together with Theorem 4 proves Theorem 1.

▶ Lemma 5. For any integers N ≥ 1 and d ≥ 2, if C contains all subdivided comb graphs
with hairlength at most d + 1, then there exists a graph in C that has a minimal d-blocking
set of size N .

The rest of the section is devoted to the proof of Lemma 5.

The blocking set graph. For all integers N ≥ 1, d ≥ 2, we define a subdivided comb graph
TN,d with hairlength at most d + 1, which (as we will show) has a minimal d-blocking set of
size N . We call these graphs blocking set graphs.

▶ Definition 6 (blocking set graph TN,d). For any integers N ≥ 1, d ≥ 2 we define TN,d to be
the graph constructed as follows.

It contains a path P := p0, p1, . . . , p(2N+1)·d of length (2N + 1) · d + 1 which is called the
spine.
For each i ∈ {0, 2, . . . , 2N − 2}, there is a path Qi·d+1 := q1

i·d+1, q2
i·d+1, . . . , qd+1

i·d+1, called
the (i · d + 1)-th leg. The vertices q1

i·d+1 and q2
i·d+1 are called the first and second vertex

of the (i · d + 1)-th leg, respectively. Note that there are N legs in TN,d.
For each i ∈ {0, 2, . . . , 2N − 2}, add an edge between q1

i·d+1 and pi·d+1, that is between
the first vertex of the (i · d + 1)-th leg and the vertex of the spine with index i · d + 1.
For each i ∈ {1, 3, . . . , 2N − 1}, add a pendant vertex p′

i·d to the vertex pi·d.
For each i ∈ {2, 4, . . . , 2N}, add a pendant vertex p′

i·d−1 to the vertex pi·d−1.

Refer to Figure 1 for a sketch of the graph TN,d. Observe that TN,d is a subdivided comb
graph with hairlength at most d + 1. Next, we analyse some important properties of these
graphs.
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Figure 1 A depiction of the graph TN,d when N = 2. The green dashed rectangles mark 3N

vertex-disjoint connected subgraphs containing d + 1 vertices each as in Lemma 7. The vertices in
YN,d, as in Definition 9, are drawn as red double circles.

Lower bound on the size of d-coc sets of TN,d. We begin by proving a lower bound on
the size of d-coc sets of TN,d by providing a set of vertex-disjoint connected subgraphs of
TN,d, each containing d + 1 vertices.

▶ Lemma 7. Fix any integers N ≥ 1, d ≥ 2, and define
A := {TN,d[Z] | Z = {q1

i·d+1, . . . , qd+1
i·d+1}, i ∈ {0, 2 . . . , 2N − 2}},

B := {TN,d[Z] | Z = {pi·d+1, . . . , p(i+1)·d, p′
(i+1)·d}, i ∈ {0, 2 . . . , 2N − 2}}, and

C := {TN,d[Z] | Z = {pi·d+1, . . . , p(i+1)·d, p′
(i+1)·d−1}, i ∈ {1, 3 . . . , 2N − 1}}.

Then, D := A ∪ B ∪ C is a collection of 3N vertex-disjoint connected subgraphs of TN,d, each
containing d + 1 vertices.

Proof. This directly follows from the description of TN,d in Definition 6. The described
subgraphs are marked in Figure 1 for the case N = 2. ◀

As any d-coc set of TN,d must contain at least one vertex of each graph of D we obtain
the following lower bound.

▶ Corollary 8. For any integers N ≥ 1, d ≥ 2, any d-coc set S of TN,d fulfils |S| ≥ 3N .

Next, for each considered graph TN,d, we define a set YN,d, which we will eventually prove
to be a minimal d-blocking set.

▶ Definition 9. Let N, d be integers with d ≥ 2 and N ≥ 1. Then, we define the vertex set
YN,d ⊆ V (TN,d) as YN,d := {q2

i·d+1 | i ∈ {0, 2, . . . , 2N − 2}}, that is, YN,d is the set consisting
of the second vertices of all legs of TN,d.

The vertices in the set YN,d are marked in Figure 1 for the case N = 2.

No minimum solution contains all of YN,d. Next, we prove that any d-coc set of TN,d that
contains all vertices of YN,d has size at least 3N + 1. As we will later see that a minimum
solution has size exactly 3N , this will end up proving that YN,d is a d-blocking set.

▶ Lemma 10. For any integers N ≥ 1, d ≥ 2 consider the blocking set graph TN,d. Then,
any d-coc set S of TN,d such that YN,d ⊆ S has cardinality at least 3N + 1.

IPEC 2024
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Figure 2 A depiction of the graph T ′ = TN,d − YN,d, as in the proof of Lemma 10, when N = 2.
The green dashed rectangles indicate the subgraphs of T ′ that lead to the lower bound of 2N + 1.

Proof. Let N ≥ 1, d ≥ 2 be integers and set T := TN,d and Y := YN,d. We prove that any
d-coc set that contains all vertices of Y has size at least 3N + 1.

Set T ′ := T − Y . We prove the lower bound on the size of S by providing 2N + 1 vertex
disjoint connected subgraphs of T ′ of size d + 1 each. We define

Ci :=


{pi·d, . . . , p(i+1)·d−1, q1

i·d+1} if i ∈ {0, 2, . . . , 2N − 2},

{pi·d, . . . , p(i+1)·d−1, p′
i·d} if i ∈ {1, 3, . . . , 2N − 1},

{p2N ·d, . . . , p(2N+1)·d} if i = 2N,

and Gi := T ′[Ci], for all i ∈ [0, 2N ]. Figure 2 depicts these subgraphs for the case N = 2.
Observe that Ci ∩ Cj = ∅ for i, j ∈ [0, 2N ], i ̸= j, and that Gi is a connected graph for all
i ∈ [0, 2N ]. Furthermore, |Ci| = d + 1 for all i ∈ [0, 2N ], proving that any d-coc set of T ′

has size at least 2N + 1. Together with the fact that |Y | = N , this shows that any d-coc set
S of T such that Y ⊆ S fulfils |S| ≥ 3N + 1. ◀

How much of YN,d can be in a minimum solution? Now, we show that even though
selecting vertices of YN,d is intuitively bad for the solution size, for each strict subset Y ′ of
YN,d there is a d-coc set of TN,d of size 3N that contains all vertices of Y ′. This shows that
a minimum d-coc set of TN,d has size exactly 3N (when combined with Corollary 8), and
moreover, that YN,d is a minimal d-blocking set when considering Lemma 10.

▶ Lemma 11. For any integers N ≥ 1, d ≥ 2 consider the blocking set graph TN,d. For any
Y ′ ⊊ YN,d, there exists a d-coc set S of TN,d − Y ′ such that |S| = 3N − |Y ′|.

Proof. Let N ≥ 1, d ≥ 2 be integers, set T := TN,d, and let P be the spine of T , and
Y := YN,d. Let Y ′ be an arbitrary strict subset of Y , that is Y ′ ⊊ Y .

We show that there exists a d-coc set S of T ′ := T − Y ′ of size 3N − |Y ′|. Set

I := {i · d + 1 | q2
i·d+1 ̸∈ Y ′, i ∈ {0, 2, . . . 2N − 2}} and t := min(I).

That is, I is the set of subscript indices of the legs for which the second vertex of the leg is
not in Y ′, and t the minimum element of the index set I. Since Y ≠ Y ′, set I is non-empty.
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Figure 3 A depiction of TN,d − Y ′ when N = 2 and Y ′ = {q2
1}. The vertices drawn as red

double circles form a d-coc set of size 3N − |Y ′|. Note that I, t from the proof of Lemma 11 fulfil
I = {2d + 1} and t = 2d + 1.

We can then construct a d-coc set S of T ′ of size 3N − |Y ′|, by defining

S :={q1
i | i ∈ I} ∪ {pi·d−1 | i ∈ [1, 2N ], i · d < t} ∪ {pi·d | i ∈ [1, 2N ], i · d ≥ t}.

Clearly, |S| = |I| + 2N = 3N − |Y ′|. We depict solution S for the set Y ′ = {q2
1} and the case

N = 2 in Figure 3.
Next, we argue why every connected component of T̂ := TN,d − (Y ′ ∪ S) has size at most

d. In the following, whenever we talk about connected components, we mean connected
components of T̂ . Either the first or second vertex of every leg is in Y ′ ∪ S. Thus, at most
one vertex of any leg can be in a connected component together with vertices of the spine,
and all other vertices of the leg are either in Y ′ ∪ S, or in a connected component of size at
most d together with other vertices of the same leg.

The only remaining concern is that there could be connected components of size more
than d that contain vertices of the spine. Before arguing why that is not the case, we need
to make some further observations.

There are two different types of pendants in the graph TN,d, the pendants of the first
type are {p′

i·d | i ∈ {1, 3, . . . , 2N − 1}}, and the pendants of the second type are the vertices
{p′

i·d−1 | i ∈ {2, 4, . . . , 2N}}. As either the first or the second vertex of each leg is part of Y ′∪S,
we know that the only vertices of the legs that could be in connected components together
with vertices of the spine are the first vertices. Let X := {q1

i·d+1 | i ∈ {0, 2, . . . , 2N − 2}}
be the set of first vertices of the legs of TN,d. The pendants of the first type, pendants
of the second type, and vertices in X are all adjacent to the vertex of the spine that has
the same (subscript) index they have. We additionally have that t = j · d + 1 for some
j ∈ {0, 2, . . . , 2N − 2}, as t is the index of some leg.

Our solution selects either vertex pi·d−1 or vertex pi·d for any i ∈ [1, 2N ]. Moreover,
the vertex p2N ·d is guaranteed to be in S. As an immediate consequence, no connected
component can contain more than d vertices of the spine. We will now show that all pendants
and vertices of X are separated in T̂ . That is, any path in T ′ between two distinct vertices
that are either pendants or in X contains a vertex that is in the set S. We will call such a
path broken up, as it does not exist in T̂ .
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Consider a vertex v with subscript index i that is a pendant of the first type, a pendant
of the second type, or in X. Observe that, when the path from v to the closest pendant
of the first type with an index lower than i, and the path from v to the closest pendant of
the first type with an index higher than i are broken up by vertices of the spine, so are all
other paths from v to (different) pendants of the first type. Analogous properties hold for
pendants of the second type and vertices in X. This limits for which paths we need to show
that they are broken up.

Pendants of the first type. Consider an arbitrary pendant p′
i·d of the first type, where

i ∈ {1, 3, . . . , 2N − 1}. If pi·d ∈ S, the pendant is cut off from the rest of the graph in T̂ .
Otherwise, pi·d−1 ∈ S and i · d < t = j · d + 1. The path from this pendant to any other

pendant of the first type contains at least 2d + 1 vertices of the spine, and is thus broken up
by the solution.

The closest pendant of the second type with a larger index is p′
(i+1)·d−1. Now, we know

that i is in the set {1, 3, . . . , 2N − 1}, whereas j is in the set {0, 2, . . . , 2N − 2}, which yields
i ̸= j. Since we have i · d < j · d + 1, it follows that i < j. This implies (i + 1) · d ≤ j · d,
and we obtain (i + 1) · d < j · d + 1 overall. Hence, we also select vertex p(i+1)·d−1 into the
solution, which isolates the vertex of the second type. The closest pendant of the second
type with a smaller index is p′

(i−1)·d−1.3 We have (i · d) − ((i − 1) · d − 1) = d + 1, and thus,
the path to this vertex contains at least d + 2 vertices of the spine, and is broken up.

Finally, we must argue that also paths to vertices in X are broken up. The closest vertex
of X with a higher index is vertex q1

(i+1)·d+1. As ((i + 1) · d + 1) − (i · d) = d + 1, the path
to this vertex is broken up. The closest vertex of X with a lower index is vertex q1

(i−1)·d+1.
Vertex pi·d−1 ∈ S breaks up the path.

Pendants of the second type. Consider an arbitrary pendant p′
i·d−1 of the second type,

where i ∈ {2, 4, . . . , 2N}. Similarly to before, any path to another pendant of the second
type contains too many vertices of the spine, and is broken up.

We have already argued that all paths between pendants of the second type and pendants
of the first type are broken up.

It remains to argue that also paths to vertices of X are broken up. The closest vertex of
X with a lower index is vertex q1

(i−2)·d+1, which is sufficiently far away. The closest vertex of
X with a higher index is q1

i·d+1. As we select either pi·d or pi·d+1, the path from p′
i·d−1 to

q1
i·d+1 is broken up.

Vertices in X. The only remaining danger is that vertices of X could be too close to each
other, however, a quick glance at the definition yields that the path between two distinct
vertices of X contains at least 2d + 1 vertices of the spine, and is broken up.

Connected components of T̂ . We proceed to argue about the connected components that
mainly consist of vertices of the spine. We select vertices pi·d−1 into the solution as long as
i · d < j · d + 1. The last vertex that is selected due to this process is vertex pj·d−1. We first
consider the connected components of vertices with index j · d − 2 or less. As we select every
d-th vertex of the spine, each considered connected component contains at most d−1 vertices
of the spine. By our arguments about the paths between the different types of additional
vertices, we see each component can contain at most one additional vertex, and hence, it has
size at most d.

3 In this and similar cases we ignore the possibility that the vertex may not exist for the sake of brevity.
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Thus far, we have covered all connected components with vertices of index j · d − 2 or
less. As the spine vertex with index j · d − 1 is selected, the next important vertex is pj·d.
Observe that vertex p(j+1)·d is in S. Hence, vertex pj·d is in the same connected component
as {pj·d, pj·d+1, . . . , p(j+1)·d−1}. As that are already d vertices, it is important that the
connected components contains no further vertices. By definition of the integer t, the first
vertex of the leg with index t is selected, and thus not in a connected component. Moreover,
there exist no pendant vertices that have an index in [j · d, (j + 1) · d − 1]. Another way to see
that no pendant is part of the connected component is the following. We already established
that any path between a vertex in X and a pendant is broken up. As that argument did
not consider whether the vertex in X is itself selected or not, it still holds. Vertex pj·d+1
is part of the connected component and a neighbour of q1

j·d+1. Any path from q1
j·d+1 to a

pendant would necessarily go through vertex pj·d+1, and as any such path is broken up by
the solution, no pendant can be in the same connected component as pj·d+1. It follows that
the connected component is also not too large.

Next, consider connected components that contain vertices with index larger than (j+1)·d,
but lower than 2N · d. We can, similarly to before, observe that we select every d-th vertex,
and hence, any connected component can contain at most d − 1 vertices of the spine. For
the same reason as earlier, no such component can contain two additional vertices, and thus,
they are not too large. Observe that the vertex with the highest index that is part of the
solution is p2N ·d.

Finally, consider connected components that contain vertices with index larger than
2N · d. There are no legs or pendants with an index that high, and hence, there is only a
single connected component that contains the vertices {p2N ·d+1, . . . , p(2N+1)·d}. ◀

Combining the results. Now, we can combine our knowledge about the graph TN,d to prove
that YN,d is a minimal d-blocking set.

▶ Corollary 12. Let N ≥ 1 and d ≥ 2 be integers. Then, the set YN,d is a minimal d-blocking
set of TN,d of cardinality N.

Proof. By Definition 9, the size of YN,d is N. By Corollary 8, each d-coc set of TN,d has size
at least 3N . Then, Lemma 11 shows that a minimum d-coc set of TN,d has size exactly 3N ,
and moreover, that for any Y ′ ⊊ YN,d, there is a minimum d-coc set of TN,d that contains
all vertices of Y ′. Finally, Lemma 10 shows that no d-coc set that takes all of YN,d is of
minimum cardinality, concluding the proof. ◀

Corollary 12 implies Lemma 5.

5 Minimal d-blocking sets of paths have size at most two

In the previous section we have illustrated that the class of subdivided comb graphs contains
graphs with arbitrarily large minimal d-blocking sets, for every integer d ≥ 2. Contrasting
this result, we show that all minimal d-blocking sets of paths have size at most two for every
integer d ≥ 1. This will follow from the lemma we prove next.4

▶ Lemma 13. Let G be a graph and X ⊆ V (G) be a d-blocking set of G for some integer
d ≥ 1. If there exists a subset X ′ ⊆ X such that G1 and G2 are distinct connected components
of G − X ′, V (G1) ∩ X ̸= ∅ and V (G2) ∩ X ̸= ∅, then X is not a minimal d-blocking set.

4 Similar properties for (minimal) 1-blocking sets were shown in [26].
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Proof. Let G be a graph and X, X ′ be sets with the properties described in the statement
of the lemma. Moreover, let G1 be a connected component of G − X ′ that contains a vertex,
say x1 ∈ X, and G2 be a different connected component of G − X ′ that contains a vertex,
say x2 ∈ X.

Towards a contradiction, assume that X is a minimal d-blocking set. Then, there exists
a minimum d-coc set S1 of G that contains all vertices of X \ {x1}, and a minimum d-coc
set S2 of G that contains all vertices of X \ {x2}. Given that x1, x2 /∈ X ′ and X ′ ⊆ X, we
see that X ′ ⊆ S1 and X ′ ⊆ S2. Then, it must be the case that Si selects vertices of Gj

corresponding to a minimum d-coc set of Gj for all i, j ∈ {1, 2}. However, we now see that
the vertex set (S2 \ V (G2)) ∪ (S1 ∩ V (G2)) is a d-coc set of G of minimum size that contains
all vertices of X, contradicting that X is a d-blocking set. ◀

An immediate corollary of this is that we obtain a bound on the size of minimal d-blocking
sets of paths.

▶ Corollary 14. For all integers d ≥ 1, any minimal d-blocking set of a path has cardinality
at most two.

Proof. Let P = v1, v2, . . . , vn be a path, and X ⊆ V (P ) a d-blocking set. If |X| ≥ 3, then
it suffices to set X ′ := {vi}, where vi ∈ X and X contains vertices with higher and lower
subscript index than vi. Then, Lemma 13 shows that X is not a minimal d-blocking set. ◀

For completeness, we remark that there are paths for which all minimal d-blocking sets
have size exactly two. For instance, consider the path on d + 1 vertices. There is no minimal
d-blocking set of size one, however, any two vertices of the graph form a minimal d-blocking
set of size two.

In contrast to the situation we had with the distance to subdivided comb graphs, Theorem 4
cannot be used to exclude polynomial kernels when the parameter is the size of a modulator
to the graph class of linear forests, that is, forests in which every tree is a path. This indicates
that there is still hope for a polynomial kernel in this setting.

6 Conclusion

The d-COC problem is a relevant generalization of Vertex Cover, and hence, efficient
preprocessing algorithms are of high interest. For the Vertex Cover problem, many
kernelization algorithms are known, and usually they can be extended to also work for
d-COC. In this work we show that unlike Vertex Cover, for any integer d ≥ 2, d-COC
does not admit a kernel parameterized by the distance to subdivided comb graphs.

Several related questions gain relevance due to the new kernelization lower bound. Is
a polynomial kernel possible when the parameter is even larger or at least incomparable?
Reasonable possibilities would be the size of sets M such that G − M consists of a disjoint
union of paths, or a disjoint union of a constant number of trees, or a single subdivided comb
graph, or even a single path. Answering these questions would almost certainly require very
different tools from the ones we used in this paper, as the potential source of hardness would
be completely different from the one that we exploited.

An interesting insight of our lower bound proof is that we show that the size of minimal
d-blocking sets of families C still remains a bottleneck for getting polynomial kernels for
d-COC parameterized by the size of a vertex modulator to C. The contrast between Vertex
Cover and d-COC is that for the former, the class C of forests has minimal blocking sets
of size at most two (implicitly proved in [27]), whereas when d ≥ 2, the size of minimal
d-blocking sets is unbounded even for subdivided comb graphs.
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There is a result by Bougeret, Jansen & Sau [4] that complements the sufficient condition
defined by Hols, Kratsch & Pieterse [26]. In particular, Bougeret et al. show that if C
is a minor-closed class, then the Vertex Cover problem admits a polynomial kernel
parameterized by the size of a vertex modulator to C if and only if there is a bound on the
size of minimal blocking sets of graphs in C. An interesting open question is whether we can
obtain such a characterization also for d-COC. As of now, Theorem 4 only shows one side of
this characterization when C is additionally closed under taking the disjoint union. If this
characterization was also possible for d-COC, then Corollary 14 would immediately imply a
polynomial kernel for d-COC parameterized by a vertex modulator to a linear forest.
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