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Abstract
This document contains a short description of our solver pingpong for the one-sided crossing
minimization problem that we submitted to the exact and parameterized track of the PACE
challenge 2024. The solver is based on the well-known reduction to the weighted directed feedback
arc set problem. This problem is tackled by an implicit hitting set formulation using an integer
linear programming solver. Adding hitting set constraints is done iteratively by computing heuristic
solutions to the current formulation and finding cycles that are not yet “hit.” The procedure
terminates if the exact hitting set solution covers all cycles. Thus, optimality of our solver is
guaranteed.
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1 Introduction

One-sided crossing minimization is a fundamental problem in graph drawing. For a given
bipartite graph G = (V1 ∪ V2, E) and a linear ordering τ of V1, the goal is to find a linear
ordering π of V2 that minimizes the number of crossings, i.e., tuples ({u1, u2}, {v1, v2}) ∈ E2

such that τ−1(u1) < τ−1(v1) and π−1(u2) > π−1(v2), with τ−1(x) and π−1(x) being the
position of vertex x in the respective ordering. Vice versa π(i) and τ(i) denote the vertex at
position i in π and τ , respectively.

The objective can be formulated concisely using the notion of crossing numbers: If cuv is
the number of crossings of edges incident to u or v given that u is ordered to the left of v,
the goal is to find a linear ordering π that minimizes

|V2|∑
i=1

|V2|∑
j=i+1

cπ(i)π(j).
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In any linear ordering, either u comes before v or the other way around and, hence, it
suffices to consider the difference cuv − cvu. A sensible objective function is thus:

min
π

|V2|∑
i=1

|V2|∑
j=i+1

max(cπ(i)π(j) − cπ(j)π(i), 0)

This formulation is well-known to be identical to the weighted directed feedback arc set
problem with arc u → v having weight cvu − cuv if this weight is positive. To solve this
instance, it is obvious that each strongly connected component can be considered separately.
These insight already renders a considerable amount of instance trivially solvable.

2 Implicit Hitting Set Formulation of Feedback Arc Set

The feedback arc set problem (fas) can be expressed as an instance of the hitting set problem:
Add a set per cycle containing all its edges. Clearly, such a formulation in its explicit form is
infeasible with the number of cycles growing exponentially in the size of the fas instance.

A better approach is to start with a small set of cycles and iteratively add more constraints.
This approach is known as the implicit hitting set algorithm [3] and, in the context of integer
programming, also referred to as lazy constraint generation or row generation. In its simplest
form (which can be refined in many ways), such an iterative procedure could look like the
following for fas:
1. Initialize the set of cycle constraints C in some way.
2. Repeatedly,

a. find the optimal solution of the hitting set instance C and
b. check if this solution is an fas. If this is the case, then terminate and output the

solution. If not, then add cycles to C that are not “hit” by the current solution.

The procedure terminates only when the optimal hitting set solution contains an edge
per cycle in the fas instance, guaranteeing correctness. Importantly, the algorithm often
terminates before all cycles of G were added, thus making it more practical than the naive
explicit formulation mentioned above.

An implementation of this general method for solving fas has recently been described
in [1] and was discussed earlier in the form of a branch-and-cut algorithm in [5]. In both
cases, integer programming is used to find the optimal solution to the hitting set instance.
Denoting the number of vertices in the FAS instance by n, the number of edges by m and
having a variable xi per edge with weight wi as given in the FAS instance, one obtains

min
x

m∑
i=1

wixi

s.t.
∑

xi∈Cj

xi ≥ 1, for each j = 1, 2, . . . , |C|

xi ∈ {0, 1} for all i ∈ {1, . . . , n},

where the hitting set constraints are added lazily until there are no more violations.
We note that the same constraints could also be expressed with a MaxSAT formulation.

However, early benchmarks showed that MaxSAT solvers perform significantly worse for
the instances in this challenge obtained through the reduction from the one-sided crossing
minimization. Hence, we abandoned this approach and focused on the ILP formulation.
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3 Description of Our Approach

We follow the general method described above closely. In this section, we provide more
details regarding our concrete implementation.

We solely used cycles of length three as the initial set of cycles C for most of the challenge
and this approach is still used for larger instances (where a subset of all 3-cycles is randomly
selected). Shortly before the submission deadline, we switched to a more involved generation
procedure for the other instances, in which we first run our heuristic solver [2] to find a good
initial feedback arc set and generate cycles based on it (see more details below on how new
cycles are generated). The improvements here are, however, minor even in cases when the
heuristic can already identify the optimal solution.2

Generally, cycles are added based on utilizing a (not necessarily optimal) solution of the
current hitting set formulation. For this, we consider the subgraph obtained by removing all
edges in this solution set. In the resulting subgraph, an fas is found by a heuristic, which
builds the topological order greedily from left to right,3 and for each edge u → v in this fas,
new cycles are generated by finding short paths from v to u using a breadth-first search. Our
implementation of the approach from the previous section can be described as follows:
1. Initialize the set of cycle constraints C.
2. Find a hitting set based on a degree-based heuristic and add cycles constraints as described

above. If a non-empty set of cycles is added, repeat this step.
3. Find a hitting set based on a rounded lp solution and add cycle constraints as described

above. If a non-empty set of cycles is added, repeat this step.
4. If the objective value of the rounded lp solution and the fractional lp solution differ by

less than one, the found hitting set is optimal. In this case, output the fas and terminate.
5. Try to add violated cycle constraints based on the fractional lp solution. If a non-empty

set of cycles is added, go to step 2.
6. Find a hitting set by solving the ilp optimally. If this set is not an fas, add further

constraints as described above and go to step 2. Else output the fas and terminate.

So, instead of directly starting an exact solver on the given hitting set instance, we
first use heuristics for the purpose of adding new cycle constraints. Due to this interplay
between the heuristics for hitting set and the ones for fas that are combined to generate
cycle constraints, we name our solver pingpong.

As hitting set heuristics we use, on the one hand, a simple degree-based heuristic (which
has the advantage of being extremely fast) and, on the other hand, a relaxed version of the
lp without the integrality constraint enforced (i.e., having 0 ≤ xi ≤ 1). For cycle generation,
we round the solution and further improve it iteratively by a simulated annealing scheme.
Further constraints are added this way as long as the heuristic solution does not cover all
cycles, i.e., is not a valid fas. Our goal is to start the ilp solver only a few times – or not at
all if the rounded lp solution matches the objective value of the fractional lp solution.

Once this subgraph is acyclic, we try to add further cycles based on the fractional lp
solution. We do this only once as this procedure, which is based on Dijkstra’s algorithm [4]
to find violated lp constraints, has significantly larger computational cost compared to the

2 Interestingly, our heuristic solver finds optimal solutions quickly even for some of the instances our
exact solver fails to solve within the 30 minute time limit. This shows that proving the lower bound is
the main problem for these inputs.

3 The next vertex to place in the ordering is chosen such that the sum of violated edge weights is
minimized.
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BFS cycle generation procedure. If it adds no further cycles, the integer program is started
and solved optimally. In the same way as before, the solution of the integer program is used
to add further cycles, unless it already hits every cycle – in this case we found the optimum
and terminate.

We used the HiGHS ILP solver [6] without any further tuning. As this solver does not
yet offer lazy constraint generation, we restarted the solver for any new hitting set instance.
In the future, it would be interesting to analyze how much gains could be made when
implementing a lazy constraint callback.

Our algorithm manages to solve 195 of the 200 total instances in the exact track. Due to
randomness in the cycle generation procedure the run-time can fluctuate for some instances.
For the parameterized track, we submitted a simplified version of our solver, which gives
slightly better performance on smaller and easier instances. For example, it does not use
the degree heuristic for hitting set and the initial cycles are simply all cycles of length 3.
The solver does not make use of the given cutwidth ordering – still, it solves all instances in
about a minute total.
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