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Abstract
We describe Crossy, an exact solver for One-sided Crossing Minimization (OSCM) that ranked 5th
in the Parameterized Algorithms and Computational Experiments (PACE) Challenge 2024 (Exact
and Parameterized Track). Crossy applies a series of reductions and subsequently transforms the
input into an instance of Weighted Directed Feedback Arc Set (WDFAS), which is then formulated
in incremental MaxSAT. We use the recently introduced concept of User Propagators for CDCL
SAT solvers in order to dynamically add cycle constraints.
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1 Preliminaries

Given a bipartite graph G = (A, B, E) and a linear ordering on the vertices of A, the
One-sided Crossing Minimization problem asks for a linear ordering ≺ on the vertices of B

that minimizes the number of crossings of a straight-line drawing when placing the vertices
in A and B on two parallel lines in the respective order. To enable some of our reduction
rules, it is convenient to relax the problem and allow the input to be a multigraph.

For u, v ∈ B, define c(u, v) to be the number of crossings between the edges incident to
u and v when u ≺ v. Moreover, we call u ≺ v the natural order of u and v if and only if
c(u, v) < c(v, u). Since in any solution either u ≺ v or v ≺ u, we get a simple lower bound
on the number of crossings:

∑
u,v∈B min(c(u, v), c(v, u)).

The penalty graph of an OSCM-instance is a directed graph on the vertices of B. In
order to penalize pairs of vertices that do not appear in their natural order, we add an arc
u → v carrying weight c(u, v) − c(v, u) for any pair u, v ∈ B with c(u, v) > c(v, u). Note that
the weight of a Minimum Weight Feedback Arc Set in the penalty graph equals the minimum
number of crossings in the corresponding OSCM-instance above its lower bound [8].

We say that we commit u ≺ v if we only look for solutions where u appears before v. To
model this knowledge in the penalty graph, we insert an arc u → v with infinite weight in
this case.
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Figure 1 A configuration with u ≺ v. S is the set of vertices between u and v. The sets Xi

partition the neighborhood of S. The figure is adapted from [3].

2 Reduction rules

After merging twins in B and removing isolated vertices, we apply two sets of reduction rules:
one specific to OSCM and the other consisting of general-purpose rules for the Weighted
Directed Feedback Arc Set problem.

2.1 Rules for OSCM
We utilize two well-known rules for OSCM that we call Planar Ordering and Transitivity, and
introduce a new rule, Dominance.

Planar Ordering If there is a pair of vertices u, v ∈ B such that c(u, v) = 0, commit u ≺ v.
Transitivity If u ≺ v and v ≺ w, commit u ≺ w.
The Planar Ordering reduction rule is due to Dujmovic and Whitesides [4]; see their work for
the proof of correctness. The Transitivity rule is straightforward.

Before we formally define Dominance, consider the following argument showing that the
natural order u ≺ v is optimal, in a certain case. Assume by contradiction that u ≺ v is not
optimal, and consider an optimal ordering where v appears before u instead. Let S be the
set of vertices between v and u in this ordering, i.e., S = {w ∈ B | v ≺ w ≺ u}.

In order for u ≺ v not to be optimal, the number of crossings caused by v ≺ S ≺ u must
be strictly less than the number of crossings caused by all configurations with u ≺ v, namely:
u ≺ S ≺ v, u ≺ v ≺ S, and S ≺ u ≺ v. If we can derive a contradiction for each possible set
S, we have proven that u ≺ v is optimal and are able to commit u ≺ v.

Inspired by the tabular analysis technique of Dujmovic, Fernau and Kaufmann [3], let
us categorize the neighbors of S into disjoint sets based on their relative position to the
neighbors of u and v, so that the neighbors in the same set are effectively indistinguishable
with respect to the condition above (see Figure 1).

By introducing variables describing the cardinality of those sets, we can express the
number of crossings for each configuration as a linear combination of these variables. Let
L(x, y, z) denote this linear combination for some configuration x ≺ y ≺ z. Now we can
derive a system of linear inequalities that must hold for u ≺ v not to be optimal:

L(v, S, u) < L(S, u, v)
L(v, S, u) < L(u, S, v)
L(v, S, u) < L(u, v, S).

Additionally, each variable can also be bounded by the number of edges outgoing from
each partition. Finally, we can use an LP solver to check the feasibility of this system of
inequalities, leading us to the following rule:

Dominance If there is a pair of vertices u, v ∈ B such that the LP derived from the above
analysis is infeasible, commit u ≺ v.

Thus, the Planar Ordering rule is a special case of the Dominance rule.
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Although Dominance runs in polynomial time, it is computationally expensive as it
requires solving a linear program for each vertex pair. To mitigate this, we use a weaker rule
that removes upper bound constraints and checks only pairwise inequality feasibility.

This can be done in linear time, resulting in O(|B| · |E|) for all OSCM-reductions.

2.2 Rules for WDFAS
Crossy proceeds to apply very general rules for the Weighted Directed Feedback Arc Set
problem on the penalty graph.

Strongly Connected Components Find a solution for each strongly connected component,
then combine the orderings following a topological ordering of the condensation graph.

Minimum Cut For each arc u → v, commit u ≺ v, if the weighted minimum cut separating
v from u does not exceed the weight of u → v.

Although the Minimum Cut rule can commit some pairs, our experiments show that the
additional computational cost is not justified. We therefore disable it in our implementation,
resulting in the overall running time of O(|B| · |E|) for all preprocessing steps.

3 Incremental MaxSAT formulation

Building on the work of the winning team of the PACE Challenge 2022 [6], we formulate the
Weighted Directed Feedback Arc Set problem as incremental MaxSAT problem, aiming to
hit all cycles in the penalty graph.

3.1 Encoding
For each arc u → v in the penalty graph, we introduce a variable xu→v representing the arc’s
inclusion in the solution. Each variable is assigned the negated weight of its corresponding
arc. If an arc has infinite weight, the variable is set to false. To encode a cycle constraint,
we add a disjunction of the variables corresponding to the arcs in that cycle.

Crossy starts by adding short cycles of length at most 4 to the MaxSAT instance explicitly.
All longer cycles are added dynamically later by the user propagator.

3.2 User Propagator
We modify UWrMaxSAT [7] to allow us to connect a user propagator to its underlying SAT
solver, CaDiCal [1]. The recently introduced IPASIR-UP interface [5] enables us to connect
user-defined propagators to CaDiCal without modifying the solver itself.

Our user propagator employs the concept of Cycle Propagation as introduced by Kiesel
and Schidler [6]. Assigning a negative literal xu→v indicates that the arc u → v is not
included in the solution and, therefore, remains in the graph. Following the SAT solver’s
decision, our user propagator detects if the current assignment would close a cycle. If a cycle
is detected, we add the corresponding cycle constraint to our MaxSAT instance, effectively
pruning the current branch.

We tackle incremental cycle detection with rollbacks by eagerly maintaining the depth of
each vertex. Upon each arc insertion, we recursively update the depths of affected vertices
and check for any newly formed cycles.

As many arcs have infinite weight and thus always remain in the graph, we first compute
the transitive reduction of this subgraph to reduce the workload for our cycle detection.
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4 Discussion

While its performance secured Crossy the 5th place in PACE 2024, there are some challenges
that arise due to its MaxSAT-based cycle-hitting formulation.

The penalty graph of an OSCM instance is known to be very dense, and our cycle-hitting
formulation can result in a large, potentially exponential, number of constraints, even with
the use of a user propagator. An alternative approach, employed by the top 3 teams, uses
transitivity constraints for each triplet of vertices in B, which appears to perform better.

Moreover, OSCM allows for the application of various effective primal heuristics that can
enhance ILP-based approaches but are not applicable to MaxSAT-based solvers like Crossy.

Finally, the performance of UWrMaxSAT in MaxSAT competitions benefits from running
SCIP [2] beforehand. This dependency poses a significant drawback for Crossy, as SCIP
cannot take advantage of the user propagator.
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