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Abstract
In the Vertex Cover Knapsack problem, we are given an undirected graph G = (V, E), with
weights (w(u))u∈V and values (α(u))u∈V of the vertices, the size s of the knapsack, a target value
p, and the goal is to compute if there exists a vertex cover U ⊆ V with total weight at most s,
and total value at least p. This problem simultaneously generalizes the classical vertex cover and
knapsack problems. We show that this problem is strongly NP-complete. However, it admits a
pseudo-polynomial time algorithm for trees. In fact, we show that there is an algorithm that runs in
time O

(
2tw · n · min{s2, p2}

)
where tw is the treewidth of G. Moreover, we can compute a (1 − ε)-

approximate solution for maximizing the value of the solution given the knapsack size as input
in time O

(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

and a (1 + ε)-approximate solution to minimize the
size of the solution given a target value as input, in time O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

for every ε > 0. Restricting our attention to polynomial-time algorithms only, we then consider
polynomial-time algorithms and present a 2 factor polynomial-time approximation algorithm for
this problem for minimizing the total weight of the solution, which is optimal up to additive o(1)
assuming Unique Games Conjecture (UGC). On the other hand, we show that there is no ρ factor
polynomial-time approximation algorithm for maximizing the total value of the solution given a
knapsack size for any ρ > 1 unless P = NP.

Furthermore, we show similar results for the variants of the above problem when the solution
U needs to be a minimal vertex cover, minimum vertex cover, and vertex cover of size at most k

for some input integer k. Then, we consider set families (equivalently hypergraphs) and study the
variants of the above problem when the solution needs to be a set cover and hitting set. We show that
there are Hd and f factor polynomial-time approximation algorithms for Set Cover Knapsack
where d is the maximum cardinality of any set and f is the maximum number of sets in the family
where any element can belongs in the input for minimizing the weight of the knapsack given a
target value, and a d factor polynomial-time approximation algorithm for d-Hitting Set Knapsack
which are optimal up to additive o(1) assuming UGC. On the other hand, we show that there
is no ρ factor polynomial-time approximation algorithm for maximizing the total value of the
solution given a knapsack size for any ρ > 1 unless P = NP for both Set Cover Knapsack and
d-Hitting Set Knapsack.

2012 ACM Subject Classification Theory of computation → Approximation algorithms analysis

Keywords and phrases Knapsack, vertex cover, minimal vertex cover, minimum vertex cover, hitting
set, set cover, algorithm, approximation algorithm, parameterized complexity

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.27

Related Version Full Version: https://arxiv.org/abs/2406.01057 [8]

© Palash Dey, Ashlesha Hota, Sudeshna Kolay, and Sipra Singh;
licensed under Creative Commons License CC-BY 4.0

35th International Symposium on Algorithms and Computation (ISAAC 2024).
Editors: Julián Mestre and Anthony Wirth; Article No. 27; pp. 27:1–27:17

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:palash.dey@cse.iitkgp.ac.in
https://cse.iitkgp.ac.in/~palash/
https://orcid.org/0000-0003-0071-9464
mailto:ashleshahota.23@kgpian.iitkgp.ac.in
https://orcid.org/0009-0009-8805-4583
mailto:skolay@cse.iitkgp.ac.in
https://cse.iitkgp.ac.in/~skolay/
https://orcid.org/0000-0002-2975-4856
mailto:sipra.singh@iitkgp.ac.in
https://doi.org/10.4230/LIPIcs.ISAAC.2024.27
https://arxiv.org/abs/2406.01057
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


27:2 Knapsack with Vertex Cover, Set Cover, and Hitting Set

1 Introduction

A vertex cover of an undirected graph is a set of vertices that contains at least one endpoint
of every edge. For a real-world application of vertex cover, consider a city network G where
the vertices are the major localities of the city, and we have an edge between two vertices if
the distance between their corresponding locations is less than, say, five kilometers. A retail
chain wants to open a few stores in the city in such a way that everyone (including the people
living between any two major localities) in the city has a retail shop within five kilometers.
The cost of opening a store depends on location. We can see that the company needs to
compute a minimum weight vertex cover of the G to open stores with the minimum total cost,
where the weight of a vertex is the cost of opening a store at that location. However, each
store has the potential to generate non-core revenue, say from advertising. In such a scenario,
the company may like to maximize the total non-core revenue without compromising its
core business, which it will accomplish by opening stores at the vertices of a vertex cover.
This is precisely what we call Vertex Cover Knapsack. In this problem, we are given an
undirected graph G = (V, E), with weights (w(u))u∈V and values (α(u))u∈V of the vertices,
the size s of the knapsack, a target value p, and the goal is to compute if there exists a vertex
cover U ⊆ V with w(U) =

∑
u∈U w(u) ⩽ s, and α(U) =

∑
u∈U α(u) ⩾ p.

We study several natural variations of this problem: (i) k-Vertex Cover Knapsack
where the solution should be a vertex cover of size at most k for an integer input k, (ii)
Minimal Vertex Cover Knapsack where the solution should be a minimal vertex cover,
and (iii) Minimum Vertex Cover Knapsack where the solution should be a minimum
vertex cover.

We then consider the hypergraphs or equivalently set families. There, we consider the
knapsack generalization of the set cover and hitting set problems. In Set Cover Knapsack,
we are given a collection S1, . . . , Sm of subsets of a universe [n], with weights (w(j))j∈[m]
and values (α(j))j∈[m] for the sets, the size s of the knapsack, a target value p, and the goal
is to compute if there exists a set cover of total weight at most s and total value at least p.
On the other hand, we have a collection S1, . . . , Sm of d sized subsets of a universe [n] with
weights in d-Hitting Set Knapsack (w(j))j∈[n] and values (α(j))j∈[n] for the elements,
the size s of the knapsack, a target value p, and the goal is to compute if there exists a
hitting set of total weight at most s and total value at least p.

1.1 Contributions
We study these problems under the lens of classical complexity theory, parameterized
complexity, polynomial-time approximation, and FPT-approximation. We summarize our
results in Table 1.

We now give a high-level overview of the techniques used in our results. For the f -
approximation algorithm for Set Cover Knapsack, the dual LP of a configuration LP
relaxation has two types of constraints: intuitively speaking, one set of constraints handles
the knapsack part while the other set takes care of the set cover requirement. We first
increase some dual variables iteratively so that some of the dual constraints corresponding to
the knapsack part of the problem become tight. We pick the sets corresponding to these
constraints. If this gives a valid set cover, then we are done. Otherwise, we increase some
dual constraints iteratively corresponding to the set cover part of the problem until we satisfy
the set cover requirements. The first part of our Hd-approximation algorithm is the same as
the f -approximation algorithm. In the second part, we use the greedy algorithm for the set
cover problem to pick more sets if the sets picked in the first part do not form a set cover.
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Table 1 Summary of results. tw : treewidth of the graph, s : size of knapsack, p : target value of
knapsack, ε : any real number greater than zero, n : number of vertices or size of the universe, f : the
maximum number of sets where any element belongs, d : maximum size of any set, ρ : any poly-time
computable function. ⋆ : size of knapsack is input. † : bag size is input. ‡ : target value is input.

Knapsack variant Results

Vertex Cover

• Strongly NP-complete (Observation 4)
• NP-complete for star graphs (Observation 8)
• Poly-time 2-approx. to minimize weight† (Corollary 17)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 21)

• O
(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Vertex Cover of size ⩽ k

• Strongly NP-complete (Corollary 5)
• NP-complete for star graphs (Observation 9)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 23)

• O
(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Minimum Vertex Cover

• NP hard (Observation 7)
• NP-complete for trees (Observation 11)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 22)

• O
(
2tw · poly(n, 1/ε, , log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Minimal Vertex Cover

• Strongly NP-complete (Observation 6)
• NP-complete for trees (Theorem 10)
• No poly-time approx. algorithm neither to
maximize value⋆ nor to minimize weight† (Theorem 20)
• O

(
16tw · nO(1) · min{s2, p2}

)
(Theorem 24)

• O
(
16tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Theorem 25)
• O

(
16tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Set Cover

• Strongly NP-complete (Observation 12)
• Poly-time f-approx. to minimize weight† (Theorem 15)
• Poly-time Hd-approx. to minimize weight† (Theorem 18)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)

d-Hitting Set
• Strongly NP-complete (Observation 13)
• Poly-time d-approx. to minimize weight† (Corollary 16)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)

Our fixed-parameter pseudo-polynomial time algorithms with respect to treewidth for
the variants of vertex cover knapsack combine the idea of pseudo-polynomial time algorithm
and the dynamic programming algorithm for vertex cover with respect to treewidth. Then,
we use these algorithms in a black-box fashion to obtain FPT-approximation algorithms.

ISAAC 2024
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1.2 Related Work
The classical knapsack problem admits a fully polynomial time approximation scheme
(FPTAS) [25, 27]. Since our paper focuses on generalizations of knapsack to some graph
theoretic problems and their extension to hypergraphs, we discuss only those knapsack
variants directly related to ours.

Yamada et al. [28] proposed heuristics for knapsack when there is a graph on the items, and
the solutions need to be an independent set. Many intractability results in special graph classes
and heuristic algorithms based on pruning, dynamic programming, etc. have been studied
for this independent set knapsack problem [18, 19, 23, 1, 17, 5, 21, 24, 14, 13, 2, 22]. Dey et
al. [9] studied the knapsack problem with graph-theoretic constraints like - connectedness,
paths, and shortest path.

Note that our Vertex Cover Knapsack also generalizes the classical weighted vertex
cover problem, for which we know a polynomial-time 2-approximation algorithm which is the
best possible approximation factor up to additive ε > 0 that one can achieve in polynomial
time assuming Unique Games Conjecture [25, 27]. On the parameterized side, there is a long
line of work on designing a fast FPT algorithm for vertex cover parameterized by the size k of
a minimum vertex cover, with the current best being O

(
1.25284k · nO(1)) [16]. Later, Peter

Damaschke [7] proved that it is solvable in time O
(
1.62k · nO(1)). Boria et al. [4] showed

that there is a polynomial time n−1/2 approximation algorithm and inapproximable within
the ratio nε−1/2 in polynomial time unless P = NP, where ε > 0.

Various approximation algorithms have been studied for the Set Cover problem with
approximation ratios f where f is the maximum number of sets that any element can belong
and Hd where d is the maximum cardinality of any set, and Hd is the d-th harmonic number.
These approximation factors are tight up to additive ε > 0 under standard complexity-
theoretic assumptions [10, 20, 27, 25].

2 Preliminaries

We denote the set {1, 2, . . .} of natural numbers with N. For any integer ℓ, we denote the sets
{1, . . . , ℓ} and {0, 1, . . . , ℓ} by [ℓ] and [ℓ]0 respectively. We now define our problems formally.
Our first problem is Vertex Cover Knapsack, where we need to find a vertex cover that
fits the knapsack and meets a target value. A vertex cover of a graph is a subset of vertices
that includes at least one end-point of every edge. Formally, it is defined as follows.

▶ Definition 1 (Vertex Cover Knapsack). Given an undirected graph G = (V, E), weight
of vertices (w(u))u∈V , value of vertices (α(u))u∈V , size s of knapsack, and target value p, com-
pute if there exists a vertex cover U ⊆ V of G with weight w(U) =

∑
u∈U w(u) ⩽ s and value

α(U) =
∑

u∈U α(u) ⩾ p. We denote an any instance of it by (G, (w(u))u∈V , (α(u))u∈V , s, p).

The k-Vertex Cover Knapsack, Minimum Vertex Cover Knapsack, Minimal
Vertex Cover Knapsack problems are the same as Definition 1 except we require the
solution U to be respectively a vertex cover of size at most k for an input integer k, a
minimum cardinality vertex cover, a minimal vertex cover.

The treewidth of a graph quantifies the tree likeness of a graph [6]. Informally speaking,
a tree decomposition of a graph is a tree where every node of the tree corresponds to some
subsets of vertices, called bags, and the tree should satisfy three properties: (i) every vertex
of the graph should belong to some bag, (ii) both the endpoints of every edge should belong
to some bag, and (iii) the set of nodes of the tree containing any vertex should be connected.
We refer to [8] for the formal definition of a tree decomposition, a nice tree decomposition,
and the treewidth of a graph.
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Extending the notion of vertex cover to hypergraphs, we define the
Set Cover Knapsack problem where we need to compute a set cover that fits
the knapsack and achieves a maximum value. Formally, we define it as follows.

▶ Definition 2 (Set Cover Knapsack). Given a collection F = {S1, . . . , Sm} of sub-
sets of a universe [n] with weights (wj)j∈[m] and values (αj)j∈[m] of the sets, size s of
knapsack, and target value p, compute if there exists a set cover J ⊆ [m] of weight
w(J ) =

∑
j∈J wj ⩽ s and value α(J ) =

∑
j∈J αj ⩾ p. We denote any instance of it

by ([n],F , (wj)j∈[m], (αj)j∈[m], s, p).

We also define d-Hitting Set Knapsack, where we need to compute a hitting set that
fits the knapsack and achieves at least the target value; here, items have weights and values.

▶ Definition 3 (d-Hitting Set Knapsack). Given a collection F = {S1, . . . , Sm} of
subsets of a universe [n] of size at most d with weights (wi)i∈[n] and values (αi)i∈[n] of the
items, size s of knapsack, and target value p, compute if there exists a hitting set I ⊆ [n] of
weight w(I) =

∑
i∈I wi ⩽ s and value α(I) =

∑
i∈I αi ⩾ p. We denote any instance of it by

([n],S, (wi)i∈[n], (αi)i∈[n], s, p).

If not mentioned otherwise, we use n to denote the number of vertices for problems
involving graphs and the size of the universe for problems involving a set family; m to
indicate the number of edges for problems involving graphs and the number of sets in the
family of sets for problems involving a set family; tw to denote the treewidth of the graph; s

to represent the size of knapsack, and p to denote the target value of solution.

3 Results: Classical NP Completeness

In this section, we present our NP-completeness results. Our first results show that Vertex
Cover Knapsack is strongly NP-complete, that is, it is NP-complete even if the weight and
value of every vertex are encoded in unary. We reduce from the classical Vertex Cover
problem, where the goal is to find a vertex cover of cardinality at most some input integer
k. Vertex Cover is known to be NP-complete even for 3 regular graphs [11, folklore]. To
reduce a Vertex Cover instance to a Vertex Cover Knapsack instance, we define the
weight and value of every vertex to be 1, and the size and target value to be k. In the interest
of space, we omit the proofs of a few of our results. They are marked (⋆). We refer to [8] for
the detailed algorithm with proof of correctness and the analysis of its running time.

▶ Observation 4. Vertex Cover Knapsack is strongly NP-complete.

The same reduction in Observation 4 also shows that k-Vertex Cover Knapsack is
strongly NP-complete.

▶ Corollary 5. k-Vertex Cover Knapsack is strongly NP-complete.

In the Maximum Minimal Vertex Cover problem, the goal is to compute if there
exists a minimal vertex cover of cardinality at least some input integer. A vertex cover of
a graph is called minimal if no proper subset of it is a vertex cover. Maximum Minimal
Vertex Cover is known to be NP-complete [15, 3]. We show that the same reduction as in
the proof of Observation 4 except starting from an instance of Maximum Minimal Vertex
Cover instead of Vertex Cover, proves that Minimal Vertex Cover Knapsack is
strongly NP-complete.

▶ Observation 6 (⋆). Minimal Vertex Cover Knapsack is strongly NP-complete.

ISAAC 2024
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We show similar results for Minimum Vertex Cover Knapsack except that it does
not belong to NP unless the polynomial hierarchy collapses.

▶ Observation 7 (⋆). Minimum Vertex Cover Knapsack is strongly NP-hard.

We show next that Vertex Cover Knapsack is NP-complete even if the underlying
graph is a tree by reducing it from the classical Knapsack– simply add the knapsack items
as leaves of a star graph. However, it turns out that they are not strongly NP-complete for
trees. We will see in Section 5 that they admit pseudo-polynomial time algorithms for trees.

▶ Observation 8 (⋆). Vertex Cover Knapsack is NP-complete for star graphs.

By setting k to be the number of leaves, the reduction in the proof of Observation 8 also
shows NP-completeness for k-Vertex Cover Knapsack.

▶ Observation 9 (⋆). k-Vertex Cover Knapsack is NP-complete for star graphs.

Note that the reduction from Knapsack to Vertex Cover Knapsack for star graphs
does not work for Minimal Vertex Cover Knapsack and Minimum Vertex Cover
Knapsack. Indeed, for star graphs, both the problems admit polynomial-time algorithms.
Nevertheless, we are able to show that both the problems are (not strongly) NP-complete for
trees.

▶ Theorem 10 (⋆). Minimal Vertex Cover Knapsack is NP-complete for trees.

▶ Observation 11 (⋆). Minimum Vertex Cover Knapsack is NP-complete for trees.

Note that, since the size of a minimum vertex cover in a tree can be computed in
polynomial time thanks to König’s Theorem [26], Minimum Vertex Cover Knapsack
belongs to NP.

We show similar results for Set Cover Knapsack and d-Hitting Set Knapsack also
by reducing from respectively unweighted set cover and unweighted d-hitting set, both of
which are known to be NP-complete [12].

▶ Observation 12 (⋆). Set Cover Knapsack is strongly NP-complete.

▶ Observation 13 (⋆). d-Hitting Set Knapsack is strongly NP-complete.

4 Results: Polynomial Time Approximation Algorithms

In this section, we focus on the polynomial-time approximability of our problems. For all
the problems in this paper, we study two natural optimization versions: (i) minimizing the
weight of the solution given a target value as input and (ii) maximizing the value of the
solution given knapsack size as input. We first consider minimizing the weight of the solution.

A natural integer linear programming formulation of Vertex Cover Knapsack is the
following.

minimize
∑

u∈V w(u)xu

Subject to:
xu + xv ⩾ 1,∀(u, v) ∈ E∑
u∈V

α(u)xu ⩾ p

xu ∈ {0, 1},∀u ∈ V (1)

We replace the constraints xu ∈ {0, 1}, with xu ⩾ 0, ∀u ∈ V to obtain linear programming
(abbreviated as LP) relaxation of the integer linear program (abbreviated as ILP).
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▶ Observation 14. The relaxed LP of the ILP 1 has an unbounded integrality gap. To
see this, consider an edgeless graph on two vertices v1 and v2. Let w(v1) = 0, w(v2) = 1,
α(v1) = p− 1 and α(v2) = p. The optimal solution to ILP sets xv1 = 0, xv2 = 1, for a total
weight of 1. However, the optimal solution to the relaxed LP sets xv1 = 1, xv2 = 1/p and has
a total weight of 1/p. Thus, in this case, the integrality gap is at least 1

1/p = p.

To tackle Observation 14, we strengthen the inequality
∑

u∈V α(u)xu ⩾ p. This allows us
to obtain an f approximation algorithm even for the more general Set Cover Knapsack
problem that we present now. In particular, in addition to having a constraint for every
element of the universe, we have a constraint for every A ⊆ F of sets such that α(A) =∑

i∈A α(i) < p where p is the target value given as input. We define the residual value
pA = p − α(A). Given the set A, we simplify the problem on the sets F − A, where the
target value is now pA. We also reduce the value of each set Si ∈ F −A to be the minimum
of its own value and pA, i.e., let αA(i) = min(α(i), pA). We can now give the following
Integer linear programming formulation of the problem:

minimize
∑

i∈[m] w(i)xi

Subject to: ∑
i:ej∈Si

xi ⩾ 1,∀ej ∈ U∑
i∈F−A

αA(i)xi ⩾ pA,∀A ⊆ F

xi ∈ {0, 1},∀i ∈ [m]

We replace the constraints xi ∈ {0, 1}, with xi ⩾ 0 to obtain the LP relaxation of the ILP.
The dual of the LP relaxation is :

maximize
∑

A:A⊆F pAyA +
∑

j∈[n] yj

Subject to: ∑
j:ej∈Si

yj ⩽ w(i),∀Si ∈ F∑
A⊆F :i ̸∈A

αA(i)yA ⩽ w(i),∀i ∈ F

yA ⩾ 0,∀A ⊂ F

In our primal-dual algorithm, we begin with dual feasible solution y = 0 and partial
solution A = ∅. We pick one set in every iteration until the value of the set A of sets becomes
at least the target value p. We increase the dual variable yA in every iteration until the
dual constraint for some set i ∈ F −A becomes tight. We then pick that set in our solution
and continue. After this loop terminates, the value of the set A of sets is at least the target
value p. At that point, if A is a set cover, then we output A. Otherwise, till there exists an
element ej of the universe that is not covered by A, we increase the dual variable yj until
the dual constraint for some set ℓ with ej ∈ Sl becomes tight. We then include Sℓ in A and
continue. We present the pseudocode of our algorithm in Algorithm 1.

▶ Theorem 15. Algorithm 1 is an f -approximation algorithm for the Set Cover Knapsack
problem for minimizing the weight of the solution, where f is the maximum number of sets
in the family where any element belongs.

ISAAC 2024
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Algorithm 1 Primal-dual f -approximation algorithm for Set Cover Knapsack.

1: y ← 0,A ← ∅
2: while α(A) < p do
3: Increase yA until for some i ∈ F −A,

∑
B⊆F :i ̸∈B αB(i)yB = w(i)

4: A ← A∪ {i}
5: end while
6: X ← A,A′ ← A
7: while ∃ej ̸∈

⋃
i∈A′ Si do

8: Increase yj until there is some t with ej ∈ St such that
∑

j:ej∈St
yj = w(t)

9: A′ ← A∪ {t}
10: end while
11: return A′

Proof. Let ALG be the weight of the set cover A′ output by Algorithm 1. Then

ALG =
∑
i∈A′

w(i)xi

=
∑
i∈X

w(i)xi +
∑

i∈A′−X
w(i)xi

Let OPT be the optimal weight of the Set Cover Knapsack instance, set i picked in
the i-th iteration of the first while loop (which we can assume without loss of generality by
renaming the sets), and l the set selected by the algorithm at the last iteration of the first
while loop. Since the first while loop terminates when α(A) ⩾ p, we know that α(X ) ⩾ p;
since set l was added to X , it must be the case that before l was added, the total value of
A was less than p, so that α(X − {l}) < p. For i ∈ [l], we define Ai = [i] as the set of sets
picked in the first i iterations of the first while loop and C = {Ai : i ∈ [l]}. We observe that
a dual variable yB is non-zero only if B ∈ C. Since we pick only tight sets, we have∑

i∈X
w(i) =

∑
i∈X

∑
B⊆F :i/∈B

αB(i)yB =
∑
i∈X

∑
B∈C:i/∈B

αB(i)yB.

Reversing the double sum, we have∑
i∈X

∑
B∈C:i/∈B

αB(i)yB =
∑
B∈C

yB
∑

i∈X −B
αB(i).

Note that in any iteration of the algorithm except the last one, adding the next set i

to the current sets in A did not cause the value of the knapsack to become at least p; that
is, α(i) < p− α(A) = pA at that point in the algorithm. Thus, for all sets i ∈ A except l,
αA(i) = min(α(i), pA) = α(i), for the point in the algorithm at which A was the current set
of sets. Thus, we can rewrite∑

i∈X −A
αA(i) = αA(l) +

∑
i∈X −A:i ̸=l

αA(i) = αA(l) + α(X − {l})− α(A).

Note that αA(l) ⩽ pA by definition, and as argued at the beginning of the proof
α(X − {l}) < p so that α(X − {l})− α(A) < p− α(A)) = pA; thus, we have that

αA(l) + α(X − {l})− α(A) < 2pA
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which is the same as saying∑
i∈X −B

αB(i) < 2pB for every B ∈ C.

Therefore,∑
i∈X

w(i) =
∑
B∈C

yB
∑

i∈X −B
αB(i) < 2

∑
B:B∈C

pByB = 2
∑

B⊆F :i/∈B

pByB

where the last equality follows from the fact that yB = 0 if B /∈ C.
Our algorithm picks sets in A ′ \X in the second while loop if the set of sets picked in the

first while loop does not form a set cover. We now upper bound
∑

i∈A′\X w(i) as follows.∑
i∈A′\X

w(i) =
∑

i∈A′\X

∑
j∈[n]:ej∈Si

yj =
∑

j∈[n]

|{i ∈ A′ \ X : ej ∈ Si}|yj ⩽ f
∑

j∈[n]

yj

The first equality follows from the fact that only tight sets are picked. We now bound ALG.

ALG =
∑
i∈A′

w(i)xi

=
∑
i∈X

w(i)xi +
∑

i∈A′−X
w(i)xi

⩽ 2
∑

A:A⊆I

pAyA + f
∑

j∈[n]

yj

⩽ f

 ∑
A:A⊆I

pAyA +
∑

j∈[n]

yj


= fOPT ◀

We note that our algorithm is a combinatorial algorithm based on the primal-dual
framework – in particular, we use LPs only to design and analyze our algorithm. We do not
need to solve any LP. We obtain approximation algorithms for the Vertex Cover Knapsack
and d-Hitting Set Knapsack problems as corollaries of Theorem 15 by reducing these
problems to Set Cover Knapsack.

▶ Corollary 16 (⋆). There exists a d-approximation algorithm for d-Hitting Set Knapsack
for minimizing the weight of the solution. The algorithm is combinatorial in nature and
based on the primal-dual method.

▶ Corollary 17 (⋆). There exists a 2-approximation algorithm for Vertex Cover Knapsack
for minimizing the weight of the solution. The algorithm is combinatorial in nature and
based on the primal-dual method.

We next present a Hd-approximation algorithm for Set Cover Knapsack where d is
the maximum cardinality of any set in the input instance and Hd =

∑d
i=1

1
i is the d-th

harmonic number. The idea is to run the first while loop of Algorithm 1, and then, if the
selected sets do not cover the universe, then, instead of the second while loop of Algorithm 1,
we pick sets following the standard greedy algorithm for minimum weight set cover. We show
that the algorithm achieves an approximation factor of max(2, Hd) by analyzing it using the
dual fitting technique.
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Algorithm 2 Max(2, Hd)-approximation algorithm for Set Cover Knapsack.

1: y ← 0,A ← ∅
2: while α(A) < p do
3: Increase yA until for some i ∈ F −A,

∑
B⊆F :i ̸∈B αB(i)yB = w(i)

4: A ← A∪ {i}
5: end while
6: X ← A,U ′ ← U −

⋃
i∈X Si,F ′ ← F −X , I ← ∅, Ŝi ← Si for all i ∈ F ′

7: while I is not a set cover for U ′ do
8: l← arg mini:Ŝi ̸=∅

w(i)
|Ŝi|

9: I ← I ∪ {l}
10: Ŝi ← Ŝi − Sl for all i ∈ F ′

11: end while
12: return X ∪ I

▶ Theorem 18. Algorithm 2 is a max(2, Hd)-approximation algorithm for the
Set Cover Knapsack problem for minimizing the weight of the solution, where d is the
maximum cardinality of any set in the input.

Proof. We follow the same notation defined in Algorithm 2 in this proof. Since the first part
of Algorithm 2 is the same as the first part of Algorithm 1, from the proof of Theorem 15,
we have∑

i∈X
w(i) < 2

∑
B⊆F :i/∈B

pByB.

To bound the sum of weights of the sets in I, we use the dual fitting technique. In
particular, we will first construct an assignment of dual variables (yj)j∈[n] with

∑
i∈I wi =∑n

j=1 yj . However, (yj)j∈[n] may not satisfy the dual constraints involving those variables.
However, and then show that y′

j = 1
Hd

yj , j ∈ [n] satisfies all dual constraints involving those
variables. We concretize this idea below.

Whenever Algorithm 2 includes a set Ŝi in I, we define yj = w(i)
|Ŝi| for each j ∈ Ŝi. Since

each j ∈ Ŝi is uncovered in iteration when Algorithm 2 picks the set Ŝi, and is then covered
for the remaining iterations of the algorithm (because we added subset Si to I), the dual
variable yj is set to a value exactly once. Furthermore, we see that

w(i) =
∑

i:j∈Ŝi

yj ,∀i ∈ I

since the weight w(i) of the set i is distributed among yj , j ∈ Ŝi. Hence, we have,∑
j∈I

w(i) =
n∑

i=1
yj .

We claim that y′
j = 1

Hd
yj for all j ∈ [n] satisfies the dual constraints involving these

variables. For that, we need to show that for each subset Si, i ∈ [m],∑
i:j∈Si

y′
j ⩽ w(i).

Pick an arbitrary subset Si and an arbitrary iteration k of the second while loop of Algorithm 2.
Let ℓ be the number of iterations that the second while loop of Algorithm 2 makes and ak

the number of elements in this subset that is still uncovered at the beginning of the k-th
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iteration, so that a1 = |Si|, and aℓ+1 = 0. Let Ak be the set of uncovered elements of Si

covered in the k-th iteration, so that |Ak| = ak − ak+1. If subset Sq is chosen in the k-th
iteration, then for each element j ∈ Ak covered in the k-th iteration, we have

y′
j = wq

Hd|Ŝq|
⩽

w(i)
Hdak

,

where Ŝq is the set of uncovered elements of Sq at the beginning of the k-th iteration. The
inequality follows because if Sq is chosen in the k-th iteration, it must minimize the ratio of
its weight to the number of uncovered elements it contains. Thus,

∑
i:ej∈Si

y′
j =

l∑
k=1

∑
j∈[n]:j∈Ak

y′
j

⩽
l∑

k=1
(ak − ak+1) w(i)

Hdak

⩽
w(i)
Hd

l∑
k=1

ak − ak+1

ak

⩽
w(i)
Hd

l∑
k=1

(
1
ak

+ 1
ak − 1 + · · ·+ 1

ak+1 + 1

)

⩽
w(i)
Hd

|Si|∑
i=1

1
i

= w(i)
Hd

H|Si|

⩽ w(i),

where the final inequality follows because |Si| ⩽ d. Hence, ((yB)B∈F , (y′
j)j∈[n]) is a dual

feasible solution. We now bound ALG as follows.

ALG =
∑
i∈X

w(i)xi +
∑
i∈I

w(i)xi

⩽ 2
∑

A:A⊆F

pAyA + Hd

∑
j∈[n]

yj

= max(2, Hd)

 ∑
A:A⊆F

pAyA +
∑

j∈[n]

yj


= max(2, Hd) · OPT ◀

The approximation guarantees of Theorems 15 and 18 are the best possible approximation
guarantees, up to any additive constant ε > 0, that any polynomial time algorithm hopes to
achieve, assuming standard complexity-theoretic assumptions.

▶ Theorem 19 (⋆). Let ε > 0 be any constant. Then we have the following:
1. There is no polynomial-time (1 − ε) ln n factor approximation algorithm for

Set Cover Knapsack unless every problem in NP admits a quasi-polynomial time
algorithm.

2. Assuming Unique Games Conjecture (UGC), there is no polynomial-time (1 − f) ln n

factor approximation algorithm for Set Cover Knapsack.
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3. Assuming Unique Games Conjecture (UGC), there is no polynomial-time (1 − d) ln n

factor approximation algorithm for d-Hitting Set Knapsack.

We next focus on maximizing the value of the solution given a knapsack size as input. Sur-
prisingly, for all the problems studied in this paper, we show that there is no ρ-approximation
algorithm for any of our problems for any ρ > 1.

▶ Theorem 20 (⋆). For any ρ > 1, there does not exist a ρ-approximation algorithm for max-
imizing the value of the solution given the size of the knapsack for Set Cover Knapsack,
d-Hitting Set Knapsack, Vertex Cover Knapsack, Minimal Vertex Cover Knap-
sack, Minimum Vertex Cover Knapsack, and k-Vertex Cover Knapsack unless
P = NP.

The inapproximability barriers of Theorems 19 and 20 can be overcome using the
framework of FPT-approximation. In particular, we will show FPT (1− ε)-approximation
algorithms, parameterized by the treewidth of the input graph, for all four variants of vertex
cover knapsack for maximizing the value of the solution.

5 Results: Parameterized Complexity

We study the four variants of Vertex Cover Knapsack using the framework of paramet-
erized complexity. For that, we consider the treewidth of the input graph as a parameter.
With respect to treewidth, we design algorithms that run in time single exponential in the
treewidth times polynomial in n (number of vertices), size s, and target value p of the
knapsack. We then use these algorithms to develop a (1− ε)-approximation algorithm for
maximizing the value of the solution that runs in time single exponential in the treewidth
times polynomial in the number n of vertices, 1/ε and

∑
v∈V α(v).

We know that there exists a O
(
2tw · twO(1) · n

)
time algorithm for the Vertex Cover

problem [6]. It turns out that it is relatively easy to modify that algorithm to design a
similar algorithm Vertex Cover Knapsack, k-Vertex Cover Knapsack, and Minimum
Vertex Cover Knapsack.

▶ Theorem 21 (⋆). There is an algorithm for Vertex Cover Knapsack with running
time O

(
2tw · nO(1) ·min{s2, p2}

)
.

It turns out that the main idea of the algorithm of Theorem 21 can be modified to obtain
algorithms for Minimum Vertex Cover Knapsack and k-Vertex Cover Knapsack
with similar running times.

▶ Theorem 22 (⋆). There is an algorithm for Minimum Vertex Cover Knapsack with
running time O

(
2tw · nO(1) ·min{s2, p2}

)
.

▶ Theorem 23 (⋆). There is an algorithm for k-Vertex Cover Knapsack with running
time O

(
2tw · nO(1) ·min{s2, p2}

)
.

However, the approach of Theorem 21 breaks down for Minimal Vertex Cover
Knapsack. This is so because a minimal vertex cover (unlike a vertex cover, a vertex cover
of size at most k, and a minimum vertex cover) of a graph may not be a minimal vertex
cover of some of its induced subgraphs. For this reason, it is not enough to keep track of
all minimal vertex covers of the subgraphs rooted at some tree node intersecting the bag at
certain subsets. Intuitively speaking, we tackle this problem by adding another subset of
vertices in the “indices” of the DP table that will be part of some minimal vertex cover of
some other induced subgraph.
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▶ Theorem 24. There is an algorithm for Minimal Vertex Cover Knapsack with
running time O

(
16tw · nO(1) ·min{s2, p2}

)
.

Proof. Let (G = (V, E), (w(u))u∈V , (α(u))u∈V , s, p) be an input instance of Minimal Ver-
tex Cover Knapsack and (T = (VT, ET),X ) a nice tree decomposition rotted at node r of
treewidth tw(G).

We define a function ℓ : VT → N. For a vertex t ∈ VT, ℓ(t) = distT(t, r), where r is the
root. Note that this implies that ℓ(r) = 0. Let us assume that the values that ℓ take over the
nodes of T are between 0 and L. For a node t ∈ VT, we denote the set of vertices in the bags
in the subtree rooted at t by Vt and Gt = G[Vt]. We now describe a dynamic programming
algorithm over (T,X ) for Minimal Vertex Cover Knapsack.
States. We maintain a DP table D where a state has the following components:
1. t represents a node in VT.
2. V1, V2 are subsets of the bag Xt, not necessarily disjoint.
3. V1 represents the intersection of Xt with a minimal vertex cover of the subgraph Gt[(Vt \

V2) ∪ V1].
Interpretation of States. For each node t ∈ T, V1, V2 ⊆ Xt and “undominated” minimal
vertex cover S of the induced graph Gt[(Vt \ V2) ∪ V1] such that S ∩ Xt = V1, we store
(w(S), α(S)) in the list D[t, V1, V2]. We say a minimal vertex cover S1 ⊆ (Vt \ V2) ∪
V1 dominates another minimal vertex cover S2 ⊆ (Vt \ V2) ∪ V1 if w(S1) ⩽ w(S2) and
α(S1) ⩾ α(S2) with at least one inequality being strict. We say a minimal vertex cover of
Gt[(Vt \V2)∪V1] undominated if no other minimal vertex cover of Gt[(Vt \V2)∪V1] dominates
it.

For each state D[t, V1, V2], we initialize D[t, V1, V2] to the list {(0, 0)}.
Dynamic Programming on D. We first update the table for states with nodes t ∈ VT such
that ℓ(t) = L. When all such states are updated, then we update states where the level
of node t is L − 1, and so on, till we finally update states with r as the node – note that
ℓ(r) = 0. For a particular j, 0 ⩽ j < L and a state [t, V1, V2] such that ℓ(t) = j, we can
assume that D[t, V1, V2] have been evaluated for all t′, such that ℓ(t′) > j and all subsets V ′

1
and V ′

2 of Xt′ . Now we consider several cases by which D[t, V1, V2] is updated based on the
nature of t in T:
1. Suppose t is a leaf node with Xt = {v} . Then D[t, v, ∅] = (w(v), α(v)), or D[t, ∅, v] =

(0, 0) and D[t, ∅, ∅] stores the pair (0, 0).
2. Suppose t is an introduce node. Then it has an only child t′ where Xt′ ∪ {u} = Xt. Then

for all S ⊆ Xt: If S is not a vertex cover of G[Xt], we set D[t, V1, V2] = (∞,∞).
Otherwise, we have three cases:
a. Case 1: If u ̸∈ V1 ∪ V2, then we copy each pair (w, α) from D[t′, V1, V2]
b. Case 2: If u ∈ V1 \ V2, then

i. we check if N(u) \ V1 ̸= ∅, then
A. for each pair (w, α) in D[t′, V1 \ {u}, V2], if w + w(u) ⩽ s, then we put (w +

w(u), α + α(u)) in D[t′, V1 \ {u}, V2] to D[t, V1, V2].
B. for each pair (w, α) in D[t′, V1 \ {u}, V2], if w + w(u) > s, we put (w, α) to

D[t, V1, V2].
ii. Otherwise we store (∞,∞).

c. Case 3: If u ∈ V2, then we set D[t, V1, V2] = D[t′, V1, V2 \ {u}].
3. Suppose t is a forget vertex node. Then it has an only child t′ where Xt ∪ {u} = Xt′ . We

copy all the pairs from D[t′, V1∪{u}, V2], D[t′, V1, V2∪{u}] and D[t′, V1, V2] to D[t, V1, V2]
and remove all dominated pairs.
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4. Suppose t is a join node. Then it has two children t1, t2 such that Xt = Xt1 = Xt2 .
Let (w(V1 ∩ V2), α(V1 ∩ V2)) be the total weight and value of the vertices in V1 ∩ V2.
Then for all W1, W2 ⊆ V1 ⊆ Xt, consider a pair (w1, α1) in D[t1, W1, W2 ∪ V2] and a
pair (w2, α2) in D[t2, W2, W1 ∪ V2]. Suppose w1 + w2 − w(V1 ∩ V2) ⩽ s. Then we add
(w1 + w2 − w(V1 ∩ V2), α1 + α2 − α(V1 ∩ V2)) to D[t, V1, V2].

Finally, in the last step of updating D[t, V1, V2], we go through the list saved in D[t, V1, V2]
and only keep undominated pairs.
Correctness of the algorithm. Recall that we are looking for a solution U that contains the
fixed vertex v that belongs to all bags of the tree decomposition. In each state we maintain
the invariant V1, V2 ⊆ Xt such that V1 = Xt∩ minimal vertex cover knapsack of Gt\ edges
incident on V2 \ V1. First, we show that a pair (w, α) belonging to D[t, V1, V2] for a node
t ∈ VT and a subset S of Xt corresponds to a minimal vertex cover knapsack H in Gt. Recall
that Xr = {v}. Thus, this implies that a pair (w, α) belonging to D[r, V1 = {v}, V2 = ∅)]
corresponds to a minimal vertex cover knapsack of G. Moreover, the output is a pair that is
feasible and with the highest value.

In order to show that a pair (w, α) belonging to D[t, V1, V2] for a node t ∈ VT and a
subset V1 of Xt corresponds to a minimal vertex cover knapsack of Gt\ edges incident on
V2 \ V1, we need to consider the cases of what t can be:
1. Leaf node: Recall that in our modified nice tree decomposition we have added a vertex v

to all the bags. Suppose a leaf node t contains a single vertex v, D[t, v, ∅] = (w(v), α(v)),
D[t, ∅, v] = (0, 0) and D[L, ∅, ∅] stores the pair (0, 0). This is true in particular when
j = L, the base case. From now we can assume that for a node t with ℓ(t) = j < L

and all subsets V1, V2 ⊆ Xt, D[t′, V ′′
1 , V ′′

2 ] entries are correct and correspond to minimal
vertex cover in Gt′\ edges incident on V ′′

2 \ V ′′
1 . when ℓ(t′) > j.

2. Introduce node: When t is an introduce node, there is a child t′. We are introducing
a vertex u and the edges associated with it in Gt. Since ℓ(t′) > ℓ(t), by induction
hypothesis all entries in D[t′, V ′′

1 = V1 \ {u}, V ′′
2 = V2 \ {u}], D[t′, V ′′

1 = V1 \ {u}, V ′′
2 =

V2], and D[t′, V ′′
1 = V1, V ′′

2 = V2 \ {u}], ∀ V ′′
1 , V ′′

2 ⊆ Xt′ are already computed and
feasible. We update pairs in D[t, V1, V2] from D[t′, V1 \ {u}, V2] or D[t′, V1, V2 \ {u}] or
D[t′, V1 \ {u}, V2 \ {u}] such that either u is considered as part of a minimal solution in
Gt\ edges incident on V2 \ V1 or not.

3. Forget node: When t is a forget node, there is a child t′. We are forgetting a vertex u and
the edges associated with it in Gt. Since ℓ(t′) > ℓ(t), by induction hypothesis all entries in
D[t′, V ′′

1 = V1∪{u}, V ′′
2 = V2], D[t′, V ′′

1 = V1, V ′′
2 = V2∪{u}], and D[t′, V ′′

1 = V1, V ′′
2 = V2],

∀ V ′′
1 , V ′′

2 ⊆ Xt′ are already computed and feasible. We copy each undominated (w, α)
pair stored in D[t′, V1 ∪ {u}, V2], D[t′, V1, V2 ∪ {u}] and D[t′, V1, V2] to D[t, V1, V2].

4. Join node: When t is a join node, there are two children t1 and t2 of t, such that
Xt = Xt1 = Xt2 . For all subsets V1 ⊆ Xt we partition V1 into two subsets W1 and W2
(not necessarily disjoint) such that W1 is the intersection of Xt1 with minimal solution
in the graph Gt1\ edges incident on (W2 ∪ V2) \W1. Similarly, W2 is the intersection of
Xt2 with minimal solution in the graph Gt2\ edges incident on (W1 ∪ V2) \W2. By the
induction hypothesis, the computed entries in D[t1, W1, W2 ∪ V2] and D[t2, W2, W1 ∪ V2]
where W1∪W2 = V1 are correct and store the non redundant minimal vertex cover for the
subgraph Gt1 in W1 and similarly, W2 for Gt2 . Now we add (w1 + w2 − w(V1 ∩ V2), α1 +
α2 − α{V1 ∩ V2))) to D[t, V1, V2].

What remains to be shown is that an undominated feasible solution U of Minimal
Vertex Cover Knapsack in G is contained in D[r, {v}, ∅]. Let w be the weight of U and
α be the value. Recall that v ∈ U . For each t, we consider the subgraph Gt and observe how
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the minimal solution S ′ interacts with Gt. Let V̂1, V̂2, . . . , V̂m be components of Gt ∩ U and
let for each 1 ⩽ i ⩽ m, Si = Xt∩ V̂i. Also, let V̂0 = Xt \U . Consider S = (V̂0, V̂1, V̂2, . . . , V̂m).
For each Si, we define subsets V1 and V2 such that V1, V2 ⊆ Si, and V1 ∪ V2 = Si, ∀i ∈ [m].
The algorithm updates in D[t, V1, V2] the pair (w′, α′) for the subsolution (Gt\ edges incident
on V2) ∩ U . Therefore, D[r, {v}, ∅] contains the pair (w, α). Thus, we are done.
Running Time. There are n choices for the fixed vertex v. Upon fixing v and adding it to
each bag of (T,X ), we consider the total possible number of states. Observe that the number
of subproblems is small: for every node t, we have only 2|Xt| choices for V1 and V2. Hence,
the number of entries of the DP table is O (4tw · n). For each state, since we are keeping
only undominated pairs, for each weight w there can be at most one pair with w as the first
coordinate; similarly, for each value α there can be at most one pair with α as the second
coordinate. Thus, the number of undominated pairs in each D[t, V1, V2] is at most min{s, p}
that can be maintained in time min{s2, p2}. Updating the entries of the join nodes has the
highest time complexity among all tree nodes, which is O

(
4tw · nO(1)). Hence, the overall

running time of our algorithm is O
(
16tw · nO(1) ·min{s2, p2}

)
. ◀

We now design a fully FPT-time approximation scheme for the Minimal Vertex Cover
Knapsack problem by rounding the values of the items so that α(V) is indeed a polynomial
in n. The idea is to scale down the value of every vertex of the input instance so that the
sum of values of the vertices that can be in the solution is polynomially bounded by input
length and solve the scaled-down instance using the algorithm in Theorem 24. We usually
scale down the values by dividing by (εαmax)/n. However, this approach does not work for
our problems since αmax is a lower bound on the optimal value for classical knapsack but not
necessarily for our vertex cover knapsack variants. We tackle this issue by iteratively guessing
upper and lower bounds of OPT thereby incurring an extra factor of poly

(∑
v∈V α(v)

)
.

▶ Theorem 25 (⋆). For every ε > 0, there is an (1− ε)-factor approximation algorithm for
Minimal Vertex Cover Knapsack for optimizing the value of the solution and running
in time O

(
16tw · poly

(
n, 1/ε, log

(∑
v∈V α(v)

)))
where tw is the treewidth of the input graph.

We obtain similar results for the other three variants of vertex cover knapsack for
optimizing the value of the solution.

▶ Corollary 26 (⋆). For every ε > 0, there are (1 − ε)-factor approximation al-
gorithms for Vertex Cover Knapsack, Minimum Vertex Cover Knapsack, and
k-Vertex Cover Knapsack for optimizing the value of the solution and running in time
O
(
2tw · poly

(
n, 1/ε, log

(∑
v∈V α(v)

)))
.

It turns out that we can use a similar idea as in Theorem 25 and Corollary 26 to design an
FPT time (1 + ε)-approximation algorithm, parameterized by treewidth, for all the variants
of vertex cover knapsack for minimizing the weight of the solution for every ε > 0.

▶ Theorem 27 (⋆). For every ε > 0, we have the following.
1. There is a (1 + ε)-factor approximation algorithm for Minimal Vertex Cover

Knapsack for optimizing the weight of the solution and running in time
O
(
16tw · poly

(
n, 1/ε, log

(∑
v∈V w(v)

)))
where tw is the treewidth of the input graph.

2. There are (1 + ε)-factor approximation algorithms for Vertex Cover Knapsack,
Minimum Vertex Cover Knapsack, and k-Vertex Cover Knapsack for optimizing
the weight of the solution and running in time O

(
2tw · poly

(
n, 1/ε, log

(∑
v∈V w(v)

)))
.
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6 Conclusion

We have studied the classical Knapsack problem with the graph theoretic constraints, namely
vertex cover and its interesting variants like Minimum Vertex Cover Knapsack, Minimal
Vertex Cover Knapsack, and k-Vertex Cover Knapsack. We further generalize this
to hypergraphs and study Set Cover Knapsack and d-Hitting Set Knapsack. We
have presented approximation algorithms for minimizing the size of the solution and proved
that the approximation factors are the best possible that one hopes to achieve in polynomial
time under standard complexity-theoretic assumptions. However, to maximize the value of
the solution, we obtain strong inapproximability results. Fortunately, we show that there
exist FPT algorithms parameterized by the treewidth of the input graph (for vertex cover
variants of knapsack), which can achieve (1− ε)-approximate solution.
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