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Abstract
Vertex splitting is a graph operation that replaces a vertex v with two nonadjacent new vertices
u, w and makes each neighbor of v adjacent with one or both of u or w. Vertex splitting has been
used in contexts from circuit design to statistical analysis. In this work, we generalize from specific
vertex-splitting problems and systematically explore the computational complexity of achieving
a given graph property Π by a limited number of vertex splits, formalized as the problem Π
Vertex Splitting (Π-VS). We focus on hereditary graph properties and contribute four groups of
results: First, we classify the classical complexity of Π-VS for graph properties characterized by
forbidden subgraphs of order at most 3. Second, we provide a framework that allows one to show
NP-completeness whenever one can construct a combination of a forbidden subgraph and prescribed
vertex splits that satisfy certain conditions. Using this framework we show NP-completeness when
Π is characterized by sufficiently well-connected forbidden subgraphs. In particular, we show that
F -Free-VS is NP-complete for each biconnected graph F . Third, we study infinite families of
forbidden subgraphs, obtaining NP-completeness for Bipartite-VS and Perfect-VS, contrasting
the known result that Π-VS is in P if Π is the set of all cycles. Finally, we contribute to the study
of the parameterized complexity of Π-VS with respect to the number of allowed splits. We show
para-NP-hardness for K3-Free-VS and derive an XP-algorithm when each vertex is only allowed to
be split at most once, showing that the ability to split a vertex more than once is a key driver of the
problems’ complexity.
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1 Introduction

Vertex splitting is the graph operation in which we take a vertex v, remove it from the graph,
add two descendants v1, v2 of v, and make each former neighbor of v adjacent with v1, v2, or
both. Vertex splitting has been used in circuit design [28, 31], the visualization of nonplanar
graphs in a planar way [2, 4, 11,12,24,30], improving force-based graph layouts [10], in graph
clustering with overlaps [1,3,5,14], in statistics [9,20] (see [14]), in subgraph counting [18,32],
and variants of vertex splitting in which we may make the copies adjacent play roles in graph
theory [25, 29], in particular in Fleischner’s Splitting Lemma [16] and in Tutte’s theorem
relating wheels and general three-connected graphs [33]. Such a variant of vertex splitting
can also be thought of as an inverse operation of vertex contraction, which is an underlying
operation of the graph parameters twinwidth (see, e.g., [6]) and fusion-width [7, 17].
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In some of the above applications, we are given a graph and want to establish a graph
property by splitting the least number of times: In circuit design, we aim to bound the longest
path length [28, 31], when visualizing non-planar graphs we aim to establish planarity [2, 11,
12,30] or pathwidth one [4], and in statistics and when clustering with overlaps we want to
obtain a cluster graph (a disjoint union of cliques) [1, 3, 9, 14,20].

This motivates generalizing these problems by letting Π be any graph property (a family
of graphs) and studying the problem Π Vertex Splitting (Π-VS): Given a graph G and an
integer k, is it possible to apply at most k vertex split operations to G to obtain a graph in Π?
The above-mentioned graph properties are closed under taking induced subgraphs and thus we
mainly focus on this case. For graph operations different from vertex splitting the complexity
of establishing graph properties Π is well studied, such as for deleting vertices (e.g., [26, 27]),
adding or deleting edges (see the recent survey [8]), or edge contractions (e.g., [19,21–23]). In
this work, we aim to start this direction for vertex splitting, that is, how can we characterize
for which graph properties Π-VS is tractable? Our main focus here is the classical complexity,
that is, NP-hardness vs. polynomial-time solvability, but we also touch on the parameterized
complexity with respect to the number of allowed splits.

Our results are as follows. Each graph property Π that is closed under taking induced
subgraphs is characterized by a family F of forbidden induced subgraphs. We also write Π
as Free≺(F). It is thus natural to begin by considering small forbidden subgraphs. We
classify for each family F that contains graphs of order at most 3 whether Free≺(F)-VS is
polynomial-time solvable or NP-complete. Indeed, it is NP-complete precisely if F contains
only the path P3 on three vertices or a triangle K3:

▶ Theorem 1.1 (⋆). Let F be a set of graphs containing graphs of at most three vertices
each. Then, Free≺(F)-VS is NP-complete if F = {P3} or F = {K3} and is in P otherwise.

The polynomial-time results use a plethora of different approaches and also extend to
Threshold-VS and Split-VS. The NP-hardness for Π = Free≺({K3}) can be shown using
a reduction from the Vertex Cover problem. In this reduction, we replace each edge of
a graph by a K3. It is then not hard to show a correspondence between splitting a set of
at most k vertices to destroy all induced K3 and a vertex cover of size at most k for the
original graph. Together with our results below, we also obtain NP-completeness for each
connected forbidden subgraph F with four vertices except for P4s and claws K1,3, for which
the complexity remains open.

Second, the hardness construction for K3-free graphs indicates that high connectivity
in forbidden subgraphs makes Π-VS hard and thus we explored this direction further. As
the naïve approach breaks down in the general setting, we reduce from a special variant of
Vertex Cover and develop a framework for showing NP-hardness of Π-VS whenever one
can use forbidden induced subgraphs to construct certain splitting configurations (Section 3).
That is, a graph H together with a recipe specifying distinguished vertices that will be
connected to the outside of H and how to split them. Essentially, if one can provide a
splitting configuration that avoids introducing new forbidden subgraphs and that decreases
the connectivity to the outside well enough, then we can use such a configuration to give a
hardness construction. We then provide ways to obtain such splitting configurations, allowing
us to show the following hardness results, where we write Free⊆(F) to exclude the graphs
in F as subgraphs, rather than induced subgraphs:

▶ Theorem 1.2 (⋆). Let F be a family of graphs.
1. If F consists of a single biconnected graph, then Free≺(F)-VS and Free⊆(F)-VS are

NP-complete.
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2. If all graphs in F are triconnected and the family has bounded diameter, then Free≺(F)-VS
and Free⊆(F)-VS are NP-hard.

3. If all graphs in F are 4-connected, then Free≺(F)-VS and Free⊆(F)-VS are NP-hard.
NP-completeness in item 2 and 3 holds when Free≺/⊆(F) is decidable in polynomial time.

Third, the above results do not cover the case where F is the family of all cycles, and
this must be so because Forest-VS is polynomial-time solvable [4, 13]. However, we show
that if we forbid only cycles of at most a certain length, or all cycles of odd length, then
Π-VS becomes NP-complete again. This hardness extends also to perfect graphs:

▶ Theorem 1.3 (⋆). Bipartite-VS and Perfect-VS are NP-complete.

The hardness construction for Bipartite Vertex Splitting is similar to the one for
Free≺({K3})-VS mentioned above. The nontrivial part of the proof is, given a vertex cover,
how to split vertices such that the resulting graph is two-colorable. By carefully checking all
the possible configurations of vertices in the vertex cover and splitting them in the right way,
we obtain subconfigurations that are two-colorable and whose colorings can be combined
into a two-coloring for the whole graph. The reduction for Perfect Vertex Splitting
uses five-vertex cycles instead of K3’s and the correctness additionally uses a degree-based
argument to show that the graph after splitting is also odd-anti-hole-free and thereby perfect.

Finally, we contribute to the parameterized complexity of Π-VS with respect to the
number k of allowed vertex splits. Previously it was known that Π-VS is fixed-parameter
tractable when Π is closed under taking minors [30], when Π = Free≺({P3}) [13, 14], and
when Π consists of graphs of pathwidth one or when Π is MSO2-definable and of bounded
treewidth [4]. In contrast, we observe that Free≺({K3})-VS is NP-hard even for k = 2:

▶ Theorem 1.4 (⋆). Free≺({K3})-VS is NP-complete for two splits.

The idea behind this result is to reduce from 3-Coloring on K3-free graphs: Barring the
technical details, we add a universal vertex u to a graph G, and gadgets to ensure that
the vertex u must be split. Then, the constraint that two adjacent vertices v, w in G need
to be colored differently translates to the constraint that v and w need to be adjacent to
different descendants of u. The crux herein is that one can split a vertex multiple times: In
contrast, if we instead can split each vertex at most once, resulting in the problem Shallow
Triangle-Free Vertex Splitting, then we obtain an XP algorithm:

▶ Theorem 1.5 (⋆). Shallow Triangle-Free Vertex Splitting, parameterized by
the number k of splits, admits an O(

√
2k2

· nk+3)-time XP algorithm.

The basic idea is that we can guess which vertices are split and how they are split with
respect to each other. Formulating the condition that the guess was correct can then be
done using a 2-SAT formula.

Due to space constraints, we only provide details for the dichotomy result for small
forbidden subgraphs (Theorem 1.1) and the framework for proving Theorem 1.2. All remaining
results are marked with ⋆ and are proved in the full version of this paper [15].

1.1 Preliminaries
General (Graph) Notation. For a function f : A → B, we let Domain(f) := A and
Range(f) := {b | ∃a ∈ A : f(a) = b}. For a set X, we let P(X) be its power set. Unless
stated otherwise, all graphs are undirected and without parallel edges or self-loops. Let G
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be a graph with vertex set V (G) and edge set E(G). We denote the neighborhood of a
vertex v ∈ V (G) by NG(v). The graph induced by a vertex set V ′ ⊆ V (G) is written as
G[V ′]. For u, v ∈ V (G), we write uv as a shorthand for {u, v}, G − v for G[V (G) \ {v}],
degG(v) for |NG(v)|, dG(u, v) for the length of a shortest path from u to v if there is one
and ∞ otherwise, and diam(G) for the diameter of G, that is, maxu,v∈V (G) dG(u, v). We
denote the complement of G by G. The graph Kn is the complete graph on n vertices and
Cn the cycle graph of n vertices. If a graph G is isomorphic to a graph H, we write G ≃ H.
The circumference of a graph G is the length of a longest cycle of G if G it is not acyclic
and zero otherwise. A k-subdivision of a graph G is a graph obtained by replacing each of
G’s edges uv with a path u, puv

1 , puv
2 , . . . , puv

k , v, where puv
1 , puv

2 , . . . , puv
k are new vertices. We

mark directed graphs G⃗ with an arrow. For an arc uv ∈ E(G⃗), u is the source vertex and v

is the target vertex. All directed graphs are oriented, that is, for each uv ∈ E(G⃗), we have
vu ̸∈ E(G⃗). We denote the in-neighborhood by N−

G⃗
(·) and the out-neighborhood by N+

G⃗
(·).

A directed graph G⃗ is an orientation of G if the underlying undirected graph of G⃗ is G.

Vertex Splitting. Let G be a graph, v ∈ V (G), and V1, V2 subsets of NG(v) such that
V1 ∪ V2 = NG(v). Furthermore, let v1 and v2 denote two fresh vertices, that is, {v1, v2} ∩
V (G) = ∅. Consider the graph G′ that is obtained from G by deleting v, and adding v1
and v2 such that NG′(v1) = V1 and NG′(v2) = V2. Then, we say G′ was obtained from G

by splitting v (via a vertex split). If V1 ∩ V2 = ∅, we speak of a disjoint vertex split, and if
either V1 = ∅ or V2 = ∅, we say the split is trivial. Furthermore, we say v was split into v1
and v2, and call these vertices the descendants of v. Conversely, v is called the ancestor of v1
and v2. Finally, consider an edge v1w (resp. v2w) of G′. We say that the edge vw of G was
assigned to v1 (resp. v2) in the split, and call v1w (resp. v2w) a descendant edge of vw.

A splitting sequence of k splits is a sequence of graphs G0, G1, . . . , Gk, such that Gi+1 is
obtainable from Gi via a vertex split for i ∈ {0, . . . , k − 1}. The notion of descendant vertices
(resp. ancestor vertices) is extended in a transitive and reflexive way (that is, a vertex is its
own ancester and descendant) to splitting sequences.

Later, the following shorthand notation will be useful: Let H be a graph, v ∈ V (H),
X1, X2 ⊆ NH(v) with X1 ∪ X2 = NH(v), and v1, v2 two distinct vertices. Further, let H ′ be
the graph obtained by splitting v into v1 and v2 while setting NH′(v1) = X1, NH′(v2) = X2.
Then, we identify H ′ with the shorthand Split(H, v, X1, X2, v1, v2).

Embeddings and Hereditary Graph Properties. For graphs G and H, we write Emb≺(G, H)
(resp. Emb⊆(G, H)) to denote the set of all induced embeddings of G in H (resp. subgraph
embeddings), that is, the set of all injective f : V (G) → V (H) where ∀uv ∈ V (G)2 : uv ∈
E(G) ⇐⇒ f(u)f(v) ∈ E(H) (resp. ∀uv ∈ V (G)2 : uv ∈ E(G) =⇒ f(u)f(v) ∈ E(H) ). In
case Emb≺(G, H) ̸= ∅ (resp. Emb⊆(G, H) ̸= ∅), we write G ≺ H (resp. G ⊆ H) and say G

is an induced subgraph (resp. a subgraph) of H.
For a set of graphs F , we write Free≺(F) (resp. Free⊆(F)) to denote the set of graphs

where G ∈ Free≺(F) (resp. G ∈ Free⊆(F)) iff Emb≺(F, G) = ∅ (resp. Emb⊆(F, G) = ∅) for
all F ∈ F . Set F is the set of forbidden induced subgraphs (resp. forbidden subgraphs) that
characterize the hereditary (graph) property Free≺(F) (resp. Free⊆(F)).

2 Properties Characterized by Small Forbidden Induced Subgraphs

We now give an outline of the characterization of Π-VS for Π characterized by families F of
forbidden induced subgraphs with at most three vertices. The full version of this section is
given in the full version of this paper [15]. First, we can make several simple observations: If
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one of K0, K1, K2, or K2 is forbidden and it is present in the input graph, then there is no
way to destroy these forbidden subgraphs with vertex splitting and hence we can immediately
return a failure symbol. This gives a trivial algorithm if K0 ∈ F or K1 ∈ F . Moreover, if
K2 ∈ F , then the input graph is a clique or we can return failure. Since splitting introduces
a K2, instance (G, k) is positive if and only if (G, 0) is positive, which we can check in
polynomial time. Similarly, if K2 ∈ F , then the input graph is an independent set or we can
return failure. Through splitting, we can only introduce more independent vertices and thus
(G, k) is positive if and only if (G, 0) is positive.

It follows that we can focus on families F that contain subgraphs with exactly 3 vertices,
that is, F ⊆ {P3, P3, K3, K3}. If F contains P3 or K3 but neither P3 nor K3, then we have
a similar observation as above: P3 and K3 cannot be destroyed by vertex splits and thus
(G, k) is positive if and only if (G, 0) is, which is checkable in polynomial time.

It thus remains to classify families F ⊆ {P3, P3, K3, K3} that contain P3 or K3. If
F = {P3} then Free≺(F)-VS is NP-complete by a result of Firbas et al. [14, Theorem 4.4]. If
F = {K3} then NP-completeness follows from Theorem 1.2 or Theorem 1.4, which we prove
below. However, if we combine P3 and K3 or if we add P3 and/or K3 then the problems
once again become polynomial-time solvable for subtle and different reasons:

For F = {P3, K3} all solution graphs are the union of an independent set and a matching
and there is essentially only one minimal sequence of vertex splits. In the case where
{K3, K3} ⊆ F we can apply Ramsey-type arguments to show that an algorithm only needs
to check for a constant number of different yes-instances. If P3 ∈ F we can observe that
destroying any P3 or K3 necessarily introduces a P3, which cannot be removed afterwards.

This takes care of all cases for F except F = {P3, K3}. For this case we can observe that
the graphs resulting from a splitting solution are cluster graphs, disjoint unions of cliques,
with at most two clusters (cliques). As K3 cannot be destroyed by vertex splitting, the
input graph may only contain P3s. Furthermore, P3s can only be destroyed by splitting their
midpoints. It is thus intuitive that the input graph of a yes-instance must consist of two
cliques that may overlap and, furthermore, the overlap must not exceed the number k of
allowed splits. This is indeed what we can show and, moreover, such graphs can be recognized
in polynomial time. This finishes the outline of our characterization and we obtain:

▶ Theorem 1.1 (⋆). Let F be a set of graphs containing graphs of at most three vertices
each. Then, Free≺(F)-VS is NP-complete if F = {P3} or F = {K3} and is in P otherwise.

Our polynomial-time results for split- and threshold graphs (⋆) use the observation that
destroying some of their forbidden subgraphs by splitting, namely P4, C4, or C5, necessarily
creates another forbidden subgraph C4, reducing the problem to checking whether the input
graph has the respective property. This seems to be a general principle worthy of further
exploration.

3 A General Framework to Show NP-hardness

In this section, we introduce a reduction framework and employ it to show NP-hardness
of Π-VS characterized by a type of well-connected forbidden subgraphs. For each fixed
ℓ ∈ N, consider the 2ℓ-Subdivided Cubic Vertex Cover problem: Given a tuple (G∗, k),
where G∗ is a 2ℓ-subdivision of a cubic graph G and k ∈ N, is there a vertex cover C of
G∗ with |C| ≤ k? The NP-hardness of this problem for each ℓ ∈ N follows from a result by
Uehara [34] and “folklore” techniques. Nevertheless, we provide a formal proof in the the full
version of this paper [15].
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Informally, our reduction works as follows: For a given set of forbidden subgraphs F ,
to show the NP-hardness of either Free≺(F)-VS or Free⊆(F)-VS, we reduce from 2ℓ-
Subdivided Cubic Vertex Cover to the chosen problem. Here, ℓ will depend on
the choice of F .

Consider an instance (G, k) of the selected vertex cover problem. To build an instance of
the vertex-splitting problem in question, we select some H ∈ F and designate two “endpoint”
vertices of H. Then we replace each of G’s edges with a copy of H (we call this copy an edge
gadget) and keep k the same.

It is straightforward to see that, if one can split the constructed graph at most k times
while destroying all forbidden graphs F , one can find a corresponding vertex cover of G of
size at most k: Analogous to how a vertex cover needs to “hit” each edge of G, the splits
performed in the constructed graph need to destroy all the inserted forbidden copies of H.

The converse direction, that is, to show how a vertex cover of G can be used to destroy
all forbidden subgraphs in the construction, is substantially more involved. Essentially, for
each vertex in the vertex cover, we split in a particular way the corresponding vertex in the
construction where edge gadgets meet (which we call an attachment point). This way, we
can easily destroy all “original” embeddings of H. The hard part is to ensure that apart
from these embeddings of H, by performing the construction and then the splits, no new
embeddings of forbidden subgraphs of F are introduced.

To make the above outline precise, we first introduce the concept of a splitting configuration.
Intuitively, a splitting configuration consists of a graph H, a selection of two of its vertices a

and b, which we call H’s a-end and b-end, and an encoding of a specific strategy of how to
split a and b in H.

▶ Definition 3.1. Let H be a graph, a, b ∈ V (H) distinct vertices, A1, A2 ⊆ NH(a), and
B1, B2 ⊆ NH(b), such that A1 ∪ A2 = NH(a), B1 ∪ B2 = NH(b), and A1, A2, B1, B2 are
non-empty. Then, (H, a, A1, A2, b, B1, B2) is called a splitting configuration. If A1 ∩ A2 =
B1 ∩ B2 = ∅, we speak of a disjoint splitting configuration. Furthermore, we say the splitting
configuration is based on F if H ∈ F .

Going forward, we aim to show how, depending on F , one can find a suitable ℓ and
a splitting configuration based on F such that the described reduction is guaranteed to
be correct. We now make precise how to perform the construction. To specify which way
(a-end, b-end) or (b-end, a-end) to insert the edge gadgets, we arbitrarily orient the graph G

from the Vertex Cover instance to obtain a directed graph G⃗ as the “skeleton” graph.
Furthermore, we also need a splitting configuration C (that also encodes the gadget-graph
H and its a/b-ends to use). To simplify the correctness proof later on, we explain a more
general construction than used in the reduction. That is, in addition, the construction takes
a subset S of G⃗’s vertices as input; this set S specifies that the corresponding attachment
points should be split in the construction according to the splitting configuration. When
computing the reduction, we simply set S = ∅. See Figure 1 for a concrete example.

Towards defining Constr(G⃗, C, S). Below, whenever we encounter a graph G′ that is a
copy of a graph G, we use vG′ to denote the vertex that corresponds to v ∈ V (G) in G′. We
also do likewise for sets of vertices. Let G⃗ be a directed, oriented graph without loops, C a
splitting configuration with C = (H, a, A1, A2, b, B1, B2), and S ⊆ V (G). We aim to define
the graph Constr(G⃗, C, S) and the map χConstr(G⃗,C,S) which we will use to refer to particular
subsets of vertices in the construction in the correctness proofs later on. For this we first
define how to obtain the edge gadget graphs (He for each e ∈ E(G⃗)), a map α that specifies
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Hv2v1 ≃ Hv3v1

α(v2v1, 1, b)
α(v2v1, 2, b)

α(v2v1, 1, a)
α(v2v1, 2, a)

Hv3v4

α(v3v4, 2, b)
α(v3v4, 1, b)

α(v3v4, 1, a)
α(v3v4, 2, a)

Hv4v2

α(v4v2, 1, b)
α(v4v2, 2, b)

α(v4v2, 2, a)
α(v4v2, 1, a)

u3

H

u4

u1

u2

v1

v3

v2

v4

Constr(G⃗, C, S)

χ(v4)

χ(v1v2)

β(v4, 2)

β(v2, 1)β(v1, 1)

β(v3, 1)

β(v4, 1)

β(v1, 2) β(v2, 2) β(v3, 2)

G⃗

Figure 1 Example of Definition 3.2. The construction Constr(G⃗, C, S) is carried out for the
“skeleton” graph G⃗, the splitting configuration C given by (H, u2, {u1}, {u3}, u3, {u1}, {u2, u4}), and
the set of vertices S = {v4} marked in yellow. The edge gadget graph is H; its “a-end” is u2 and its
“b-end” is u3. The subscript of χ, Constr(G⃗, C, S), is dropped for brevity.

the attachment points inside the edge gadgets, and a map β that specifies which attachment
points stemming from distinct edge gadgets should be merged to form the final attachment
points where edge gadgets meet.

Towards defining He, with each arc e = vavb ∈ E(G⃗), we associate a fresh copy of H

and call it H ′
e. The vertices aH′

e , bH′
e and the sets of vertices A

H′
e

1 , A
H′

e
2 , B

H′
e

1 , B
H′

e
2 denote the

corresponding vertex (resp. set of vertices) of H in its copy, H ′
e. We obtain He by splitting a

subset of {aH′
e , bH′

e} in H ′
e. Whether we split zero, one, or two vertices is dictated by S (aH′

e

is split iff va ∈ S, bH′
e is split iff vb ∈ S); the precise manner vertices are split is dictated

by the splitting configuration C. More specifically, the neighborhoods of the descendant
vertices of aH′

e (resp. bH′
e) are given by A

H′
e

1 , A
H′

e
2 (resp. B

H′
e

1 , B
H′

e
2 ). With this, we can

specify formally how He is obtained from each e = vavb of E(G⃗):

He :=



H ′
e if va ̸∈ S, vb ̸∈ S,

Split(H ′
e, aH′

e , A
H′

e
1 , A

H′
e

2 , aHe
1 , aHe

2 ) if va ∈ S, vb ̸∈ S,

Split(H ′
e, bH′

e , B
H′

e
1 , B

H′
e

2 , bHe
1 , bHe

2 ) if va ̸∈ S, vb ∈ S, and
Split

(
Split(H ′

e, aH′
e , A

H′
e

1 , A
H′

e
2 , aHe

1 , aHe
2 ),

bH′
e , B∗

1 , B∗
2 , bHe

1 , bHe
2
)

otherwise,

where B∗
1 (resp. B∗

2) denote the descendant vertices of B
H′

e
1 (resp. B

H′
e

2 ) with respect to
the split described by Split(H ′

e, aH′
e , A

H′
e

1 , A
H′

e
2 , aHe

1 , aHe
2 ).1 The set {He | e ∈ E(G⃗)} of edge

gadgets provides the basic building blocks of Constr(G⃗, C, S). Note that the vertex sets of
all He with e ∈ E(G⃗) are disjoint; to construct the final graph Constr(G⃗, C, S), we join the
edge gadgets according to the structure of G⃗.

1 This additional care is required to cover the case when a and b are neighbors in H.
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For this purpose, we designate two numbered attachment points for the a-end, and two
numbered attachment points for the b-end of each He, where an attachment point is a
possibly empty subset of He’s vertices. We denote the attachment points with the map
α(·, ·, ·), defined as follows: For a given e ∈ E(G⃗), x ∈ {a, b}, i ∈ {1, 2} we set

α(e, i, x) :=


{xHe

i } if vx ∈ S,

{xHe} if vx ̸∈ S ∧ i = 1, and
∅ if vx ̸∈ S ∧ i = 2.

To join the edge gadgets, we define two equivalence classes for each v ∈ V (G⃗), stemming
from the circumstance that we have two attachment points per edge gadget end. The
set of equivalence classes is given by

⋃
v∈V (G⃗){β(v, 1), β(v, 2)}, where for each v ∈ V (G⃗)

and i ∈ {1, 2}, we define

β(v, i) :=
{( ⋃

u∈N−
G⃗

(v)

α(uv, i, b)
)

∪

( ⋃
u∈N+

G⃗
(v)

α(vu, i, a)
)}

.

See Figure 1 for a concrete example of α(·, ·, ·) and β(·, ·).

▶ Definition 3.2. The graph Constr(G⃗, C, S) is built by composing all (He)e∈E(G⃗) into a
single graph and merging all equivalent vertices into one representative vertex each.

Later on, we will need to refer to specific vertex-subsets of the construction: For G∗ =
Constr(G⃗, C, S) and a given edge e ∈ E(G⃗), we write χ(e)G∗ for the set of vertices in G∗ that
stem from e’s edge gadget (including the descendants of the gadgets “attachment”-vertices
which are in general not unique to e); For a given vertex v ∈ V (G⃗), we write χ(v)G∗ to refer
to either the set of the single “attachment”-vertex in G∗ corresponding to v if v ̸∈ S, and
the two descendants of said vertex otherwise. See Figure 1 for a concrete example of χ(·). A
formal definition of χ is provided in the full version of this paper [15].

Abstracting from a single instantiation of our construction, we also introduce notation to
capture the class of all possible constructions based on a given splitting configuration and an
undirected graph together with all of its vertex covers.

▶ Definition 3.3. Let G be a simple graph and C a splitting configuration. Then, we write
AllConstr(G, C) to describe the set of all graphs Constr(G⃗, C, S), where G⃗ is an orientation
of G and S ⊆ V (G) is a vertex cover of G.

3.1 Proving the Correctness of the Reduction
In this subsection, we define the property of admissibility for a splitting configuration C

and show that, when using an admissible splitting configuration for the construction, the
reduction outlined above is correct. The next subsection then deals with finding admissible
splitting configurations for various classes of hereditary properties.

The backward direction of the correctness proof, that is, extracting a vertex cover from
a splitting sequence that destroys all forbidden subgraphs, is straightforward and works
independently of the choice of C and ℓ (⋆). However, the forward direction, where we
use a vertex cover to find a splitting sequence that destroys all forbidden subgraphs in the
construction, is more difficult. Here, the choice of C and ℓ will matter. We are given a vertex
cover of the “skeleton graph” G⃗ and split all of the attachment points in the construction
according to a corresponding splitting configuration. In the final graph of the splitting

https://arxiv.org/abs/2401.16296
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sequence, the whole construction needs to be free of embeddings of forbidden (induced)
subgraphs. This can be rephrased as two separate properties that a splitting configuration
must guarantee when applying our construction to any conceivable instance of 2ℓ-Subdivided
Cubic Vertex Cover and splitting it according to a vertex cover:

There are no embeddings of forbidden (induced) subgraphs reaching from one edge gadget
to a neighboring edge gadget.
There are no embeddings of forbidden (induced) subgraphs contained entirely within any
individual edge gadget.

In Definition 3.4, we formalize both these requirements. Note that the requirement on F to
be of bounded diameter will serve to guarantee that a suitable L can be found.

▶ Definition 3.4. Let F be a family of graphs of bounded diameter with H ∈ F and C =
(H, a, A1, A2, b, B1, B2) a splitting configuration. Furthermore, let L := 2 · maxF ∈F diam(F ).
Then, C is called separating for F if for all graphs G that are an L-subdivision of some cubic
graph, we have

∀G∗ ∈ AllConstr(G, C) : ∀F ∈ F : ∀π ∈ Emb⊆(F, G∗) : ∃e ∈ E(G) : Range(π) ⊆ χG∗(e).

Furthermore, if AllConstr(K2, C) ⊆ Free⊆(F), we say that C is intra-edge embedding-free
for F . Finally, the splitting configuration C is called admissible for F if it is both separating
for F as well as intra-edge embedding-free for F .

If such an admissible splitting configuration is known to exist, the converse direction
of the correctness proof is straightforward (⋆). The following NP-hardness result follows
directly by combining both directions:

▶ Lemma 3.5 (⋆). Let F be a family of graphs of bounded diameter and let C be a splitting
configuration admissible for F . Then, Free≺(F)-VS and Free⊆(F)-VS are NP-hard.

3.2 Biconnected Forbidden Subgraphs and Beyond

We just established a method for obtaining NP-hardness for vertex-splitting problems,
provided an appropriate admissible splitting configuration exists. This subsection addresses
how to find such splitting configurations for the case of biconnected, triconnected, and
4-connected forbidden (induced) subgraphs.

Towards this goal, we define a last piece of notation: the width of a splitting configuration,
denoted by wdt(·), represents the minimum distance between the two descendants of a split
endpoint, a and b, respectively, after H has been split according to the splitting configuration.

First, we deal with biconnectedness. To that end we show that, given a splitting
configuration of a certain width that is not separating (for some family of graphs F of
bounded diameter and circumference), we can derive a new splitting configuration of increased
width (Lemma 3.6). Since we cannot apply this process ad infinitum (when restricted to F
of bounded circumference), we will arrive at a separating splitting configuration (⋆).

▶ Lemma 3.6. Let F be a family of biconnected graphs of bounded diameter and let C0 =
(H0, a0, A0

1, A0
2, b0, B0

1 , B0
2) be a disjoint splitting configuration of finite width with H0 ∈ F

that is not separating for F . Then, there exists a disjoint splitting configuration C1 =
(H1, a1, A1

1, A1
2, b1, B1

1 , B1
2) with H1 ∈ F of finite width satisfying wdt(C1) > wdt(C0).
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a1 b1

≥L︷ ︸︸ ︷

χG∗(v)

: G′

: G

: P ∗

x y

χG∗(vw)χG∗(vw)χG∗(uv)

u v w

...

: Range(π)

: χG∗(e) in G∗ for e ∈ E(G)

...

Figure 2 Illustration accompanying Lemma 3.6. The black ovals denote the edge gadgets in G∗,
G is displayed in green, and the underlying graph G′ is rendered in blue. The gray area shows the
range of a hypothetical embedding π of F in G∗, that has to “go around” in the construction, since
it cannot span across the intersection of edge gadgets χG∗ (v). Additionally, in yellow, the path P ∗

traversing the embedding is shown.

Proof. As C0 is not separating for F , there is a graph G that is an L-subdivision of some
cubic graph G′, G∗ ∈ AllConstr(G, C0), F ∈ F with π ∈ Emb⊆(F, G∗), as well as

L := 2 · max
F ∈F

diam(F ),

Range(π) ∩ (χG∗(uv) \ χG∗(v)) ̸= ∅, and
Range(π) ∩ (χG∗(vw) \ χG∗(v)) ̸= ∅.

In other words, G∗ is a graph constructed according to Definition 3.2 using a highly subdivided
cubic graph (G) as a basis, where its edges were replaced by some forbidden graph H ∈ F ,
and was split at the “attachment points” of edge gadgets according to some vertex cover of
G′ and the splitting configuration C0. For this graph, we are provided a witness certifying
that the splitting configuration C0 is not separating with respect to F in the form of an
embedding π of F ∈ F into G∗, where the embedding of F is not constrained to a single
edge gadget, but rather uses vertices of at least two neighboring edge gadgets (of edges
uv, vw ∈ E(G′)), χG∗(uv) and χG∗(vw), such that the embedding is not entirely contained
in the shared intersection χG∗(v). Notice that π(·)−1 refers to vertices of F , whereas π(·)
refers to vertices of G∗. See Figure 2 for an illustration.

We now show that π−1(χG∗(v) ∩ Range(π)) is a vertex separator of F , that is, if these
vertices are deleted from F , the resulting graph is disconnected. We show this basically by
observing that F can be embedded into G∗ in a particular way (as witnessed by π), and
since G∗ has certain structural features, these carry over to F , leading to a contradiction.

Suppose that π−1(χG∗(v) ∩ Range(π)) is not a vertex separator of F . Then, all neighbors
of π−1(χG∗(v)∩Range(π)) in V (F )\π−1(χG∗(v)∩Range(π)) are pairwise connected via some
path in F not using any of π−1(χG∗(v)∩Range(π)) each. Select any one of these paths and call
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it P . Without loss of generality, P starts with a vertex of π−1((χG∗(uv) \ χG∗(v))∩Range(π))
and ends in a vertex of π−1((χG∗(vw) \ χG∗(v)) ∩ Range(π)). Due to the existence of π, we
know that P ∗ := π(P ) gives an isomorphic path in G∗. Since P does not use vertices of
π−1(χG∗(v) ∩ Range(π)), P ∗ does not use vertices of χG∗(v).

By construction of G∗, all paths connecting the first and last vertex of P ∗ in G∗ that are
constrained to the union of the vertex sets of both edge gadgets, that is to χG∗(uv)∪χG∗(vw),
must traverse the intersection of both edge gadgets, that is, χG∗(uv) ∩ χG∗(vw) = χG∗(v).
But P ∗ does not intersect with χG∗(v), hence it is not one of these paths. Therefore, P ∗

must traverse G∗ using edge gadgets the “other way around”, that is, not use the direct
connection.

Observe that P ∗ induces a path corresponding to the edge gadgets it traverses in G,
which in turn induces a path of length at least three in the underlying cubic graph G′. At
least one of these edges in G′, say xy, must be fully traversed by P ∗ in the corresponding part
of G∗. Thus, there are x′, y′ ∈ V (P ∗) where x′ ∈ χG∗(x) ∩ V (P ∗) and y′ ∈ χG∗(y) ∩ V (P ∗).
The distance between x′ and y′ in G∗ is at least L = 2 · maxF ∈F diam(F ), the number of
times xy is subdivided in G. But then π−1(x′) and π−1(y′), vertices of F , have distance of
at least L in F as well, a contradiction to the choice of L. Thus, π−1(χG∗(v) ∩ Range(π)) is
a vertex separator of F . Furthermore, since |χG∗(v)| ≤ 2 and F is biconnected, the vertex
separator contains exactly two vertices. We shall denote its two elements by a1 and b1.

We continue exploiting the structure of F to obtain a splitting configuration satisfying the
conditions of this lemma. Let D be any connected component of F \ {a1, b1}. Suppose there
is only one edge of the form dv with d ∈ V (D) and v ∈ {a1, b1} in E(F ). Then, F could not
be biconnected, for the removal of a single vertex (either a1 or b1) would suffice to render
F disconnected. Thus, there is a path P 1 from a1 to b1 in F with P 1 ⊆ V (D) ∪ {a1, b1}.
Since G∗ was constructed with respect to the splitting configuration C0, we notice that
|P 1| ≥ wdt(C0).

Let X be the vertex set of some distinct connected component of F \ {a1, b1}, and
let Y := V (F ) \ ({a1, b1} ∪ X). We notice that a1b1 ̸∈ E(F ), since π(a1) and π(b1) are
descendants of the same split in the construction of G∗. Furthermore, X and Y form a
partition of V (F ) \ {a1, b1}. Thus, we may define a new disjoint splitting configuration C1

as follows:

C1 := (F, a1, A1
1, A1

2, b1, B1
1 , B1

2), where
A1

1 := NF (a1) ∩ X,

A1
2 := NF (a1) ∩ Y,

B1
1 := NF (b1) ∩ X, and

B1
2 := NF (b1) ∩ Y.

Remember that by definition, the width of C1 is min{dF1(a1
1, a1

2), dF2(b1
1, b1

2)}, where F1 :=
Split(F, a1, A1

1, A1
2, a1

1, a1
2) and F2 := Split(F, b1, B1

1 , B1
2 , b1

1, b1
2), such that a1

1, a1
2, b1

1, and b1
2

are fresh vertices. Consider F1: By the argument above, we deduce that there is a shortest
path through the descendant vertices of X from a1

1 to b1 in F1. Furthermore, since F \{a1, b1}
is comprised of at least two connected components, there also exists a shortest path through
one of them (using descendant vertices of Y ) from b1 to a1

2. Each of the considered shortest
paths must have length at least wdt(C0), as G∗ was constructed with respect to the splitting
configuration C0. Also, note that all paths connecting a1

1 and a1
2 in F must traverse b1. Thus,

combining these paths yields that dF1(a1
1, a1

2) ≥ 2 wdt(C0). See Figure 3 for an illustration.
We proceed symmetrically for F2. Hence, we obtain that wdt(C1) > wdt(C0), and

thus C1 is a splitting configuration satisfying the required conditions. ◀

ISAAC 2024



30:12 On the Complexity of Establishing Hereditary Graph Properties via Vertex Splitting

X

≥
w
d
t(
C

0
)

Y

≥
w
d
t(C

0)

a11 a12

b1

. . .

Figure 3 The derived splitting configuration C1 has width at least 2 wdt(C0).

It remains to ensure that the separating splitting configuration is additionally intra-edge
embedding-free and therefore admissible. This property is implied when restricting F such
that when any F ∈ F is destroyed by one or two non-trivial disjoint splits, the resulting
graph is free of forbidden (induced) subgraphs. For example, each finite set of cycles satisfies
this condition, or each set {F} where F is biconnected (⋆). Finally, we can apply Lemma 3.5
to obtain NP-hardness of the corresponding vertex-splitting problems (⋆). In total, this then
concludes the proof of the first part of Theorem 1.2, i.e., Free≺/⊆({F})-VS is NP-complete
when F is biconnected. For the other parts, as we progress onward from biconnected graphs
to higher degrees of connectedness, we can use similar techniques to show NP-hardness, but
the restrictions imposed on the forbidden subgraphs relax. For the 4-connected case, no
further restrictions are required.

4 Conclusion

In summary, for large families of graph classes Π, it is the case that Π-VS is NP-hard
and, so far, nontrivial polynomial-time solvable cases are sporadic, such as Forest-VS and
Free≺(K3, P3)-VS. Hence, the line of separation between tractability and intractability is
much more jagged than in the case of Π Vertex Deletion, where a classical result by
Lewis and Yannakakis shows the problem is NP-hard for hereditary Π if and only if Π is
nontrivial, that is, Π and Π are infinite [27]. In contrast, the “complexity boundary” of
Π-VS seems much more reminiscent of the classical Π Edge Deletion problem, for which
no such characterization is known, despite extensive study since the late seventies.

Since for well-connected forbidden subgraphs our results imply hardness, a natural
direction to further trace the line of separation between tractability and intractability would
be to study more fragile forbidden subgraphs, that is, for instance, determining the complexity
of Free≺({P4})-VS and Free≺({K1,3})-VS and seeing if patterns emerge in this regime. For
the former, we can show a relation to a cograph-covering problem which we tend to believe
is NP-hard. The latter we consider fully open. On the other hand, our results pave the way
for studying broader notions of tractability instead of polynomial-time solvability such as
approximating the optimal number of splits needed and further studying the parameterized
complexity with respect to the number of splits.

In terms of approximation, our reduction for Free≺({K3})-VS implies that minimizing
the number of splits cannot be polynomial-time approximated to within an arbitrary fixed
approximation factor, that is, there is no PTAS. However, constant-factor approximations may
still exist and it would be interesting to see whether Π-VS is constant-factor approximable
in polynomial-time if Π is characterized by a finite number of forbidden induced subgraphs
or some large subfamily of such Π.

https://arxiv.org/abs/2401.16296
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The parameterized complexity of Π-VS with respect to the number of splits also offers
interesting contrasts and invites further investigation: Free≺({P3})-VS is fixed-parameter
tractable [14] but Free≺({K3})-VS is para-NP-hard (Theorem 1.4). This raises the question to
classify for which hereditary classes Π problem Π-VS is fixed-parameter tractable (analogous
to the vertex-deletion version [26]). On the intractability side, it seems worthwhile to explore
generalizations of the hardness construction for Free≺({K3})-VS and constant number
of splits per vertex (Theorem 1.4): The crucial property that we have exploited in the
construction is that all constraints imposed by K3s can only be solved by mapping edges
between copies of the single vertex that we can feasibly split. If we use larger graphs instead
of K3, it is not obvious how to maintain this property. To obtain NP-hardness for a constant
number of splits per vertex is it possible to replace K3 by K4, by Kℓ for any fixed ℓ ≥ 3, or
even a fixed graph of a more general graph class?

For tractability, it is tempting to exploit the connection to Hitting Set to try and obtain
fixed-parameter tractability for Π characterized by a finite number of forbidden induced
subgraphs. However, one has to work around two problems: First, the vertices to split are
not necessarily a minimal hitting set (consider Π = K3-free and the wheel graph of six
vertices: the center vertex hits all forbidden triangles, yet at least two splits are needed to
solve the instance). One thus has to efficiently find the additional split vertices that are not
contained in an underlying minimal hitting set. Second, even after determining the vertices
to split, one has to tackle interesting, often coloring-related problems such as in the case of
Free≺({K3})-VS.

Finally, it would be interesting to carry out a complexity classification program for
Π-VS when Π is characterized by forbidden minors instead. An interesting starting point
might be the contrast between the polynomial-time solvability of Forest-VS, that is,
vertex splitting to K3-minor free graphs, and NP-hardness of Planar-VS, that is, K5 and
K3,3-minor free graphs.
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