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Preface

This volume comprises the papers presented at the 35th International Symposium on
Algorithms and Computation (ISAAC 2024), which was held in Sydney, Australia on 8–11
December 2024, organized by The University of Sydney. ISAAC 2024 provided a forum for
researchers working in the areas of algorithms, theory of computation, and computational
complexity.

Of the 193 submissions to ISAAC 2024, the 44 members of the program committee (PC),
listed below, curated a program of 56 technical papers. Each submission received at least
three reviews, with several written by external reviewers invited by the program committee,
also listed below. We are most grateful for the careful and considered reviews of the PC
members and external reviewers, as well as the attentive discussion and decisions of the PC.
We are delighted to present the technical program to you on their behalf.

The program committee selected the following papers as the recipients of the ISAAC
2024 Best Paper and Best Student Paper Awards.

Best Paper Vadim Lozin, Barnaby Martin, Sukanya Pandey, Daniel Paulusma, Mark Siggers,
Siani Smith and Erik Jan van Leeuwen. Complexity Framework for Forbidden Subgraphs II:
Edge Subdivision and the “H”-graphs.

Best Student Paper Koustav Bhanja. Optimal Sensitivity Oracle for Steiner Mincut.

The Symposium welcomed three invited presentations, by Ravi Kumar (Google), Olga
Ohrimenko (U. Melbourne), and Barna Saha (UCSD). We are very grateful to have such
quality presenters, and are pleased to include their abstracts below. The week prior to
the Symposium, The University of Sydney hosted the four-day summer school on “Recent
Trends in Algorithms” for students. We thank The University of Sydney and Google for
their support of ISAAC 2024.
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Algorithmic Problems in Discrete Choice
Ravi Kumar #

Google, Mountain View, CA, USA

Abstract
In discrete choice, a user selects one option from a finite set of available alternatives, a process that
is crucial for recommendation systems applications in e-commerce, social media, search engines,
etc. A popular way to model discrete choice is through Random Utility Models (RUMs). RUMs
assume that users assign values to options and choose the one with the highest value from among
the available alternatives. RUMs have become increasingly important in the Web era; they offer an
elegant mathematical framework for researchers to model user choices and predict user behavior
based on (possibly limited) observations. While RUMs have been extensively studied in behavioral
economics and social sciences, many basic algorithmic tasks remain poorly understood. In this talk,
we will discuss various algorithmic and learning questions concerning RUMs.

2012 ACM Subject Classification Theory of computation → Design and analysis of algorithms;
Mathematics of computing → Discrete mathematics; Mathematics of computing → Probability and
statistics; Information systems → Data mining

Keywords and phrases discrete choice theory, random utility models, user behavior

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.1

Category Invited Talk

© Ravi Kumar;
licensed under Creative Commons License CC-BY 4.0

35th International Symposium on Algorithms and Computation (ISAAC 2024).
Editors: Julián Mestre and Anthony Wirth; Article No. 1; pp. 1:1–1:1

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:ravi.k53@gmail.com
https://orcid.org/0000-0002-2203-2586
https://doi.org/10.4230/LIPIcs.ISAAC.2024.1
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de




Data Privacy: The Land Where Average Cases
Don’t Exist and Assumptions Quickly Perish
Olga Ohrimenko # Ñ

The University of Melbourne, Australia

Abstract
Machine learning on personal and sensitive data raises serious privacy concerns and creates potential
for inadvertent information leakage (e.g., extraction of private messages or images from generative
models). However, incorporating analysis of such data in decision making can benefit individuals
and society at large (e.g., in healthcare). To strike a balance between these two conflicting objectives,
one must ensure that data analysis with strong confidentiality guarantees is deployed and securely
implemented.

Differential privacy (DP) is emerging as a leading framework for analyzing data while maintaining
mathematical privacy guarantees. Although it has seen some real-world deployment (e.g., by Apple,
Microsoft, and Google), such instances remain limited and are often constrained to specific scenarios.
Why?

In this talk, I argue that part of the challenge lies in the assumptions DP makes about its
deployment environment. By examining several DP systems and their assumptions, I demonstrate
how private information can be extracted using, for example, side-channel information or the ability
to rewind system’s state. I then give an overview of efficient algorithms and protocols to realize
these assumptions and ensure secure deployment of differential privacy.
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Role of Structured Matrices in Fine-Grained
Algorithm Design
Barna Saha #

Department of Computer Science and Engineering & Data Science,
University of California San Diego, La Jolla, CA, USA

Abstract
Fine-grained complexity attempts to precisely determine the time complexity of a problem and has
emerged as a guide for algorithm design in recent times. Some of the central problems in fine-grain
complexity deals with computation of distances. For example, computing all pairs shortest paths
in a weighted graph, computing edit distance between two sequences or two trees, and computing
distance of a sequence from a context free language. Many of these problems reduce to computation
of matrix products over various algebraic structures, predominantly over the (min,+) semiring.
Obtaining a truly subcubic algorithm for (min,+) product is one of the outstanding open questions
in computer science.

Interestingly many of the aforementioned distance computation problems have some additional
structural properties. Specifically, when we perturb the inputs slightly, we do not expect a huge
change in the output. This simple yet powerful observation has led to better algorithms for many
problems for which we were able to improve the running time after several decades. This includes
problems such as the Language Edit Distance, RNA folding, and Dyck Edit Distance. Indeed,
this structure in the problem leads to matrices that have the Lipschitz property, and we gave the
first truly subcubic time algorithm for computing (min,+) product over such Lipschitz matrices.
Follow-up work by several researchers obtained improved bounds for monotone matrices, and for
(min,+) convolution under similar structures leading to improved bounds for a series of optimization
problems. These result in not just faster algorithms for exact computation but also for approximation
algorithms. In particular, we show how fast (min,+) product computation over monotone matrices
can lead to better additive approximation algorithms for computing all pairs shortest paths on
unweighted undirected graphs, leading to improvements after twenty four years.
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Abstract
For a set of red and blue points in the plane, a minimum bichromatic spanning tree (MinBST) is a
shortest spanning tree of the points such that every edge has a red and a blue endpoint. A MinBST
can be computed in O(n log n) time where n is the number of points. In contrast to the standard
Euclidean MST, which is always plane (noncrossing), a MinBST may have edges that cross each
other. However, we prove that a MinBST is quasi-plane, that is, it does not contain three pairwise
crossing edges, and we determine the maximum number of crossings.

Moreover, we study the problem of finding a minimum plane bichromatic spanning tree (MinPBST)
which is a shortest bichromatic spanning tree with pairwise noncrossing edges. This problem is
known to be NP-hard. The previous best approximation algorithm, due to Borgelt et al. (2009), has
a ratio of O(

√
n). It is also known that the optimum solution can be computed in polynomial time

in some special cases, for instance, when the points are in convex position, collinear, semi-collinear,
or when one color class has constant size. We present an O(log n)-factor approximation algorithm
for the general case.
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1 Introduction

Computing a minimum spanning tree (MST) in a graph is a well-studied problem. There exist
many algorithms for this problem, among which one can mention the celebrated Kruskal’s
algorithm [37], Prim’s algorithm [41], and Borůvka’s algorithm [22]. The running time of
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4:2 Minimum Plane Bichromatic Spanning Trees

these algorithms depends on the number of vertices and edges of the input graph. For
geometric graphs, where the vertices are points in the plane, their running time depends only
on the number of vertices.

For a set S of n points in the plane a Euclidean MST (i.e., an MST of the complete graph
on S with straight-line edges and Euclidean edge weights) can be computed in O(n log n)
time. When the points of S are colored by two colors, say red and blue, and every edge
is required to have a red and a blue endpoint, then a spanning tree is referred to as a
bichromatic spanning tree. A minimum bichromatic spanning tree (MinBST) is a bichromatic
spanning tree of minimum total edge length. A MinBST on S can be computed in O(n log n)
time [18]. When the points are collinear (all lie on a straight line) and are given in sorted
order along the line this problem can be solved in linear time [15].

We say that two line segments cross if they share an interior point; this configuration is
called a crossing. A tree is called plane if its edges are pairwise noncrossing. The standard
Euclidean MST is always plane. This property is ensured by the triangle inequality, because
the tree can be made shorter by replacing any two crossing edges with two noncrossing
edges. The noncrossing property does not necessarily hold for a MinBST, see Figure 1 for an
example. Two crossing edges in this example cannot be replaced with two noncrossing edges
because, otherwise, we would either introduce monochromatic edges (that connect points of
the same color) or disconnect the tree into two components.

Figure 1 A bicolored point set and its minimum bichromatic spanning tree (MinBST).

Edge crossings in geometric graphs are usually undesirable as they could lead to unwanted
situations such as collisions in motion planning, inconsistency in VLSI layout, and interference
in wireless networks. They are also undesirable in the context of graph drawing and network
visualization. Therefore, it is natural to ask for a minimum plane bichromatic spanning tree
(MinPBST), a bichromatic spanning tree that is noncrossing and has minimum total edge
length. Borgelt et al. [21] proved that the problem of finding a MinPBST is NP-hard. They
also present a polynomial-time approximation algorithm with approximation factor O(

√
n).

In this paper we study the MinBST and MinPBST problems from combinatorial and
computational points of view. First we present an approximation algorithm, with a better
factor, for the MinPBST problem. Then we prove some interesting structural properties of
the MinBST.

1.1 Related work
Problems related to bichromatic objects (such as points and lines) have been actively studied
in computational geometry, for instance, the problems related to bichromatic intersection
[4, 24, 25, 38], bichromatic separation [9, 11, 14, 16, 27], and noncrossing bichromatic
connection [1, 2, 17, 19, 21, 32, 34, 36]. We refer the interested reader to the survey by
Kaneko and Kano [35].

The O(
√

n)-approximation algorithm of Borgelt et al. [21] for the MinPBST problem
lays a (

√
n ×

√
n)-grid over the points, then identifies a subset of grid cells as core regions

and computes their Voronoi diagram, then builds a tree inside each Voronoi cell, and finally
combines the trees.
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Let ρn be the supremum ratio of the length of MinPBST to the length of MinBST over
all sets of n bichromatic points. Grantson et al. [29] show that 3/2 ≤ ρn ≤ n for all n ≥ 4;
and ask whether the upper bound can be improved. It is easily seen from the algorithm
of Borgelt et al. [21] that ρn ≤ O(

√
n) because the planarity of the optimal solution is not

used in the analysis of the approximation ratio – indeed the analysis would work even with
respect to the MinBST.

Some special cases of the MinPBST problem can be solved to optimality in polynomial
time. For instance, the problem can be solved in O(n2) time when points are collinear [15],
in O(n3) time when points are in convex position [21], in O(n5) time when points are
semi-collinear (points in one color class are on a line and all other points are on one side of
the line) [17], and in nO(k5) time when one color class has k points for some constant k [21].

One might wonder if a greedy strategy could achieve a better approximation ratio. A
modified version of Kruskal’s algorithm, that successively adds a shortest bichromatic edge
that creates neither a cycle nor a crossing, is referred to as the greedy algorithm [21, 29].
This algorithm, as noted in [21, Figure 1], does not always return a planar bichromatic tree
(it does not always terminate: there may be a point of one color that cannot see any point of
the opposite color).

Abu-Affash et al. [2] studied the bottleneck version of the plane bichromatic spanning tree
problem where the goal is to minimize the length of the longest edge. They prove that this
problem is NP-hard, and present an 8

√
2-approximation algorithm.

1.2 Quasi-planarity

Quasi-planarity is a measure of the proximity of an (abstract or geometric) graph to planarity.
For an integer k ≥ 2, a graph is called k-quasi-planar if it can be drawn in the plane such
that no k edges pairwise cross. By this definition, a planar graph is 2-quasi-planar. A 3-quasi-
planar graph is also called quasi-planar. Problems on k-quasi-planarity are closely related to
Turán-type problems on the intersection graph of line segments in the plane [5, 10, 23, 28].
They are also related to the size of crossing families (pairwise crossing edges) determined
by points in the plane [12, 40]. Perhaps a most notable question on quasi-planarity is a
conjecture by Pach, Shahrokhi, and Szegedy [39] that for any fixed integer k ≥ 3, there exists
a constant ck such that every n-vertex k-quasi-planar graph has at most ckn edges. This
conjecture has been verified for k = 3 [5] and k = 4 [3].

A drawing of a graph is called k-quasi-plane if no k edges in the drawing pairwise cross,
and a drawing is quasi-plane if it is 3-quasi-plane. For example, the drawing of a tree in
Figure 1 is quasi-plane. This concept plays an important role in decompositions of geometric
graphs: Aichholzer et al. [6] showed recently that the complete geometric graph on 2n points
in the plane can always be decomposed into n quasi-plane spanning trees (but not necessarily
into n plane spanning trees).

1.3 Our contributions

In Section 2 we present a randomized approximation algorithm with factor O(log n) for the
MinPBST problem. Our algorithm computes a randomly shifted quadtree on the points, and
then builds a planar bichromatic tree in a bottom-up fashion from the leaves of the quadtree
towards the root. We then derandomize the algorithm by discretizing the random shifts.
Our weight analysis shows that |MinBST(S)| ≤ |MinPBST(S)| ≤ O(log n) · |MinBST(S)| for
every set S of n bichromatic points, which implies that ρn = O(log n).

ISAAC 2024
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In Section 3.1 we prove that every MinBST is quasi-plane, i.e., no three edges pairwise
cross in its inherited drawing (determined by the point set). In a sense, this means that
MinBST is not far from plane graphs. In Section 3.2 we determine the maximum number of
crossings in a MinBST. We conclude with a list of open problems in Section 4.

2 Approximation Algorithm for MinPBST

In this section we first present a randomized approximation algorithm for the MinPBST
problem. Then we show how to derandomize the algorithm at the expense of increasing
the running time by a quadratic factor. The following theorem summarizes our result in
this section. Throughout this section we consider point sets in the plane that are in general
position, that is, no three points lie on a straight line.

▶ Theorem 1. There is a randomized algorithm that, given a set of n red and blue points in
the plane in general position, returns a plane bichromatic spanning tree of expected weight
at most O(log n) times the optimum, and runs in O(n log2 n) time. The algorithm can be
derandomized by increasing the running time by a factor of O(n2).

Let S be a set of n red and blue points in the plane. To simplify our arguments we assume
that n is a power of 2. Let OPT denote the length of a minimum bichromatic spanning tree
on S (and note that OPT is an obvious lower bound for the length of a minimum plane
bichromatic spanning tree on S). Our algorithm computes a plane bichromatic spanning
tree of expected length O(log n) · OPT.

2.1 Preliminaries for the algorithm

The following folklore lemma, though very simple, plays an important role in our construction.

▶ Lemma 2. Every set of n red and blue points in general position in the plane, containing
at least one red and at least one blue point, admits a plane bichromatic spanning tree. Such a
tree can be computed in O(n log n) time.

A proof of Lemma 2 can be found in [17]. Essentially such a tree can be constructed by
connecting an arbitrary red point to all blue points (this partitions the plane into cones) and
then connecting red points in each cone to a blue point on its boundary.

For a connected geometric graph G and a point q in the plane, we say that q sees an edge
(a, b) of G if the interior of the triangle △qab is disjoint from vertices and edges of G. In
other words, the entirity of the edge (a, b) is visible from q. The following lemma (that is
implied from [33, Lemma 2.1]) also plays an important role in our construction.

▶ Lemma 3. Let G be a connected plane geometric graph with n vertices and q be a point
outside the convex hull of the vertices of G. Then q sees an edge of G. Such an edge can be
found in O(n log n) time.

Note that the condition that q lies outside of the convex hull of G is necessary, as otherwise
q may not see any edge of G entirely. The application of this lemma to our algorithm is that
if G is properly colored and a vertex sees an edge (a, b), then (q, a) or (q, b) is bichromatic
and does not cross any edges of G. This idea was previously used in [31, 32, 33].
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2.2 The algorithm
After a suitable scaling, we may assume that the smallest axis-aligned square containing S

has side length 1. After a suitable translation, we may assume that the lower left corner of
this square is the point (1, 1); and so its top right corner is (2, 2) as in Figure 2(a). Observe
that

OPT ≥ 1.

Our algorithm employs a randomly shifted quadtree as in Arora’s PTAS for the Euclidean
TSP [13]. Let Q be a 2 × 2 axis-aligned square whose lower left corner is the origin – Q

contains all points of S. Subdivide Q into four congruent squares, and recurse until Q is
subdivided into squares of side length 1/n as in Figure 2(a). The depth of this recursion is
1 + log n. For the purpose of shifting, pick two real numbers x and y in the interval [0, 1]
uniformly at random. Then translate Q such that its lower left corner becomes (x, y) as
in Figure 2(b). This process is called a random shift. The points of S remain in Q after
the shift. We obtain a quadtree subdivision of S of depth at most 1 + log n with respect to
the subdivision of Q, i.e., the lines of the quadtree subdivision are chosen from the lines of
the subdivision of Q; see Figure 2(c). The resulting quadtree is called (randomly) shifted
quadtree. We stop the recursive subdivision at squares that have size 1/n × 1/n or that are
empty (disjoint from S) or monochromatic (have points of only one color). Therefore a
leaf-square of the quadtree may contain more than one point of S.

(0, 0) Qx

y

1
n

(0, 0)

Q

x

y

(a) (b) (c)

Figure 2 (a) Shaded square contains S. (b) Translated subdivision of Q. (c) Randomly shifted
quadtree on points of S with respect to the subdivision of Q.

At the root level (which we may consider as level −1) we have Q which has size 2 × 2. At
each recursive level i = 0, 1, . . . , log n we have squares of size 1/2i × 1/2i (Level 0 stands for
the first time that we subdivide Q). Thus at level 0 we have four squares of size 1 × 1, and
at level log n we have squares of size 1/n × 1/n. Our strategy is to use the shifted quadtree
and compute an approximate solution in a bottom-up fashion from the leaves towards the
root. For each square that is bichromatic (contains points of both colors) we will find a
plane bichromatic spanning tree of its points. For monochromatic squares, we do not do
anything. At the root level, we have Q which contains S and is bichromatic, so we will get
an approximate plane bichromatic spanning tree of S.

At level i = log n, we have squares of size 1/n × 1/n, and thus the length of any edge in
such squares is at most

√
2/n. For each bichromatic square we compute a plane bichromatic

tree arbitrarily, for instance by Lemma 2. For monochromatic squares we do nothing. The
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spanning trees for all the squares have less than n edges in total. Hence the total length of
all these trees is at most

√
2

n
· n =

√
2 ≤

√
2 · OPT.

(a) (b) (c)

Figure 3 Merging two squares in the same row: (a) case 1, (b) case 2, and (c) case 3.

At each level i < log n, we have already solved the problem within squares of level i + 1.
Each square at level i has size 1/2i × 1/2i. If the square is monochromatic we do nothing.
If the square is bichromatic, then it consists of four squares at level i + 1. We merge the
solutions of the four squares to obtain a solution for the level i square as follows. First we
merge the solutions in adjacent squares in the same row (we have two such pairs), and then
merge the two solutions in the two rows. Thus each merge is performed on two solutions that
are separated by a (vertical or horizontal) line. For the merge we apply one of the following
cases:
(1) If each merge party is monochromatic but their union is bichromatic, then we construct an

arbitrary plane bichromatic tree on the union, for example by Lemma 2. See Figure 3(a).
(2) If both merge parties are bichromatic (and hence are trees), then we take a point in one

tree that is closest to the square (or rectangle) containing the other tree and merge them
using Lemma 3. See Figure 3(b).

(3) If one part is bichromatic (a tree) and the other is monochromatic, then we first sort the
points in the monochromatic square (or rectangle) in increasing order according to their
distance to the bichromatic square (or rectangle). Then we merge the points (one at a
time) with the current bichromatic tree by using Lemma 3. See Figure 3(c).

In each case, the merge produces a plane bichromatic tree in the level-i square. We
process all squares in a bottom-up traversal of the quadtree. In the end, after processing
level −1, we get a plane bichromatic spanning tree for points of S in square Q. Denote this
tree by T .

2.3 Weight analysis
We start by introducing an alternative measurement for the length of the optimal tree, i.e.,
MinBST. This new measurement, denoted by OPT′, will be used to bound the length of our
tree T . We say that a quadtree line is at level i if it contains a side of some level-i square. A
side of a level-i square (that is not a leaf) gets subdivided to yield sides of two squares at
level i + 1. Thus any quadtree line at level i is also at levels i + 1, i + 2, . . . , log n.

For each level i ∈ {0, 1, . . . , log n} we define a parameter OPT′
i. Let Topt be a MinBST

for S. For each edge e of Topt, define the indicator variable

Xi(e) =
{

1 if e intersects the boundary of a level-i square of the quadtree,
0 otherwise.
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Now let

OPT′
i =

∑
e∈E(Topt)

1
2i

Xi(e),

that is, a weighted sum of Xi(e) over all edges of Topt, and let

OPT′ =
log n∑
i=0

OPT′
i.

The new measure OPT′ can be arbitrarily large compared to OPT in the worst case. For
example if the optimal solution is a path consisting of n − 1 edges of small length say 2/n,
such that each of them intersects the vertical line at level 0, then OPT is roughly 2 but
OPT′ is at least n − 1. However, using the random shift at the beginning of our algorithm,
we can show that the expected value of OPT′ is not very large compared to OPT.

▶ Lemma 4. E[OPT′] ≤
√

2(1 + log n) · OPT.

Proof. Consider any edge e of length ℓ in MinBST. Let ℓx denote the x-span of e, i.e.,
the difference of the x-coordinates of the two endpoints of e, and let ℓy be the y-span of e.
Observe that ℓx + ℓy ≤

√
2ℓ. The probability that e intersects a vertical line at any level i is

Pr(e intersects a vertical line at level i) ≤ ℓx2i,

because there are 2i uniformly spaced but randomly shifted vertical lines at level i. Combining
this with the probability of intersecting horizontal lines, the union bound yields

Pr(Xi(e)) = Pr(e intersects a line at level i) ≤ (ℓx + ℓy)2i ≤
√

2ℓ2i.

If e intersects a line at level i, then 1/2i is added to OPT′
i, otherwise nothing is added.

Thus the expected added value for e to OPT′
i is

E
[

1
2i

Xi(e)
]

= 1
2i

· Pr(Xi(e)) ≤ 1
2i

·
√

2ℓ2i =
√

2ℓ.

Summation over all edges of the optimal tree Topt gives E[OPT′
i] ≤

√
2 ·OPT, and summation

over all levels yields E[OPT′] ≤
√

2(1 + log n) · OPT. ◀

We already know that the total length of trees constructed in level log n is at most√
2 · OPT. Let Ei be the set of all edges that were added to T at level i < log n in the

bottom-up construction. We establish a correspondence between the edges in Ei and the
values added to OPT′. The edges of Ei were added by cases (1), (2), and (3). We consider
each case separately.
(1) Assume that the union of merge parties has k points. Then we add k − 1 edges of length

at most
√

2 · 1/2i to Ei. For these points, MinBST also needs to have at least k − 1
connections that intersect the boundaries of the squares involved in the merge, which
have side length at least 1/2i+1. For each such edge we have added a value of 1/2i+1 to
OPT′

i+1.
(2) To merge the two trees, we added just one edge of length at most

√
2 · 1/2i to Ei. For

each merge party, MinBST needs at least one edge that crosses the boundary of its
rectangle. These edges, however, need not be distinct (e.g., an edge can cross the
boundary between the two rectangles). In any case, MinBST needs at least one edge
that crosses the boundary of one of the two rectangles, for which we have added at least
1/2i+1 to OPT′

i+1.
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(3) Assume that the monochromatic party has k points. Thus we added k edges of length at
most

√
2 · 1/2i to Ei. Again, MinBST needs at least k edges that cross the boundary of

the squares involved in the merge; and for each such edge we have added at least 1/2i+1

to OPT′
i+1.

Therefore the total length of all edges that were added to T at level i is at most |Ei| ·
√

2/2i.
Analogously, the total value that has been added to OPT′

i+1 is at least 1/2 · |Ei| · 1/2i+1 =
|Ei| · 1/2i+2. The multiplicative factor 1/2 comes from the fact that the two endpoints of an
edge of the optimal tree could be involved in two separate merge operations. By summing
the length of edges added to T in all levels and considering Lemma 4 we get

E[|T |] ≤
√

2 · OPT + E

[log n−1∑
i=0

|Ei|
√

2
2i

]
≤

√
2 · OPT + 4

√
2 · E

[log n−1∑
i=0

|Ei|
1

2i+2

]

≤
√

2 · OPT + 4
√

2 · E

[log n−1∑
i=0

OPT′
i+1

]
≤

√
2 · OPT + 4

√
2 · E[OPT′]

≤
√

2 · OPT + 4
√

2 ·
√

2(1 + log n) · OPT = O(log n) · OPT.

2.4 Derandomization
In the algorithm of Section 2.2, we shifted the 2 × 2 square Q by a real vector (x, y), where
x and y are chosen independently and uniformly at random from the interval [0, 1]. We now
discretize the random shift, and choose x and y independently and uniformly at random
from the finite set {0, 1/n, 2/n, . . . , n−1/n}. We call this process the discrete random shift. We
show that the proof of Lemma 4 can be adapted under this random experiment with a larger
constant coefficient. Therefore we can derandomize the algorithm by trying all random
choices of (x, y) for the shift and return the shortest tree over all choices. This increases the
running time by a factor of O(n2).

▶ Lemma 5. Under the discrete random shift, we have E[OPT′] ≤ (
√

2+2)(1+log n) ·OPT.

Proof. Consider any edge e = ab of length ℓ in the optimal tree Topt. The two endpoints
of e are points a = (ax, ay) and b = (bx, by). Denote the orthogonal projection of e to the
x- and y-axes by ex and ey, respectively, and observe that ex = [min{ax, bx}, max{ax, bx}]
and ey = [min{ay, by}, max{ay, by}]. We discretize these intervals as follows. Replace each
endpoint of the interval ex with the closest rationals of the form k/n + 1/2n, and let e′

x be
the resulting interval; similarly we obtain e′

y from ey. Observe that ex intersects a vertical
line of the form x = a/n, a ∈ Z, if and only if e′

x does. Let ℓ′
x and ℓ′

y denote the lengths of
intervals e′

x and e′
y, respectively. By construction, we have ℓ′

x ≤ ℓx + 1/n and ℓ′
y ≤ ℓy + 1/n.

Consequently, the probability that e intersects a vertical line at any level i is

Pr(e intersects a vertical line at level i) = Pr(e′
x intersects a vertical line at level i)

≤ ℓ′
x2i ≤ (ℓx + 1/n) 2i,

because there are 2i uniformly spaced but randomly shifted vertical lines at level i. Combining
this with the probability of intersecting horizontal lines, the union bound yields

Pr(Xi(e)) = Pr(e intersects a line at level i) ≤ (ℓx + ℓy + 2/n) 2i ≤
(√

2ℓ + 2/n

)
2i.
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The expected added value for e to OPT′
i is

E
[

1
2i

Xi(e)
]

= 1
2i

· Pr(Xi(e)) ≤ 1
2i

·
(√

2ℓ + 2
n

)
2i =

√
2ℓ + 2

n
.

Summation over all edges of the optimal tree Topt gives E[OPT′
i] ≤

√
2 · OPT + 2 ≤

(
√

2+2) ·OPT, and summation over all levels yields E[OPT′] ≤ (
√

2+2)(1+log n) ·OPT. ◀

The initial shifted quadtree has depth O(log n) and has O(n) leaves. Thus it can be
computed in O(n log n) time by a divide-and-conquer sorting-based algorithm [26]. From a
result of [17] (cf. Lemma 2) it follows that the bichromatic trees at the leaves of the quadtree
can be computed in total O(n log n) time. From a result of [30] and [33] (cf. Lemma 3) it
follows that the total merge time in each level of the quadtree is O(n log n). Summing over
all levels, the running time of our algorithm is O(n log2 n).

2.5 Generalization to more colors
Our approximation algorithm for the MinPBST (minimum plane two-colored spanning tree)
can be generalized to more colors. In this general setting, we are given a colorful point set S

and we want to find a spanning tree on S with properly colored edges, i.e., the two endpoints
of every edge should be of different colors. The same quadtree approach would give a plane
properly-colored spanning tree. The analysis and the approximation ratio would be the same
mainly because whenever we introduce some edges to merge two squares, the optimal solution
must have the same number of edges that cross the boundaries of the squares. Also the
running time remains the same because Lemma 2 and Lemma 3 carry over to multicolored
point sets.

3 Crossing Patterns in MinBST

In this section, we prove that MinBST is quasi-plane for every 2-colored point set in general
position (Section 3.1), and then use this result to determine the maximum number of crossings
in MinBST for a set of n bichromatic points in the plane (Section 3.2).

3.1 Quasi-planarity
Let S be a set of red and blue points in the plane. To differentiate between the points we
denote the red points by r1, r2, . . . and the blue points by b1, b2, . . . . Let T be a MinBST for
S. For two distinct edges e1 and e2 of T we denote the unique shortest path between e1 and
e2 in T by δ(e1, e2). This path contains exactly one endpoint of e1 and one endpoint of e2.

δ(e1, e2)

r1 r2

b1b2
e1e2

Figure 4 Illustration of the proof of Lemma 6. Uncrossing a pair of crossing edges.

▶ Lemma 6. Let e1 and e2 be two edges of T that cross each other. Then the endpoints of
δ(e1, e2) have different colors.
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Proof. Let e1 = (r1, b1) and e2 = (r2, b2). Suppose, for the sake of contradiction, that the
endpoints of δ(e1, e2) are of the same color, w.l.o.g. red. Then the endpoints of δ(e1, e2)
are r1 and r2 as in Figure 4. In this case, we can replace edges (r1, b1) and (r2, b2) of T by
two new edges (r1, b2) and (r2, b1) and obtain a new bichromatic spanning tree T ′. By the
triangle inequality (applied to each of the two triangles induced by the crossing), the total
length of the two new edges is smaller than the total length of the two orginal edges. Hence
T ′ is shorter than T , contradicting the minimality of T . ◀

r1

r2

r3

b1

b2

b3

δ(e2, e3)

δ(e1, e3)

e1 e2

e3

b2

δ(e2, e3)

δ(e1, e2)
b1

r2

b3

r3 r1

e1 e2

e3

(a) (b)

Figure 5 (a) Replacing e1, e2, e3 by (r1, b3), (r3, b2), (r2, b1); the highlighted path is δ(e1, e2). (b)
Getting a cycle in the union of δ(e1, e2), δ(e2, e3), δ(e1, e3), together with e1 or e3. Gray paths
represent the two possible choices for δ(e1, e3).

▶ Theorem 7. Every Euclidean minimum bichromatic spanning tree is quasi-plane.

Proof. Let T be a Euclidean minimum bichromatic spanning tree. We prove that no three
edges of T can pairwise cross each other. This will imply that T is quasi-plane. The proof
proceeds by contradiction. Suppose that three edges of T , say e1 = (r1, b1), e2 = (r2, b2) and
e3 = (r3, b3), pairwise cross each other as in Figure 5. We consider the following two cases:

1. δ(ei, ej) contains ek for some permutation of the indices with {i, j, k} = {1, 2, 3}.
After a suitable relabeling assume that δ(e1, e2) contains e3. Then δ(e1, e3) and δ(e2, e3)
are sub-paths of δ(e1, e2) and they do not contain e2 and e1 respectively. Assume without
loss of generality (and by Lemma 6) that the endpoints of δ(e1, e2) are r2 and b1 as
in Figure 5(a); δ(e1, e2) is highlighted in the figure. For the rest of our argument we
will use a result of [20] that for an even number of (monochromatic) points in the
plane, a perfect matching with pairwise crossing edges is the unique maximum-weight
matching (without considering the colors). This means that M = {e1, e2, e3} is the
maximum matching for the point set {r1, r2, r3, b1, b2, b3}. Therefore M is longer than
R = {(r1, b3), (r2, b1), (r3, b2)}, which is a (bichromatic) matching for the same points.
By replacing the edges of M in T with the edges of R, we obtain a shorter tree T ′,
contradicting the minimality of T . To verify that T ′ is a tree imagine replacing the edges
one at a time. If we add (r1, b3) first, then we create a cycle that contains e1, and thus
by removing e1 we obtain a valid tree. Similarly we can replace e2 by (r3, b2) and e3 by
(r2, b1).

2. δ(ei, ej) does not contain ek for any permutation of the indices with {i, j, k} = {1, 2, 3}.
Consider the path δ(e1, e2) and assume without loss of generality (and by Lemma 6) that
its endpoints are r2 and b1 as in Figure 5(b). Now consider δ(e2, e3). This path cannot
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have r3 and b2 as its endpoints because otherwise the path δ(e1, e3) would contain e2,
contradicting the assumption of the current case. Therefore the endpoints of δ(e2, e3) are
r2 and b3. Now consider the path δ(e1, e3). If its endpoints are r1 and b3, then the union
of δ(e1, e2), δ(e2, e3), and δ(e1, e3) contains a path between r1 and b1 that does not go
through e1; the union of this path and e1 is a cycle in T . Similarly, if the endpoints of
δ(e1, e3) are r3 and b1, then the union of δ(e1, e2), δ(e2, e3), δ(e1, e3), and e3 contains a
cycle. Both cases lead to a contradiction as T has no cycle. ◀

3.2 Maximum number of crossings
Given that a MinBST is quasi-plane (Theorem 7), one wonders how many crossings it can
have. As illustrated in Figure 1, the number of crossings per edge can be linear in the number
of points, and the total number of crossings can be quadratic. We give tight upper bounds for
both quantities (Propositions 9–10), and also show that MinBST always has a crossing-free
edge (Proposition 8).

▶ Proposition 8. For every finite set of bichromatic points in the plane in general position,
every MinBST contains a closest bichromatic pair as an edge. Moreover, no such edge is
intersected by other edges of the MinBST.

Proof. We prove both parts by contradiction. For the first part assume that the MinBST
does not contain an edge between any closest bichromatic pair. Let {r1, b1} be a closest
bichromatic pair. By adding (r1, b1) to the tree we obtain a cycle in which (r1, b1) is the
shortest edge. By removing any other edge from the cycle we obtain a bichromatic spanning
tree of a shorter length. This contradicts the minimality of the original MinBST.

For the second part let {r1, b1} be a closest bichromatic pair that appears as an edge in
the MinBST. Hence e1 = (r1, b1) crosses some edge e2 = (r2, b2). Without loss of generality
(and by Lemma 6), assume that the endpoints of δ(e1, e2) are r1 and b2. If |r2b1| < |r2b2|,
then by replacing (r2, b2) with (r2, b1) we obtain a shorter bichromatic spanning tree, a
contradiction. Assume that |r2b1| ≥ |r2b2|. Since {r1, b1} is a closest bichromatic pair we
have |r1b2| ≥ |r1b1|. Adding the two inequalities yields |r1b2| + |r2b1| ≥ |r1b1| + |r2b2|. Note,
however, that the vertices of any two crossing edges form a convex quadrilateral. By the
triangle inequality, the total length of the two diagonals of a convex quadrilateral is strictly
more than the total length of any pair of opposite edges, yielding |r1b2|+|r2b1| < |r1b1|+|r2b2|,
a contradiction. ◀

▶ Proposition 9. For every set of n ≥ 2 bichromatic points in the plane in general position,
every MinBST has at most ⌊n2

/4⌋ − n + 1 crossings, and this bound is the best possible.

Proof. To verify that the claimed bound can be attained, consider the construction in
Figure 1 where the two top clusters have ⌊n/2⌋−1 and ⌈n/2⌉−1 points. Then the total
number of crossings in MinBST(S) is (⌊n/2⌋−1) · (⌈n/2⌉−1), which is equal to ⌊n2

/4⌋ − n + 1
because n is an integer.

For an upper bound, let S be a set of n bichromatic points in general position. Define
the crossing graph Gcr of MinBST(S), where the vertices of Gcr correspond to the edges of
MinBST(S) and edges of Gcr represent crossings between the edges of MinBST(S). Note
that Gcr has n − 1 vertices where one of them is of degree 0 by Proposition 8. By Theorem 7,
Gcr is triangle-free. Therefore, by Turán’s theorem [7], Gcr has at most (⌊n/2⌋−1) ·(⌈n/2⌉−1)
edges. Consequently, MinBST(S) has at most this many crossings. ◀
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▶ Proposition 10. For every set of n ≥ 3 bichromatic points in the plane in general position,
every edge of a MinBST crosses at most n − 3 other edges, and this bound is the best possible.

Proof. To verify that the claimed bound can be attained, consider the construction in
Figure 1 and replace one of the top clusters by a single point and the other by n − 3 points.
Then all points in this cluster have degree 1 in MinBST(S), these n − 3 leaves all cross one
edge of MinBST.

For the upper bound, notice that a MinBST has n − 1 edges, one of which is crossing-free
by Proposition 8. Consequently, an edge in a MinBST can cross at most n−3 other edges. ◀

4 Conclusions and Open Problems

We conclude with a collection of open problems raised by our results. We have presented
a O(log n)-approximation algorithm for the MinPBST problem for a set of n bichromatic
points in the plane, and showed that ρn ≤ O(log n). Recall that the current best lower bound
is ρn ≥ 3/2 for all n ≥ 4 [29]. It remains open whether a constant-factor approximation is
possible, whether the problem is APX-hard, and whether ρn is bounded by a constant.

It is also natural to investigate whether there is an (approximation) algorithm that,
given a bichromatic point set and an integer d, finds a minimum plane bichromatic tree of
maximum degree at most d (or reports that none exists). It is known that any set of n red
and n blue points in general position admits a plane bichromatic spanning tree of maximum
degree at most three [34]; but there are n red and n blue points in convex position that do
not admit a bichromatic plane spanning path [8]. For the general case of n red and m blue
points, with n ≥ m, there exists a plane bichromatic spanning tree of maximum degree at
most max{3, ⌈n−1/m⌉ + 1} and this is the best upper bound [19].

We have shown that MinBST is quasi-plane, which means that the crossing graph Gcr of
MinBST is triangle-free. Figure 1 shows that Gcr can have 4-cycles (and even cycles of any
lengths). Can the crossing graph Gcr of MinBST contain an odd cycle (e.g., a 5-cycle)? Can
every MinBST be decomposed into a constant number of planar straight-line graphs?
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Abstract
Given a set P of n points in the plane, the two-line center problem asks to find two lines that
minimize the maximum distance from each point in P to its closer one of the two resulting lines.
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1 Introduction

Given a set P of n points in the plane R2, the two-line center problem asks to find two
lines that minimize the maximum distance from each point in P to its closer one of the two
resulting lines. In 1991, Agarwal and Sharir [4] presented the first subcubic O(n2 log5 n)-time
algorithm for the two-line center problem, in which they solved the decision version in
O(n2 log3 n) time using their machinery [3] to maintain the width of a point set under a
prescribed sequence of changes and then to apply the parametric search technique. (See also
its full version [5].) In 1995, Jaromczyk and Kowaluk [24] presented an O(n2 log2 n)-time
algorithm and also discussed an O(n2 log n)-time decision algorithm. Glozman et al. [21, 22]
exhibited how any D-time decision algorithm for the two-line center problem can be converted
to an optimization algorithm of O(n2 log n + D log n) time using sorted matrices. Later,
Katz and Sharir [26] introduced an expander-based approach and showed how to solve the
problem in O(n2 log3 n + D log n) time. There was no significant progress since then and
O(n2 log2 n) still remains the best known upper bound [22,24].

This paper addresses constrained variants of the two-line center problem, and aims to
provide efficient algorithms for the constrained problems, particularly faster than O(n2 log2 n)
time, and to provide new observations and algorithmic techniques for any future breakthrough
on the problem. The currently fastest algorithm by Jaromczyk and Kowaluk [24] indeed
considers several constrained problems, tackled by different methods. Though not having
explicitly mentioned in [24], their approach yields an O(n log2 n)-time algorithm when a fixed
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point in P should be the farthest to the resulting lines, after an O(n2)-time preprocessing.
Recently, Bae [10] presented an O(n2)-time algorithm for the two-parallel-line center problem,
in which the two resulting lines are supposed to be parallel.

In this paper, we solve three variants of the two-line center problem, constrained about
the orientations of the resulting two lines. Following summarizes our results and approaches:
(1) (Two fixed orientations) Given two orientations θ and ϕ, we present an O(n log n)-time

algorithm that solves the two-line center problem in which the two resulting lines are
constrained to have orientations θ and ϕ. If the input points P are given as a sorted list
in one of the specified orientations, then the running time can be reduced to O(n).

(2) (One fixed orientation) Given an orientation ϕ, we present an O(n log3 n)-time algorithm
that solves the two-line center problem in which one of the resulting lines is constrained
to have orientation ϕ. We first devise an O(n log2 n)-time decision algorithm for this
constrained problem using the data structure by Agarwal and Sharir [3]. In spite of having
such an efficient decision algorithm, it is not immediate to achieve a sub-quadratic time
optimization algorithm by applying known techniques; as introduced above, all known
techniques for the two-line center problem require at least quadratic-time additional
overhead [5, 22, 26]. To overcome this difficulty, we use our decision algorithm as a
subroutine to find an interval narrow enough to reduce the possible number of candidate
configurations to O(n) and apply the dynamic width structure by Chan [13].

(3) (Fixed angle of intersection) Given a real β, we present an O(n2α(n) log n)-time algorithm
that solves the two-line center problem in which the two resulting lines are constrained
to make angle β, where α(n) denotes the inverse Ackermann function. As in the second
problem, we start by presenting a decision algorithm and apply the known technique [22]
to obtain a favorably narrow interval that contains the optimal width value. We then
consider a sweeping process in which we rotate a strip of variable width within the
interval, and prove that if suffices to find an optimal solution by simulating the process.
To our best knowledge, the three constrained problems have not been considered in the

literature. Note that the two-parallel-line center problem studied in [10] is a more constrained
variant of our problems: In the first problem (of two fixed orientations), the special case of
θ = ϕ can be solved in O(n) time, and the third problem (of fixed angle) for β = 0 indeed
asks to find a two-parallel-line center, which can be solved in O(n2) time [10].

Due to space limit, most proofs are omitted, but can be found in the full version [7].

Related work

The two-line center problem is a special case of the k-line center problem for k ⩾ 1. For k = 1,
known as the width problem, one can solve the problem in O(n log n) time [29], or in O(n)
time if the convex hull of P is given [31]. In three dimensions, the width of n points
in R3 can be computed in O(n3/2+ϵ) expected time by Agarwal and Sharir [6]. In higher
dimensions d ⩾ 4, Chan [12] showed how to compute the width in O(n⌈d/2⌉) time. In
the plane R2, the k-line center problem is known to be NP-hard when k is part of the
input [28], while efficient approximation algorithms are known [1, 2]. Agarwal et al. [2]
presented an efficient approximation algorithm. Exact algorithms for k ⩽ 2 are presented as
aforementioned, while any nontrivial exact algorithm for k ⩾ 3 is, however, unknown. An
efficient (1 + ϵ)-approximation algorithm for k = 2 is presented by Agarwal et al. [1]. Very
recently, several constrained variants of the k-line center problem and its generalization in
high dimensions have been considered. Das et al. [16] presented an approximation algorithm
for the k-line center problem where the resulting lines are constrained to be axis-parallel.
Chung et al. [15] considered a variant of the parallel k-line center problem. Ahn et al. [8]
presented first algorithms for the problem of finding two parallel slabs in Rd for d ⩾ 3.
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Not being restricted to the line center problems, there have been an enormous amount
of results on constrained variants of those problems of finding optimal locations of one or
more geometric shapes enclosing input objects. Such results on constrained problems usually
provided more efficient solutions than those for the original (unconstrained) problems or
played important roles as stepping stones to later breakthroughs. Constrained two-square
problems [25] and the problem of covering points by two disjoint rectangles [27] are such
examples.

Some preliminaries

A strip σ is the closed region between two parallel lines and its width is the distance between
the two lines. A pair of two strips will be called a two-strip and the width of a two-strip mean
the larger width of its two members. Note that the two-line center problem is equivalent
to the problem of finding a two-strip of minimum width that enclose given points. The
orientation of a line is a real value θ ∈ [0, π) such that θ is the angle swept from a horizontal
line in counterclockwise direction to the line. Similarly, a strip is said to have an orientation θ

when its bounding lines are in orientation θ. For any set P of points and orientation θ ∈ [0, π),
we denote by σθ(P ) the minimum-width strip in orientation θ that encloses P . We denote
widthθ(P ) := width(σθ(P )). The width of point set P , denoted by width(P ), is the smallest
width of a strip that encloses P .

2 Two fixed orientations

In this section, we consider the first constrained problem where the orientations of two line
centers should given values θ and ϕ. We assume that ϕ = 0 without loss of generality.

We start by sorting the n points in P in the nondecreasing order of y-coordinates and
let p1, . . . , pn ∈ P be in this order. For 0 ⩽ i ⩽ n, let Pi := {p1, . . . , pi} and P i := P \ Pi =
{pi+1, . . . , pn}. It is straightforward in O(n) time to incrementally construct the strips σθ(Pi)
and σθ(P i) in orientation θ for all 0 ⩽ i ⩽ n. We then observe the following.

▶ Lemma 1. Given P as a sorted list as above, P can be processed in O(n)-time so that
σθ(Pi ∪ P j) can be answered in O(1) time for any query pair (i, j) of indices.

Consider any minimum-width two-strip (σ1, σ2) enclosing P such that its orientations are
0 and θ, respectively. Observe that σ1 includes a contiguous sequence pi+1, . . . , pj of points
in P for some indices 0 ⩽ i ⩽ j ⩽ n, while σ2 covers the points in Pi ∪P j . Hence, the problem
can be solved by searching for O(n2) possible bipartitions of P , namely, (Pi ∪P j , P \(Pi ∪P j))
for 0 ⩽ i ⩽ j ⩽ n, and evaluating the widths of the two strips enclosing each part of desired
bipartitions.

Let w1(i, j) := width0({pi+1, . . . , pj}) be the width of the smallest horizontal strip
enclosing j − i points pi+1, . . . , pj ∈ P , that is, the difference of the y-coordinates of pi+1
and pj . Let w2(i, j) := widthθ(Pi ∪ P j) be the width of the smallest strip in orientation θ

enclosing Pi ∪ P j = {p1, . . . , pi, pj+1, . . . , pn}. Define w(i, j) := max{w1(i, j), w2(i, j)}. Our
task is to minimize w(i, j) over all 0 ⩽ i ⩽ j ⩽ n. This can be done by evaluating w1(i, j)
and w2(i, j) for at most 4n pairs (i, j) of indices due to the monotonicity of w1 and w2. More
precisely, observe that

w1(i, j) ⩽ w1(i, j + 1) and w1(i, j) ⩽ w1(i − 1, j),

while

w2(i, j) ⩾ w2(i, j + 1) and w2(i, j) ⩾ w2(i − 1, j)
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by definition. Hence, our algorithm initially sets i = j = 0 and repeatedly increases j by
one until it holds that w1(0, j) ⩽ w2(0, j) and w1(0, j + 1) ⩾ w2(0, j + 1). Then for each
i = 1, . . . , n in this order, it repeatedly increases j by one until it holds that w1(i, j) ⩽ w2(i, j)
and w1(i, j + 1) ⩾ w2(i, j + 1) for the current i. This way, our algorithm probes at most 4n

pairs (i, j). For a given pair (i, j), in O(1) time we can evaluate w1(i, j) by definition and
w2(i, j) by Lemma 1. We thus conclude the following.

▶ Theorem 2. Given a set P of n points and two orientations θ, ϕ ∈ [0, π), the two-line center
problem where the resulting lines have orientations θ and ϕ can be computed in O(n log n)
time, or in O(n) time, provided P is sorted in orientation either θ or ϕ.

3 One fixed orientation

In this section, we solve the second constrained problem: given a fixed orientation ϕ, find
two strips of minimum width whose union encloses P such that one of the two strips is in
orientation ϕ. Throughout this section, a pair of two such strips (σ1, σ2), where σ1 is in
orientation ϕ, will be simply called a constrained two-strip, and assume that ϕ = 0.

To find a constrained two-strip of minimum width enclosing P , one could make use of a
data structure for the dynamic width maintenance [13, 17]. Observe that there are O(n2)
possible bipartitions of P induced by a constrained two-strip (σ1, σ2) since there are O(n2)
distinct subsets of P that can be enclosed by a horizontal strip σ1. This approach, however,
does not seem to avoid a quadratic running time, since the point set we would maintain
undergoes Θ(n2) updates. Another common approach is to apply known techniques, such
as the parametric search [5], the expander-based method [26], or the one based on a sorted
matrix [22]. These techniques also require at least quadratic time overhead.

Despite this difficulty, we present a near-linear O(n log3 n)-time algorithm based on our
O(n log2 n)-time decision algorithm and Chan’s structure of dynamic width maintenance [13].
Note that the decision problem can be solved in O(n log3 n) time by a direct application of
the machinery of Agarwal and Sharir [3]. In the following, we show how to shave another
logarithmic factor, while still using the data structure of Agarwal and Sharir.

3.1 Data structures for dynamic width decision and maintenance
Agarwal and Sharir [3] showed that in O(n log3 n) time the offline dynamic width decision
problem can be solved: Given a parameter ω > 0 and a sequence of n insert/delete operations
on a set S of points, initially consisting of at most n points, determine whether there is
any moment such that width(S) ⩽ ω during the n updates on S. Their algorithm builds a
segment tree based on the life-spans of the points, that is, the time intervals in which each
point is a member of S, and traverse it with a secondary data structure D that maintains
necessary information about the width of the current S using linear space.

The data structure D consists of two balanced binary search trees that store the edges of
the convex hull conv(S), ordered by their orientations, and maintains a certain collection of
invariants, which suffice to decide in O(1) time whether or not width(S) ⩽ ω for the current
set S. Agarwal and Sharir showed that how to update D per insertion of a point into S, and
also how to undo the latest insertion, recovering the structure D to the status before the
latest insertion. Summarizing, we have:

▶ Lemma 3 (Agarwal and Sharir [3]). Suppose the data structure D with a parameter ω has
been built on a set S of n points. Then, we can decide whether or not width(S) ⩽ ω in
O(1) time, and D can be maintained in O(log2 n) worst-case time for the following updates:
inserting a point to S and undoing the latest insertion.



T. Ahn and S. W. Bae 5:5

σθ2(S)σθ1(S)

conv(S)

σ[θ1,θ2](S)

q1

q2

Figure 1 Illustration of σ[θ1,θ2](S) = conv(S ∪ {q1, q2}) (shaded in light gray) when θ1 < θ2.

Chan [13] presented how to exactly maintain width(S) over fully online updates on S.
Its amortized time per update is O(

√
n log3 n), based on the following data structure.

▶ Lemma 4 (Chan [13]). There is a data structure W for a set S of n points that supports
deletions of points from S and queries of the following kind: given a query point set Q, report
width(S ∪ Q). The total preprocessing and deletion time is O(n log3 n) and the query time is
O(|Q| log3(n + |Q|)). The space required for maintaining the structure W is O(n log n).

Though Chan did not discuss the space requirement for his method, it is not difficult to see
it as stated above from construction [13]. Note that if the online updates are deletions only,
then this results in an O(n log3 n)-time algorithm that maintains the exact width.

3.2 Orientation-constrained width
Let S be a set of points, and let θ1 ⩽ θ2 be two orientations. Define the [θ1, θ2]-constrained
width of S to be

width[θ1,θ2](S) := min
θ∈[θ1,θ2]

widthθ(S).

Note that width(S) = width[0,π](S) and width[θ,θ](S) = widthθ(S) = width(σθ(S)). Also,
define

σ[θ1,θ2](S) :=
⋂

θ∈[θ1,θ2]

σθ(S).

Note that σ[θ1,θ2](S) is the convex hull of S and two more points from the boundary of the
intersection of two strips σθ1(S) and σθ2(S). See Figure 1 for an illustration.

▶ Lemma 5. For any finite set S of points, it holds that width[θ1,θ2](S) = width(σ[θ1,θ2](S)).

As will be seen later, we are also interested in orientation-constrained width decision
queries. More precisely, we are given a query interval [θ1, θ2] ⊆ [0, π) of orientations and
want to decide whether there exists θ ∈ [θ1, θ2] such that the width of σθ(S) is at most ω or,
equivalently, whether width[θ1,θ2](S) ⩽ ω. It turns out that the structure D of Lemma 3 by
Agarwal and Sharir is helpful for this type of queries as well, with the aid of Lemma 5.

▶ Lemma 6. Provided the data structure D on a point set S of n points with parameter ω is
available, an orientation-constrained width decision query on S for width ω can be answered
in O(log2 n) worst-case time using O(log n) additional space.
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5:6 Constrained Two-Line Center Problems

Now, consider two sets S1 and S2 of points in the plane that can be separated by a
line, that is, conv(S1) ∩ conv(S2) = ∅. Then, there are exactly two outer common tangent
lines ℓ1 and ℓ2. Let θ1 ⩽ θ2 be the orientations of ℓ1 and ℓ2. We say that S1 dominates S2 if
σ[θ1,θ2](S2) ⊆ σ[θ1,θ2](S1). By construction, note that either S1 or S2 dominates the other.
We also mean by the distance between two convex, compact sets A and B, denoted by d(A, B),
the minimum length of translation vectors τ such that A and B + τ have a common point.

▶ Lemma 7. With the above notations, suppose that S1 dominates S2. Then, it holds that:
(i) width[θ1,θ2](S1 ∪ S2) = width[θ1,θ2](S1).
(ii) If width(S1 ∪ S2) < d(conv(S1), conv(S2)), then width(S1 ∪ S2) = width[θ1,θ2](S1).

Proof. Since S1 dominates S2, we have

S2 ⊆ σ[θ1,θ2](S2) ⊆ σ[θ1,θ2](S1).

Lemma 5 implies that

σ[θ1,θ2](S1 ∪ S2) = σ[θ1,θ2](S1),

so the first statement (i) follows. See Figure 2(a).
Suppose width(S1 ∪ S2) < d(conv(S1), conv(S2)). Let σ∗ = σθ∗(S1 ∪ S2) be a minimum-

width strip enclosing S1 ∪ S2 whose orientation is θ∗. We claim that θ∗ ∈ [θ1, θ2]. If this
claim is true, then, by definition, we have

σ[θ1,θ2](S1) = σ[θ1,θ2](S1 ∪ S2) ⊆ σθ∗(S1 ∪ S2) = σ∗,

so

width(σ[θ1,θ2](S1)) ⩽ width(S1 ∪ S2),

on one hand. On the other hand, since S1 ∪ S2 is a subset of σ[θ1,θ2](S1 ∪ S2) = σ[θ1,θ2](S1),
we also have

width(σ[θ1,θ2](S1)) ⩾ width(S1 ∪ S2),

and the second statement (ii) is thus proved.
Hence, we are done by proving the claim that θ∗ ∈ [θ1, θ2]. As σ∗ is minimal among

those enclosing S1 ∪ S2, its boundary contains three points p, q, r from S1 ∪ S2 such that p

and q lie on a common bounding line ℓ of σ∗, r lies on the other bounding line ℓ′, and the
perpendicular foot r′ of r to ℓ lies in between p and q. See Figure 2(b) for an illustration.

S1

S2

p qr′

r ℓ′

ℓ
S1

S2

ℓ

ℓ′

(a) (b) (c)

Figure 2 Illustrations to the proof of Lemma 7.
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We first exclude the possibility that both p and q belong to a common set, S1 or S2, and r

to the other. Suppose for a contradiction that, say, p, q ∈ S1 and r ∈ S2. By our assumption
that d(conv(S1), conv(S2)) > width(S1 ∪ S2), the distance d from r to its perpendicular
foot r′ is strictly larger than width(S1 ∪ S2), while, however, the distance d is also the width
of σ∗, a contradiction to the assumption that the width of σ∗ determines width(S1 ∪ S2).

Now, suppose that θ∗ /∈ [θ1, θ2]. Then, observe that both bounding lines ℓ and ℓ′ of σ∗

cannot intersect a common set, S1 or S2; that is, ℓ ∩ Si ̸= ∅ if and only if ℓ′ ∩ Si = ∅, for
i = 1, 2. (See Figure 2(c).) This implies that p, q ∈ ℓ belong to one common set, S1 or S2,
and r ∈ ℓ′ belongs to the other set, which is forbidden by the above argument. Thus, we
have θ ∈ [θ1, θ2], and the claim is true. ◀

3.3 Decision algorithm
We describe our decision algorithm for a given parameter ω > 0. The points p1, . . . , pn ∈ P

are assumed to be sorted in the y-coordinates, and we let Pi = {p1, . . . , pi} and P i = P \ Pi.
Consider a horizontal strip σ0 of width ω and sweep the plane by translating σ0 upwards from
below. At any moment of this sweeping process, the points P \ σ0 outside of σ0 is partitioned
into Pi and P j for some 0 ⩽ i ⩽ j ⩽ n such that all points of Pi lies below σ0 and all points
of P j lies above σ0. Note that the indices i and j representing such a separation by σ0 do
not decrease during the process, and it always holds that d(conv(Pi), conv(P j)) > ω. Also,
by this monotonicity of i and j, observe that P j dominates Pi from the beginning until some
moment and Pi dominates P j from that moment to the end. See Figure 3.

We maintain convex hulls, conv(Pi) and conv(P j), and the data structure D with
parameter ω on set Pi. Maintaining the convex hulls conv(Pi) and conv(P j) can be done in
O(n log n) total time [11,23]; in our case, updates on Pi and P j are offline. Initially, we have
i = j = 0, so conv(Pi) = ∅, conv(P j) = conv(P ), and D is initialized for an empty set P0.

In the main loop of our decision algorithm, as σ0 moves upwards, we do nothing until Pi

becomes dominating P j while we maintain the data structure D by inserting relevant points.
For each pair (i, j) such that Pi dominates P j , we decide whether width(Pi ∪ P j) ⩽ ω or not.
If it is the case, we stop the algorithm and report YES; otherwise, we proceed the algorithm.
The decision is made as follows: We first compute the outer common tangents of conv(Pi)
and conv(P j) in O(log2 n) time using conv(Pi) and conv(P j). (See Figure 3.) Let θ1 ⩽ θ2
be the orientations of the two common tangents. We then perform an orientation-constrained
width decision query on Pi with query interval [θ1, θ2]. This can be done in O(log2 n)
time by Lemma 6 using D. If the answer to this query is positive, then we conclude that
width(Pi ∪ P j) ⩽ ω; otherwise, we conclude that width(Pi ∪ P j) > ω. The correctness of this
decision is guaranteed by the following lemma, which is a direct application of Lemma 7.

(b)

Pi′

P j′

σ0pi′+1

pj′

(a)

Pi

P j

σ0pi+1

pj

ω

Figure 3 Snapshots of the sweeping process: (a) P j dominates Pi and (b) Pi′ dominates P j′ .
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5:8 Constrained Two-Line Center Problems

▶ Lemma 8. For (i, j) such that Pi dominates P j and d(conv(Pi), conv(P j)) > ω, we have
width(Pi ∪ P j) ⩽ ω if and only if width[θ1,θ2](Pi) ⩽ ω.

This way, we check all the pairs (i, j) such that Pi dominates P j during the sweeping
process. The other pairs (i, j) such that P j dominates Pi can be handled in a symmetric
way by moving the horizontal strip σ0 downwards. Therefore, we conclude the following.

▶ Theorem 9. Given a set P of n points, ϕ ∈ [0, π), and ω > 0, we can decide in O(n log2 n)
time and O(n) space whether there is a constrained two-strip of width ω.

3.4 Optimization algorithm
Let w∗ be our target optimal width, that is, the minimum width of a constrained two-strip
enclosing P . As above, suppose that p1, . . . , pn ∈ P are sorted in their y-coordinates. Let
W1 be the set of all differences of y-coordinates between two points in P . Since W1 can be
represented by a sorted matrix [19], we can find two consecutive values w0, w1 ∈ W1 such
that w0 < w∗ ⩽ w1 in O(n log3 n) time using our decision algorithm (Theorem 9) and an
efficient selection algorithm for a sorted matrix [20].

At this stage, observe that, for any w0 < w < w1, the sequence of changes on the sets
Pi and P j of points below and above σ0 is the same as the horizontal strip σ0 of width w

moves upwards. Let X be the set of those pairs (i, j) of indices such that Pi and P j appear
as the sets of points below and above σ0, respectively.

▶ Lemma 10. It holds that

w∗ = min{w1, min
(i,j)∈X

{width(Pi ∪ P j)}}.

Thus, we are done by computing the width of Pi ∪ P j for (i, j) ∈ X. Even better, to
compute w∗ and an optimal two-strip, it suffices to evaluate the exact value of width(Pi ∪P j)
only for those (i, j) ∈ X such that width(Pi ∪ P j) < w1. Let W be the set of values
of width(Pi ∪ P j) that are less than w1. Below, we show how to compute the set W .

For the purpose, we take any value w with w0 < w < w1 and simulate the translational
sweeping process with the horizontal strip σ0 of width w in a similar way as done for the
decision algorithm. Here, we sweep the plane by moving σ0 downwards from above. We
initialize the data structure D with parameter ω = w1 on point set Pn = P by inserting
n points p1, . . . , pn in this order, and maintain D by deleting points in the reversed order to
represent Pi, as σ0 moves downwards. In addition, we initialize the structure W of Lemma 4
for point set Pn = P , and maintain it to store Pi by deleting points in the same order. We
also maintain the convex hulls conv(Pi) and conv(P j).

During the sweeping process, we only handle those (i, j) ∈ X such that Pi dominates
P j , so we stop the process as soon as P j dominates Pi. (Those (i, j) ∈ X such that P j

dominates Pi can be handled in a symmetric way by moving σ0 upwards.) Consider such
a pair (i, j). Our goal is to compute width(Pi ∪ P j) only when it is less than w1. Note
that d(conv(Pi), conv(P j)) ⩾ w1. We compute the outer common tangents of conv(Pi) and
conv(P j) and let θ1 ⩽ θ2 be their orientations. As in the decision algorithm, we test whether
or not width[θ1,θ2](Pi) ⩽ w1 by Lemma 6 using D. Lemma 7 implies the following.

▶ Lemma 11. Provided Pi dominates P j, width(Pi ∪ P j) ⩾ w1 if width[θ1,θ2](Pi) > w1.

If it turns out that width[θ1,θ2](Pi) > w1, then we can discard the pair (i, j) and proceed the
algorithm by Lemma 11. Otherwise, we compute the exact value of width[θ1,θ2](Pi). If θ1 = θ2,
this can be done in O(log n) time using convex hulls conv(Pi) and conv(P j); if θ1 < θ2,
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by Lemma 5, we have width[θ1,θ2](Pi) = width(σ[θ1,θ2](Pi)) and σ[θ1,θ2](Pi) = conv(Pi ∪ Q)
where Q = {q1, q2} consists of two points as described above. (See also Figure 1.) Hence,
in this case, we can compute width[θ1,θ2](Pi) in O(log3 n) time by Lemma 4 with a query
set Q = {q1, q2} to W. Again, Lemma 7 implies the following.

▶ Lemma 12. width[θ1,θ2](Pi) < w1 if and only if width(Pi ∪ P j) < w1. Moreover, if
width[θ1,θ2](Pi) < w1, then width(Pi ∪ P j) = width[θ1,θ2](Pi).

By Lemma 12, we have width(Pi ∪ P j) = width[θ1,θ2](Pi) and it is a member of W if and
only if the computed value of width[θ1,θ2](Pi) is strictly smaller than w1.

This way, we can collect the values in W in O(n log3 n) time. By Lemma 10, the minimum
value in W is w∗, if W is nonempty; or w∗ = w1, if W = ∅. The corresponding two-strip
of width w∗ can be computed and stored during the execution of the algorithm. Hence, we
finally conclude the following.

▶ Theorem 13. Given a set P of n points in the plane and an orientation ϕ, a two-line center
for P in which one of the two lines is constrained to be in orientation ϕ can be computed in
O(n log3 n) time and O(n log n) space.

4 Fixed angle of intersection

In this section, we solve the third constrained two-line center problem in which, given a real
value 0 ⩽ β ⩽ π/2, the difference of the orientations of the two resulting lines is exactly β.
Throughout this section, for convenience, a constrained two-strip denotes a pair of strips
whose orientations differ by β. Let w∗ be the minimum width of a constrained two-strip
enclosing P . We start by describing optimal configurations.

▶ Lemma 14. There exists a minimum-width constrained two-strip (σ1, σ2) enclosing P that
falls into one of the following cases:

(i) Either w∗ = width(σ1) > width(σ2) or w∗ = width(σ2) > width(σ1), and one of the
four bounding lines of σ1 and σ2 contains two points in P .

(ii) It holds that w∗ = width(σ1) = width(σ2), and each of the four bounding lines of σ1
and σ2 contains a point in P .

In the following, we present an algorithm that runs in O(n2α(n) log n) time using O(n2)
space. Our algorithm follows a similar flow as for the second problem, consisting of two
phases: (1) find a favorably narrow interval (w0, w1] that includes our target width w∗, and
(2) proceed the search for w∗ with the aid of (w0, w1]. We first present an efficient decision
algorithm, and then describe each of the two phases.

4.1 Decision algorithm
Let ω > 0 be a given parameter, and our goal is to decide whether or not ω ⩾ w∗. Throughout
this section, we regard θ as a direction from the range [0, 2π), taken by modulo 2π, and
assume that no three points in P are collinear.

We consider a rotational sweeping process with fixed width ω described as follows: Take
any point p ∈ P as a pivot. For direction θ ∈ [0, 2π), let ℓ(θ) and ℓ+(θ) be two directed
lines in θ such that ℓ(θ) is through p and ℓ+(θ) is at distance ω to the left of ℓ(θ). We
simultaneously rotate both lines ℓ(θ) and ℓ+(θ) counterclockwise by increasing θ, and consider
the strip σ(θ) bounded by the two lines. Taking the second strip σ(θ) := σθ+β(P \ σ(θ)) as
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p

ℓ(θ)

ℓ+(θ)

σ(θ)

σ(θ)
ω

β

q−(θ)

q+(θ)

Figure 4 A snapshot at θ of the rotational sweeping process with fixed width ω and pivot p.

the minimum-width strip in orientation θ + β enclosing the rest of points in P , our goal is to
decide if there exists θ ∈ [0, 2π) such that width(σ(θ)) ⩽ ω for some p ∈ P . See Figure 4, in
which points in P ∩ σ(θ) are depicted by dots and those in P \ σ(θ) by small circles.

This sweeping process can be simulated by maintaining the dynamic convex hull conv(P \
σ(θ)) and its two extreme points q−(θ) and q+(θ) that define σ(θ). Since the number of
updates on P \ σ(θ) is O(n), it can be done in O((n + E) log n) time [11], where E denotes
the number of changes of the two extreme points q−(θ) and q+(θ). As will be seen later,
E = O(nα(n)) and hence the decision can be made in O(n2α(n) log n) time.

In order to see why E = O(nα(n)) and even to improve the running time, we find
it more useful and convenient to discuss the problem in the dual setting. Consider the
standard dual transformation that maps each point r = (a, b) ∈ R2 into a non-vertical line
r⋆ : {y = ax − b}, and vice versa. Let L := {p⋆ | p ∈ P} be the set of n lines dual to each
point in P . For a fixed pivot p = (a, b) ∈ P , the trace of ℓ+(θ) in the dual environment
draws a hyperbola {y = ax − b ± ω

√
1 + x2} [5]. We take the upper branch of the hyperbola,

denoted by

hp : {y = ax − b + ω
√

1 + x2},

and let H := {hp | p ∈ P}. By this choice, we restrict ourselves to considering half the domain
of directions, namely [π/2, 3π/2); the other case can be handled symmetrically by considering
the lower branches of the hyperbolas. Note that the dual of ℓ+(θ) for θ ∈ (π/2, 3π/2) is
the intersection point between hp and vertical line {x = tan(θ)}. Hence, the first strip σ(θ)
appears as a vertical segment between p∗ and hp at x = tan(θ). Similarly, the dual of the
second strip σ(θ) is a vertical segment at x = tan(θ + β) that crosses all but those lines in L

intersected by (σ(θ))⋆.
For better exposition, we consider an operation that rotates a given line around a given

point by angle β. In the dual setting, such a rotation can be performed by the following
mapping: for any non-vertical line ℓ and a point ζ ∈ ℓ, we define τβ(ζ; ℓ) to be the intersection

x = xζ x = tan(tan−1 xζ + β)

ℓ

ζ τβ(ζ; ℓ)

ζ⋆

ℓ⋆

(τβ(ζ; ℓ))
⋆

β

(a) (b)

Figure 5 (a) Illustration for the mapping τβ(·; ℓ) on line ℓ and (b) its dual representation.
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point between ℓ and the vertical line {x = tan(tan−1(xζ) + β)}, where xζ is the x-coordinate
of ζ. See Figure 5. For a line segment s on ℓ, let τβ(s) be the segment of ℓ obtained by
applying the β-shifting map τβ to all points on s along ℓ, that is, τβ(s) =

⋃
ζ∈s τβ(ζ; ℓ). Note

that τβ(s) may consist of two half-lines, if the x-coordinates of s are large enough.
Now, consider the pieces of lines in L below p⋆ or above hp. Let S be the set of these

segments and half-lines, and T := {τβ(s) | s ∈ S} be the set of shifted segments. We then
observe that the two lines bounding σ(θ) correspond to the highest and lowest points of
the intersection T ∩ {x = tan(θ + β)}. Thus, σ(θ) and its width over θ ∈ (π/2, 3π/2) are
determined by the lower and upper envelopes, L(T ) and U(T ), of T . This implies that the
number E of changes of the two extreme points q−(θ) and q+(θ) indeed counts the number
of vertices in L(T ) and U(T ), so E = O(nα(n)) [30] and the decision problem can be solved
in O(n2α(n) log n) time. In the following, we improve it to O(n2α(n)) time.

We start with the directed line ℓ(π/2) through any p ∈ P , and rotate it around the pivot p

by increasing θ until it hits another point p′ ∈ P . Whenever ℓ(θ) hits another point p′, we
switch the pivot to p′ and continue the rotation around the new pivot p′. Observe that
this motion of ℓ(θ) preserves the number k of points in P that lie on ℓ(θ) or on its right
side, except some moments when ℓ(θ) contains two points. In the dual setting, the trace
of ℓ(θ) is well known as the k-level of the arrangement A(L) of lines in L. More precisely,
for k = 1, . . . , n, the k-level of A(L), denoted by Lk, is the monotone chain consisting of
all edges e of A(L) such that there are exactly k − 1 lines strictly below any point in the
relative interior of e. Similarly, the trace of line ℓ+(θ) at distance ω from ℓ(θ) is the k-level
of the arrangement A(H) of n hyperbolas in H, denoted by Hk.

Let L−
k be the region strictly below Lk and H+

k be that strictly above Hk. For each r ∈ P

and 1 ⩽ k ⩽ n, define

S+
k,r := r⋆ ∩ H+

k , S−
k,r := r⋆ ∩ L−

k , T +
k,r := τβ(S+

k,r), and T −
k,r := τβ(S−

k,r),

and let T +
k and T −

k be the collections of segments and half-lines in T +
k,r and T −

k,r, respectively,
over all r ∈ P . Our goal is then to compute the envelopes L(T +

k ∪ T −
k ) and U(T +

k ∪ T −
k ) for

all k. As discussed above, these envelopes explicitly describe the changes of the extreme
points defining the second strip σ(θ) whose orientation is θ + β, so we can decide whether
width(σ(θ)) ⩽ ω for some θ in time linear to the total complexity of the envelopes.

Let L+
k := L(T +

k ), U+
k := U(T +

k ), L−
k := L(T −

k ), and U−
k := U(T −

k ). We compute these
four families of envelopes separately for all k. Then, L(T +

k ∪ T −
k ) and U(T +

k ∪ T −
k ) can be

obtained by merging two envelopes. For our purpose, the following observation is essential.

▶ Lemma 15. For any 1 ⩽ k ⩽ n − 1 and r ∈ P ,

T +
k+1,r ⊂ T +

k,r and T −
k,r ⊂ T −

k+1,r.

Therefore, every point on L+
k is below or on L+

k+1; every point on U+
k is above or on U+

k+1;
every point on L−

k is above or on L−
k+1; every point on U−

k is below or on U−
k+1.

This naturally suggests us computing each family of envelopes in an incremental way. In
the following, we describe how to compute L+

n , L+
n−1, . . . , L+

1 in this order. The other three
families can also be handled symmetrically and analogously.

Initially, we compute A(L) and A(L ∪ H), and for each vertex v of A(L ∪ H), we collect
its images under τβ into a set Ξ. More precisely, we use a dictionary structure for Ξ indexed
by pairs in L × (L ∪ H), such as an array-based n × 2n matrix. For each pair (ℓ, ℓ′) with
ℓ, ℓ′ ∈ L such that v = ℓ ∩ ℓ′ is a vertex of A(L ∪ H), we store τβ(v; ℓ); for (ℓ, h) with ℓ ∈ L

and h ∈ H, we store τβ(v; ℓ) for each v ∈ ℓ ∩ h. We also associate each point ξ ∈ Ξ with the
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edge e of A(L) such that ξ ∈ e, so that given a pair in L × (L ∪ H) we can locate in O(1)
time on which edges of A(L) its relevant points ξ ∈ Ξ lie. Note that at most two points are
stored at each entry of Ξ. The initialization can be done in O(n2) time using O(n2) space.

Let T +
n+1 = L+

n+1 = ∅, and suppose L+
k+1 has been correctly computed. Let T ∗ be the

set of segments obtained from T +
k,r \ T +

k+1,r for all r ∈ P . We then have L+
k = L(L+

k+1 ∪ T ∗)
by Lemma 15, so can be computed by merging L+

k+1 and L(T ∗). Computing L(T ∗) is done
in three steps: specify T ∗, compute the arrangement A(T ∗), and extract L(T ∗) from A(T ∗).

To specift T ∗, we walk along Hk and Hk+1 in A(L∪H) and find out all intersections Hk∩r⋆

and Hk+1 ∩ r⋆ for each r ∈ P . We are then able to extract all segments of r⋆ that lie in
between Hk and Hk+1. For each such segment s, τβ(s) is a member of T ∗. This can be done
in O(mk + mk+1 + n) time, where mi denotes the number of vertices of A(L ∪ H) along Hi.
Note that the number of segments in T ∗ is at most mk + mk+1, since the endpoints of their
preimages under the β-shifting map τβ are all from the vertices along Hk and Hk+1.

Note that every t ∈ T ∗ is a segment of a line in L, so A(T ∗) is a clipped portion of the
entire arrangement A(L). In addition, the endpoints of t are members of Ξ, so we can find
out their exact locations in A(L) in O(1) time per each. Thus, we can construct A(T ∗)
by tracing segments t ∈ T ∗ in A(L) in O(|T ∗| + vk) = O(mk + mk+1 + vk) time, where vk

denotes the number of vertices of A(L) we encounter. Note that A(T ∗) consists of exactly
mk + mk+1 + vk vertices and at most mk + mk+1 + 2vk edges.

As A(T ∗) forms a plane graph, possibly being disconnected, it turns out that its lower
envelope L(T ∗) can be obtained in time linear to its complexity. Here, we make use of the
following two algorithmic tools: First, a linear-time algorithm for computing the vertical
decomposition (or the trapezoidation) of a simple polygon [14,18] can be applied for computing
the lower envelope of a connected plane graph.

▶ Lemma 16. Given a connected plane graph G, consisting of m line segments, its lower
envelope L(G) can be computed in O(m) time.

Second, Asano et al. [9] presented a linear-time algorithm for computing the lower envelope
of disjoint line segments, provided their endpoints are sorted. It is not difficult to see that
their algorithm also works even if we replace “segments” by “monotone chains.”

▶ Lemma 17 (Asano et al. [9]). Let C1, C2, . . . , Cl be mutually disjoint monotone chains
with m line segments in total. If a sorted list of their endpoints is given, then their lower
envelope L(

⋃
i Ci) can be computed in O(m) time.

Back to our problem, we apply Lemma 16 to each connected component of A(T ∗),
resulting in disjoint monotone chains C1, C2, . . ., whose lower envelope is L(T ∗). Recall
that we already have the sorted list of endpoints of T ∗, since those endpoints have been
obtained by walking along Hk and Hk+1 in A(L ∪ H) and applying the β-shifting map τβ ,
and the map τβ preserves the order along Hk and Hk+1. Hence, we can extract a sorted list
of endpoints of the chains Ci in additional O(mk + mk+1) time, which allows us to apply
Lemma 17 to obtain L(T ∗). The total time for this third step is proportional to the number
of edges in A(T ∗), so O(mk + mk+1 + vk) time.

Finally, to compute L+
k , we linearly scan L+

k+1 and L(T ∗), simultaneously. This takes
time linear to the total complexity of L+

k+1 and L(T ∗). Note that L+
k+1 consists of

O(|T +
k+1|α(|T +

k+1|)) = O(mk+1α(mk+1)) edges since it is the lower envelope of line seg-
ments [30]. So, the total time we spend to incrementally construct L+

k from L+
k+1 for

each 1 ⩽ k ⩽ n is bounded by O(n + mk + mk+1α(mk+1) + vk).
By iterating k from n down to 1, we conclude our decision algorithm.
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▶ Theorem 18. Given a set P of n points, an angle β, and a parameter ω, we can decide
whether or not ω ⩾ w∗ in O(n2α(n)) time and O(n2) space.

4.2 First phase of the optimization algorithm
From now on, we describe our optimization algorithm. Its first phase is done as follows.

Let W2 be the set of all pairwise distances among points in P . We first obtain two consec-
utive values w′

0 < w′
1 ∈ W2 such that w∗ ∈ (w′

0, w′
1]. This is easily done in O(n2α(n) log n)

time by sorting W2 and performing a binary search on W2 using our decision algorithm
presented in Theorem 18. Next, let W3 be the set of n

(
n
2
)

values obtained as follows: for
any pair p, q ∈ P with p ̸= q, collect the distances from each r ∈ P to the line through p

and q. We then find two consecutive values w′′
0 < w′′

1 ∈ W3 such that w∗ ∈ (w′′
0 , w′′

1 ]. This
can be done in O(n2α(n) log n) time by the technique of Glozman et al. [22], again using our
decision algorithm. Note that the two-strip of width w′′

1 is the best solution of case (i) of
Lemma 14. We then choose w0 := max{w′

0, w′′
0 } and w1 := min{w′

1, w′′
1 }, and obtain:

▶ Lemma 19. In O(n2α(n) log n) time, we can find two values w0 ⩽ w1 such that w0 <

w∗ ⩽ w1 and no member in W2 ∪ W3 lies in (w0, w1).

4.3 Second phase of the optimization algorithm
For each p ∈ P , let w∗

p be the minimum possible width of constrained two-strips (σ1, σ2) such
that p lies on the boundary of σ1. It is obvious that w∗ = minp∈P w∗

p. The second phase of
our algorithm computes the exact value of w∗

p, if w∗
p < w1; or reports w∗

p ⩾ w1, otherwise.
Note that, if w∗

p < w1, then the corresponding optimal two-strip falls in case (ii) described in
Lemma 14 by Lemma 19. In the following, let p ∈ P be fixed and called the pivot.

Updates in the sweeping process with fixed width

Before describing the algorithm, we discuss essential ingredients of its correctness, based on
Lemma 19. Let w ∈ (w0, w1) be any value. We consider the sweeping process with fixed
width w and fixed pivot p, as described at the beginning of Section 4.1. (See Figure 4.)
Recall that the first strip σ(θ) is determined by two directed lines ℓ(θ) and ℓ+(θ) such that
ℓ(θ) goes through p and ℓ+(θ) is at distance w to the left of ℓ(θ), and the second strip σ(θ) in
orientation θ + β encloses the rest of points in P \ σ(θ). Let P (θ) := P ∩ σ(θ). Then, during
this sweeping process as θ increases, P (θ) undergoes a sequence of updates. We identify
each update by a pair of its involved point r ∈ P and its type determined by one of the four
combinations of the following:

An update is right if it happens when ℓ(θ) hits r; or left when ℓ+(θ) hits r

An update is leaving if r is being deleted from P (θ); or approaching, otherwise.
Thus, two updates are the same if their involved points and their types are equal.

Let Υw be the set of those updates occurred on P (θ) during the sweeping process with
fixed width w over θ ∈ [0, 2π). Observe that there are two possibilities for each r ∈ P \ {p}:
By Lemma 19, the distance between r and the pivot p is either at most w0 or at least w1.
Thus, if r falls in the former case, there are exactly two updates for r in Υw whose types are
right leaving and right approaching; in the latter case, there are exactly four updates for r

in Υw with each of the four possible types. This implies that the set Υw is invariant under
the choice of w ∈ (w0, w1), so we write Υ = Υw for any w ∈ (w0, w1).

Fix an arbitrary right leaving update υ0 ∈ Υ in which r0 ∈ P \ {p} is involved, and
assume that both p and r0 lie along ℓ(0) in this order, that is, p and r0 lie on the horizontal
line ℓ(0) and r0 is to the right of p; this can be easily achieved by a proper rotation of the
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axes. For υ ∈ Υ and w ∈ (w0, w1), let ϕυ(w) ∈ [0, 2π) be the direction at which υ occurs
during the sweeping process with fixed width w. From the above discussion, we know that
ϕυ is a well-defined function from (w0, w1) to [0, 2π). Lemma 19 implies the following.

▶ Lemma 20. There is no w ∈ (w0, w1) such that ϕυ(w) = ϕυ′(w) for any two distinct
υ, υ′ ∈ Υ. Moreover, for each υ ∈ Υ, ϕυ(w) is either constant if υ is right, continuously
increasing if υ is left leaving, or continuously decreasing if υ is left approaching.

For w ∈ (w0, w1), we consider a total order ≺w on Υ such that υ ≺w υ′ if and only
if ϕυ(w) < ϕυ′(w). Note that its totality is guaranteed by Lemma 20 and υ0 is the least
element in Υ under ≺w. Lemma 20 further implies that the ordering ≺w on Υ remains the
same over all w ∈ (w0, w1): assuming any swap between ≺w and ≺w′ for w0 < w < w′ < w1,
one can face with some w′′ ∈ (w, w′) and υ, υ′ ∈ Υ such that ϕυ(w′′) = ϕυ′(w′′), due to the
continuity of functions ϕυ and ϕυ, so a contradiction.

Hence, we have a universal total ordering ≺ on Υ such that ≺ = ≺w for any w ∈ (w0, w1).
Let υ0, υ1, . . . , υm−1 ∈ Υ be the updates in Υ listed in this order ≺, where m := |Υ|. For
each 0 ⩽ i ⩽ m − 1, let Ii := {ϕυi

(w) | w0 < w < w1}. Lemma 20 implies that Ii consists of
a single element if υi is a right update; otherwise, Ii forms an open interval if υi is a left
update. The following summarizes more implications of Lemma 20 about the intervals Ii.
Two intervals I and I ′ are said to be properly nested if one includes the other, say I ′ ⊂ I, in
such a way that both endpoints of I ′ lie in the relative interior of I.

▶ Lemma 21. Two intervals Ii and Ij are never properly nested. If Ii and Ij overlap, then
either both of υi and υj are left leaving or both are left approaching.

For 0 ⩽ i ⩽ m−1, let Pi be the resulting set after executing the first i+1 updates υ0, . . . , υi

on the subset of points in P lying on or to the left of ℓ(0) whose distances to ℓ(0) are at
most w0. Note that P0 = (σ0 ∩ P ) \ {r0} where σ0 denotes the horizontal strip of width w0
such that ℓ(0) bounds σ0 from below. Let Qi := P \ Pi, and define

ωi(θ) := widthθ(Pi) and ωi(θ) := widthθ+β(Qi)

for θ ∈ [0, 2π). Let ri ∈ P \ {p} be the point involved in υi.

▶ Lemma 22. For any left leaving update υi ∈ Υ, ωi−1(θ) = widthθ({p, ri}) over θ ∈ Ii, and
is an increasing function over Ii whose infimum and supremum are w0 and w1, respectively.

Description of algorithm

The second phase of our algorithm simulates a similar sweeping process as before, but with
the first strip σ(θ) having variable width: Let ω : [0, 2π) → R be a function, which will be
specified later. We redefine ℓ+(θ) to be the line at distance ω(θ) to the left of ℓ(θ), and thus
σ(θ) to have width ω(θ). The second strip σ(θ) in orientation θ + β is determined as before
to tightly enclose the rest of points in P \ σ(θ). Let ω(θ) := width(σ(θ)). This way, the
process is completely determined by the width function ω(θ).

Our width function ω(θ) will be fully determined by when to execute each update υi ∈ Υ.
For 0 ⩽ i ⩽ m − 1, let ϕi be the direction at which the i-th update υi ∈ Υ is executed in our
algorithm. We choose the ϕi’s by the following rules:

If υi is a right update, ϕi is the only direction in Ii, that is, Ii = {ϕi}.
If υi is a left approaching update, ϕi is chosen to be the larger endpoint of Ii.
If υi is a left leaving update, ϕi is chosen to be the smallest direction θ such that
ωi−1(θ) = ωi−1(θ) over θ ∈ Ii, if exists; otherwise, ϕi is the larger endpoint of Ii.

Note that ϕ0 = 0 and let ϕm := 2π. It is obvious that either ϕi ∈ Ii or ϕi is the larger
endpoint of Ii. Less obvious is that the resulting ϕi’s indeed obey the ordering ≺ of Υ.
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▶ Lemma 23. It holds that 0 = ϕ0 < ϕ1 ⩽ ϕ2 ⩽ · · · ⩽ ϕm−1 ⩽ ϕm = 2π.

The function ω(θ) is then set up as follows: ω(0) := w0 and ω(θ) := max{w0, ωi(θ)} for
θ ∈ (ϕi, ϕi+1] and 0 ⩽ i ⩽ m − 1. We then obtain a conditional correctness of our algorithm.

▶ Lemma 24. Suppose w∗
p < w1, and let θ∗ and θ∗ + β be the directions of the bounding lines

of a corresponding two-strip of width w∗
p such that the pivot p lies on the right bounding line

of direction θ∗. If θ∗ /∈ Ii for all left approaching updates υi ∈ Υ, then there is a left leaving
update υj ∈ Υ such that θ∗ = ϕj ∈ Ij and w∗

p = ω(θ∗) = ωj−1(θ∗) = ωj−1(θ∗) = ω(θ∗).

Thus, we can compute w∗
p and its corresponding two-strip by checking each ϕi such that

ϕi ∈ Ii and υi ∈ Υ is a left leaving update, provided the condition of Lemma 24 is satisfied.
The other case, where w∗

p is not determined by left leaving updates, can be handled by a
reversed sweeping process that rotates σ(θ) clockwise by decreasing θ from 2π to 0; note that
in this reversed process each approaching update becomes a leaving update, and vice versa.

Now, the detailed implementation is presented. Simulating the sweeping process with
function ω(θ) can be done by maintaining a dynamic set Q, representing P \ σ(θ), and its
convex hull conv(Q). First, we compute the updates υ0, υ1, . . . , υm−1 ∈ Υ together with their
intervals Ii, and also precompute ϕi for all right updates and left approaching updates υi ∈ Υ.
Initially, Q = Q0 and Q = Qi while we are in θ ∈ (ϕi, ϕi+1] for each 0 ⩽ i ⩽ m. We also
maintain the two extreme points of Q that determine σ(θ): this can be done by two types of
queries on conv(Q), finding two tangents of conv(Q) in a given direction and finding the next
extreme point of conv(Q) neighboring the current one. Each of these convex hull queries can
be answered in O(log n) amortized time [11].

While we rotate σ(θ) as increasing θ, we execute updates υi ∈ Υ at θ = ϕi if ϕi has
already been computed. Recall that only the execution times ϕi of left leaving update υi are
not precomputed, so they are evaluated during the sweeping process: Suppose the current
direction θ lies in Ii for a left leaving update υi and the first j ⩽ i updates υ0, . . . , υj−1
have already been executed, that is, Q = Qj−1 currently at θ and ω(θ) = ωj−1(θ). At this
moment θ, note that θ ∈ Ij ∩ Ii and υj is also a left leaving update by Lemma 21. Hence,
Lemma 22 implies that ω(θ) = ωj−1(θ) = widthθ({p, rj}). We then solve the equation
ωj−1(φ) = ωj−1(φ). Since the two functions ωj−1 and ωj−1 are sinusoidal over a range in
which the two extreme points of Qj−1 do not change [10], this can be done in time proportional
to the number of such changes while Q = Qj−1. As soon as we find a solution ϕ ∈ Ij such
that ωj−1(ϕ) = ωj−1(ϕ), we know that ϕj = ϕ by our rules; otherwise, ϕj is chosen to be
the larger endpoint of Ij .

Since m = O(n), the overall time we spend is bounded by O(n log n + E log n), where E

denotes the number of changes of the extreme points of Q that define the second strip σ(θ). In
the dual setting, as done for the decision algorithm, those changes correspond to the vertices
of the lower and upper envelopes of O(n) line segments, so we have E = O(nα(n)) [30].
By iterating pivots p ∈ P , the second phase of the algorithm can be implemented in
O(n2α(n) log n) total time.

Therefore, we conclude the following result.

▶ Theorem 25. Given a set P of n points and a parameter β ∈ [0, π/2], the two-line center
problem with a constraint that the resulting two lines should make an angle of β can be solved
in O(n2α(n) log n) time using O(n2) space.
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Abstract
In this paper, we study fundamental parameterized problems such as k-Path/Cycle, Vertex
Cover, Triangle Hitting Set, Feedback Vertex Set, and Cycle Packing for dynamic unit
disk graphs. Given a vertex set V changing dynamically under vertex insertions and deletions, our
goal is to maintain data structures so that the aforementioned parameterized problems on the unit
disk graph induced by V can be solved efficiently. Although dynamic parameterized problems on
general graphs have been studied extensively, no previous work focuses on unit disk graphs. In this
paper, we present the first data structures for fundamental parameterized problems on dynamic unit
disk graphs. More specifically, our data structure supports 2O(

√
k) update time and O(k) query time

for k-Path/Cycle. For the other problems, our data structures support O(log n) update time and
2O(

√
k) query time, where k denotes the output size.
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6:2 Dynamic Parameterized Problems on Unit Disk Graphs

1 Introduction

For a set V of n points in the plane, the unit disk graph of V is the intersection graph of the
unit disks of diameter one centered at the points in V , denoted by UD(V ). Unit disk graphs
serve as a powerful model for real-world applications such as broadcast networks [28, 29],
biological networks [23] and facility location [34]. Due to various applications, unit disk
graphs have gained significant attention in computational geometry. Since most of the
fundamental NP-hard problems remain NP-hard even in unit disk graphs, the study of NP-
hard problems on unit disk graphs focuses on approximation algorithms and parameterized
algorithms [4, 6, 17, 21, 37]. From the perspective of parameterized algorithms, the main
focus is to design subexponential-time parameterized algorithms for various problems on unit
disk graphs. While such algorithms do not exist for general graphs unless ETH fails, lots of
problems admit subexponential-time parameterized algorithms for unit disk graphs.

In this paper, we study fundamental graph problems on dynamic unit disk graphs. Given
a vertex set V that changes under vertex insertions and deletions, our goal is to maintain
data structures so that specific problems for UD(V ) can be solved efficiently. This dynamic
setting has attracted considerable interest. For instance, the connectivity problem [11, 12],
the coloring problem [27], the independent set problem [9, 19], the set cover problem [1], and
the vertex cover problem [8] have been studied for dynamic geometric intersection graphs.
Here, all problems, except for the connectivity problem, are NP-hard. All previous work on
dynamic intersection graphs for those problems study approximation algorithms. However,
like the static setting, parameterized algorithms are also a successful approach for addressing
NP-hardness in the dynamic setting. There has been significant research on parameterized
algorithms for dynamic general graphs [2, 13, 18, 26]. Surprisingly, however, there have been
no studies on parameterized algorithms for dynamic unit disk graphs.

In this paper, we initiate the study of fundamental parameterized problems on dynamic
unit disk graphs. In particular, we study the following five fundamental problems in the
dynamic setting. All these problems are NP-hard even for unit disk graphs [14, 25].

k-Path/Cycle asks to find a path/cycle of G with exactly k vertices,
k-Vertex Cover asks to find a set S of k vertices s.t. G \ S has no edge,
k-Triangle Hitting Set asks to find a set S of k vertices s.t. G \ S has no triangle,
k-Feedback Vertex Set asks to find a set S of k vertices s.t. G \ S has no cycle, and
k-Cycle Packing asks to find k vertex-disjoint cycles of G.

In the course of vertex updates, we are asked to solve those problems as a query. Except for
k-Path/cycle, a query is given with an integer k. On the other hand, our data structure
for k-Path/Cycle uses k in the construction time.

Table 1 Summary of our results. The results marked as * support amortized update times, and
the others are worst-case update/query times. Except for k-Path/Cycle, no data structure requires
k in the construction time; The parameter k is given as a query. Additionally, the data structure for
k-Path/Cycle can answer a decision query in constant time.

Update time Query time Space Complexity
k-Path/Cycle* 2O(

√
k) O(k) O(kn)

k-Vertex Cover* O(1) 2O(
√

k) O(n)
k-Triangle Hitting Set* O(1) 2O(

√
k) O(n)

k-Feedback Vertex Set O(log n) 2O(
√

k) O(n)
k-Cycle Packing O(log n) 2O(

√
k) O(n)
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Our results. Our results are summarized in Table 1. Note that these are almost ETH-
tight. To see this, recall that no problem studied in this paper admits a 2o(

√
k)nO(1)-time

algorithm in the static setting unless ETH fails [16, 20, 22]. Thus for any data structure
for these problems on dynamic unit disk graphs with update time Tu(n, k) and query time
Tq(n, k), we must have n · Tu(n, k) + Tq(n, k) = 2Ω(

√
k)nO(1) unless ETH fails. In particular,

n ·Tu(n, k)+Tq(n, k) is the time for solving the static problem using dynamic data structures;
we insert the vertices one by one and then answer the query. In our case, this static running
time is 2O(

√
k)n for k-Path/Cycle, 2O(

√
k) + O(n) for k-Vertex Cover and k-Triangle

Hitting Set, and 2O(
√

k)+O(n log n) for k-Feedback Vertex Set and k-Cycle Packing.
Interestingly, as by-products, we slightly improve the running times of the best-known static
algorithms in [4, 6] for k-Feedback Vertex Set and k-Cycle Packing on unit disk
graphs from 2O(

√
k)nO(1) to 2O(

√
k) + O(n log n).1

A main tool used in this paper is kernelization, a technique compressing an instance
of a problem into a small-sized equivalent instance called a kernel. Kernelization is one of
the fundamental techniques used in the field of parameterized algorithms [15]. We use the
same framework for all problems, except for k-Path/Cycle: For each update, we maintain
kernels for the current unit disk graph. Given a query, it is sufficient to solve the problem
on the kernel instead of the entire unit disk graph. Precisely, if the kernel size exceeds a
certain bound, we immediately return a correct answer. Otherwise, the kernel size is small,
say O(k), and thus we can answer the query by applying the static algorithms on the kernel.

Related work. While dynamic parameterized problems on unit disks have not been studied
before, static parameterized algorithms have been widely studied for unit disk graphs. For
instance, Fomin et al. [20] presented 2O(

√
k log k)nO(1)-time algorithms for k-Path/Cycle, k-

Vertex Cover, k-Feedback Vertex Set, and k-Cycle Packing problems on static unit
disk graphs. Subsequently, the running times were improved to 2O(

√
k)(n+m) [4, 6, 15, 16, 21],

which are all ETH-tight. Additionally, for disk graphs, subexponential time FPT algorithms
were studied for k-Vertex Cover and k-Feedback Vertex Set [3, 30].

On the other hand, there are several previous works on dynamic parameterized problems
on general graphs. Alman et al. [2] presented a dynamic algorithm for k-Vertex Cover
supporting 1.2738O(k) query time and O(1) amortized update time. They also presented
a dynamic algorithm for k-Feedback Vertex Set supporting O(k) query time and
kO(k) logO(1) n amortized update time. Korhonen et al. [26] presented a dynamic algorithm for
CMSO testing, parameterized by treewidth. Chen et al. [13] and Dvořák et al. [18] presented
a dynamic algorithm for k-Path/Cycle and for MSO testing, respectively, parameterized
by treedepth. These algorithms admit edge insertions and deletions, and Dvořák et al. [18]
also admits isolated vertex insertions and deletions, while we deal with vertex insertions and
deletions.

An alternative way for dealing with NP-hardness is using approximation. There are
numerous works on approximation algorithms for dynamic intersection graphs. For disks, one
can maintain (1 + ε)-approximation of Vertex Cover [8, 24]. Bhore et al. [9] presented a
constant-factor approximation algorithm for the maximum independent set problem for disks.
They generalized their result on comparable-sized fat object graphs with the approximation
factor depending on a given dimension and fatness parameter. For intervals and unit-squares,
Agarwal et al. [1] presented a constant-approximation algorithm for the set cover problem
and the hitting set problem.

1 Moreover, they can be improved further to take 2O(
√

k) + O(n) time with a slight modification.
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2 Preliminaries

Throughout this paper, we let V be a set of points in the plane, and we let UD(V ) be the
unit disk graph of V . We interchangeably denote v ∈ V as a point or as a vertex of UD(V ) if
it is clear from the context. For an undirected graph G, we often use V (G) and E(G) to
denote the vertex set of G and the edge set of G, respectively. For convenience, we denote
the subgraph of G induced by V (G) \ U by G \ U for a subset U of V (G).

Grid. A grid ⊞ is a partition of the plane into squares (called grid cells) of diameter one.
Notice that any two points of V contained in the same grid cell of ⊞ are adjacent in G. Each
grid cell □ has its own id: (⌊a/

√
2⌋, ⌊b/

√
2⌋), where a and b are the x- and y-coordinates

of a point in □. For any two grid cells □,□′ with id (x, x′) and (y, y′), respectively, we let
d(□,□′) = max(|x−x′|, |y −y′|). For an integer ℓ > 0, a grid cell □ is called an ℓ-neighboring
cell of a grid cell □′ if d(□,□′) ≤ ℓ. See Figure 1(a) in the full version. We slightly abuse
the notation so that □ itself is an ℓ-neighboring cell of □ for all ℓ > 0. For a point v in the
plane, we use □v to denote the cell of ⊞ containing v. If it lies on the boundary of a cell, □v

denotes an arbitrary cell containing v on its boundary.
We do not construct the grid ⊞ explicitly. Instead, we maintain the grid cells containing

vertices of V only. We associate each id with a linked list that stores all the vertices of V

contained in the grid cell. Once we have the id of □, we fetch the linked list associated with
□ in amortized constant time or O(log n) worst-case time, where n is the number of points of
V . More specifically, this can be implemented in O(1) amortized time using dynamic perfect
hashing (once true randomness is available) and in O(log n) worst-case time using 1D range
search tree along the lexicographic ordering of the ids. Also, each update of the linked list
can be done in the same time bound.

In this paper, we access grid cells only for updating data structures, and then we store
the necessary grid cells explicitly in our data structures. Consequently, the update times of
our data structures are sometimes analyzed using amortized analysis while the query times
are always analyzed using worst-case analysis.

Link-cut tree. When we update data structures, we use link-cut trees. A link-cut tree is
a dynamic data structure that maintains a collection of vertex-disjoint rooted trees and
supports two kinds of operations: a link operation that combines two trees into one by adding
an edge, and a cut operation that divides one tree into two by deleting an edge [33]. See
Figure 1(b–c) in the full version. Each operation requires O(log n) time. More precisely, the
data structure supports the following query and update operations in O(log n) time.

Link(u, v): If v is the root of a tree and u is a vertex in another tree, link the trees
containing v and u by adding the edge between them, making u the parent of v.
Cut(v): If v is not a root, this removes the edge between v and its parent, so that the
tree containing v is divided two trees containing either v or not.
Evert(v): This turns the tree containing v “inside out” by making v the root of the tree.
Connected(u, v): This checks if u and v are contained in the same tree.
LCA(u, v): This returns the lowest common ancestor of u and v assuming that u and v

are contained in the same tree.
Root(u): This returns the root of the tree containing u.

All missing proofs and details can be found in the full version. In particular, the data
structures and their update/query algorithms for k-Path/Cycle and Vertex Cover can
be found in the full version.
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3 Dynamic Triangle Hitting Set Problem

In this section, we describe a fully dynamic data structure on the unit disk graph of a vertex
set V dynamically changing under vertex insertions and deletions that can answer triangle
hitting set queries efficiently. Each query is given with a positive integer k and asks to return
a triangle hitting set of UD(V ) of size at most k. This data structure will also be used for
Feedback Vertex Set and Cycle Packing in Sections 4 and 5.

Our strategy is to maintain a kernel of (UD(V ), k). More specifically, consider the set
Vtri of vertices contained in triangles of UD(V ). Then (UD(Vtri), k) is a yes-instance if and
only if (UD(V ), k) is a yes-instance, i.e., it is a kernel of (UD(V ), k). We can show that the
size of Vtri is O(k) if (UD(V ), k) is a yes-instance. Therefore, it is sufficient to maintain Vtri
for answering queries. However, it seems unclear if Vtri can be updated in O(1) time, which
is the desired update time. In particular, imagine that a vertex v is inserted to V , and we
are to determine if v is contained in a triangle of UD(V ). In the case that two neighboring
cells □1 and □2 of □v contain ω(k) vertices of V , we need to determine if there are vertices
x1 ∈ □1 and x2 ∈ □2 such that x1, x2 and v form a triangle of UD(V ).

To overcome this issue, we use a superset of Vtri as a kernel. Notice that as long as a
subset of V contains Vtri, it is a kernel of (UD(V ), k).

Kernel: ⊞core and Vcore. The core grid cluster, denoted by ⊞core, is defined as the union of
the 5-neighboring cells of the grid cells containing a vertex of Vtri and the 10-neighboring cells
of the grid cells containing at least three vertices of V . Then let Vcore be the set of vertices of
V contained in ⊞core. See Figure 3 in the full version. Note that the degree of every vertex
of V \ Vcore in UD(V ) is O(1). We will use this property for designing the update algorithm.

▶ Lemma 1. The size of Vcore is O(k) if UD(V ) has at most k vertex-disjoint triangles.

▶ Observation 2. Given a vertex v ∈ V \ Vcore, we can compute its neighbors in UD(V ) in
O(1) time.

Query algorithm. Using Lemma 1, we only consider the case that the size of Vcore is O(k).
Otherwise, we return no. Then, we can compute the minimum triangle hitting set of UD(V )
in 2O(

√
k) time using the standard dynamic programming algorithm observed in [16]. See the

full version for details.

Update algorithm. Suppose that we already have Vcore for the current vertex set V . Imagine
that we aim to insert a vertex v to V . Then we need to update Vcore. For this, it suffices
to determine if □ must be contained in ⊞core for every 10-neighboring cell □ of □v. By
Observation 3, this takes O(1) time. The deletion of a vertex v from V can be handled
analogously in O(1) time.

▶ Observation 3. We can check if a grid cell □ is contained in ⊞core in O(1) time.

▶ Theorem 4. There is an O(n)-sized fully dynamic data structure on the unit disk graph
induced by a vertex set V supporting O(1) update time that allows us to compute a triangle
hitting set of size at most k in 2O(

√
k) time.

4 Dynamic Feedback Vertex Set Problem

In this section, we describe a fully dynamic data structure on the unit disk graph of a vertex
set V dynamically changing under vertex insertions and deletions that can answer feedback
vertex set queries efficiently. Each query is given with a positive integer k and asks to return
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(a) (b) (c)

u

v

u′

v′

T

Figure 1 (a) Illustration of UD(V ). The vertices of UD(V ) in Vcore, the boundary vertices, and
the non-boundary vertices in M are marked by the black, red, and blue vertices, respectively. The
removed vertices and the contracted vertices in the construction of M are marked by cross vertices
and boxes, respectively. (b) Illustration of M . (c) In the construction of M , we are left with the
induced path between u and v, which will be contracted to the red edge in M . The two end edges
of the path compose the bridge set of T .

a feedback vertex set of UD(V ) of size at most k. As a data structure, we use the core grid
cluster ⊞core introduced in Section 3. In addition to this, we design a new data structure,
which will also be used for Cycle Packing in Section 5.

4.1 Data Structure
Note that a cycle of UD(V ) might contain a vertex lying outside of ⊞core. Thus we need to
consider the part of UD(V ) lying outside of ⊞core. Since the complexity of UD(V \ Vcore) can
be Θ(n) in the worst case, we cannot afford to look at all such vertices to handle a query.
Instead, we maintain a minor M of UD(V \ Vcore) of complexity O(k), which will be called
the skeleton of UD(V \ Vcore), such that the graph obtained by gluing UD(Vcore) and M has a
feedback vertex set of size k if and only if UD(V ) has a feedback vertex set of size k. Then it
suffices to look at Vcore and M to handle a query. Given an update of V , we need to update
both Vcore and M . Since M is a minor of UD(V \ Vcore), some vertices of UD(V \ Vcore) do
not appear in M . To handle the update of Vcore and M efficiently, we construct an auxiliary
data structure T , which maintains the vertices of UD(V ) not appearing in M efficiently.

Skeleton M of UD(V \ Vcore). Given a query, we will glue M and UD(Vcore) together.
For this purpose, we need to keep all vertices of V \ Vcore adjacent to a vertex of Vcore in
the construction of M . We call such a vertex a boundary vertex. We let M be the graph
obtained from UD(V \ Vcore) by removing non-boundary vertices with the degree at most one
in M repeatedly, and then by contracting every maximal induced path consisting of only
non-boundary vertices into a single edge. Note that the resulting graph M is a minor of
UD(V \ Vcore). Each vertex of M corresponds to a vertex of UD(V \ Vcore) of degree at least
three or a boundary vertex. Furthermore, each edge of M corresponds to an edge of UD(V )
or an induced path of UD(V \ Vcore). See Figure 1(a–b). Note that M is planar since every
triangle-free disk graph is planar [10].

▶ Lemma 5. If (UD(V ), k) is a yes-instance of Feedback Vertex Set, |V (M)| = O(k).

Contracted forest T concerning M . We will see that it suffices to maintain Vcore and M

for the query algorithm. However, to update M efficiently, we need a data structure for the
subgraph of UD(V ) induced by V \ (Vcore ∪ V (M)). Note that the subgraph is a forest. We
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maintain the trees of this forest using the link-cut tree data structure. Let T denote the
link-cut tree data structure. If it is clear from the context, we sometimes use T to denote the
forest itself. Along with the link-cut trees, we associate each tree T of T with a bridge set.
An edge of UD(V ) incident to both V (M) and V \ (Vcore ∪ V (M)) is called a bridge. Then
the bridge set of T is the set of bridges incident to T . See Figure 1(c).

▶ Observation 6. Each tree of T is incident to at most two bridges.

4.2 Query Algorithm
In this subsection, we show how to compute a feedback vertex set of size k of UD(V ) in
2O(

√
k) time using Vcore and M only. Let G be the graph obtained by gluing UD(Vcore) and

M . More precisely, the vertex set of G is the union of Vcore and V (M). There is an edge
uv in G if and only if uv is either an edge of UD(Vcore), an edge of M , or an edge of UD(V )
between u ∈ Vcore and v ∈ V (M). Notice that v is a boundary vertex of M in the third case.

We use the algorithm proposed by An and Oh [4]. The algorithm of [4] computes a
feedback vertex set of size k of a unit disk graph with n vertices in 2O(

√
k)nO(1) time. In our

case, G is not necessarily a unit disk graph. Thus we need to modify the algorithm of [4]
slightly. The details of our algorithm can be found in the full version, and it concludes the
following theorem.

▶ Theorem 7. Given M and Vcore, we can compute a feedback vertex set of UD(V ) of size k

in 2O(
√

k) time if it exists.

4.3 Update Algorithm
In this subsection, we illustrate how to update data structures Vcore, M , and T with respect
to vertex insertions and deletions. We call UD(V \ Vcore) the shell of UD(V ). Here, we
slightly abuse the notion of the skeleton so that we can define additional special vertices other
than the boundary vertices. Imagine that several vertices of V are predetermined as special
vertices. The other vertices are called ordinary vertices. The skeleton M of the shell of
UD(V ) with predetermined special vertices is defined as the minor of UD(V \ Vcore) obtained
by removing all degree-1 ordinary vertices of UD(V \ Vcore) repeatedly and then contracting
each maximal induced path consisting of ordinary vertices. Notice that if only the boundary
vertices of UD(V ) are set to the special vertices, the two definitions of the skeleton coincide.

Given an update of V , we first update Vcore accordingly using the update algorithm in
Section 3. Recall that the number of vertices newly added to Vcore or removed from Vcore is
O(1). We are to add the vertices removed from Vcore to the shell of UD(V ), and remove the
vertices newly added to Vcore from the shell of UD(V ). Additionally, O(1) vertices of V \ Vcore
become boundary vertices (when we handle the deletion operation), and O(1) vertices of
V \ Vcore become non-boundary vertices (when we handle the insertion operation.) These
are the only changes in the shell of UD(V ) due to the update of V . Note that we just need
to add v to the shell of UD(V ) if v is not in Vcore. Let S be the shell of UD(V ) before the
update. Let M be the skeleton of S we currently maintain, and let T be the contracted
forest concerning M we currently maintain.

In the following, we show how to update M and T for the change of S. The update
algorithm consists of two steps: push-pop step and cleaning step. In the push-pop step, we
set several vertices of S as special vertices. Specifically, the new vertices to be added to S are
set as special vertices. The neighbors in S of the vertices to be added to S or to be removed
from S are set to special vertices. Then we update M and T to the skeleton of the new set
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(a) (b) (c)
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Figure 2 (a) The case that T has exactly one bridge. By the insertion of uv, the path from t′ to
v, highlighted in yellow, is contracted. (b) The case that T has exactly two bridges before inserting
uv. (c) The same case after inserting uv. The vertex p and the edges pv, pt′, and ps′ are inserted
into M .

S and the contracted forest concerning the new skeleton, respectively. In the cleaning step,
we make the non-boundary vertices ordinary vertices. Note that this changes the structure
of the skeleton as well, and thus we need to update M and T .

4.3.1 Push-Pop Step

Recall that S is the shell of UD(V ) before the update. Notice that the complexity of the new
shell of UD(V ) can be Θ(n) in the worst case. However, the update algorithm in Section 3
determines the vertices and edges added to S and removed from S to obtain the new shell.
By construction, the number of such vertices and edges is O(1). Moreover, we can determine
the vertices set to the special vertices of S in O(1) time by Observation 2. To update M and
T , we add (or remove) the special vertices and their incident edges one by one to (or from)
S until S becomes the desired set. Precisely, we add each special vertex v using the push
subroutine, which adds v into M and updates M and T accordingly. In the push subroutine,
we assume that v was not contained in S. Recall that M is the skeleton of S obtained by
removing and contracting some ordinary vertices, not special vertices. And, we remove v

using the pop subroutine, which removes v from S and update M and T . Note that some
special vertices v are already in S. In this case, we cannot make v special using the push
subroutine as it assumes that v is not contained in S. For such special vertices v, we first
pop v from S and then push it back to S. In this way, we can obtain the skeleton of the new
shell and the contracted forest correctly.

Push subroutine. Given the current shell S, we are to add v and its incident edges to S.
Let Ev be the set of edges incident to v to be added to S. We can ensure that the other
endpoints of the edges of Ev are in S. We first add v and the edges of Ev incident to vertices
of M into S. At this moment, it suffices to add v and these edges to M . We do not need to
update T . After that, we insert the remaining edges of Ev into S one by one as follows. Note
that those edges are incident to vertices of T . Let T be the tree in T containing another
endpoint u of an edge of Ev. Before the insertion of uv, T has its bridge set. There are
three cases: T has either exactly zero, one, or two bridges. In particular, in the case that T

has exactly one or two bridges we modify M . If T has exactly one bridge, we add an edge
into M . And, if T has exactly two bridges, we delete a contracted edge corresponding to an
induced path in T and add one vertex and three edges into M . See Figure 2. The details
of the procedure for inserting an edge uv of Ev with u ∈ T into S are described in the full
version.
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Figure 3 (a) Illustration of pop subroutine in the case that the t-s path contains v. (b) Illustration
of the tree T after v is deleted.

Pop subroutine. We are to delete a vertex v and all of its incident edges in S from S.
We consider two cases separately: v is in M or T . For the case that v is in M , we simply
remove it and its incident edges from M and the bridge sets of T . Specifically, for each edge
e incident to v in S, we remove it from M if it is in M . If it is not in M , it is in a bridge set
of a tree of T . We remove it from every bridge set. If a bridge set containing e has another
edge, then there is a contracted edge of M , and thus we remove it. Then we are done.

Now consider the case that v is in a tree T of T . In this case, the deletion of v from
S changes M if and only if T has two bridges tt′, ss′ with t, s ∈ V (T ) and t′, s′ ∈ V (M)
such that the t-s path in T contains v. In particular, M has the edge t′s′, and t′s′ must be
removed from M by the deletion of v from S. See Figure 3. We can check if the t-s path in
T contains v by applying Evert(v) and LCA(t, s). Then we are to remove v and it incident
edges from T and the bridge set of T . Observe that an edge incident to v is in T or the
bridge set of T . We rotate T in a way that v becomes the root of T by using Evert(v), and
remove v from T by applying Cut(·) operations. Then we are given a constant number of
child subtrees of v since v is in V \ Vcore. For a child subtree T ′ of T at v, we insert the
bridges of T incident to T ′ into the bridge set of T ′. Note that, given T ′ and a bridge of T ,
we can check if T ′ contains a vertex incident to the bridge using Connected(·). In this way,
we can remove v from T and the bridge sets, and we can update M accordingly in O(log |V |)
time.

4.3.2 Cleaning Step
So far, we have treated all vertices that can cause some changes due to the update of V and
special vertices, and we have computed the skeleton of UD(V \ Vcore). However, some special
vertices should not be considered as special vertices if they are not boundary vertices. To
handle this, we need a cleaning process to maintain the degree of every vertex in M is at
least three except the boundary vertices.

We handle the vertices of M of degree at most two one by one and set each of them as
an ordinary vertex if it is a special vertex, as follows. Let v be a vertex we are to handle.
First, we can check in O(1) time if v is a boundary vertex using Observation 2. If v is a
boundary vertex, we are done. Otherwise, it suffices to handle the case that the degree of v

in M is less than three. The update of M is simple: we remove v from M if its degree is
one in M , and contract a maximal induced path containing v in M if the degree of v is two
in M . Then we need to update T accordingly as follows. It suffices to merge all trees in T
incident to v together with their bridges incident to v using Link(·) sequentially. Then the
bridge set of the resulting tree is the union of all bridges of merged trees except the ones
incident to v. We can handle v in O(log |V |) time. However, this process might decrease the
degree of some other vertex of M of degree in M to less than three. For each such vertex,
we remove it or contract a maximal induced path containing it as we did for v.
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▶ Lemma 8. The cleaning step takes O(log |V |) time in total.

Since both steps can be done in O(log |V |) time, we have the following lemma.

▶ Lemma 9. Given a vertex update of V , we can update Vcore, M and T in O(log |V |) time.

▶ Theorem 10. There is an O(n)-sized fully dynamic data structure on the unit disk graph
induced by a vertex set V supporting O(log |V |) update time that allows us to compute a
feedback vertex set of size at most k in 2O(

√
k) time.

5 Dynamic Cycle Packing Problem

In this section, we describe a fully dynamic data structure on the unit disk graph of a vertex
set V dynamically changing under vertex insertions and deletions that can answer cycle
packing queries efficiently. Each query is given with a positive integer k and asks to return
a set of k vertex-disjoint cycles of UD(V ) if it exists. Here, we use the core grid cluster
⊞core, the set Vcore of vertices contained in ⊞core, the skeleton M of UD(V \ Vcore), and the
contracted forest T along with the bridge sets. They can be maintained in O(log |V |) time
as shown in Section 4.3. Note that T and the bridges are the auxiliary data structures for
updating M efficiently. In this section, we present a query algorithm for Cycle Packing
assuming that we have ⊞core, Vcore, and M . The following lemma was given by An and Oh [6].

▶ Lemma 11. If (UD(V ), k) is a no-instance for Cycle Packing, then |V (M)| = O(k).

As in Section 4.2, we first compute the graph G by gluing UD(Vcore) and M . More
precisely, the vertex set of G is the union of Vcore and V (M). There is an edge uv in G if
and only if uv is either an edge of UD(Vcore), an edge of M , or an edge of UD(V ) between
u ∈ Vcore and v ∈ V (M). Notice that v is a boundary vertex of M in the third case.

We use the algorithm proposed by An and Oh [6]. The algorithm of [6] computes a
cycle packing of size k of a unit disk graph with n vertices in 2O(

√
k)nO(1) time. This

algorithm uses the geometric representation of a given graph, and thus the drawing of G is
needed. Specifically, we need a drawing of G such that every vertex of G is on its geometric
representation and every edge of M does not intersect ⊞core. For the desired running time,
we consider a drawing of G of complexity poly(k). Since the number of vertices of Vcore is
O(k), it suffices to draw M and the edges between V (M) and Vcore properly. In Section 5.1,
we will see that we can compute a desired drawing of such subgraph of G of complexity
poly(k) in poly(k) time. Then, we can draw G by merging this drawing with the drawing of
G \ M . Furthermore, in our case, G is not necessarily a unit disk graph. Thus we need to
modify the algorithm of [4] slightly. The details of our algorithm can be found in the full
version, and it concludes the following theorem.

▶ Theorem 12. Given the core grid cluster ⊞core and the skeleton M , Cycle Packing can
be solved in 2O(

√
k) time.

5.1 Planar Drawing of the Closure of M

In this subsection, we illustrate how to compute a planar drawing of the closure of M into the
plane such that the vertices are drawn on their corresponding points in V , and the drawing
does not intersect the boundary of ⊞core. Here, it suffices to prove the following lemma.
In our case, each vertex of the closure of M is prespecified, and each connected region of
R2 \ ⊞core is a polygonal domain Σ. By applying the following lemma for each connected
region of R2 \ ⊞core, we can compute a planar drawing of the closure of M of complexity
poly(k) with the desired properties in poly(k) time.
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(a) (b)

e1
e2

e3
e4

e1 e2

e3e4

Figure 4 (a) The blue vertices denote the vertices of L on the boundary of a hole. (b) The
vertices on a hole are contracted into one blue vertex on the boundary of the hole. And, the black
boxes denote the vertices of gadgets. Each edge is copied into three edges. For clarity, the edges
corresponding to e2 are colored in red.

▶ Lemma 13. Any planar graph L admits a planar drawing on a polygonal domain Σ
that maps each vertex to its prespecified location and each edge to a polygonal curve with
O(|Σ| · |E(L)|3) bends, where |Σ| denotes the total complexity of boundaries of Σ. Moreover,
we can draw such one in O(|Σ| · |E(L)|4) time if we know the proper ordering of edges incident
to each vertex.

We demonstrate Lemma 13 by Witney’s theorem [36, 35] along with the algorithm
in [32]. Specifically, Witney’s theorem guarantees that a 3-connected planar graph admits a
topologically unique planar embedding.

For clarity, we assume that L is connected, and we demonstrate how to draw a planar
drawing of L that maps each vertex to its prespecified location and each edge to a polygonal
curve with O(|Σ| · |E(L)|) bends in O(|Σ| · |E(L)2|) time. When L is not connected, we
can draw the desired planar drawing of L by drawing each component of L using the
aforementioned algorithm, sequentially. Precisely, after we compute a drawing of a connected
component of L, we add the region containing the drawing into Σ as a hole. We can compute
such region in time O(|Σ| · |E(L)|2) time by unifying all faces of the drawing except the outer
face. Note that the total complexity of the boundaries of such regions is O(|Σ| · |E(L)|2).
Thus we can compute the desired planar drawing of L in O(|Σ| · |E(L)|4) time.

▶ Lemma 14 (Theorem 1 in [32]). Every planar graph L admits a planar drawing that maps
each vertex to an arbitrarily prespecified distinct location and each edge to a polygonal curve
with O(|V (L)|) bends. Moreover, such a drawing can be constructed in O(|V (L)|2) time.

We first contract each hole in Σ into a single point and compute the planar drawing of
L in a plane without holes using Lemma 14. After that, we recover the holes in L at the
prespecified locations. In the recovering step, we want to ensure that the given topological
ordering is maintained in the planar drawing of L. To do this, we use Witney’s theorem.
However, L is not necessarily 3-connected. For this reason, we slightly modify L so that it
becomes 3-connected.

Modification for Ltc and drawing Dtc. To utilize Witney’s theorem and Lemma 14, we
obtain a 3-connected planar graph Ltc by modifying L with respect to the holes in the
polygonal domain Σ, and we compute a polygonal drawing Dtc of Ltc using Lemma 14. We
assume that each vertex in L is the distance at least 0 < ε < 1 from any other vertex in L.

We first contract each hole into a single point in the plane. In this way, all vertices of
L lying on the boundary of the same hole or the outer boundary of Σ are contracted to a
single vertex on the boundary accordingly. Next, we add a wheel graph centered on v for
each vertex v of L as a gadget. Specifically, the gadget is formed by connecting a single
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(a) (b) (c)

vi vi vi

Figure 5 (a) A part of Dtc after removing paths. The gray region is a hole Ai, and the blue
vertex is vi. and (b) The pink region is A′

i. While blowing A′
i, we push subcurves on its boundary

as the red curves if they intersect Ai. (c) After blowing up A′
i, we perturb the drawing of D without

crossing.

universal vertex to the vertices of a cycle with 3dv vertices of diameter ε/100, where dv is
the degree of v in L. Then we replace each edge uv of L with three edges: we choose three
consecutive vertices from the gadget for u and three consecutive vertices from the gadget for
v, then we connect them. See Figure 4. We can do this for all edges of L without crossing by
maintaining the proper ordering of the edges around each vertex of L. Recall that we have
the proper ordering of incident edges at each vertex in L. We denote the result graph as Ltc.
Note that Ltc is a 3-connected planar graph since a wheel graph with at least four vertices is
3-connected.

The number of vertices in Ltc is at most 6|E(H)| + |V (H)|. By Lemma 14, we can
compute a planar drawing of Ltc in the plane where each edge has at most O(|E(H)|) bends.
Furthermore, it is the unique topological embedding by Witney’s theorem since Ltc is a
3-connected planar graph. We denote the drawing by Dtc. In the following, we recover a
polygonal drawing D of L in Σ.

Recovering D from Dtc. We recover a drawing D of L in Σ from Dtc. For each edge uv in
L, it corresponds to three paths of length three in Ltc connecting the universal vertices of
the gadgets for u and v. Among them, except the middle one, we remove two paths from Dtc.
While keeping the drawing of Dtc of the remaining path between the universal vertices for
u and v as the drawing of uv of L, we remove the vertices in Ltc which are not in L. This
process increases the number of bends of each edge by a factor of at least three compared to
Dtc. We refer to the obtained drawing as D.

In the following, we recover the boundaries of Σ. Let A1, A2, . . . , and Aℓ be holes of Σ,
Note that the vertices of L on the boundary of Ai are contracted into one vertex in Ltc. We
refer to the contracted vertex as vi for each Ai.

For each Ai, we modify D so that the resulting drawing avoids Ai. Precisely, we blow
up a region A′

i, which is initially the point vi, within a face adjacent to vi until it becomes
Ai. While blowing up A′

i, we push the subcurves of the curves of D which intersect A′
i onto

the boundary of A′
i. Notice that we push such subcurves, avoiding vi, except the boundary

curves of the face containing A′
i. See Figure 5(b). By repeating such a process, we make the

interior of Ai empty. Then, by perturbing the drawing D, we can modify the drawing to
avoid Ai and crossing. See Figure 5(c). This process increases the bends by a factor of |Σ|
compared to Dtc.

In the following, we uncontract the vertices vi’s for each Ai’s. Let ℓ and ℓ′ be short line
segments incident to vi drawn in opposite directions within the face containing Ai so that
they intersect D and Ai only at vi. See Figure 6(b). Note that the edges in D incident
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(a) (b) (c)

vi

ℓ′

ℓ

Figure 6 (a) A part of L. The gray region is a hole Ai, and the blue vertices are the vertices of
L on the boundary of Ai. (b) A part of drawing D after making Ai empty. The blue vertex is vi,
and the red lines are l and l′, respectively. (c) We uncontract vi into the four blue vertices of L.

to vi have an endpoint on the boundary of Ai in L, and the ordering is the same as the
prespecified ordering along the boundary of Ai in L due to Witney’s theorem. We choose
the closest incident edge e of vi to the boundary of Ai, and we uncontract an endpoint u of
the edge e′ in L corresponding to e contracted into vi. Precisely, when there is no incident
edge of vi between e and ℓ (or ℓ′), we extend the drawing of e along the boundary of Ai in
the counterclockwise direction (or clockwise direction) until u is located at its prespecified
location. If both endpoints of e′ are contracted into vi, we uncontract the endpoint preceding
in the clockwise order (or counterclockwise order). By repeating such a process, we uncontract
all the vertices in L on the boundary Ai at the prespecified location. See Figure 6(c). This
process increases the bends of each edge by a factor of at most |Σ|.

In conclusion, the obtained D is a polygonal drawing of L in Σ each of which edge has
at most O(|Σ| · |E(H)|) bends, where |Σ| denotes the complexity of the boundary of Σ.
Furthermore, the above processes take O(|Σ| · |E(H)|2) time in total. This completes the
proof of Lemma 13.

6 Conclusion

In this paper, we initiate the study of fundamental parameterized problems for dynamic
unit disk graphs. including k-Path/Cycle, Vertex Cover, Triangle Hitting Set,
Feedback Vertex Set, and Cycle Packing. Our data structure supports 2O(

√
k) update

time and O(k) query time for k-Path/Cycle. For the other problems, our data structures
support O(log n) update time and 2O(

√
k) query time, where k denotes the output size.

Despite the progress made in this work, there remain numerous open problems. First, can we
obtain a trade-off between query times and update times? Second, one might consider other
classes of geometric intersection graphs in the dynamic setting such as disk graphs [3, 30],
outerstring graphs [7], transmission graphs [5] and hyperbolic unit disk graphs [31]. To the
best of our knowledge, there have been no known results on parameterized algorithms for
those graph classes.
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Abstract
In this paper, we consider the study for the connected minimum sum of radii problem. In this
problem, we are given as input a metric defined on a set of facilities and clients, along with some
cost parameters. The objective is to open a subset of facilities, assign every client to an open facilitiy,
and connect open facilities using a Steiner tree so that the weighted (by cost parameters) sum of
the maximum assignment distance of each facility and the Steiner tree cost is minimized. This
problem introduces the min-sum radii objective, an objective function that is widely considered
in the clustering literature, to the connected facility location problem, a well-studied network
design/clustering problem. This problem is useful in communication network design on a shared
medium, or energy optimization of mobile wireless chargers.

We present both a constant-factor approximation algorithm and hardness results for this problem.
Our algorithm is based on rounding an LP relaxation that jointly models the min-sum of radii problem
and the rooted Steiner tree problem. To round the solution we use a careful clustering procedure
that guarantees that every open facility has a proxy client nearby. This allows a reinterpretation for
part of the LP solution as a fractional rooted Steiner tree. Combined with a cost filtering technique,
this yields a 5.542-approximation algorithm.
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1 Introduction

Connected facility location is a joint optimization problem that combines network design with
clustering, and it has wide applications in the design of communication networks [1,8,23].
In this problem, we are given as input a metric on a set of nodes (some of which are called
facilities and some clients) in addition to the opening cost of each facility and a connectivity
cost parameter M . The goal is to open some facilities, assign every client to an open facility,
and finally connect the open facilities with a Steiner tree whose terminals are the open
facilities. The cost of a solution is defined as the total assignment distance between each
client and the facility it is assigned to, plus the total opening costs of the open facilities
and the cost of the Steiner tree scaled by M . This problem is particularly useful in the
design of a communication network where a central core is formed by connecting core nodes
together and individual endnodes are assigned to one of the core nodes [1, 8, 23]. There
exists an extensive volume of research on this problem: in addition to the problem described
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above [8, 10, 14, 23], a variant where opening a facility itself does not incur opening cost has
also been investigated [15, 23]. In addition to the facility location problem, connectivity
constraints have been introduced in other classical problems including dominating set (see,
e.g., [7, 13,21,22]).

The facility location problem is a min-sum optimization problem, in that it minimizes the
sum of the assignment distances. Yet, this is not always the objective one is most interested
in in practice. For example, when the endnodes are connected via broadcasting on a shared
medium, one may be more interested in the longest assignment distance [11]. On the extreme
in this direction is the k-center problem [17], which minimizes the maximum assignment
distance in the entire solution. This unfortunately tends to yield a less desirable clustering
since the maximum assignment distance by itself determines the objective. In order to avoid
the dissection effect [16], we can use the sum of radii in lieu of maximum radii as the objective
function [6]. Under this objective, however, there exists a trivial optimal solution when there
is no distinction between facilities and clients – one can open and assign every node to itself,
resulting in the zero sum of radii – and therefore the min-sum radii problem was previously
studied usually under a cardinality constraint on the number of open facilities [2, 3, 6, 9, 11].

However, the connected facility location problem was little studied under this min-sum
radii objective. This paper proposes to study the connected minimum sum of radii problem,
aiming at addressing this gap. Our problem takes as input the assignment cost parameter of
each facility in addition to the connectivity cost parameter M and a metric on facilities and
clients. The goal still is to open some facilities, assign every client to an open facility, and
connect the open facilities. The problem however differs from connected facility location in
its objective function, which is now defined as the sum of radii, i.e., the sum of the longest
assignment distance of each facility, plus the Steiner tree cost connecting the open facilities.
The radii and the Steiner tree cost are respectively scaled by the assignment cost parameters
and the connectivity cost parameter.

A sample application that well illustrates this problem is wireless charging of sensors.
Consider a set of sensors distributed over a region, which are charged by a wireless charger
that moves between charging spots to charge near sensors [19, 24]. The wireless charging
energy is proportional to the maximum distance to a sensor being charged, and the proposed
problem well reflects this setting. The connected minimum sum of radii problem also arises
when we want to broadcast messages to a set of sensors. Suppose we install a set of mutually
connected stations each of which broadcasts messages over the air to nearby sensors. The
total communication cost will then depend on the over-the-air broadcast range of each station
and their mutual connection cost.

Our results and techniques

In this paper, we propose to study the connected minimum sum of radii problem, present an
approximation algorithm for it, and show its NP-hardness. Our main result is the following
theorem. While this paper primarily considers the version of the problem that opening a
facility itself does not incur a fixed opening cost, Theorem 1 immediately extends to the
version with opening cost as well, without affecting the final approximation ratio.

▶ Theorem 1. There is a polynomial-time algorithm that computes a 5.542-approximation
solution for the connected minimum sum of radii problem.

The algorithm we present is an LP-rounding algorithm that is partially based on a greedy
clustering of fractionally open facilities. Greedy clustering approach was previously used to
handle the (non-connected) minimum sum of radii problem [9]. In this paper, we propose
that we use a carefully designed new clustering procedure to ensure that each open facility
always has a “proxy client” nearby.
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After clustering, the LP solution can be reinterpreted as a fractional solution to a rooted
Steiner tree instance whose terminals are the proxy clients, at the expense of a slight increase
in the cost. This fractional solution is then rounded using any LP-based algorithm with a
good approximation ratio for the Steiner tree problem, such as the LP-rounding algorithm of
Jain [18] or the primal-dual algorithm of Goemans and Williamson [12]. Finally, to obtain
the desired approximation ratio, we compare this solution against a trivial solution that
opens a single guessed facility, and output the better between the two solutions.

We will complement the above result by showing that the problem is NP-hard.

▶ Theorem 2. The connected minimum sum of radii problem is NP-hard.

Organization of this paper

The rest of this paper is organized as follows. In Section 2 we provide a formal definition of the
connected minimum sum of radii problem and the notation we will be using throughout this
paper. In Section 3 we present our approximation algorithm. We establish the approximation
guarantee in Section 4 and present the hardness results in Section 5.

2 Preliminaries

We begin with a formal definition on the connected minimum sum of radii problem. In this
problem, we are given a set F of facilities, a set D of clients, a distance metric d defined over
F ∪D and two additional parameters m : F → Q≥0 and M ∈ Q≥0.

A feasible solution consists of a tuple (S, ρ, T ), where S ⊆ F is a subset of facilities,
ρ : S → Q≥0 is the set of respective radii for the facilities in S such that all clients in D are
covered, i.e., for any j ∈ D, there always exists some i ∈ S such that d(j, i) ≤ ρi, and T is a
Steiner tree with terminal set S and Steiner nodes F ∪D.

The objective is to minimize the sum of radii of the clusters in S, each weighted by the
parameters mi |i∈S , plus the total length of the Steiner tree weighted by M , i.e.,∑

i∈S

mi · ρi +
∑
e∈T

M · de.

Note that, provided that M ̸= 0, we may assume without loss of generality that M = 1,
for otherwise we can scale mi for all i ∈ F uniformly. For the rest of this paper we will take
this assumption that M = 1.

We also note that, our algorithm and the analysis can be modified in a straightforward
way to work for the extreme case that M = 0.

Notations

We additionally use the following notation in this paper. We use V := F ∪D to denote the
set of vertices in the given metric space and E := { (u, v) | u, v ∈ V } to denote the set of
possible edges when considering the corresponding metric graph. For any U ⊆ V , we use
δ(U) to denote the set of edges in the cut (U, Ū) with respect to the metric graph.

For any i ∈ F and any r ∈ Q≥0, we use B(i, r) to denote the set of clients that belong in
the ball centered at i with radius r, i.e,

B(i, r) := { j ∈ D | d(i, j) ≤ r }.

For each i ∈ F , we use Ri := {d(i, j) | j ∈ D} to denote the set of “meaningful” radii for i.

ISAAC 2024



7:4 On the Connected Minimum Sum of Radii Problem

3 Approximation Algorithm

In this section, we present our algorithm for the connected minimum sum of radii problem.
Let µ ≥ 1 be a parameter to be determined.

Our algorithm starts by guessing a facility t ∈ F that is opened in an optimal solution
(Sopt, ρopt, T opt) with the minimum mt value, i.e., t = argmini∈Sopt mi. For each candidate
guess t, the algorithm generates two solutions (SI

t , ρI
t, T I

t ) and (SII
t , ρII

t , T II
t ). When this

process ends, the one with the smallest cost is output as the approximation solution. In the
following we describe how the solutions are generated for each guess t ∈ F . To simplify the
notations, the dependency on t will be omitted when there is no ambiguity in the context.

The first solution (SI, ρI, T I) is a trivial one with SI := {t}, i.e., t is the only open facility.
Naturally, T I = ∅ and ρI

t = maxj∈D d(t, j) in this solution. The cost of this solution is hence
mt ·maxj∈D d(t, j).

To obtain the second solution (SII, ρII, T II), let Fµ := {i ∈ F | mi ≥ µ}. We use
the following LP relaxation for a further restricted scenario for which Sopt ⊆ Fµ, i.e., the
(unknown) referenced optimal solution only uses facilities in Fµ. This unusual setting will
become clear in the analysis.

minimize
∑

i∈Fµ,r∈Ri

mi · r · xi,r +
∑
e∈E

de · ye

subject to
∑
i∈Fµ

zi,j ≥ 1, ∀j ∈ D,

∑
r∈Ri:j∈B(i,r)

xi,r ≥ zi,j , ∀i ∈ Fµ, j ∈ D,

∑
e∈δ(U)

ye ≥
∑

i∈Fµ∩U

zi,j , ∀j ∈ D, U ⊆ V \ {t}, (1)

x, y, z ≥ 0.

We have three sets of indicator variables in the above LP.
xi,r for each (i, r) pair with i ∈ Fµ and r ∈ Ri.
ye for each edge e ∈ E.
zi,j for the assignment of client j ∈ D to the facility i ∈ Fµ.

The first constraint requires that any client in D has to be assigned to at least one facility in
Fµ. The second constraint demands that, in order for a client j to be assigned to facility
i, j must be contained in an opened ball centered at i. The third constraint models the
connectivity requirement between the opened facilities via the assignment variables zi,j and
the predetermined sink t. Note that the constraints of this LP does not require that t is
opened but rather use it to ensure the connectivity between the opened facilities.

Note that the last set of inequalities can be separated by finding a minimum j-t cut. We
solve the LP in polynomial time to obtain an optimal fractional solution (x⋆, y⋆, z⋆). In the
following we describe our rounding procedure to obtain the second solution (SII, ρII, T II).
The rounding procedure consists of two parts. In the first part, we select a set of facilities
along with their respective radii to be opened. In the second part, we compute a Steiner tree
for the opened facilities.
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Opening facilities

Let B0 := {(i, r) | x⋆
i,r > 0} be the support of x⋆. Let G be a bipartite graph with partite

sets B0 and D, where (i, r) ∈ B0 and j ∈ D are adjacent if and only if j ∈ B(i, r). For any
j ∈ D and any B⋆ ⊆ B0, let ∆B⋆(j) denote the minimum distance between j and any vertex
in B⋆: i.e.,

∆B⋆(j) := min{|P | | P is a path in G between j and some y ∈ B⋆},

where |P | denotes the number of edges on P . Note that we define ∆∅(j) := +∞ for all
j ∈ D.

Algorithm 1 Determining open facilities and their proxy clients.

1: SII ← ∅; B⋆ ← ∅
2: while ∃j ∈ D with ∆B⋆(j) ≥ 5 do
3: B̄ := {(i, r) ∈ B0 | there exists some j that is adjacent to (i, r) and ∆B⋆(j) ≥ 5}
4: (i⋆, r⋆) ∈ arg max(i,r)∈B̄ r

5: let πi⋆ be some j ∈ D such that (i, r) and j are adjacent and ∆B⋆(j) ≥ 5
6: B⋆ ← B⋆ ∪ {(i⋆, r⋆)}; SII ← SII ∪ {i⋆}; ρII

i⋆ = 3r⋆

Consider Algorithm 1 that returns SII, ρII, and {πi}i∈SII . It additionally maintains B⋆,
which denotes the set of (i, r) pairs to be rounded up, and πi for each i ∈ SII which denotes
the representative proxy client we pick for facility i. It is to ensure the existence of these
proxy clients why we use Algorithm 1 as opposed to a simple greedy clustering.

Initially, SII := ∅ and B⋆ := ∅. In each iteration, the algorithm considers the set of (i, r)
pairs in B0 that are adjacent to some client j ∈ D in G with ∆B⋆(j) ≥ 5. Among all such
(i, r) pairs, the algorithm picks the one with the largest r. Let the pair be (i∗, r∗) and let πi∗

be the witness client with j ∈ D with ∆B⋆(j) ≥ 5.
The algorithm puts i∗ in SII, sets ρII

i⋆ to be 3r⋆, and adds (i∗, r∗) to B0. Then the
algorithm iterates until ∆B⋆(j) < 5 holds for all j ∈ D.

The following two observations show that this algorithm is well-defined. First, Observa-
tion 3 shows that the set B̄ at Step 3 of Algorithm 1 is always nonempty.

▶ Observation 3. For all j ∈ D, there exists some (i, r) ∈ B0 such that j ∈ B(i, r).

Proof. From the feasibility of (x⋆, y⋆, z⋆), there exists some i ∈ Fµ such that z⋆
i,j > 0, and

this in turn implies that there exists some r ∈ Ri such that j ∈ B(i, r) and x⋆
i,r > 0. ◀

The following observation shows that ρII is unambiguously defined by Algorithm 1.

▶ Observation 4. Step 4 of Algorithm 1 never chooses the same facility more than once.

Proof. Suppose towards contradiction that Step 4 chooses (i, r1) at some point and (i, r2)
at a later point during the execution of Algorithm 1 for some r1 ̸= r2.

Suppose r1 < r2. Consider the moment the algorithm chooses (i, r1). This implies that
there exists some j ∈ B(i, r1) such that ∆B⋆(j) ≥ 5; since B(i, r1) ⊆ B(i, r2), this implies
(i, r2) ∈ B̄, a contradiction to the design of the algorithm.

Suppose r1 > r2. Consider the moment the algorithm chooses (i, r2). Since B(i, r2) ⊆
B(i, r1) and (i, r1) ∈ B⋆, we have ∆B⋆(j) ≤ 1. Hence (i, r2) /∈ B̄ and cannot be picked in
Step 4. ◀

The following lemma summarizes one of the key properties our algorithm aims to have.
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7:6 On the Connected Minimum Sum of Radii Problem

▶ Lemma 5. For any (i⋆, r⋆) ∈ B⋆ and any (i′, r′) ∈ B0 such that πi⋆ and (i′, r′) are adjacent
in G, we have r′ ≤ r⋆.

Proof. Consider the moment the algorithm chooses (i⋆, r⋆). Step 5 of the algorithm guar-
antees that ∆B⋆(πi⋆) ≥ 5 and therefore (i′, r′) ∈ B̄. Since the algorithm chose (i⋆, r⋆) over
(i′, r′), it shows that r′ ≤ r⋆. ◀

Connecting the opened facilities

To obtain the second solution (SII, ρII, T II), it remains to build the Steiner tree T II. Consider
the following LP relaxation for the Steiner tree problem with vertex set V := F ∪D, edge
set E, terminal set W ⊆ V , and a given root t ∈W .

minimize
∑
e∈E

de · he

subject to
∑

e∈δ(U)

he ≥ 1, ∀U ⊆ V \ {t} with U ∩W ̸= ∅, (2)

h ≥ 0.

Note that the costs of the edges in this relaxation are defined by de. In the following we
construct a feasible solution for the above LP relaxation, where the set of terminals W is
chosen as the set of proxy clients {πi | i ∈ SII}.

We can assume without loss of generality on the variables z⋆ that, for all j ∈ D,∑
i∈Fµ

z⋆
i,j = 1 for otherwise we can scale down z⋆

i,j for all i ∈ Fµ simultaneously to make
it so without losing the feasibility of the resulting solution. Construct a vector p ∈ RE by
setting

p(πi,i′) :=
{

z⋆
i′,πi

, for all i ∈ SII and i′ ∈ Fµ,
0, otherwise.

Intuitively, in the above construction we fractionally wire πi for each i ∈ SII to all the
facilities that fractionally covers πi in z⋆. Since all the facilities are fractionally connected to
the sink t in y⋆ by the LP constraint (1), it follows by the above construction that y⋆ + p

fractionally connects the representative proxy client πi to t for all i ∈ SII. Hence y⋆ + p is a
feasible solution to (2).

Although we can use any LP-based algorithm for the Steiner tree problem at this point,
let us assume that we use the LP-rounding algorithm of Jain [18] on this solution to construct
a Steiner tree Tpre for the set of representative proxy clients in W := {πi | i ∈ SII}. To obtain
the desired Steiner tree T II, we add edges (i, πi) for all i ∈ SII to Tpre.

The following lemma, which formally verifies the feasibility of y⋆ + p for (2), shows that
the algorithm for this part is also well-defined, and a valid Steiner tree for W is produced.

▶ Lemma 6. y⋆ + p is a feasible with respect to the constraint (2).

Proof. Consider an arbitrary terminal πi⋆ ∈W and an arbitrary set U ⊆ V \ {t} such that
πi⋆ ∈ U . We have∑

e∈δ(U)

(y⋆
e + pe) ≥

∑
e∈δ(U)

y⋆
e +

∑
i′∈Fµ\U

p(πi⋆ ,i′)

≥
∑

i′∈Fµ∩U

z⋆
i′,πi⋆ +

∑
i′∈Fµ\U

z⋆
i′,πi⋆ =

∑
i′∈Fµ

z⋆
i′,πi⋆ = 1,

where the second inequality follows from the feasibility of y⋆ and the construction of p and
the last equality follows from the construction of the above algorithm. ◀
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4 Analysis

In this section, we show that our algorithm is an approximation algorithm for the connected
minimum sum of radii problem and establish the approximation guarantee.

Feasibility of the solutions

Consider each guess t ∈ F . It is clear that (SI
t , ρI

t, T I
t ) is a feasible solution. In the following

we show that (SII
t , ρII

t , T II
t ) is also feasible.

By Lemma 6 and the correctness of Jain’s rounding algorithm [18], T II
t is indeed a Steiner

tree for SII
t . Hence, it suffices to prove the following lemma, which implies that, for all j ∈ D,

there always exists some opened facility i ∈ SII such that d(i, j) ≤ ρII
i .

▶ Lemma 7. For all j ∈ D, there exists some (i⋆, r⋆) ∈ B⋆ such that d(i⋆, j) ≤ 3r⋆.

Proof. Note that we have ∆B⋆(j) = +∞ at the beginning and ∆B⋆(j) < 5 at the end of
the execution of Algorithm 1. Consider the iteration at which ∆B⋆(j) becomes smaller
than 5 for the first time and let (i⋆, r⋆) be the ball chosen at Step 4 during this iteration.
Since G is bipartite, ∆B⋆(j) becomes 1 or 3 at this iteration. If it becomes 1, this implies
j ∈ B(i⋆, r⋆) and there is nothing to prove. If ∆B⋆(j) becomes 3, this implies that there
exists a path of length three between (i⋆, r⋆) and j in G; let (i⋆, r⋆) − j′ − (i′, r′) − j

denote this path. At the beginning of this iteration, ∆B⋆(j) was no smaller than 5 and
therefore (i′, r′) ∈ B̄. Since the algorithm chose (i⋆, r⋆) over (i′, r′), we have r⋆ ≥ r′, yielding
d(i⋆, j) ≤ d(i⋆, j′) + d(j′, i′) + d(i′, j) ≤ r⋆ + r′ + r′ ≤ 3r⋆. ◀

Approximation Guarantee

In the following we establish the approximation guarantee. Let (Sopt, ropt, T opt) be an optimal
solution and OPT denote its cost.

If |Sopt| = 1, then the facility in Sopt will be iterated by the algorithm. Denote this
facility by t∗. Then (SI

t∗ , ρI
t∗ , T I

t∗) is an optimal solution and there is nothing to prove.

In the following we assume that |Sopt| ≥ 2. Since the algorithm iterates over all possible
guesses, we assume without loss of generality that t is the facility with the smallest mt value
in Sopt, i.e.,

t ∈ Sopt and t = argmini∈Sopt mi.

Depending on whether or not t ∈ Fµ, we further consider two cases. The following lemma
shows that (SI

t , ρI
t, T I

t ) is a µ-approximation solution if t /∈ Fµ.

▶ Lemma 8. If t ∈ Sopt and t /∈ Fµ, then

OPT ≥ 1
µ
·mt ·max

j∈D
d(t, j).

Proof. We have mt < µ by the assumption. Let jo := arg maxj∈D d(t, j) be the client that
defines the radius ρI

t. Let i′ be a facility in Sopt with d(i′, jo) ≤ ρopt
i′ . We have
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7:8 On the Connected Minimum Sum of Radii Problem

OPT =
∑

i∈Sopt

mi · ρopt
i +

∑
e∈T opt

de

≥ mi′ · ρopt
i′ + d(t, i′)

≥ mt · d(i′, jo) + 1
µ

mt · d(t, i′)

≥ 1
µ
·mt · d(t, jo) = 1

µ
·mt ·max

j∈D
d(t, j),

where in the last inequality we apply the triangle inequality and the fact that µ ≥ 1. ◀

It remains to consider the case that t ∈ Fµ, which in particular implies that Sopt ⊆ Fµ.
We prove in the following that (SII

t , ρII
t , T II

t ) is a (5 + 3
µ )-approximation solution in this case.

Since Sopt ⊆ Fµ, it follows that the LP (1) admits (Sopt, ropt, T opt) as a feasible solution.
Hence the cost of the fractional solution (x⋆, y⋆, z⋆) provides a lower-bound for OPT. Similarly
to the facility location problem [4] and the minimum sum of radii problem [9], we use the
dual optimal solution to bound the cost of the rounded solution via complementary slackness.
Consider the dual LP of the LP (1), which we provide below, and let (α⋆, β⋆, γ⋆, λ⋆) be an
optimal solution for it.

maximize
∑
j∈D

αj

subject to
∑

j∈B(i,r)

γi,j ≤ mi · r, ∀i ∈ Fµ, r ∈ Ri,

αj −
∑

U⊆V \{t}:i∈U

βj,U ≤ γi,j , ∀i ∈ Fµ, j ∈ D, (3)

∑
j∈D

∑
U⊆V \{t}:e∈δ(U)

βj,U ≤ de, ∀e ∈ E,

α, β, γ ≥ 0.

The following lemma bounds the weighted cost of a facility in term of the dual values of
the clients contained within. Intuitively, it follows from standard complementary slackness
conditions between (x⋆, y⋆, z⋆) and (α⋆, β⋆, γ⋆, λ⋆).

▶ Lemma 9. For any i ∈ Fµ and any r ∈ Ri, we have x⋆
i,r > 0 implies that mi · r ≤∑

j∈B(i,r) α⋆
j .

Proof. From the complementary slackness condition, x⋆
i,r > 0 implies∑

j∈B(i,r)

γ⋆
i,j = mi · r. (4)

Consider an arbitrary j ∈ B(i, r). If γ⋆
i,j > 0, we have from the complementary slackness

that

z⋆
i,j =

∑
r′∈Ri:j∈B(i,r′)

x⋆
i,r′ > x⋆

i,r > 0.
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By complementary slackness condition again this implies

γ⋆
i,j = α⋆

j −
∑

U⊆V \{t}:i∈U

β⋆
j,U ≤ α⋆

j . (5)

On the other hand, if γ⋆
i,j = 0, it trivially holds that

γ⋆
i,j ≤ α⋆

j . (6)

Combining (5) and (6) with (4) yields mi · r ≤
∑

j∈B(i,r) α⋆
j . ◀

Consider any (i1, r1), (i2, r2) ∈ B⋆ such that i1 ̸= i2. By the design of the rounding
procedure in the first part of the algorithm, we always have that B(i1, r1) and B(i2, r2) are
disjoint. Hence, combining this fact with Lemma 9, the total weighted facility cost can be
bounded as∑

i∈SII
t

mi · ρII
i =

∑
(i⋆,r⋆)∈B⋆

3 ·mi · r⋆

≤
∑

(i⋆,r⋆)∈B⋆

3 ·
∑

j∈B(i⋆,r⋆)

α⋆
j

 = 3 ·
∑
j∈D

α⋆
j ≤ 3 · OPT. (7)

In the following we consider the cost incurred by the Steiner tree T II
t . We have the

following lemma regarding the value of the solution y⋆ + p with respect to LP (2).

▶ Lemma 10.∑
e∈E

de · (y⋆
e + pe) ≤

(
1 + 1

µ

)
· OPT.

Proof. By the construction of p we have∑
e∈E

de · y⋆
e +

∑
e∈E

de · pe ≤ OPT +
∑

i⋆∈SII

∑
i′∈Fµ

d(i′, πi⋆) · z⋆
i′,πi⋆ . (8)

For any (i, j) such that z⋆
i,j > 0, the feasibility of (x⋆, y⋆, z⋆) implies that there must exist

some r ∈ Ri such that j ∈ B(i, r) and x⋆
i,r > 0. This yields∑

i⋆∈SII

∑
i′∈Fµ

d(i′, πi⋆) · z⋆
i′,πi⋆ =

∑
(i⋆,r⋆)∈B⋆

∑
i′∈Fµ

d(i′, πi⋆) · z⋆
i′,πi⋆

≤
∑

(i⋆,r⋆)∈B⋆

∑
i′∈Fµ

r⋆ · z⋆
i′,πi⋆

=
∑

(i⋆,r⋆)∈B⋆

r⋆ ≤
∑

i⋆∈SII

mi⋆

µ
· r⋆ ≤ 1

µ
· OPT,

where the first inequality follows from Lemma 5 and the fact that z⋆
i′πi⋆

> 0 implies that there
exists some r′ ∈ Ri′ such that πi⋆ ∈ B(i′, r′) and x⋆

i′,r′ > 0, the second equality follows from
the construction in the second part of the algorithm, the second inequality from SII ⊆ Fµ

which implies that mi ≥ µ for all i ∈ Fµ, and the last inequality follows from (7). ◀
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By the design of the algorithm for constructing T II
t , the bound in Lemma 10, and the

fact that Jain’s rounding algorithm gives a 2-approximation [18], we have∑
e∈T II

t

de =
∑

e∈Tpre

de +
∑

i⋆∈SII
t

d(i⋆, πi⋆)

≤
(

2 + 2
µ

)
· OPT +

∑
(i⋆,r⋆)∈B⋆

r⋆

≤
(

2 + 2
µ

)
· OPT +

∑
(i⋆,r⋆)∈B⋆

mi⋆

µ
· r⋆ ≤

(
2 + 3

µ

)
· OPT, (9)

where in the second last inequality we use the fact that mi⋆ ≥ µ for all i⋆ ∈ SII
t and in last

inequality we apply Inequality (7). Combining Inequalities (7) and (9), we obtain

∑
i∈SII

t

mi · ρII
i +

∑
e∈T II

t

de ≤
(

5 + 3
µ

)
· OPT.

This proves the following theorem. Choosing µ := 5+
√

37
2 < 5.542 yields a µ-approximation

algorithm.

▶ Theorem 11. The given algorithm is a max
(

µ, 5 + 3
µ

)
-approximation algorithm.

5 NP-hardness Results

In this section, we prove Theorem 2 by showing that the problem remains NP-hard even for
two special cases. First, the following theorem shows that this problem remains NP-hard
even when we only allow clusters with zero radii.

▶ Theorem 12. The connected minimum sum of radii problem is NP-hard when mi = +∞
for all i ∈ F and M = 1.

Proof. We give a reduction from the Metric Steiner Tree problem, which is known to
be NP-complete [20]. Construct an instance of the connected minimum sum of radii problem
where the terminals in the Steiner tree instance become facilities and clients at the same
time. Observe that an optimal solution to this instance opens all terminals, set their radii to
zeroes, and takes a Steiner tree connecting them. ◀

On the other hand, the following theorem shows that the NP-hardness remain true even
when no connection between opened facilities is required. The proof closely follows the
NP-hardness proof of the (non-connected) minimum sum of radii problem [11]; but we present
the full proof here for the sake of completeness.

▶ Theorem 13. The connected minimum sum of radii problem is NP-hard when mi = 1 for
all i ∈ F and M = 0.

Proof. We give a reduction from 3SAT [5]. Consider an instance of 3SAT with n variables
x1, . . . , xn and k clauses C1, . . . , Ck. We construct an instance of the connected minimum
sum of radii problem as follows.

Let F := {x1, x̄1, x2, x̄2, . . . , xn, x̄n} and D := {C1, . . . , Ck, v1, . . . , vn}. To define a metric
on V := F ∪ D, consider a weighted graph on the vertex set V , where we have an edge
(xi, Cj) (or (x̄i, Cj), respectively) of weight 2i−1 if and only if Cj contains xi (or x̄i). We also



H.-C. An and M.-J. Kao 7:11

add edges (xi, vi) and (x̄i, vi) of weight 2i−1 for all i = 1, . . . , n. The metric d is then defined
as the shortest path metric on this weighted graph. We claim that the optimal solution value
to this constructed instance is at most

∑n
i=1 2i−1 = 2n − 1 if and only if the 3SAT instance

is satisfiable.
Suppose that the 3SAT instance is satisfiable. Fix a satisfying assignment. For each

variable xi, we open xi (or x̄i, respectively) if xi is true (or false) under the fixed assignment
and set its radius to 2i−1. This yields a solution of value 2n − 1 in which every client can be
assigned.

Conversely, suppose that there exists a solution to the constructed instance of the
connected minimum sum of radii problem whose value is at most 2n − 1. Fix such a solution.
Suppose towards contradiction that there exists some k such that neither xk nor x̄k is open
with radius at least 2k−1. Let k⋆ be the largest such k. Then there must exist some ℓ such
that vk⋆ is assigned to xℓ or x̄ℓ. Note that d(vk⋆ , xℓ) = d(vk⋆ , x̄ℓ) ≥ 2 · 2k⋆−1 + 2ℓ−1 since
every edge incident with xk⋆ or x̄k⋆ is of weight 2k⋆−1 and every edge incident with xℓ or x̄ℓ

is of weight 2ℓ−1. If ℓ > k⋆, the total cost of the solution must be at least∑
i∈{k⋆+1,...,n}\{ℓ}

2i−1 + (2 · 2k⋆−1 + 2ℓ−1) > 2n − 1,

which leads to contradiction. If ℓ < k⋆, the total cost of the solution must be at least∑
i∈{k⋆+1,...,n}

2i−1 + (2 · 2k⋆−1 + 2ℓ−1) > 2n − 1,

leading to contradiction again.
We thus have that, for all i = 1, . . . , n, xi or x̄i (or both) is open with radius at least 2i−1.

Since 2n − 1 =
∑n

i=1 2i−1, this implies that exactly one of xi and x̄i is open with radius
exactly 2i−1 for all i = 1, . . . , n. (Note that opening with zero radius is useless.) Consider a
truth value assignment that sets xi to true if xi is open, and false otherwise. Observe that
this is a satisfying assignment. ◀
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Abstract
We consider the classical single-source shortest path problem in directed weighted graphs. D. Eppstein
proved recently an Ω(n3) lower bound for oblivious algorithms that use relaxation operations to
update the tentative distances from the source vertex. We generalize this result by extending this
Ω(n3) lower bound to adaptive algorithms that, in addition to relaxations, can perform queries
involving some simple types of linear inequalities between edge weights and tentative distances. Our
model captures as a special case the operations on tentative distances used by Dijkstra’s algorithm.
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1 Introduction

We consider the classical single-source shortest path problem in directed weighted graphs. In
the case when all edge weights are non-negative, Dijkstra’s algorithm [8], if implemented
using Fibonacci heaps, computes the shortest paths in time O(m + n log n), where n is the
number of vertices and m is the number of edges. In the general case, when negative weights
are allowed (but not negative cycles), the Bellman-Ford algorithm [20, 2, 19, 12] solves this
problem in time O(nm).

Both algorithms work by repeatedly executing operations of relaxations. (This type
of algorithms are also sometimes called label-setting algorithms [7].) Let ℓuv denote the
weight of an edge (u, v). For each vertex v, these algorithms maintain a value D[v] (that we
will refer to as the D-value at v) that represents the current upper bound on the distance
from the source vertex s to v. A relaxation operation for an edge (u, v) replaces D[v] by
min {D[v], D[u] + ℓuv}. That is, D[v] is replaced by D[u] + ℓuv if visiting v via u turns out
to give a shorter distance to v, based on the current distance estimates. When the algorithm
completes, each value D[v] is equal to the correct distance from s to v. Dijkstra’s algorithm
executes only one relaxation for each edge, while in the Bellman-Ford algorithm each edge
can be relaxed Θ(n) times.
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We focus on the case of complete directed graphs, in which case m = n(n − 1). For
complete graphs, the number of relaxations in Dijkstra’s algorithm is Θ(n2). In contrast,
the Bellman-Ford algorithm executes Θ(n3) relaxations. This raises the following natural
question: is it possible to solve the shortest-path problem by using asymptotically fewer than
O(n3) relaxations, even if negative weights are allowed?

To make this question meaningful, some restrictions need to be imposed on allowed
algorithms. Otherwise, an algorithm can “cheat”: it can compute the shortest paths without
any explicit use of relaxations, and then execute n − 1 relaxations on the edges in the
shortest-path tree, in order of their hop-distance from s, thus making only n− 1 relaxations.

Eppstein [9] circumvented this issue by assuming a model where the sequence of relax-
ations is independent of the weight assignment. Then the question is whether there is a
short “universal” sequence of relaxations, namely one that works for an arbitrary weight
assignment. The Bellman-Ford algorithm is essentially such a universal sequence of length
O(n3). Eppstein [9] proved that this is asymptotically best possible; that is, each universal
relaxation sequence must have Ω(n3) relaxations. This lower bound applies even in the
randomized case, when the relaxation sequence is generated randomly and the objective is to
minimize the expected number of relaxations.

The question left open in [9] is whether the Ω(n3) lower bound applies to relaxation-based
adaptive algorithms, that generate relaxations based on information collected during the
computation. (This problem is also mentioned by Hu and Kozma [15], who remark that
lower bounds for adaptive algorithms have been “elusive”.) We answer this question in the
affirmative for some natural types of adaptive algorithms.

In our computation model, an algorithm is allowed to perform two types of operations:
(i) queries, which are simple linear inequalities involving edge weights and D-values, and (ii)
relaxation updates, that modify D-values. The action at each step depends on the outcomes
of the earlier executed queries. Such algorithms can be represented as decision trees, with
queries and updates in their nodes, and with each query node having two children, one
corresponding to the “yes” outcome and the other to the “no” outcome.

Specifically, we study query/relaxation-based algorithms that can make queries of three
types:
D-comparison query: “D[u] < D[v]?”, for two vertices u, v,
Weight-comparison query: “ℓuv < ℓxy?”, for two edges (u, v), (x, y),
Edge query: “D[u] + ℓuv < D[v]?”, for an edge (u, v),
and can update D-values as follows:
Relaxation update: “D[v]← min {D[v], D[u] + ℓuv}”, for an edge (u, v).

Throughout the paper, for brevity, we will write “D-query” instead of “D-comparison
query” and “weight query” instead of “weight-comparison query”.

We assume that initially D[s] = 0 and D[v] = ℓsv for all vertices v ≠ s. This initialization
and the form of relaxation updates ensure that at all times each value D[v] represents the
length of some simple path from s to v. Thus D-queries and edge queries amount to comparing
the lengths of two paths from s. Further, the D-values induce a tentative approximation of
the shortest-path tree, where a node u is the parent of a node v if the last decrease of D[v]
resulted from a relaxation of edge (u, v). So the algorithm’s decision at each step depends on
this tentative shortest-path tree.

Our contributions. We start by considering algorithms that use only edge queries. For such
algorithms we prove the following Ω(n3) lower bound:
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▶ Theorem 1. (a) Let A be a deterministic query/relaxation-based algorithm for the single-
source shortest path problem that uses only edge queries. Then the running time of A is
Ω(n3), even if the weights are non-negative and symmetric (that is, the graph is undirected).
(b) If A is a randomized algorithm then the same Ω(n3) lower bound holds for A’s expected
running time.

We first give the proof of Theorem 1(a), the lower bound for deterministic algorithms. In
this proof, (in Section 3), we view the computation of A as a game against an adversary who
gradually constructs a weight assignment, consistent with the queries, on which most of the
edge queries performed by A will have negative outcomes, thus revealing little information
to A about the structure of the shortest-path tree.

Then, in Section 4, we show how to extend this lower bound to all three types of queries
if negative weights are allowed, proving Theorem 2(a) below.

▶ Theorem 2. (a) Let A be a deterministic query/relaxation algorithm for the single-source
shortest path problem that uses the three types of queries: D-queries, weight-queries, and edge
queries, as well as relaxation updates. Then the running time of A is Ω(n3). (b) If A is a
randomized algorithm then the same Ω(n3) lower bound holds for A’s expected running time.

Our query/relaxation model captures as a special case the operations on tentative distances
used by Dijkstra’s algorithm, because D-queries are sufficient to maintain the ordering of
vertices according to their D-values. More broadly, Theorem 2 may be helpful in guiding
future research on speeding up shortest-path algorithms for the general case, when negative
weights are allowed, by showing limitations of naïve approaches based on extending Dijkstra’s
algorithm.

The proof of Theorem 2(a) is essentially via a reduction, showing that the model with all
three types of queries can be reduced to the one with only edge queries, and then applying the
lower bound from Theorem 1(a). This reduction modifies the weight assignment, making it
asymmetric and introducing negative weights. As a side result, we also observe in Theorem 4
that this reduction works even for arbitrary (not necessarily complete) graphs, giving a
lower bound that generalizes the one in [9], as it applies to adaptive algorithms in our
query/relaxation model.

Finally, in Section 5 we extend both lower bounds to randomized algorithms. The
proofs are based on Yao’s principle [22]; that is, we give a probability distribution on weight
assignments on which any deterministic algorithm performs poorly.

Our lower bound results are valid even if all weights are integers of polynomial size. In the
proof of Theorem 1 all weights are non-negative integers with maximum value ℓmax = O(n).
The proof of Theorem 2 uses Golomb rulers [21, 10, 4] (also known as Sidon sets) to construct
weight assignments with maximum value ℓmax = O(n4). In the randomized case, these
bounds increase by a factor of O(n).

As explained near the end of Section 5, the lower bounds for expectation in Theorems 1(b)
and 2(b) can be quite easily extended to high-probability bounds.

Related work. As earlier mentioned, the Bellman-Ford algorithm can be thought of as a
universal relaxation sequence. It consists of n− 1 iterations with each iteration relaxing all
edges in some pre-determined order, so the length of this sequence is (1+o(1))n3. The leading
constant 1 in this bound was reduced to 1

2 by Yen [23], who designed a universal sequence
with ( 1

2 + o(1))n3 relaxations. Eppstein’s lower bound in [9] shows in fact a lower bound of
1
6 on the leading constant, and just recently Hu and Kozma [15] proved that constant 1

2 is in
fact optimal.

ISAAC 2024



8:4 Relaxation-Based Algorithms for Single-Source Shortest Paths

Bannister and Eppstein [1] showed that the leading constant can be reduced to 1
3 with

randomization, namely that there is a probability distribution on relaxation sequences for
which a sequence, drawn from this distribution, will compute correct distances in expected
time ( 1

3 + o(1))n3 (or even with high probability). Eppstein’s lower bound proof [9] for
randomized sequences shows that this constant is at least 1

12 .
Some of the above-mentioned papers extend the results to graphs that are not neces-

sarily complete. In particular, Eppstein [9] proved that for n-vertex graphs with m edges,
Ω(mn/ log n) relaxations are necessary.

The average-case complexity of the Bellman-Ford and Dijkstra’s algorithms has also been
studied. For example, Meyer et al. [18] show that the Bellman-Ford algorithm requires Ω(n2)
steps on average, if the weights are uniformly distributed random numbers from interval [0, 1].

Some work has been done on improving lower and upper bounds in models beyond
our query/relaxation setting. Of those, the recent breakthrough paper by Fineman [11] is
particularly relevant. It gives a randomized Õ(mn8/9)-expected-time algorithm for computing
single-source shortest paths with arbitrary weights. Fineman’s computation model is not far
from ours in the sense that the weights are arbitrary real numbers and the only arithmetic
operations on weights are additions and subtractions, but it also needs branch instructions
that cannot be expressed using our queries.

The special case when weights are integers is natural and has been extensively investigated
(see [6, 13, 3], for example). In the integer domain one can extract information about the
weight distribution, and thus about the structure of the shortest-path tree, using operations
other than linear inequalities involving weights. The state-of-the-art in this model is the
(randomized) algorithm by Bernstein et al. [3] that achieves running time O(m log8 n log W )
with high probability for weight assignments where the smallest weight is at least −W

(and W ≥ 2).
Some lower bounds have also been reported for related problems, for example for shortest

paths with restrictions on the number of hops [5, 14, 17] or k-walks [16].

2 Preliminaries

The input is a weighted complete directed graph G. The set of all vertices of G is denoted
by V , and s ∈ V is designated as the start vertex. The set of all edges of G is denoted by E

and a weight assignment is a function ℓ : E → Z. (While real-valued weights are common in
the literature, in our constructions we only need integers.) We will use notations ℓ(u, v) and
ℓuv for the weight of an edge (u, v). By ℓmax we denote the maximum absolute value of an
edge weight, that is ℓmax = max(u,v)∈E |ℓuv|.

Whenever we write “path” we mean a ”simple path”, that is a path where each vertex is
visited at most once. The distance from x to y is defined as the length of the shortest path
from x to y. We will assume that the input graph does not have negative cycles. Note that
this assumption gives an algorithm additional information that can potentially be used to
reduce the running time.

The edges in the shortest paths from s to all other vertices form a tree that is called the
shortest-path tree. The root of this tree is s. (There is a minor subtlety here related to ties.
A more precise statement is that there is a way to break ties, so that the shortest paths form
a tree.)

Formalizing query/relaxation models. We now formally define our computation model.
We assume that each vertex v has an associated value D[v], called the D-value at v. Initially
D[s] = 0 and D[v] = ℓsv for v ̸= s. A query is a boolean function whose arguments are edge



S. Atalig, A. Hickerson, A. Srivastav, T. Zheng, and M. Chrobak 8:5

weights and D-values. A query model Q is simply a set of allowed queries. For example,
the model that has only edge queries is Q =

{
1D[v]<D[u]+ℓuv

| (u, v) ∈ E
}

, where 1ξ is the
indicator function for a predicate ξ. The query/relaxation model in Theorem 1 has query
model Q consisting of all D-queries, weight-queries, and edge queries. (The reduction in
Section 4 is actually for an even more general query model.)

An algorithm A using a query/relaxation model Q is then a decision tree, where each
internal node corresponds to either a query from Q (with one “yes” and one “no” branch)
or a relaxation operation (which has one branch), and each leaf is a relaxation operation.
(These leaves have no special meaning.) With this definition, at any step of the computation,
D[v] represents the length of a path from s to v. This decision tree must correctly compute
all distances from s; that is, for each weight assignment ℓ, when the computation of A reaches
a leaf then for each vertex v the value of D[v] must be equal to the distance from s to v.

The running time of A for a weight assignment ℓ is defined as the number of steps
performed by A until each value D[v] is equal to the correct distance from s to v. Notice
that this is not the same as the depth of the decision tree, which could be greater. (This
definition matches the concept of “reduced cost” used in [9] for non-adaptive algorithms.
For deterministic algorithms we could as well define the running time as the maximum tree
depth, but this definition wouldn’t work in the randomized case.)

Edge weights using potential functions. We define a potential function as a function
ϕ : V → Z with ϕ(s) = 0. (These functions are also sometimes called price functions in the
literature.) To reduce clutter, we will sometimes write the potential value on v as ϕv instead
of ϕ(v).

A potential function induces a weight assignment ∆ϕ defined by ∆ϕ(u, v) = ϕv − ϕu,
for each (u, v) ∈ E. Such potential-induced weights satisfy the following path independence
property: For any two vertices u, v, all paths from u to v have the same length, namely
∆ϕ(u, v). Note that ∆ϕ will have some negative weights, unless ϕ is identically 0, but it does
not form negative cycles. Also, every spanning tree rooted at s is a shortest-path tree for ∆ϕ.

Any weight assignment ℓ can be combined with a potential function ϕ to obtain a new
weight assignment ℓ′ = ℓ + ∆ϕ. Such ℓ′ satisfies the following distance preservation property:
For any two vertices u, v and any path P from u to v, we have ℓ′(P ) = ℓ(P ) + ϕv − ϕu.

Due to the above properties, potential functions have played a key role in the most
recent single-source shortest path algorithms [3, 11], in particular being used to transform
a negative weight assignment into a non-negative one so that Dijkstra’s algorithm can be
applied. However, in this paper we will use them for an entirely different purpose, which is to
construct difficult weight assignments in Section 4. Roughly, a potential-induced assignment
∆ϕ can act as a “mask” on top of existing weights that renders D-queries and weight queries
useless.

3 Lower Bound for Deterministic Algorithms with Edge Queries

This section gives the proof of Theorem 1(a). That is, we prove that every deterministic
algorithm that uses relaxations and edge queries needs to make Ω(n3) operations to compute
correct distances. This lower bound applies even if all weights are non-negative and the
weight assignment is symmetric. (One can think of it as an undirected graph, although we
emphasize that in the proof below we use directed edges.)

For the proof, fix an algorithm A. We will show how to construct a weight assignment
such that only after Ω(n3) operations the D-values computed by A represent the correct
distances from the source vertex.
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8:6 Relaxation-Based Algorithms for Single-Source Shortest Paths

Each weight assignment considered in our construction is symmetric and is uniquely
specified by a permutation of the vertices. The weight assignment corresponding to a
permutation π = x0, x1, ..., xn−1, where x0 = s, is defined as follows: for any 0 ≤ i < j < n,

ℓπ(xi, xj) =


2 if j = i + 1
L− 5i/2 if j ≥ i + 2 and i is even
L if j ≥ i + 2 and i is odd

where L is some sufficiently large integer, say L = 5n. Then the shortest path tree is just a
Hamiltonian path x0, x1, ..., xn−1. Note that the distance between any two vertices is less
than 2n, while each edge not on this path has length larger than 2n.

The proof is by showing an adversary strategy that gradually constructs a permutation
of the vertices in response to A’s operations. The strategy consists of (n − 1)/2 phases.
(For simplicity, assume that n is odd.) When a phase k starts, for k = 1, ..., (n− 1)/2, the
adversary will have already revealed a prefix Xk−1 = x0, x1, ..., x2k−2 of the final permutation.
The goal of this phase is to extend Xk−1 by two more vertices, responding to A’s queries and
updates so as to force A to make as many operations as possible within the phase, without
revealing anything about the rest of the permutation.

To streamline the proof, we think about the initial state as following the non-existent
0′th phase, and we assume that the D-values for all vertices other than s are initialized to
L + 1, instead of L.

We now describe the adversary strategy in phase k, by specifying how the adversary
responds to each operation of A executed in this phase. Let Yk−1 = V \Xk−1, let A be set
of the edges from x2k−2 to Yk−1 and B be the set of edges inside Yk−1. The adversary will
maintain marks on the edges in A ∪B, starting with all edges unmarked. We will say that
A accesses an edge (u, v) if it executes either an edge query or a relaxation for (u, v).

The idea is this: because of the choice of edge weights and the invariants on the D-values
(to be presented soon), each edge query for an edge (x2k−2, y) ∈ A not yet relaxed in this
phase will have a positive outcome. This way, these responses will not reveal what the
next vertex x2k−1 on the path is. The adversary waits until A relaxes all these edges, and
keeps track of these relaxations by marking the relaxed edges. At the same time, A may be
accessing edges in B. The adversary waits until the last access of A to an edge (u, v) ∈ B

for which edge (x2k−2, u) is already marked. Until this point, all queries to edges in B have
negative outcomes. Only this last edge will have a positive outcome to an edge query, if
it’s made by A, and the adversary will further make sure that this edge gets relaxed, before
ending the phase.

To formalize this, let (u, v) be the edge accessed by A in the current operation. We
describe the adversary’s response by distinguishing several cases:
(s1) (u, v) = (x2k−2, v) ∈ A. If this is a relaxation, mark (u, v). If this is an edge query do

this: if (u, v) is unmarked, respond “yes”, else respond “no”.
(s2) (u, v) ∈ B. We have two sub-cases depending on the type of access.

Relaxation: If (x2k−2, u) is marked, mark (u, v). If all edges in A ∪B are marked, end
phase k.

Edge query: If (x2k−2, u) is not marked, respond “no”. So suppose that (x2k−2, u) is
marked. In that case, if (u, v) is not the last unmarked edge in A ∪ B, mark it and
respond “no”. If (u, v) is the last unmarked edge, respond “yes” (without marking).

(s3) (u, v) /∈ A ∪B. If this is an edge query, respond “no”. If this is a relaxation for (u, v),
do nothing.
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<latexit sha1_base64="YeQtqknljTTdAxrXscbF67q4c7Y=">AAAB8HicbZC7SgNBFIbPxluMt0RLm8EgWIXdgNFGCNhYRjAXSUKYncwmQ2Zml5lZMSx5BCsbC0XETnwUKztbn8TJpdDEHwY+/v8c5pzjR5xp47pfTmppeWV1Lb2e2djc2t7J5nZrOowVoVUS8lA1fKwpZ5JWDTOcNiJFsfA5rfuD83Fev6FKs1BemWFE2wL3JAsYwcZa1xqdodtO4o462bxbcCdCi+DNIF/OvX7cfb8XK53sZ6sbklhQaQjHWjc9NzLtBCvDCKejTCvWNMJkgHu0aVFiQXU7mQw8QofW6aIgVPZJgybu744EC62HwreVApu+ns/G5n9ZMzbBaTthMooNlWT6URBzZEI03h51maLE8KEFTBSzsyLSxwoTY2+UsUfw5ldehFqx4JUKx5devlyCqdKwDwdwBB6cQBkuoAJVICDgHh7hyVHOg/PsvExLU86sZw/+yHn7AUXck8s=</latexit>s = x0
<latexit sha1_base64="odB5olW20Dwhv8bpB2WKXbjs+nI=">AAAB6nicbZC7SgNBFIbPeo3xlmhpMxgEq7ATMFoGbCwjmgskS5idzCZDZmeXmVkxLHmENBaKWGrpo1jZ2fokTi6FJv4w8PH/5zDnHD8WXBvX/XJWVtfWNzYzW9ntnd29/Vz+oK6jRFFWo5GIVNMnmgkuWc1wI1gzVoyEvmANf3A5yRt3TGkeyVszjJkXkp7kAafEWOvmvoM7uYJbdKdCy4DnUKjkXz/G3++laif32e5GNAmZNFQQrVvYjY2XEmU4FWyUbSeaxYQOSI+1LEoSMu2l01FH6MQ6XRREyj5p0NT93ZGSUOth6NvKkJi+Xswm5n9ZKzHBhZdyGSeGSTr7KEgEMhGa7I26XDFqxNACoYrbWRHtE0WosdfJ2iPgxZWXoV4q4nLx7BoXKmWYKQNHcAyngOEcKnAFVagBhR6M4RGeHOE8OM/Oy6x0xZn3HMIfOW8/fJyRqA==</latexit>x1

<latexit sha1_base64="I0w2JDb35DS2GrJrDK9DL9vnNVE=">AAAB6HicbZDLSsNAFIZPvNZ6q7p0EyyCq5IUbzsLbly2YC/QhjKZnrRjJ5MwMxFK6BO4caFIXfpI7nwM38BJ24W2/jDw8f/nMOccP+ZMacf5slZW19Y3NnNb+e2d3b39wsFhQ0WJpFinEY9kyycKORNY10xzbMUSSehzbPrD2yxvPqJULBL3ehSjF5K+YAGjRBurVu4Wik7JmcpeBncOxZvvSab3arfw2elFNAlRaMqJUm3XibWXEqkZ5TjOdxKFMaFD0se2QUFCVF46HXRsnxqnZweRNE9oe+r+7khJqNQo9E1lSPRALWaZ+V/WTnRw7aVMxIlGQWcfBQm3dWRnW9s9JpFqPjJAqGRmVpsOiCRUm9vkzRHcxZWXoVEuuZeli5pbrJzDTDk4hhM4AxeuoAJ3UIU6UEB4ghd4tR6sZ+vNmsxKV6x5zxH8kfXxA+f+kXY=</latexit>

2
<latexit sha1_base64="I0w2JDb35DS2GrJrDK9DL9vnNVE=">AAAB6HicbZDLSsNAFIZPvNZ6q7p0EyyCq5IUbzsLbly2YC/QhjKZnrRjJ5MwMxFK6BO4caFIXfpI7nwM38BJ24W2/jDw8f/nMOccP+ZMacf5slZW19Y3NnNb+e2d3b39wsFhQ0WJpFinEY9kyycKORNY10xzbMUSSehzbPrD2yxvPqJULBL3ehSjF5K+YAGjRBurVu4Wik7JmcpeBncOxZvvSab3arfw2elFNAlRaMqJUm3XibWXEqkZ5TjOdxKFMaFD0se2QUFCVF46HXRsnxqnZweRNE9oe+r+7khJqNQo9E1lSPRALWaZ+V/WTnRw7aVMxIlGQWcfBQm3dWRnW9s9JpFqPjJAqGRmVpsOiCRUm9vkzRHcxZWXoVEuuZeli5pbrJzDTDk4hhM4AxeuoAJ3UIU6UEB4ghd4tR6sZ+vNmsxKV6x5zxH8kfXxA+f+kXY=</latexit>

2

<latexit sha1_base64="6cFxsk9744m6zi34EK6jV63SEHY=">AAAB6HicdVDLSsNAFJ3UV62v+ti5GSyCqzBJim13BTcuW7APaEOZTCft2MkkzEyEEvoFblwo4tZPcuffOE0VVPTAhcM593LPvUHCmdIIvVuFtfWNza3idmlnd2//oHx41FVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNNeMLta+r07KhWLxY2eJ9SP8ESwkBGsjdR2R+UKspFbdRseRLbj1b1a1RC3jmpeAzo2ylFpnoQ5WqPy23AckzSiQhOOlRo4KNF+hqVmhNNFaZgqmmAywxM6MFTgiCo/y4Mu4LlRxjCMpSmhYa5+n8hwpNQ8CkxnhPVU/faW4l/eINVh3c+YSFJNBVktClMOdQyXV8Mxk5RoPjcEE8lMVkimWGKizW9K5glfl8L/Sde1nUvbaTuVZhWsUASn4AxcAAfUQBNcgxboAAIouAeP4Mm6tR6sZ+tl1VqwPmeOwQ9Yrx+Mio+u</latexit>

2

<latexit sha1_base64="oSKKU229HLCcO8AoPyM70Gm8n7A=">AAAB6HicdVDLSsNAFJ3UV62v+ti5GSyCqzBJim13BTcuW7APaEOZTCft2MkkzEyEEvoFblwo4tZPcuffOE0VVPTAhcM593LPvUHCmdIIvVuFtfWNza3idmlnd2//oHx41FVxKgntkJjHsh9gRTkTtKOZ5rSfSIqjgNNeMLta+r07KhWLxY2eJ9SP8ESwkBGsjdRGo3IF2citug0PItvx6l6taohbRzWvAR0b5ag0T8IcrVH5bTiOSRpRoQnHSg0clGg/w1IzwumiNEwVTTCZ4QkdGCpwRJWf5UEX8NwoYxjG0pTQMFe/T2Q4UmoeBaYzwnqqfntL8S9vkOqw7mdMJKmmgqwWhSmHOobLq+GYSUo0nxuCiWQmKyRTLDHR5jcl84SvS+H/pOvazqXttJ1KswpWKIJTcAYugANqoAmuQQt0AAEU3INH8GTdWg/Ws/Wyai1YnzPH4Aes1w+Jgo+s</latexit>

0

<latexit sha1_base64="YqStyoaurAx96QowCO7LZ7Ba2ds=">AAAB7HicdVDLSgMxFM3UV62vqks3wSII4pCZqbZdiAVFXLioYB/QlpJJ0zY0kxmSjFBKv8GNC0Xc+gF+ijv/xIUL01ZBRQ9cOJxzL/fc60ecKY3Qq5WYmZ2bX0guppaWV1bX0usbFRXGktAyCXkoaz5WlDNBy5ppTmuRpDjwOa36/ZOxX72mUrFQXOlBRJsB7grWYQRrI5Uv9vt7TiudQTZys27Bg8h2vLyXyxri5lHOK0DHRhNkjt9Pj86e+2+lVvql0Q5JHFChCcdK1R0U6eYQS80Ip6NUI1Y0wqSPu7RuqMABVc3hJOwI7hilDTuhNCU0nKjfJ4Y4UGoQ+KYzwLqnfntj8S+vHutOvjlkIoo1FWS6qBNzqEM4vhy2maRE84EhmEhmskLSwxITbf6TMk/4uhT+Tyqu7RzaB5dOppgFUyTBFtgGu8ABOVAE56AEyoAABm7AHbi3hHVrPViP09aE9TmzCX7AevoAlX2SRw==</latexit>

L� k + 1

<latexit sha1_base64="YqStyoaurAx96QowCO7LZ7Ba2ds=">AAAB7HicdVDLSgMxFM3UV62vqks3wSII4pCZqbZdiAVFXLioYB/QlpJJ0zY0kxmSjFBKv8GNC0Xc+gF+ijv/xIUL01ZBRQ9cOJxzL/fc60ecKY3Qq5WYmZ2bX0guppaWV1bX0usbFRXGktAyCXkoaz5WlDNBy5ppTmuRpDjwOa36/ZOxX72mUrFQXOlBRJsB7grWYQRrI5Uv9vt7TiudQTZys27Bg8h2vLyXyxri5lHOK0DHRhNkjt9Pj86e+2+lVvql0Q5JHFChCcdK1R0U6eYQS80Ip6NUI1Y0wqSPu7RuqMABVc3hJOwI7hilDTuhNCU0nKjfJ4Y4UGoQ+KYzwLqnfntj8S+vHutOvjlkIoo1FWS6qBNzqEM4vhy2maRE84EhmEhmskLSwxITbf6TMk/4uhT+Tyqu7RzaB5dOppgFUyTBFtgGu8ABOVAE56AEyoAABm7AHbi3hHVrPViP09aE9TmzCX7AevoAlX2SRw==</latexit>

L� k + 1

<latexit sha1_base64="YqStyoaurAx96QowCO7LZ7Ba2ds=">AAAB7HicdVDLSgMxFM3UV62vqks3wSII4pCZqbZdiAVFXLioYB/QlpJJ0zY0kxmSjFBKv8GNC0Xc+gF+ijv/xIUL01ZBRQ9cOJxzL/fc60ecKY3Qq5WYmZ2bX0guppaWV1bX0usbFRXGktAyCXkoaz5WlDNBy5ppTmuRpDjwOa36/ZOxX72mUrFQXOlBRJsB7grWYQRrI5Uv9vt7TiudQTZys27Bg8h2vLyXyxri5lHOK0DHRhNkjt9Pj86e+2+lVvql0Q5JHFChCcdK1R0U6eYQS80Ip6NUI1Y0wqSPu7RuqMABVc3hJOwI7hilDTuhNCU0nKjfJ4Y4UGoQ+KYzwLqnfntj8S+vHutOvjlkIoo1FWS6qBNzqEM4vhy2maRE84EhmEhmskLSwxITbf6TMk/4uhT+Tyqu7RzaB5dOppgFUyTBFtgGu8ABOVAE56AEyoAABm7AHbi3hHVrPViP09aE9TmzCX7AevoAlX2SRw==</latexit>

L� k + 1
<latexit sha1_base64="GqOgBwx5UvlLADz/Majd3geOztw=">AAAB73icbZDLSgMxFIbP1Futt3rZuQkOghvLTMHqsuDGZQV7gXYomTTThmYyY5JRy9CXcCNoEXHn67jzUdyZXhba+kPg4//PIeccP+ZMacf5sjJLyyura9n13Mbm1vZOfnevpqJEElolEY9kw8eKciZoVTPNaSOWFIc+p3W/fznO63dUKhaJGz2IqRfirmABI1gbq/HQTov9U3fYzttOwZkILYI7A7t88G2/j+6fK+38Z6sTkSSkQhOOlWq6Tqy9FEvNCKfDXCtRNMakj7u0aVDgkCovncw7RMfG6aAgkuYJjSbu744Uh0oNQt9Uhlj31Hw2Nv/LmokOLryUiTjRVJDpR0HCkY7QeHnUYZISzQcGMJHMzIpID0tMtDlRzhzBnV95EWrFglsqnF27drkEU2XhEI7gBFw4hzJcQQWqQIDDI7zAyLq1nqxX621amrFmPfvwR9bHD39Pk04=</latexit>x2k�1

<latexit sha1_base64="BD/QwiBXu+lTlxjbWN21EeStPwc=">AAAB7XicbZDLSgMxFIbP1FttvVRddhMsgqsyU7C6LLjQZQV7gXYomUzaxmaSIcmIZeg7uHFREbc+iS/gzrcxvSy09YfAx/+fQ845QcyZNq777WQ2Nre2d7K7ufze/sFh4ei4qWWiCG0QyaVqB1hTzgRtGGY4bceK4ijgtBWMrmd565EqzaS4N+OY+hEeCNZnBBtrNZ96aWU06RVKbtmdC62Dt4RSLX8zLX62w3qv8NUNJUkiKgzhWOuO58bGT7EyjHA6yXUTTWNMRnhAOxYFjqj20/m0E3RmnRD1pbJPGDR3f3ekONJ6HAW2MsJmqFezmflf1klM/8pPmYgTQwVZfNRPODISzVZHIVOUGD62gIlidlZEhlhhYuyBcvYI3urK69CslL1q+eLOK9WqsFAWinAK5+DBJdTgFurQAAIP8AxTeHWk8+K8Oe+L0oyz7DmBP3I+fgBU4JHk</latexit>x2k

<latexit sha1_base64="L9GrjMNXJ6pGSO0t1DSTiyIQFU4=">AAAB63icbZDLSgMxFIbP1Futt6pLN8EiuLHMlHrZiAVFXFawF2iHkkkzbZhMZkgyQil9BTcuFHHrC/go7nwTFy7MtF1o6w+Bj/8/h5xzvJgzpW3708osLC4tr2RXc2vrG5tb+e2duooSSWiNRDySTQ8rypmgNc00p81YUhx6nDa84DLNG/dUKhaJOz2IqRvinmA+I1inVjk4KnXyBbtoj4XmwZlC4eL76vz6PfiqdvIf7W5EkpAKTThWquXYsXaHWGpGOB3l2omiMSYB7tGWQYFDqtzheNYROjBOF/mRNE9oNHZ/dwxxqNQg9ExliHVfzWap+V/WSrR/5g6ZiBNNBZl85Ccc6Qili6Muk5RoPjCAiWRmVkT6WGKizXly5gjO7MrzUC8VnZPi8a1TqJRhoizswT4cggOnUIEbqEINCPThAZ7g2QqtR+vFep2UZqxpzy78kfX2A59SkbA=</latexit>

4k � 2
<latexit sha1_base64="4+47qwHXBIHSwHlqSQVuKz7BjSA=">AAAB6XicbZDLSsNAFIZP6q3WW9Wlm8EiuCqJ1MvOghuXVewF2lAm00k7ZDIJMxOhhL6BGxeKdutT+BrufBsnaRfa+sPAx/+fw5xzvJgzpW372yqsrK6tbxQ3S1vbO7t75f2DlooSSWiTRDySHQ8rypmgTc00p51YUhx6nLa94CbL249UKhaJBz2OqRvioWA+I1gb674W9MsVu2rnQsvgzKFy/fmeadrol796g4gkIRWacKxU17Fj7aZYakY4nZR6iaIxJgEe0q5BgUOq3DSfdIJOjDNAfiTNExrl7u+OFIdKjUPPVIZYj9Rilpn/Zd1E+1duykScaCrI7CM/4UhHKFsbDZikRPOxAUwkM7MiMsISE22OUzJHcBZXXobWWdW5qJ7fOZV6DWYqwhEcwyk4cAl1uIUGNIGAD0/wAq9WYD1bb9Z0Vlqw5j2H8EfWxw9mcZG1</latexit>

4k

<latexit sha1_base64="JWMo258ZgE3Dq8sSygzuXK8FpYg=">AAACAXicbVC7SgNBFJ31GeMraiPYDAbBxrAbjApBDChiYRHBPCAbwuxkkgw7+2DmrhiW2PgrNhaKpPUv7PwTCwsnj0ITD1w4nHMv997jhIIrMM1PY2Z2bn5hMbGUXF5ZXVtPbWyWVRBJyko0EIGsOkQxwX1WAg6CVUPJiOcIVnHc84FfuWNS8cC/hW7I6h5p+7zFKQEtNVLb1/gA51xs521g9yC9OJA9O4+zjVTazJhD4GlijUn67Pvi9LLvfhUbqQ+7GdDIYz5QQZSqWWYI9ZhI4FSwXtKOFAsJdUmb1TT1icdUPR5+0MN7WmniViB1+YCH6u+JmHhKdT1Hd3oEOmrSG4j/ebUIWif1mPthBMyno0WtSGAI8CAO3OSSURBdTQiVXN+KaYdIQkGHltQhWJMvT5NyNmMdZXI3VrpwiEZIoB20i/aRhY5RAV2hIiohih7QE3pBr8aj8Wy8Gf1R64wxntlCf2C8/wCnhZl9</latexit>

L� 5k or 2

<latexit sha1_base64="JWMo258ZgE3Dq8sSygzuXK8FpYg=">AAACAXicbVC7SgNBFJ31GeMraiPYDAbBxrAbjApBDChiYRHBPCAbwuxkkgw7+2DmrhiW2PgrNhaKpPUv7PwTCwsnj0ITD1w4nHMv997jhIIrMM1PY2Z2bn5hMbGUXF5ZXVtPbWyWVRBJyko0EIGsOkQxwX1WAg6CVUPJiOcIVnHc84FfuWNS8cC/hW7I6h5p+7zFKQEtNVLb1/gA51xs521g9yC9OJA9O4+zjVTazJhD4GlijUn67Pvi9LLvfhUbqQ+7GdDIYz5QQZSqWWYI9ZhI4FSwXtKOFAsJdUmb1TT1icdUPR5+0MN7WmniViB1+YCH6u+JmHhKdT1Hd3oEOmrSG4j/ebUIWif1mPthBMyno0WtSGAI8CAO3OSSURBdTQiVXN+KaYdIQkGHltQhWJMvT5NyNmMdZXI3VrpwiEZIoB20i/aRhY5RAV2hIiohih7QE3pBr8aj8Wy8Gf1R64wxntlCf2C8/wCnhZl9</latexit>

L� 5k or 2

<latexit sha1_base64="JWMo258ZgE3Dq8sSygzuXK8FpYg=">AAACAXicbVC7SgNBFJ31GeMraiPYDAbBxrAbjApBDChiYRHBPCAbwuxkkgw7+2DmrhiW2PgrNhaKpPUv7PwTCwsnj0ITD1w4nHMv997jhIIrMM1PY2Z2bn5hMbGUXF5ZXVtPbWyWVRBJyko0EIGsOkQxwX1WAg6CVUPJiOcIVnHc84FfuWNS8cC/hW7I6h5p+7zFKQEtNVLb1/gA51xs521g9yC9OJA9O4+zjVTazJhD4GlijUn67Pvi9LLvfhUbqQ+7GdDIYz5QQZSqWWYI9ZhI4FSwXtKOFAsJdUmb1TT1icdUPR5+0MN7WmniViB1+YCH6u+JmHhKdT1Hd3oEOmrSG4j/ebUIWif1mPthBMyno0WtSGAI8CAO3OSSURBdTQiVXN+KaYdIQkGHltQhWJMvT5NyNmMdZXI3VrpwiEZIoB20i/aRhY5RAV2hIiohih7QE3pBr8aj8Wy8Gf1R64wxntlCf2C8/wCnhZl9</latexit> L
�
5k

or
2

Figure 1 The state of the game right after phase k ends. Framed numbers next to vertices
represent their D-values.

Let (u∗, v∗) be the edge marked last in this phase. This is the edge (u, v) ∈ B from rule (s2)
that becomes marked when it gets relaxed with all other edges in B already marked, ending
the phase. At this point the adversary lets x2k−1 = u∗ and x2k = v∗, and (if k < (n− 1)/2)
starts phase k + 1.

For any permutation π of V starting with s, through the rest of the proof we denote
by Dπ the variable D-values produced by A when processing weight assignment ℓπ. For
each k = 0, 1, ..., (n− 1)/2, the (2k + 1)-permutation x0, x1, ..., x2k chosen by the adversary
following the strategy above will be called the kth cruel prefix.

Invariant (I). We claim that the following invariant holds for each k = 0, 1, ..., (n− 1)/2.
Let x0, x1, ..., x2k be the adversary’s kth cruel prefix. Then for each permutation π starting
with x0, x1, ..., x2k, the following properties hold when phase k of the adversary strategy ends
(see Figure 1 for illustration):
(I0) All adversary’s answers to A’s queries in phases 1, 2, ..., k are correct for weight assign-

ment ℓπ.
(I1) Dπ[xj ] = 2j for j = 0, 1, ...., 2k.
(I2) If w ∈ V \ {x0, x1, ..., x2k} then Dπ[w] = L− k + 1.

We postpone the proof of this invariant, and show first that it implies the Ω(n3) lower
bound. Indeed, from Invariant (I2) we conclude that the D-values will not represent the
correct distances until after the last step of phase (n− 1)/2. Since in each phase k all edges
in the set A∪B for phase k will end up marked, the number of edge accesses in this phase is
at least |A ∪B| = |A|+ |A|(|A| − 1) = |A|2 = (n− 2k + 1)2. Thus, adding up the numbers
of edge accesses in all phases k = 1, 2, ..., (n− 1)/2, we obtain that the total number of steps
in algorithm A is at least (n− 1)2 + (n− 3)2 + ... + 22 = 1

6 n(n2 − 1) = Ω(n3), giving us the
desired lower bound.

It remains to prove Invariant (I). The invariant is true for k = 0, by the way the D-values
are initialized. To argue that the invariant is preserved after each phase k ≥ 1, we show that
within this phase a more general invariant (J) holds, below.

Invariant (J). Let π be a permutation with prefix x0, x1, ..., x2k, let Xk−1 = x0, x1, ..., x2k−2,
and Yk−1 = V \Xk−1. We claim that the following properties are satisfied during the phase,
including right before and right after the phase.
(J0) All adversary’s answers to A’s queries up to the current step are correct for ℓπ.
(J1) Dπ[xj ] = 2j for j = 0, 1, ..., 2k − 2.

(J2.1) If w ∈ Yk−1 \ {u∗, v∗} then Dπ[w] =
{

L− k + 2 if (x2k−2, w) unmarked
L− k + 1 if (x2k−2, w) marked
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(J2.2) If w = u∗ then Dπ[u∗]=
{

L− k + 2 if (x2k−2, u∗) unmarked
4k − 2 if (x2k−2, u∗) marked

(J2.3) If w = v∗ then Dπ[v∗]=


L− k + 2 if (x2k−2, v∗) unmarked
L− k + 1 if (x2k−2, v∗) marked and (u∗, v∗) unmarked
4k if (u∗, v∗) marked

When phase k starts, these properties are identical to Invariant (I) applied to the ending of
phase k− 1. We now show that these invariants are preserved within a phase k. Assume that
the invariants hold up to some step, and consider the next operation when A accesses an
edge (u, v). If w ̸= v then Dπ[w] is not affected, so assume that w = v. In the case analysis
below, if the current step is a relaxation, we will use notation Dπ[v] for the D-value at v

before this step and D′
π[v] for the D-value at v after the step.

Case (s1). (u, v) = (x2k−2, v) ∈ A. We consider separately the cases when this step is a
relaxation or an edge query.
Relaxation: Suppose first that v ̸= u∗. Then we have Dπ[x2k−2] + ℓ(x2k−2, v) = (4k −

4) + (L− 5k + 5) = L− k + 1. Thus, using (J2.1) and (J2.3), if (x2k−2, v) was already
marked then nothing changes, and if (x2k−2, v) wasn’t marked then D′

π[v] = L− k + 1,
preserving (J2) because (x2k−2, v) gets marked. (Note that in the special case v = v∗,
edge (u∗, v∗) is not marked yet.)
For v = u∗ the argument is similar, except that now we use (J2.2): We have Dπ[x2k−2] +
ℓ(x2k−2, u∗) = (4k − 4) + 2 = 4k − 2, so either (x2k−2, u∗) is already marked and nothing
changes, or D′

π[u∗] = 4k − 2 and (x2k−2, u∗) gets marked.
Edge query: The reasoning here is analogous to the case of relaxation above. If v ̸= u∗, then

Dπ[x2k−2] + ℓ(x2k−2, v) = L−k + 1 and the correctness of the adversary’s answers follows
from (J2.1) and (J2.3), If v = u∗, then Dπ[x2k−2] + ℓ(x2k−2, u∗) = (4k − 4) + 2 = 4k − 2,
and the correctness of the adversary’s answers follows from (J2.2).

Case (s2). (u, v) ∈ B. We consider separately the cases when this step is a relaxation or
an edge query.
Relaxation: Suppose first that u ̸= u∗. Then Dπ[u] ≥ L − k + 1, by (J2.1) and (J2.3).

(This is true for the special case u = v∗, because (u∗, v∗) is not yet marked.) Since also
ℓ(u, v) ≥ 2, this relaxation will not change the value of Dπ[v].
Next, consider the case u = u∗. If (x2k−2, u∗) is unmarked then (J2.2) also implies (as
in the previous sub-case) that the value of Dπ[v] will not change. So assume now that
(x2k−2, u∗) is marked, in which case Dπ[u∗] = 4k − 2. If v ̸= v∗ then the relaxation
will not change the value of Dπ[v] because ℓ(u∗, v) = L. For v = v∗, we have D′

π[v∗] =
Dπ[u∗] + ℓ(u∗, v∗) = (4k − 2) + 2 = 4k, preserving (J2.3), because this relaxation will
mark (u∗, v∗).

Edge query: If (x2k−2, u) is not marked then, by (J2.1)-(J2.3) we have Dπ[u] = L− k + 2,
and ℓ(u, v) ≥ 2, so the “no” answer by the adversary is correct.
Next, assume that (x2k−2, u) is marked and u ≠ u∗. Then Dπ[u] = L − k + 1, by
conditions (J2.1) and (J2.3) (since (u∗, v∗) is still not marked). So in this case the answer
“no” is also correct.
The final case is when u = u∗ and (x2k−2, u∗) is marked, so Dπ[u∗] = 4k − 2. Now, if
v ̸= v∗ then the adversary responds “no”, and since ℓ(u∗, v) = L, this is correct. For
v = v∗ we have Dπ[u∗] + ℓ(u∗, v∗) = (4k− 2) + 2 = 4k < Dπ[v∗], where the last inequality
is true because (u∗, v∗) is not marked. So the “yes” answer is also correct.



S. Atalig, A. Hickerson, A. Srivastav, T. Zheng, and M. Chrobak 8:9

Case (s3). (u, v) /∈ A∪B. In this case we claim that Dπ[u] + ℓ(u, v) ≥ Dπ[v], which implies
the correctness for both cases, when this operation is a relaxation and edge update. The
argument involves a few cases.

The first case is when u ∈ Yk−1 and v ∈ Xk−1. Then we have Dπ[u]+ℓuv ≥ (4k−2)+2 >

Dπ[v], applying (J1)-(J2.3).
If u ∈ Xk−1 \ {x2k−2} and v ∈ Yk−1 then there are two sub-cases, and in both we

apply (J1) and (J2.1)-(J2.3). If u = x2k−3 in which case ℓ(x2k−3, v) = L, the claim
is trivial. If u = xj for j ≤ 2k − 4, then Dπ[xj ] = 2j and ℓ(xj , v) ≥ L − 5j/2, so
Dπ[u] + ℓ(u, v) ≥ (2j) + (L− 5j/2) = L− j/2 ≥ L− k + 2 ≥ Dπ[v].

The final case is when u, v ∈ Xk−1, say u = xi and v = xj . Here we use condition (J1).
If i > j then Dπ[xi] > Dπ[xj ]. If i < j − 1 then ℓ(xi, xj) ≥ 2n. If i = j − 1 then
Dπ[xj−1] = 2j − 2, Dπ[xj ] = 2j and ℓ(xj−1, xj) = 2. In each of these sub-cases, the claim
holds.
The case analysis above completes the proof of invariants (J0)-(J2.3). By applying these
invariants to the end of the phase, when all edges in A ∪ B are marked, gives us that
invariant (I) holds after the phase, as needed – providing that the phase ends at all.

To complete the analysis of the adversary strategy we need to argue that phase k must
actually end, in order for the D-values to represent correct distances from s. This follows
directly from invariants (J1)-(J2.3), because they imply that before the very last step of the
phase there is at least one vertex in Yn−1 with D-value at least L− k + 1, which is larger
than its distance from s.

It now only remains to remove the assumption that the D-values are initialized to L + 1.
According to our model, they need to be initialized to edge lengths from s, which are:
ℓ(s, x1) = 2 and ℓ(s, v) = L for v ̸= x1 (since s = x0). With this initialization, we only need
to modify the first phase by marking all edges of the form (x0, v) immediately. Invariant (J)
then applies without further modification.

4 Lower Bound for Deterministic Algorithms with Three Types of
Queries

In this section, we prove Theorem 2(a), an Ω(n3) lower bound for deterministic algorithms
using all three types of queries. Our argument is essentially a reduction – we show that any
algorithm A that uses D-queries, weight queries, edge queries and relaxation updates can be
converted into an algorithm B that has the same time complexity as A and uses only edge
queries and relaxations. Our lower bound will then follow from Theorem 1(a).

We start with some initial observations that, although not needed for the proof, contain
some useful insights. Since edge weights do not change, an algorithm can use weight queries
to pre-sort all edges in time O(n2 log n), and then it doesn’t need to make any more weight
queries during the computation. This way, the algorithm’s running time is not affected
as long as it’s at least Ω(n2 log n). Similarly, the algorithm can use D-queries to maintain
the total order of the D-values using, say, a binary search tree, paying a small overhead
of O(log n) for each update operation. Then the algorithm’s decisions at each step can as
well depend on the total ordering of the vertices according to their current D-values. These
changes will add at most an O(log n) factor to the running time.

Potential-oblivious model. Instead of working just with edge queries, we generalize our
argument to potential-oblivious query models. We say that a query model Q is potential-
oblivious if it satisfies the following property for each weight assignment ℓ and potential ϕ:
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for any sequence of relaxations and queries from Q (with the D-values initialized as described
in Section 2), the outcomes of the queries for weight assignments ℓ and ℓ + ∆ϕ are the same.
By routine induction, any algorithm using a potential-oblivious model will perform the same
sequence of queries and relaxations on assignments ℓ and ℓ + ∆ϕ. Also, it will compute
the correct distances on ℓ if and only if it will compute them for ℓ + ∆ϕ, and in the same
number of steps. (To see this, note that for each vertex v the invariant D′[v] = D[v] + ϕ(v)
is preserved, where we use notations D and D′ to distinguish between the D-values in the
computations for ℓ and ℓ′. The respective distances ℓ(s, v) and ℓ′(s, v) satisfy the same
equation.)

For example, the edge query only model is potential-oblivious. Due to our initialization
and properties of relaxations, each value D[v] always corresponds to the length of some path
from s to v. Then the query is equivalent to comparing the length of two paths with the same
start and end points, and the query outcome is the same after adding ∆ϕ, by the distance
preservation property. Using these facts, potential-obliviousness follows from induction on
the number of operations performed.

Golomb-ruler potential. For our proof, we need a potential function ϕ for which in the
induced weight assignment ∆ϕ all edge weights are different. (This naturally implies that
all values of ϕ are also different.) Such an assignment is equivalent to a Golomb ruler
(also known as a Sidon set), which is a set of non-negative integers with unique pair-wise
differences. A simple Golomb ruler can be constructed using fast growing sequences, such as{

2i − 1
}n−1

i=0 , but we are interested in sets contained in a small polynomial-in-n range. The
asymptotic growth of Golomb rulers is well studied; it is known that there are n-element
Golomb rulers that are subsets of {1, 2, ..., N}, for N = n2(1 + o(1)) [10, 21], and that this
bound on N is essentially optimal. Since the Golomb-ruler property is invariant under shifts,
we can assume that a Golomb ruler contains number 0. For our purposes, this means that
there exists a potential function ϕ that induces distinct edge weights with absolute maximum
weight O(n2). ([4] shows that it is possible to obtain smaller maximum weights for certain
classes of non-complete graphs, but this is not relevant to our constructions.) We will call
this function a Golomb-ruler potential.

▶ Theorem 3. Let A be a query/relaxation-based algorithm that uses relaxation updates,
D-queries, weight queries and any queries from a potential-oblivious model Q, and let T (n)
be the running time of A. Then there is an algorithm B with running time O(T (n)) that uses
only relaxation updates and queries from Q.

The idea of the proof is to convert a given weight assignment ℓ into another assignment
ℓ′ such that, if only queries from Q (and relaxations) are used, then (i) ℓ′ is indistinguishable
from ℓ using the queries from Q, and (ii) in ℓ′ the ordering of weights and the ordering of all
D-values are independent of ℓ and, further, the ordering of the D-values is fixed throughout
the computation, even though the D-values themselves may vary. B can do this conversion
“internally” and simulate A on ℓ′, and then it doesn’t need to make any D-queries and weight
queries, because their outcomes are predetermined.

Proof. Let A be a query/relaxation algorithm for that uses D-queries, weight queries, queries
from Q, and relaxation updates. We construct B that uses only queries from Q and relaxation
updates. Let ϕ be the Golomb-ruler potential defined before the theorem. When run on a
weight assignment ℓ, B will internally simulate A on weight assignment ℓ′ = ℓ + c∆ϕ, for
c = 2ℓmaxn + 1. We use notation D′ for the D-values computed by A. The actions of B
depend on the execution of A on ℓ′, as follows:
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When A executes a weight query “ℓ′
uv < ℓ′

xy?”, B directly executes the “yes” branch from
the query if ∆ϕ(u, v) < ∆ϕ(x, y), or the “no” branch otherwise.
When A executes a D-query “D′[u] < D′[v]?”, then B executes the “yes” branch if
ϕu < ϕv, else it executes the “no” branch.

This simulation can be more formally described as converting the decision tree of A into
the decision tree of B. The tree of B is obtained by splicing out each node q representing a
D-query or weight query. This splicing consists of connecting the parent of q to either the
“yes” or “no” child of q, determined by the appropriate inequality involving ϕ, as explained
above.

It remains to prove the correctness of B. We argue first that B will produce correct
distances if run on ℓ′ instead of ℓ. For this, we observe that ℓ′ satisfies the following properties:
(p1) For any two edges e, f , we have ℓ′

e < ℓ′
f if and only if ∆ϕ(e) < ∆ϕ(f).

(p2) For any three vertices u, x, y, any u-to-x path Px and any u-to-y path Py, we have
ℓ′(Px) < ℓ′(Py) if and only if ϕx < ϕy.

Indeed, both properties follow from the choice of c and straighforward calculation. For (p1),
ℓ′

e < ℓ′
f if and only if ℓe − ℓf < c[∆ϕ(f)−∆ϕ(e)], and because |ℓe − ℓf | < c this inequality is

determined by the sign of ∆ϕ(f)−∆ϕ(e), which is always non-zero, by the Golomb-ruler
property. (Note that here we only use that c > 2ℓmax.) The justification for (p2) is similar:
we have ℓ′(Px) = ℓ(Px) + c(ϕx − ϕu) and ℓ′(Py) = ℓ(Py) + c(ϕy − ϕu), so ℓ′(Px) < ℓ′(Py)
if and only if ℓ(Px) − ℓ(Py) < c[ϕy − ϕx], and since |ℓ(Px) − ℓ(Py| < c this inequality is
determined by the sign of ϕy − ϕx.

Properties (p1) and (p2) imply that when we run A on ℓ′, in each weight query we can
equivalently use assignment ∆ϕ instead of ℓ′, and instead of using a D-query we can compare
the corresponding potential values. Therefore B works correctly for ℓ′. But since now B uses
only relaxations and queries from Q, that are potential-oblivious, and ℓ′ is obtained from ℓ

by adding a weight assignment induced by potential cϕ, B’s computation on ℓ will also be
correct. ◀

Theorem 3, together with Theorem 1 implies the Ω(n3) lower bound for query/update-
based algorithms that use D-queries, weight queries, any set of potential-oblivious queries,
and relaxation updates. Since the edge update is potential oblivious, Theorem 2(a) follows.

Further, using the construction from Theorem 2(a), where a weight assignment with
maximum weight O(n) was used, the proof of Theorem 3 shows that Theorem 2(a) holds
even if all weights are bounded by O(n4).

A side result for general graphs. The reduction in the proof of Theorem 3 extends naturally
to arbitrary graphs. In particular, we can extend a result from Eppstein [9]:

▶ Theorem 4. For any n and m where n ≤ m ≤ n(n − 1), there exists a graph with n

nodes and m edges where any deterministic algorithm A using D-queries, weight queries,
and relaxation updates has worst-case running time Ω(nm/ log n). If m = Ω(n1+ε) for some
ε > 0, the lower bound can be improved to Ω(nm).

Proof sketch. We focus on the case where m is arbitrary. First note that the model using
no queries and relaxation updates is equivalent to non-adaptive algorithms (that is, universal
relaxation sequences) described in [9]. (It’s also obvious that the query model using no
queries is potential-oblivious.) Let G be the graph construction described in the proof of [9,
Theorem 3]. In particular, G has n nodes and m edges, and for every non-adaptive algorithm
on G, there is weight assignment that forces Ω(nm/ log n) relaxations. If there exists an
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algorithm A for G using D-queries, weight queries, and relaxation updates that runs in T (n)
time, then by the same construction as in Theorem 3, there also exists an algorithm B using
only relaxation updates that runs in time O(T (n)). Then an o(nm/ log n) running time on
G would contradict the lower-bound on non-adaptive algorithms. The proof for the case
m = Ω(n1+ε) is identical. ◀

As explained in Section 5, the reduction also applies to randomized algorithms, and
because [9] proves the same lower bounds for expected running time for randomized non-
adaptive algorithms, the above bounds also apply to the randomized case.

5 Lower Bounds for Randomized Algorithms

In this section, we extend the proofs in Sections 3 and 4 to obtain Ω(n3) lower bounds for
randomized algorithms, proving Theorem 1(b) and Theorem 2(b). The proofs are based on
Yao’s principle [22]: we give a probability distribution on weight assignments for which the
expectation of each deterministic algorithm’s running time is Ω(n3).

We fix the value of n. Let ℓmax be the maximum absolute value of weights used in the
proof, whose value will be specified later. Let L be the family of all weight assignments
ℓ : E → [−ℓmax, ℓmax]. Denote by A the (finite) set of all deterministic query/relaxation-based
algorithms with running time at most 2n3. We only need to consider algorithms in A, because
any other algorithm in our model can be modified to run in time at most 2n3. To see why,
consider this algorithm’s decision tree. For any node at depth n3, replace its subtree by the
Bellman-Ford relaxation sequence. The resulting tree remains correct, and its depth is at
most 2n3.

For a deterministic algorithm A ∈ A and weight assignment ℓ ∈ L, denote by T (A, ℓ) the
running time of A on assignment ℓ. Let Π(A) be the set of all probability distributions on A
and Π(L) be the set of all probability distributions on L. Any randomized algorithm R is
simply a probability distribution on A, so R ∈ Π(A). Denote by Expx∼θf(x) the expected
value of f(x), for a random variable x from distribution θ. The lemma below is a restatement
of Yao’s principle [22] in our context:

▶ Lemma 5. The following equality holds:

min
R∈Π(A)

max
ℓ∈L

ExpA∼RT (A, ℓ) = max
σ∈Π(L)

min
A∈A

Expℓ∼σT (A, ℓ).

In this lemma, both sides involve the expected running time, with the difference being
that on the left-hand side we consider randomized algorithms and their worst-case inputs,
while the right-hand side involves the probability distribution on input permutations that is
worst for deterministic algorit hms.

Proof of Theorem 1(b) (Sketch).1 We give a probability distribution σ on weight assign-
ments ℓ for which every deterministic algorithm needs Ω(n3) steps in expectation to compute
correct distances. This is sufficient, as then Lemma 5 implies that each randomized algorithm
R makes Ω(n3) steps in expectation on some weight assignment.

1 A detailed proof will appear in the full version of this paper.
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Recall that in the proof of Theorem 1(a) in Section 3 we used weight assignments associated
with permutations of vertices. This is also the case here, although this assignment needs
to be modified. For any permutation π = x0, x1, ..., xn−1 of the vertices, the corresponding
weight assignment is

ℓπ(xi, xj) =


n if j = i + 1
L− (n + 1

2 )i if j ≥ i + 2 and i is even
L if j ≥ i + 2 and i is odd

where L is sufficiently large, say 5n2. (We explain later why larger weights are necessary.)
In our argument here, the adversary chooses the uniform distribution σ on all (n − 1)!
permutations π starting with s.

In a certain sense, our goal now is simpler than in Section 3, as the adversary’s job, which
is to choose σ, is already done. We “only” need to lower bound the expected running time of
algorithms from A if the weights are distributed according to σ. The challenge is that this
argument needs to work for an arbitrary algorithm from A.

So fix any deterministic algorithm A ∈ A. We need to prove that Expℓ∼σT (A, ℓ) = Ω(n3).
A high-level approach in our proof is similar to the proof in Section 3: we partition the
computation of A into (n− 1)/2 phases, and show that the expected length of each phase
k = 1, 2, ..., (n− 1)/2 is Ω((n− 2k)2).

For a specific permutation π = x0, x1, ..., xn−1 with x0 = s and k = 1, 2, ..., (n− 1)/2, let
tk(π) be the first time step such that in steps 1, 2, ..., tk(π) the edges (x0, x1), ..., (x2k−1, x2k)
have been accessed by A (that is, relaxed or queried) in this particular order. We refer to
the time interval (tk−1(π), tk(π)] as phase k for permutation π.

The proof idea is this: In each phase k of the strategy in Section 3 the adversary was able
to force the algorithm to relax all edges from x2k−2 to Y before revealing edge (x2k−1, x2k),
thus ensuring that at all times all D-values differ at most by 1. This is not possible anymore,
because now the algorithm can get “lucky” and relax edges (x2k−2, x2k−1) and (x2k−1, x2k)
before all edges (x2k−2, u) for u ∈ Y are relaxed, and then the D-values for such vertices
u will reflect the relaxations that occurred in some earlier phases. But we can still bound
the differences between D-values. Namely, by our choice of the length function above, any
two D-values will differ by at most n/2. Thus, since all edge lengths are at least n, the
negative answers to all edge queries inside Y are still correct, independently of the suffix
x2k−1, ..., xn−1 of π.

More specifically, the analysis is based on establishing two invariants, captured by the
claim below (formal proof omitted here).

▷ Claim 6. The following invariants are satisfied when each phase k starts:
(R1) The computation of A up until phase k starts is independent of the suffix

x2k−1, x2k, ..., xn−1 of π.
(R2) The D-values have the following form: D[xj ] = jn for j ≤ 2k − 2, and D[xj ] ∈

[L− k + 1, L] for j ≥ 2k − 1.

Next, define t̃k to be a random variable whose values are tk(π) for permutations π

distributed randomly according to σ. We refer to the time interval (t̃k−1, t̃k] as phase k, and
let ∂tk = t̃k − t̃k−1 be the random variable equal to the length of this phase.

We then prove the following claim:

▷ Claim 7. Expℓ∼σ[∂tk] ≥ 1
2 (n− 2k + 1)(n− 2k + 2).
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Let z̄ = z0, z1, ...z2k−2 be some fixed (2k − 1)-permutation of V with z0 = s. Let H be
the event that π starts with z̄. It is sufficient to prove the inequality in Claim 7 for the
conditional expectation Expℓ∼σ[∂tk|H].

So assume that event H is true. Let Y = V \ {z0, ..., z2k−2}. Now the argument is this:
The suffix x2k−1, ..., xn−1 of π is a random permutation of Y and the edge (x2k−1, x2k) is
uniformly distributed among the edges in Y . Algorithm A is deterministic and all edge
queries for edges inside Y , except for edge (x2k−1, x2k) (and only if (x2k−2, x2k−1) has already
been relaxed), will have negative answers. Similarly, all queries to edges from x2k−2 to Y

will have positive answers. So A will be accessing these edges in some order that is uniquely
determined by the state of A when phase k starts. Since there are (n− 2k + 1)(n− 2k + 2)
edges in Y , this implies that on average it will take 1

2 (n− 2k + 1)(n− 2k + 2) steps for A
to access (x2k−1, x2k), even if we don’t take into account that (x2k−2, x2k−1) needs to be
accessed first. This will imply Claim 7.

We now continue the proof of Theorem 1(b). For the algorithm to be correct, if the
chosen permutation π is x0, x1, ..., xn−1, then the algorithm needs to relax the edges on this
path in order as they appear on the path. So its running time is at least t(n−1)/2(π). Since
t̃(n−1)/2 =

∑(n−1)/2
k=1 ∂tk, using Claim 7 and applying the linearity of expectation we obtain

that Expℓ∼σT (A, ℓ) ≥ Expℓ∼σ[t̃(n−1)/2] =
∑(n−1)/2

k=1 Expℓ∼σ[∂tk] = Ω(n3), completing the
proof. ◀

Proof of Theorem 2(b). There is not much to prove here, because the reduction described
in Section 4 applies with virtually no changes to randomized algorithms. Indeed, just like in
the proof of Theorem 2(a) (or more specifically the proof of Theorem 3), suppose that R is
a randomized algorithm that uses all three types of queries: D-queries, weight-queries, the
queries from model Q, as well as relaxation updates, and let T (n) be R’s expected running
time. We can convert R into a randomized algorithm R′ with running time O(T (n)) that
uses only the queries from Q and relaxation updates. With this, Theorem 2(b) follows from
Theorem 1(b). ◀

High-probability bounds. Using standard reasoning (see [9], for example), our lower bound
results for expectation imply respective high-probability bounds, namely that there are no
randomized algorithms in the models from Theorems 1 and 2 that compute correct distance
values in time o(n3) with probability at least 1− o(1).

To justify this, suppose that R is a randomized algorithm that computes correct distance
values in time T (n) = o(n3) with probability 1− o(1). Consider the algorithm R′ obtained
from R by switching to the Bellman-Ford relaxation sequence right after step T (n). The
expected running time of R′ is then at most T (n)+o(1)n3 = o(n3), but this would contradict
our lower bounds in Theorems 1(b) and 2(b).

6 Final Comments and Open Problems

Our reduction in Section 4 introduces negative weights, raising a natural question: Is it
possible to use o(n3) relaxations with only weight-queries for instances with non-negative
weights? (This question is of purely theoretical interest, because O(n2) relaxations can be
achieved, using Dijkstra’s algorithm, if D-queries are used instead.) Our proof techniques do
not work for this variant. The reason is, in the instances we construct the shortest-path tree
is a Hamiltonian path, and for such instances this path can be uniquely determined by the
weight ordering: start from s, and at each step follow the shortest outgoing edge from the
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current vertex to a yet non-visited vertex. So only n− 1 relaxations are needed. It is unclear
what is the “hard” weight ordering in this case. It can be shown that in the two extreme
cases: (i) if the weight orderings of outgoing edges from each vertex are agreeable (that is,
they are determined by a permutation of the vertices), or (ii) if they are random, then there
is a relaxation sequence of length only O(n2.5) (and this likely can be improved further).

A natural extension of our query/relaxation model would be to allow unconditional edge
updates of the form D[v]←D[u] + ℓuv. A combination of such edge updates and D-queries
allows an algorithm to check for properties that are impossible to test if only relaxation
updates are used. For example, by applying edge updates repeatedly around cycles, such an
algorithm would be able to determine, for any given rational number c, whether one cycle is
at least c times longer than some other cycle.

A more open-ended question is to determine if there are simple types of queries, say some
linear inequalities involving weights and the D-values (with a constant number of variables),
that would be sufficient to yield an adaptive algorithm (possibly randomized) that makes
o(n3) relaxations.

The case of random universal sequences is also not fully resolved. While it is known that
the asymptotic bound is Θ(n3), there is a factor-of-4 gap for the leading constant, between
1

12 and 1
3 [9, 1].

We remark that our proofs are somewhat sensitive to the initialization of the D-values.
Recall that in our model we assume that initially D[v] = ℓsv for v ̸= s. This is natural, and
it guarantees that at all times the D-values represent lengths of paths from s. It also has
the property of being language- and platform-independent. However, some descriptions of
shortest-path algorithms initialize the D-values to infinity, or some very large number. The
proof of Theorem 1 in Section 3 can be modified to work if the D-values were initialized
to some sufficiently large value M (the adversary can then use L = M − 1 in her strategy).
However, then the edge lengths are no longer polynomial, and the proof of Theorem 2 in
Section 4 does not apply in its current form. Initializing to infinity would also affect the
proofs. The reduction in Section 4 can be modified to account for infinite D-values, but we
don’t know how to adapt the proof in Section 3 to this model. We leave open the problem of
finding a more “robust” lower bound proof, that works for an arbitrary valid initialization
and uses only polynomial weights.
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Abstract
Given a directed graph G = (V, E) with n vertices, m edges and a designated source vertex s ∈ V ,
we consider the question of finding a sparse subgraph H of G that preserves the flow from s up to a
given threshold λ even after failure of k edges. We refer to such subgraphs as (λ, k)-fault-tolerant
bounded-flow-preserver ((λ, k)-FT-BFP). Formally, for any F ⊆ E of at most k edges and any v ∈ V ,
the (s, v)-max-flow in H \ F is equal to (s, v)-max-flow in G \ F , if the latter is bounded by λ, and
at least λ otherwise. Our contributions are summarized as follows:

1. We provide a polynomial time algorithm that given any graph G constructs a (λ, k)-FT-BFP of
G with at most λ2kn edges.

2. We also prove a matching lower bound of Ω(λ2kn) on the size of (λ, k)-FT-BFP. In particular,
we show that for every λ, k, n ⩾ 1, there exists an n-vertex directed graph whose optimal
(λ, k)-FT-BFP contains Ω(min{2kλn, n2}) edges.

3. Furthermore, we show that the problem of computing approximate (λ, k)-FT-BFP is NP-hard
for any approximation ratio that is better than O(log(λ−1n)).
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1 Introduction

We address the problem of computing single-source fault-tolerant bounded-flow-preservers
for directed graphs. The objective is to construct a sparse subgraph that preserves the flow
value up to a parameter λ from a given fixed source s, even after failure of up to k edges.

The following definition provides a precise characterization of this subgraph.

▶ Definition 1. Let G = (V, E) be a directed graph with unit edge-capacities and s ∈ V be a
designated source vertex. A (λ, k)-Fault-Tolerant Bounded-Flow-Preserver ((λ, k)-FT-BFP)
for G is a subgraph H = (V, EH ⊆ E) of G satisfying that for every F ⊆ E of at most k

edges, and every t ∈ V ,

max-flow(s, t,H− F ) =
{

max-flow(s, t,G − F ) if max-flow(s, t,G − F ) ⩽ λ,

At least λ, otherwise.
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For the special case of λ = 1, the problem is referred to as k-Fault-Tolerant Reachability
Subgraph (k-FTRS) in the literature. Here the goal is to preserve reachability from s after k

edge failures. Baswana et al. [4] showed that there exists a k-FTRS with at most 2kn edges.
Lokshtanov et al. [17] presented an algorithm for computing a (λ, k)-FT-BFP for directed
graphs. Their algorithm runs in time O(4k+λ(k + λ)2(m + n) ·m), and each vertex of the
FT-BFP has in-degree at most 4k+λ(k + λ). They also showed that a (k + λ− 1)-FTRS
of a graph G also serves as it’s (λ, k)-FT-BFP. Using this result in conjunction with the
algorithm from [4], they obtain an alternate construction of a (k, λ)-FT-BFP with at most
2k+λn edges. However, this bound is quadratic in n for any λ larger than log n.

We consider the problem of obtaining a tight bound on (λ, k)-FT-BFP. Specifically, we
aim to answer the following question:

Given a directed graph G = (V, E) with a source s, and a flow threshold λ ⩾ log n, can we
construct a sparse (λ, k)-FT-BFP H = (V, EH ⊂ E)? If so, can we present graphs for which
the construction turns out to be tight?

In this paper, we affirmatively answer the question above. We provide construction for
FT-BFP that has a linear dependence on λ.

1.1 Upper Bound Results and Applications
We prove the following:

▶ Theorem 2. There exists an algorithm that for any directed graph G on n vertices and m

edges, and any integers λ, k ⩾ 1, computes in O(λ2kmn) time a (λ, k)-FT-BFP for G with
at most λ2kn edges.

We also present an application of our FT-BFP construction in computing an all-pairs
fault-tolerant λ-reachability oracle. We show that for any positive constants λ, k ⩾ 1, we can
compute an oracle of O(n2) size that given any query vertex-pair x, y ∈ V and any set F of
k edge failures, reports (x, y)-λ-reachability in G \ F efficiently.

▶ Theorem 3. Given any directed graph G = (V, E) on n vertices and any positive constants
λ, k ⩾ 1, we can preprocess G in polynomial time to build an O(n2) size data structure that,
given any query vertex-pair (x, y) and any set F of k edges, reports the (x, y) λ-reachability
in G \ F in O(n1+o(1)) time.

1.2 Lower Bound and Hardness Results
We show that the extremal bound of λ2kn obtained in Theorem 2 is tight. In particular, we
prove existence of n-vertex graphs whose (λ, k)-FT-BFP must contain at least Ω(min λ2kn, n2)
edges.

▶ Theorem 4. For every λ, k, n ⩾ 1 satisfying λ2k = O(n), there exists a construction of an
n-vertex directed graph whose optimal (λ, k)-FT-BFP contains Ω(λ2kn) edges.

While the lower-bound in above theorem proves that the bound of λ2kn obtained in
Theorem 2 is existentially tight, it does not address the problem of computing a sparsest
(λ, k)-FT-BFP.

We next demonstrate the hardness of computing optimal (λ, k)-FT-BFP structures. We
show that unless P = NP , there is no polynomial-time algorithm to obtain an O(log(λ−1n))-
approximation to optimal (λ, k)-FT-BFP.
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▶ Theorem 5. For any λ, k, n ⩾ 1 satisfying k = Ω(log(λ−1n)), the problem of computing
an O(log(λ−1n)) approximation to optimal (λ, k)-FT-BFP for n vertex directed graphs is
NP-hard.

As a corollary, we obtain the following hardness result for the FTRS problem.

▶ Corollary 6. For any k, n ⩾ 1 satisfying k = Ω(log n), the problem of computing an
O(log n) approximation to optimal k-FTRS for n vertex directed graphs is NP-hard.

1.3 Existing Works
For undirected graphs, there exists a tight construction for (λ, k)-FT-BFP with O((k +λ) ·n)
edges that directly follows from edge connectivity certificate constructions provided by
Nagamochi and Ibaraki [19].

A closely related problem to that of graph preservers is fault-tolerant reachability oracles.
For dual failures, the work of [11] obtained an O(n) size single source reachability oracle with
constant query time for directed graphs. Brand and Saranurak [23], showed construction
of an Õ(n2) sized k-fault-tolerant all-pairs reachability oracle that has O(kω) query time,
where ω is the constant of matrix multiplication.

Recently, Baswana et al. [2] considered the problem of constructing a sensitivity oracle
for reporting the max-flow value for a single source-destination pair. They presented an
O(n2) size data-structure that after failure of any two edges, reports the max-flow value of
the surviving graph in constant time.

For the problem of computing the value of all-pairs max-flow up to λ in the static setting,
Abboud et at. [1] obtained two deterministic algorithms that work for DAGs: a combinatorial
algorithm which runs in O(2O(λ2) ·mn) time, and another algorithm that can be faster on
dense graphs which runs in O((λ log n)4λ+o(λ) · nω) time.

Some other graph theoretic problems studied in the fault-tolerant model include computing
distance preservers [12, 21, 20], depth-first-search tree [3], spanners [8, 13], approximate
single source distance preservers [5, 22, 6], approximate distance oracles [14, 9], compact
routing schemes [9, 7].

2 Preliminaries

Given a digraph G = (V, E) on n = |V | vertices and m = |E| edges with unit edge capacities,
we first define some notations used throughout the paper.

in(v,G): The set of in-neighbours of v in G.
out(v,G): The set of out-neighbours of v in G.
In-Edges(v,G): The set of all incoming edges of v in G.
Out-Edges(v,G): The set of all outgoing edges of v in G.
out(A,G): The set of all those vertices in V \A having an incoming edge from some
vertex of A in G, where A ⊆ V (G).
G(A): The subgraph of G induced by the vertices lying in a subset A of V .
G + (u, v): The graph obtained by adding an edge (u, v) to graph G.
G \ F : The graph obtained by deleting the edges lying in a set F from graph G.
max-flow(S, t,G): The value of the maximum flow in graph G from a source set S to a
destination vertex t. When the set S comprises of a single vertex, say s, we represent it
simply by max-flow(s, t,G).
path[a, b, T ]: The path from node a to b in a tree T .
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P [a, b]: The subpath of path P lying between vertices a and b, where a precedes b on P .
P ◦Q : The path formed by concatenating paths P and Q in G. Here it is assumed that
the last edge (or vertex) of P is the same as the first edge (or vertex) of Q.

We next define the concept of farthest min-cut that was introduced by Ford and Fulkerson
in their pioneering work on flows and cuts [15]. Let S be a source set, and t be a destination
vertex. Any (S, t)-cut C is a partition of the vertex set into two sets: A(C) and B(C),
where S ⊆ A(C) and t ∈ B(C). An (S, t)-min-cut C∗ is said to be the farthest min-cut
if A(C∗) ⊋ A(C) for every (S, t)-min-cut C other than C∗. We denote the cut C∗ by
FMC(S, t,G). Similar to farthest-min-cut, we can define the nearest min-cut. An (S, t)-min-
cut C∗ is said to be the nearest min-cut if A(C∗) ⊊ A(C) for every (S, t)-min-cut C other
than C∗. We denote the cut C∗ by NMC(S, t,G).

Below we state a property of nearest and farthest (s, t)-min-cuts [15] showing that they
can be computed efficiently.

▶ Property 7. Let s be a source vertex, t be a destination vertex, and f be an s to t max-flow
in graph G. Let Gf denote the residual graph corresponding to flow f . Further let X be the
set of vertices reachable from s in Gf , and Y be the set of vertices having a path to t in Gf .
Then NMC(s, t,G) = (X, V \X) and FMC(s, t,G) = (V \ Y, Y ).

3 Hardness of logarithmic approximation

We prove in this section the following hardness result for approximating optimal FT-BFP.

▶ Theorem 8. For any λ, k, n ⩾ 1 satisfying k = Ω(log(λ−1n)), the problem of computing
an O(log(λ−1n)) approximate (λ, k)-FT-BFP for n vertex digraphs is NP-hard.

We prove the above theorem by showing a reduction from the SET-COVER problem
to the optimal FT-BFP.

▶ Problem 9 ([18], Definition 1). The input to SET-COVER consists of base set U , |U | = n

and a family F = (S1, ..., Sm) of m subsets of U satisfying ∪m
j=1Sj = U , m ⩽ poly(n). The

goal is to find as few sets Si1 , ..., Sik
as possible that cover U , that is, ∪k

j=1Sij
= U

▶ Lemma 10 ([18], Theorem 2). For every 0 < α < 1 (exact) SAT on inputs of size n can
be reduced in polynomial time to approximating SET-COVER to within (1− α) ln N on
inputs of size N = nO(1/α).

From Lemma 10, we can also deduce that it is NP-Complete to approximate SET-
COVER up to a multiplicative factor of c1 log max(n, m) for some c1 > 0 as m ⩽ poly(n).

Transformation. Given a SET-COVER instance ⟨U,F⟩, we will construct a (λ, k)-FT-
BFP instance ⟨G, s⟩. The transformation is as follows (also see Figure 1).

1. Round up the number for elements in U to nearest power of 2 (let this be 2u) by adding
2u − |U | new elements to U and all these new elements to every set in F.

2. Initialize G to be the graph with N +1 vertices, namely, s, v1, . . . , vN where N = 4λ(m+n).
3. Next construct the following subgraph Gi, for each i ∈ [1, λ].

a. Construct a complete binary tree Bi rooted at a vertex ri of height u and 2u leaf nodes.
The leaf nodes of Bi will correspond to elements in the universe U . From each leaf
node xi in Bi, add out-edges to two new vertices, namely, ℓ(xi) and r(xi).
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b. For each set W ∈ F, add a vertex yi,W to graph Gi. Let Yi denote the resulting set
which consists of |F| vertices. For each x ∈ U and W ∈ F, add an edge from ℓ(xi) to
yi,W if and only if x ∈W .

c. Add a set Zi of u + 1 additional vertices. For each leaf xi in Bi, add an edge from
r(xi) to each vertex in the set Zi.

4. Finally, we add an edge from s to the roots r1, . . . , rλ. Also for each i ∈ [1, λ], we add an
edge from each vertex in Yi ∪ Zi to each of the vertices v1, . . . , vN .

We set k = u + 1 for this (λ, k)-FT-BFP instance.

…

vj

ri

…

xi

…

…
Yi

ℓ(xi)

yi,W Zi
…

s

r(xi)

Figure 1 Depiction of a (λ, k)-FT-BFP instance obtained from a SET-COVER instance ⟨U,F⟩.

▶ Lemma 11. Any (λ, k)-FT-BFP H of the graph instance ⟨G, s⟩, can be used to construct
a solution of the SET-COVER instance of size at most λ−1(minN

j=1 |in(vj ,H)|).

Proof. Consider a vertex vj inH that minimizes |in(vj ,H)|. Consider the following candidate
solutions

Si = {W ∈ F | (yi,W , vj) ∈ E(H)}.

Out of the λ sets, namely S1, . . . , Sλ, let Si0 be the set with least cardinality. The cardinality
of Si0 is at most |in(vj ,H)|/λ as minimum value is upper-bounded by the average value.

Now in order to prove that Si0 is a valid solution, consider an element x ∈ U . Let
P be the unique path from ri0 to leaf node xi0 in Bi0 , and let F1 be the set of all those
edges (u, v) ∈ Bi0 such that u ∈ P and v is the child of u not lying on P . Observe that
xi0 is the unique leaf in Bi0 that is reachable from s in H \ F1. Let F2 be a singleton
set comprising of the edge (xi0 , r(xi0)). Consider the set F = F1 ∪ F2 of size k. Since
max-flow(s, vj ,G \ F ) = λ, there must exists a path, say Q, from s to vj in H \ F passing
through ri0 . Such a path Q must pass through ℓ(xi0) as well as a vertex in Yi0 , say yi0,W .
This implies that the edge (yi0,W , vj) lies in H, and so by definition of Si0 , the set W

lies in Si0 . Moreover W contains the element x as (ℓ(xi0), yi0,W ) is an edge in G. This proves
that element x ∈ U is covered by Si0 , and thus Si0 is a valid solution to ⟨U,F⟩. ◀

▶ Lemma 12. Any solution S of the SET-COVER instance ⟨U,F⟩, can be used to construct
a solution H of (λ, k)-FT-BFP instance satisfying |in(vj ,H)| = λ(|S|+k), for each j ∈ [1, N ].

ISAAC 2024



9:6 Fault-Tolerant Bounded Flow Preservers

Proof. Let S be a solution of the SET-COVER instance ⟨U,F⟩. Consider the sets

Ai = {yi,W | W ∈ S} ∪ Zi, for i ⩽ λ, and A =
λ⋃

i=1
Ai.

We will show that

H = G \ ∪N
j=1In-Edges(vj) + ∪N

j=1(A× vj).

is a (λ, k)-FT-BFP of G.

Let us assume, to the contrary, that H is not a (λ, k)-FT-BFP of G. Then there must
exist an edge set F of size at most k and an index j ∈ [1, N ] satisfying max-flow(s, vj ,G \F )
is greater than max-flow(s, vj ,H \ F ). Observe that each path from s to vj must pass
through a vertex ri, for some i ∈ [1, λ], and each ri only allows a unit flow to pass through it.

Since max-flow(s, vj ,G \ F ) > max-flow(s, vj ,H \ F ), there must exist an index
i ∈ [1, λ] satisfying that there exists a path from s to vj in G \ F passing through ri, but no
such corresponding path exists in H \ F .

Let R = {x0
i , x1

i , . . . , xα
i } be the set of leaf nodes in tree Bi reachable from s in G \ F .

There exist at least min(k + 1, |R|) vertex-disjoint paths from R to vj in H, namely,
({x0

i , ℓ(x0
i ), yi,W , vj), where W ∈ F is the set in S that contains the element x0 ∈ U .

({xc
i , r(xc

i ), zc
i , vj), for c = 1 to min(k, |R| − 1).

Thus even after k faults atleast one path from ri to vj will exist in H \ F . This
contradicts the assumption that there is no s to vj path in G \ F passing through ri. Hence,
max-flow(s, vj ,G \ F ) must be identical to max-flow(s, vj ,H \ F ). ◀

The proof of Theorem 8 now directly follows from Lemma 10, Lemma 11, and Lemma 12,
along with the fact that for every integer n ⩾ 1, there exist hard instances of the SET-
COVER problem (U,F) satisfying |U | = n, where the size of the optimal solution is
significantly larger than log |U |.

4 Upper bound of λ2kn Edges

In this section we will provide construction of a sparse (λ, k)-FT-BFP.

4.1 Locality Property for Flow Preservers
▶ Lemma 13. Let G = (V, E) be a graph with a source s ∈ V , λ ⩾ 1 be an integer, and
v be a fixed vertex in V . Let α = min

(
λ, max-flow(s, v,G)

)
. Let Ev be the set of in-edges

of v corresponding to any arbitrary set of α-edge-disjoint paths from s to v in G. Further, let
H be a subgraph of G obtained by restricting the in-edges of the given node v to those present
in Ev. Then, for each t ∈ V , we have

max-flow(s, t,H) ⩾ min
(
λ, max-flow(s, t,G)

)
.

Proof. We first observe that α = max-flow(s, v,H). Indeed, by construction there are at
least α edge-disjoint paths from s to v in H, additionally, the in-degree of v in H is exactly
α which proves that the (s, v)-max-flow in H can not be larger than α.

Now consider a vertex t ∈ V , and let β = max-flow(s, t,H). Consider an (s, t)-min-cut
(A, B) in H. If v ∈ A then, by construction of H, the (s, t)-cut (A, B) has value β also in G,
so β ⩾ max-flow(s, t,G) and we are done. Assume next v ∈ B. Then (A, B) is an (s, v)-cut
of value β in H. Since α = max-flow(s, v,H), we have β ⩾ α. If α = λ we are done. We
next study the non-trivial case of α = max-flow(s, v,G) < λ.
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Let f be an (s, t)-max-flow in H. Let us assume on contrary that β < max-flow(s, t,G).
Then the residual graph Gf must have an augmenting path, say P , containing some edges
present in G but not in H. Such edges must be all incoming to v. Thus, P = P [s, w]◦ (w, v)◦
P [w, t] where (w, v) ∈ E(G) \E(H), and P [s, w], P [v, t] are present in the residual graph Hf .
Adding P to f gives an (s, t)-flow of in H+ (w, v), implying that

(i) max-flow(s, t,H+ (w, v)) = β + 1
(ii) (w, v) ∈ A×B

(iii) (A, B) is an (s, t)-min-cut in H+ (w, v)

Let {Qi ◦ ei ◦ Q′
i}α

i=1 be α edge-disjoint s-to-v paths in H, where the edge ei of each
such path is its last edge crossing the (s, v)-cut (A, B), so V (Q′

i) ⊆ B. Such exist as
α = max-flow(s, v,H). Let eα+1, . . . , eβ be the other edges crossing (A, B) in H. Let
e0 = (w, v), crossing (A, B) by (ii). Let {Pj ◦ ej ◦ P ′

j}
β
j=0 be β + 1 edge-disjoint s-to-t paths

in H + (w, v), each crossing the cut (A, B) exactly once, at ej , so V (Pj) ⊆ A. Such exist
by (i) and (iii). Then, {P0 ◦ e0} ∪ {Pi ◦ ei ◦Q′

i}α
i=1 are α + 1 edge-disjoint s-to-v paths in G,

contradicting α = max-flow(s, v,G). ◀

In the next lemma we show that in order to compute a sparse (λ, k)-FT-BFP it suffices
to focus on a single destination node.

▶ Lemma 14 (Locality Lemma for Flow Preservers). Let A be an algorithm that given any
graph G and any vertex v ∈ V (G), computes a (λ, k)-FT-BFP of G with at most cλ,k in-edges
to v. Then using A, one can construct for any n vertex digraph a (λ, k)-FT-BFP with at
most cλ,k · n edges.

Proof. Consider a graph G with n vertices, namely, v1, . . . , vn. We will provide a construction
of (λ, k)-FT-BFP of G using black-box access to algorithm A. We compute a sequence of
graphs G0,G1, . . . ,Gn as follows:
1. Initialize G0 = G.
2. For i ⩾ 1, compute Gi in two steps:

a. First use A to compute a (λ, k)-FT-BFP of Gi−1 in which the in-degree of vi is
bounded by cλ,k, let this graph be Hi−1.

b. Obtain Gi from Gi−1 by restricting the incoming edges of vi to those present in Hi−1.

It is easy to verify that the in-degree of each vertex in Gn is at most cλ,k.
To show that Gn is a (λ, k)-FT-BFP of G, it suffices to show that Gi is a (λ, k)-FT-BFP of

Gi−1, for each i ⩾ 1.
Let us fix an index i in the range [1, n]. Consider a set F of at most k edges in Gi−1, and

let

α = min
(
λ, max-flow(s, vi,Gi−1 \ F )

)
.

By construction, Hi−1 is a (λ, k)-FT-BFP of Gi−1, so there exists at least α edge-disjoint
paths from s to vi in the graph Hi−1 \ F . Let Ei be the set of in-edges of vi corresponding
to these α edge-disjoint paths. Observe that the edges in Ei lie in graph Gi \ F . Moreover,
graphs Gi \ F and Gi−1 \ F differ only at in-edges of vi. Therefore, by Lemma 13 it follows
that for any vertex t ∈ V (G), max-flow(s, t,Gi \ F ) ⩾ min

(
λ, max-flow(s, t,Gi−1 \ F )

)
.

This proves that Gi is a (λ, k)-FT-BFP of Gi−1. ◀
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4.2 Construction of an Improved FTRS
We present here an improved bound on the in-degree of a node t in an FTRS when the node
t satisfies that (s, t)-max-flow in G is larger than one. In particular, we prove the following
theorem.

▶ Theorem 15. Let G be an n vertex, m edges directed graph with a designated source node s.
Let t be a vertex satisfying max-flow(s, t,G) = f , for some positive integer f . Then for
every k ⩾ 1, we can compute in O(2kfm) time a (k + f − 1)-FTRS for G in which the
in-degree of node t is at most 2kf .

Let us focus on a single destination node t. We first show that it suffices to provide
construction of (k + f − 1)-FTRS for a graph in which out-degree of each vertex other than s

is bounded by 2. In order to prove this we will transform the graph G = (V, E) into another
graph H = (VH , EH) satisfying that (i) the value of (s, t)-max-flow in graphs G and H is
identical; (ii) the out-degree of every vertex in H other than s is bounded by two. The steps
to transform G into graph H are as follows:
1. Initialize H to be the graph G.
2. Split each edge e = (x, y) ∈ E by inserting two new vertices ℓx,y and rx,y between the

endpoints x and y, so that edge (x, y) is translated into the path (x, ℓx,y, rx,y, y).
3. For every node y ∈ V \ {s, t} if x1, . . . , xp are in-neighbours of y in G and z1, . . . , zq are

out-neighbours of y in G, then we replace vertex y (in current H) by p binary trees as
follows. First we remove node y from H. Next for each xi ∈ in(y,G) insert a binary
tree Bxi,y to graph H (along with new internal nodes and edges) whose root is rxi,y and
leaves are ℓy,z1 , . . . , ℓy,zq .

Notice that H has O(mn) edges and vertices. Indeed for every vertex v (other than s and t)
in G, |in(v,G)| binary trees have been added to H, each of size O(|out(v,G)|). So the number
of edges and vertices in the transformed graph is O(

∑
v∈V |in(v,G)| · |out(v,G)|)) = O(mn).

Also, observe that the out-degree of each vertex in H other than s bounded by two.

▶ Lemma 16. max-flow(s, t,G) = max-flow(s, t,H)

Proof. We will show that each s to t path in G now corresponds to a unique s to t path
in H. Suppose there exists a path (s = u0, u1, u2, . . . , uk = t) in G. Then we will have an
equivalent path in H as

(s, ℓu0,u1 , ru0,u1)◦path(ru0,u1 , ℓu1,u2 , Bu0,u1) ◦ (ℓu1,u2 , ru1,u2) ◦ ℓ · · · ◦
path(ruk−2,uk−1 , ℓuk−1,uk

, Buk−1,uk
) ◦ ℓuk−1,uk

, ruk−1,uk
) ◦ (ruk−1,uk

, t)

where path(r, ℓ, B) denotes the path from r to ℓ using edges in binary tree B. Therefore,
the (s, t)-max-flow values in graphs G and H are identical. ◀

We will now justify the significance of our transformation by providing a way to construct
a (k + f − 1)-FTRS of G if we know a (k + f − 1)-FTRS for H such that the in-degree of t

in both the FTRSs is identical.

▶ Lemma 17. A (k+f−1)-FTRS for G can be constructed by knowing a (k+f−1)-FTRS of
H, that preserves the in-degree of node t.

Proof. Let H∗ be a (k+f−1)-FTRS of H. We want to construct G∗, a (k+f−1)-FTRS for
G satisfying the condition that in-degree of t in graphs G∗ and H∗ is identical.
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The construction of G∗ is as follows: For each in-neighbour w of the vertex t in G, include
edge (w, t) in G∗ if and only if edge (rw,t, t) is present in H∗. Thus, the in-degree of t in
graphs G∗ and H∗ is identical. For vertices v other than t, we include all in-neighbours of v

in G∗.
We will now prove that G∗ is a (k + f − 1)-FTRS of G. Consider any set F of at most

k failed edges in G. Define a set F0 of failed edges in H by including edge (ℓu,v, ru,v) in
F0 for every (u, v) ∈ F . From the path correspondence above and the fact that H∗ is a
(k + f − 1)-FTRS of H, it is evident that for any r ⩽ λ, there are r-edge-disjoint paths from
s to t in G∗ \F if and only if there are r-edge-disjoint paths from s to t in H∗ \F0. Therefore,
G∗ is a (k + f − 1)-FTRS of G. ◀

It was shown in [4] that if out-degree of s is one, and out-degree of all other vertices is
bounded by two, then Algorithm 1 computes a k-FTRS for G in which in-degree of t is at
most 2k. We will prove in the next lemma that if max-flow(s, t,G) = f , and out-degree
of every vertex other than s is bounded by two, then Algorithm 1 in fact computes a
(k + f − 1)-FTRS for G in which the in-degree of t is at most 2kf .

▶ Lemma 18. Let G be a directed graph satisfying that the out-degree of every vertex other
than the designated source s is bounded by 2, and k ⩾ 1 be an integer parameter. Let t ∈ V (G)
satisfy max-flow(s, t,G) = f , for some positive integer f . Then Algorithm 1 computes a
(k + f − 1)-FTRS for G in which the in-degree of node t is at most 2kf .

Proof. Consider the following algorithm from [4] for computing k-FTRS that bounds in-
degree of an input node t.

Algorithm 1 Algorithm for computing k-FTRS.

1 S1 ← {s};
2 for i = 1 to k do
3 Ci ← FMC(Si, t,G);
4 (Ai, Bi)← Partition(Ci);
5 Si+1 ← (Ai ∪ out(Ai,G)) \ {t};
6 end
7 f0 ← max-flow from Sk+1 to t;
8 E(t)← Incoming edges of t present in E(f0);
9 Return G∗ = (G \ In-Edges(t,G)

)
+ E(t);

We will now show G∗ is a (k + f − 1)-FTRS of G. Let F be any set of k + f − 1 failed
edges. If there exists a path R from s to t in G \ F then we shall prove the existence of a
path R̂ from s to t in G∗ \ F . Observe that R must pass through each (s, t)-cut Ci, for each
i ∈ [1, k], through an edge, say (ui, vi). If vi = t then (ui, vi) ∈ E(t) and thus R is intact in
the graph G∗. Now we need to prove for the case when the edge (ui, vi) /∈ E(t).

To prove that a path R̂ exists in G∗, we will construct a sequence of auxiliary graphs as
done in [4], say Hi’s, for each i ∈ [1, k + 1], as follows:

H1 = G, Hi = G + (s, v1) + ... + (s, vi−1), i ∈ [2, k + 1].

From the induction proof of Lemma 18 of [4], we get max-flow(s, t,Hi+1) = 1 +
max-flow(s, t,Hi) and since max-flow(s, t,H1) = max-flow(s, t,G) = f , we get that
max-flow(s, t,Hk+1) = k + f . Let H∗ = (Hk+1 \ In-Edges(t)) + E(t) i.e. the incoming
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9:10 Fault-Tolerant Bounded Flow Preservers

edges of t are restricted in Hk+1 to those present in the set E(t). In Lemma 19 of [4] it is
shown that max-flow(s, t,H∗) = max-flow(s, t,Hk+1) = k + f . Since the flow in H∗ is
greater than |F | or the number of faults, we can directly use the Lemma 20 of [4] to see that
there exists a path R̂ in G∗ \ F .

The bound on the number of edges also follows from [4]. Lemma 21 of [4] states that
|Ci+1| ⩽ 2|Ci| where Ck+1 = FMC(Sk+1, t,G). Since |C1| = f , we get the bound on
E(t) = Ck+1 as 2kf . Note that the proof of Lemma 21 of [4] assumes that every vertex has
out-degree bounded by two but it can be shown that the Lemma will hold true even when
the out-degree of all vertices except the source vertex is bounded by two by using the fact
that in the proof of Lemma 21, out(Ai) will never contain the source vertex for any i. ◀

4.3 Computing sparse (λ, k)-FT-BFP
In this subsection, we will show how to construct a (λ, k)-FT-BFP of G from a (k + f − 1)-
FTRS of G. We will start by introducing a lemma from [17], followed by additional lemmas
that will help us to obtain a tight construction for FT-BFP.

▶ Lemma 19 ([17]). Let G be a directed graph with a designated source node s, and let H be
a (k + λ− 1)-FTRS of G. Then, H is also a (λ, k)-FT-BFP of G.

To strengthen the above lemma, we present a method for constructing a (λ, k)-FT-
BFP from a (min{f, λ} + k − 1)-FTRS, where f represents the maximum flow from the
source node s to a destination node t in the graph.

▶ Lemma 20. Let G be a directed graph with a designated source node s, and let t be a vertex
satisfying max-flow(s, t,G) = f , for some positive integer f . Then a (min{f, λ}+ k − 1)-
FTRS of G that differs from G only at in-edges of t is a (λ, k)-FT-BFP for G.

Proof. Let H be a (min{f, λ}+ k − 1)-FTRS of G that deviates from G only at in-edges
of t. It follows from Lemma 19 that the subgraph H is a (min{f, λ}, k)-FT-BFP for G.

The claim trivially holds true if f ⩾ λ, so let us consider the scenario f < λ. Consider a
set F of at most k edge failures in G, and let p be max-flow(s, t,G \ F ). Since p ⩽ f < λ

and H is a (f, k)-FT-BFP, the max-flow from s to t in H \ F must be exactly p.
Since G and H only differs at in-edges of t, it follows from Lemma 13 that for each

v ∈ V (G), max-flow(s, v,H \ F ) ⩾ min(λ, max-flow(s, v,G \ F )). This proves that H is a
(λ, k)-FT-BFP for G. ◀

We now provide construction of a (λ, k)-FT-BFP that bounds the in-degree of a single
destination node t.

▶ Lemma 21. Let G be an n vertex, m edges directed graph with a designated source node s,
and t be any arbitrary vertex in G. Then for any λ, k ⩾ 1, we can compute in O(λ2km) time
a (λ, k)-FT-BFP for G in which the in-degree of t is bounded above by λ2k.

Proof. Let f be the value of (s, t)-max-flow in G. We present a construction of a (λ, k)-FT-
BFP, say H, by considering the following two cases.

Case 1. max-flow(s, t, G) ⩾ λ + k:
Let us start by taking a look at the scenario f ⩾ λ + k. In this case we can choose any λ + k

incoming edges of t which carry a flow of λ + k from s to t and discard all other incoming
edges of t to construct H. The resulting graph H will be a (λ, k)-FT-BFP of G due to
Lemma 20, and the in-degree of t in H will be λ + k ⩽ λ2k.
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Case 2. max-flow(s, t, G) < λ + k:
We next consider the case f < λ + k. In this case we use Theorem 15 to compute a
(min{f, λ} + k − 1)-FTRS of G, say H0, such that the in-degree of t in H0 is at most
2k min{f, λ}. We obtain the graph H from G by limiting the incoming edges of t to those
present in H0. The resulting graph H will be a (λ, k)-FT-BFP of G due to Lemma 20. ◀

We conclude with the following theorem that directly follows by combining together
Lemma 14 and Lemma 21.

▶ Theorem 22. Let G be an n vertex, m edges directed graph with a designated source node s.
Then for any λ, k ⩾ 1, we can compute in O(λ2kmn) time a (λ, k)-FT-BFP for G with at
most λ2kn edges. Moreover, the in-degree of each vertex in this (λ, k)-FT-BFP is bounded
above by λ2k.

5 Matching Lower Bound

We shall now show that for each λ, k, n (n ⩾ 3λ2k+1), there exists a directed graph G with
O(n) vertices whose (λ, k)-FT-BFP must have Ω(2kλn) edges.

The construction of graph G is as follows. Let B1, . . . , Bλ be vertex-disjoint complete
binary trees of height k rooted at vertices r1, . . . , rk, and let s be a new vertex have an
edge to each of the ri’s. Let X denote the set of leaf nodes of these λ trees, and let Y be
another set containing n − (1 +

∑λ
i=1 |V (Bi)|) vertices. Note that |Y | ⩾ n/3. The graph

G is obtained by adding an edge from each x ∈ X to each y ∈ Y . In other words, V (G) =
{s}∪V (B1)∪· · ·∪V (Bλ)∪Y and E(G) = {(s, ri) | 1 ⩽ i ⩽ λ}∪E(B1)∪· · ·∪ (Bλ)∪ (X×Y ).

…

y

… …

r2r1 rλ

s

…

x

Y

X

Figure 2 Depiction of lower bound on the size of (λ, k)-FT-BFP when k = 3.

We prove in the following lemma that any (λ, k)-FT-BFP of the above constructed graph
contains at least Ω(2kλn) edges.

▶ Lemma 23. Any (λ, k)-FT-BFP of G must contain Ω(2kλn) edges.

Proof. It is easy to see that the out-edges of s, and the edges of each of the binary tree Bi’s
must be present in a (λ, k)-FT-BFP of G. Thus, let us consider an edge (x, y) ∈ X × Y ,
where x is the leaf node of some binary tree Bi.
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Let P be the unique path from ri to x in Bi, and let F be the set of all those edges
(u, v) ∈ Bi such that u ∈ P and v is the child of u not lying on P . On failure of set
F , there remains a unique path from s to y that passes through edge (s, ri). Moreover,
max-flow(s, y,G \ F ) = λ. So, any subgraph H of G not containing (x, y) edge would not
be a (λ, k)-FT-BFP as on failure set F , H would not preserve (s, y)-max-flow.

Hence, any (λ, k)-FT-BFP of G contains at least |X × Y | = 2kλ|Y | ⩾ 2kλn/3 edges. ◀

6 Applications

In this section we present applications of FT-BFP structure.

6.1 Fault-tolerant All-Pairs λ-reachability oracle
Georgiadis et al. [16] showed that for any n vertex directed graph G = (V, E) we can compute
2-reachability information for all pairs of vertices in O(nω log n) time, where ω is the matrix
multiplication exponent. Abboud et at. [1] extended this result to all-pairs λ-reachability by
presenting an algorithm that takes O((λ log n)4λ+o(λ) · nω) time. One of the interesting open
questions is if for any constants λ, k ⩾ 1, we can compute an oracle that given any query
vertex-pair x, y ∈ V and any set F of k edge failures, reports (x, y)-λ-reachability in G \ F

efficiently.
For any vertex x ∈ V , let Hx denote a (λ, k)-FT-BFP of G with x as the source. Our data

structure simply stores the graph family {Hx | x ∈ V }. Given any query vertex-pair (x, y)
and any set F of k edges, we compute the (x, y)-max-flow in Hx by employing the max-flow
algorithm of Chen et al. [10]. The time to compute the max-flow is O(|E(Hx)|1+o(1)), which
is just O(2kλn1+o(1)). Note that the total space used is bounded by O(2kλn2). Therefore,
we have the following theorem.

▶ Theorem 24. Given any directed graph G = (V, E) on n vertices, and any positive
constants λ, k ⩾ 1, we can preprocess G in polynomial time to build an O(n2) size data
structure that, given any query vertex-pair (x, y) and any set F of k edges, can determine
the (x, y)-λ-reachability in G \ F in O(n1+o(1)) time.

6.2 FT-BFPs for graphs with non-unit capacities
We have shown till now that for any digraph G with unit capacities, one can compute a
(λ, k)-FT-BFP with O(2kλn) edges. We shall now show how to extend this result to a
digraph with integer edge capacities such that flow values up to λ are preserved under
bounded capacity decrement.

Let us first formalize the notion of FT-BFP under capacity decrement function.

▶ Definition 25. Let G = (V, E, c) be a directed flow graph such that capacity of any edge is a
positive integer, and let s ∈ V be a designated source vertex. A subgraph H = (V, E0 ⊆ E) of
G is said to be a (λ, k)-Fault-Tolerant Bounded-Flow-Preserver if for any capacity decrement
function I : E(G) → N satisfying

∑
e∈E(G) I(e) ⩽ k, the following holds for the capacity

function c∗ defined as c∗(e) = c(e)− I(e), for e ∈ E:
For every t ∈ V ,

max-flow(s, t,H|c∗) =
{

max-flow(s, t,G|c∗) if max-flow(s, t,G|c∗) ⩽ λ,

At least λ, otherwise;

where, H|c∗ and G|c∗ are respectively the graphs H and G with capacity function c∗.
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Let us now discuss the construction of (λ, k)-FT-BFPs. Let G = (V, E, c) be a digraph
with integer edge capacities. We first transform G into a multigraph G∗ by replacing an edge
(x, y) of capacity c(x, y) by exactly c(x, y) copies of edge (x, y) of unit-capacity. Thus, for
vertex v ∈ V , the s to v max-flow in graphs G and G∗ are identical.

Now, let H∗ be a (λ, k)-FT-BFP of multigraph G∗. Then, a (λ, k)-FT-BFP of G, say
H = (V, E0, c), can be obtained by simply retaining all those edges whose multiplicity in H∗

is non-zero. The graph H will indeed be a (λ, k)-FT-BFP of G since a bounded capacity
decrement in G corresponds to k-edge failures in G∗.
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Abstract
Let G = (V, E) be an undirected weighted graph on n = |V | vertices and S ⊆ V be a Steiner set.
Steiner mincut is a well-studied concept, which also provides a generalization to both (s, t)-mincut
(when |S| = 2) and global mincut (when |S| = n). Here, we address the problem of designing a
compact data structure that can efficiently report a Steiner mincut and its capacity after the failure
of any edge in G; such a data structure is known as a Sensitivity Oracle for Steiner mincut.

In the area of minimum cuts, although many Sensitivity Oracles have been designed in unweighted
graphs, however, in weighted graphs, Sensitivity Oracles exist only for (s, t)-mincut [Annals of
Operations Research 1991, NETWORKS 2019, ICALP 2024], which is just a special case of Steiner
mincut. Here, we generalize this result from |S| = 2 to any arbitrary set S ⊆ V , that is, 2 ≤ |S| ≤ n.

We first design an O(n2) space Sensitivity Oracle for Steiner mincut by suitably generalizing the
approach used for (s, t)-mincuts [Annals of Operations Research 1991, NETWORKS 2019]. However,
the main question that arises quite naturally is the following.

Can we design a Sensitivity Oracle for Steiner mincut that breaks the O(n2) bound on space?

In this article, we present the following two results that provide an answer to this question.
1. Sensitivity Oracle: Assuming the capacity of every edge is known,

a. there is an O(n) space data structure that can report the capacity of Steiner mincut in O(1)
time and

b. there is an O(n(n − |S| + 1)) space data structure that can report a Steiner mincut in O(n)
time

after the failure of any edge in G.
2. Lower Bound: We show that any data structure that, after the failure of any edge in G,

can report a Steiner mincut or its capacity must occupy Ω(n2) bits of space in the worst case,
irrespective of the size of the Steiner set.

The lower bound in (2) shows that the assumption in (1) is essential to break the Ω(n2) lower
bound on space. Sensitivity Oracle in (1.b) occupies only subquadratic, that is O(n1+ϵ), space if
|S| = n − nϵ + 1, for every ϵ ∈ [0, 1). For |S| = n − k for any constant k ≥ 0, it occupies only O(n)
space. So, we also present the first Sensitivity Oracle occupying O(n) space for global mincut. In
addition, we are able to match the existing best-known bounds on both space and query time for
(s, t)-mincut [Annals of Operations Research 1991, NETWORKS 2019] in undirected graphs.
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1 Introduction

In the real world, networks (graphs) are often subject to the failure of edges and vertices due
to a variety of factors, such as physical damage, interference, or other disruptions. This can
lead to changes in the solution to several graph problems. While these failures can happen
at any location in the network at any time, they are typically short-lived. Naturally, it
requires us to have compact data structures that can efficiently report the solution to the
given graph problem (without computing from scratch) once any failure has occurred. Such
data structures are known as Sensitivity Oracles for several graph problems. There exist
elegant Sensitivity Oracles for many fundamental graph problems, such as shortest paths
[6, 10], reachability [22, 13], traversals [25, 5], etc.

The minimum cut of a graph is also a fundamental concept of graph theory. Moreover, it
has a variety of practical applications in the real world [1]. Designing Sensitivity Oracles
for various minimum cuts of a graph has been an emerging field of research for the past few
decades [4, 12, 19, 17, 7, 9, 8, 3]. There are two well-known mincuts of a graph. They are
global mincut and (s,t)-mincut. Here, we design the first Sensitivity Oracle for global mincut
in undirected weighted graphs that can handle the failure of any edge. The concept of Steiner
mincut is also well-studied in the area of minimum cuts [18, 16, 19, 8, 14, 21, 23]; moreover,
it has global mincut, as well as (s, t)-mincut, as just a special corner case. In this article, as
our main result, we present the first Sensitivity Oracle for Steiner mincut for handling the
failure of any edge in undirected weighted graphs. Interestingly, our result bridges the gap
between the two extreme scenarios of Steiner mincut while matching their bounds, namely,
(s, t)-mincut [2, 12] and global mincut (designed in this article). In addition, it also provides
the first generalization from unweighted graphs [8, 18, 16, 19] to weighted graphs.

Let G = (V, E) be an undirected graph on n = |V | vertices and m = |E| edges with
non-negative real values assigned as the capacity to edges. We denote the capacity of an
edge e by w(e). Let S ⊆ V be a Steiner set of G such that |S| ≥ 2. A vertex s is called a
Steiner vertex if s ∈ S; otherwise, s is called a nonSteiner vertex.

▶ Definition 1 (Steiner cut). A nonempty set C ⊂ V is said to be a Steiner cut if there is at
least one pair of Steiner vertices s, s′ such that s ∈ C and s′ /∈ C.

For S = V , a Steiner cut is a (global) cut. Similarly, for S = {s, t}, a Steiner cut is an
(s, t)-cut. A cut C is said to separate a pair of vertices u, v if u ∈ C and v ∈ C = V \ C or
vice versa. An edge e = (u, v) is said to contribute to a cut C if C separates endpoints u, v

of e. The capacity of a cut C, denoted by c(C), is the sum of capacities of all contributing
edges of C. A Steiner cut of the least capacity is known as the Steiner mincut, denoted
by S-mincut. Let λS be the capacity of S-mincut. The problem of designing a Sensitivity
Oracle for S-mincut for handling the failure of any edge is defined as follows.

▶ Definition 2 (single edge Sensitivity Oracle for Steiner mincut). For any graph G, a single
edge Sensitivity Oracle for Steiner mincut is a compact data structure that can efficiently
report a Steiner mincut and its capacity after the failure of any edge in G.

For unweighed graphs, there exist single edge Sensitivity Oracles for global mincut [15],
(s, t)-mincut [26, 4], and Steiner mincut [18, 16, 8]. Unfortunately, for weighted graphs, in
the area of minimum cuts, the only existing results are single edge Sensitivity Oracles for
(s, t)-mincut [2, 12, 3]. For undirected weighted graphs, Ausiello et al. [2], exploiting the
Ancestor tree data structure of Cheng and Hu [12], designed the first single edge Sensitivity
Oracle for (s, t)-mincut. Their Sensitivity Oracle occupies O(n2) space. After the failure
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of any edge, it can report an (s, t)-mincut C and its capacity in O(|C|) and O(1) time,
respectively. Recently, Baswana and Bhanja [3] complemented this result by showing that
Ω(n2 log n) bits of space is required in the worst case, irrespective of the query time.

For Steiner mincuts, it follows from the above discussion that the existing Sensitivity
Oracles are either for undirected unweighted graphs or only for a special case, when |S| = 2,
in weighted graphs. Therefore, to provide a generalization of these results to any Steiner set,
the following is an important question to raise.

Does there exist a single edge Sensitivity Oracle for S-mincut in undirected weighted graphs?

We show that the approach taken by Ausiello et al. [2] can be generalized from S = {s, t} to
any set S ⊆ V . This answers the above-mentioned question in the affirmative and leads to
the following result.

▶ Theorem 3. For any undirected weighted graph G on n = |V | vertices, for every Steiner
set S, there exists an O(n2) space data structure that, after the failure of any edge in G, can
report an S-mincut C and its capacity in O(|C|) time and O(1) time respectively.

The space and query time of the Sensitivity Oracle in Theorem 3 match with the existing
optimal results for (s, t)-mincut [12, 2, 3]. The lower bound of Ω(n2 log n) bits of space in [3]
is only for |S| = 2. To the best of our knowledge, no lower bound is known for any |S| > 2.
Therefore, the main question that we address in this article arises quite naturally as follows.

▶ Question 1. For undirected weighted graphs, does there exist a single edge Sensitivity
Oracle for S-mincut that breaks the quadratic bound on space and still achieves optimal query
time if |S| > 2?

1.1 Our Results
A Sensitivity Oracle in a weighted graph addresses queries in a more generic way [3]. Given
any edge e and any value ∆ satisfying ∆ ≥ 0, the aim is to efficiently report the solution of
a given problem after reducing the capacity of edge e by ∆. In this generic setting, using
the well-known Gomory and Hu Tree data structure [20], we design the first single edge
Sensitivity Oracle for global mincut in weighted graphs that achieves optimal query time.

▶ Theorem 4 (Sensitivity Oracle for Global Mincut). For any undirected weighted graph
G = (V, E) on n = |V | vertices, there is an O(n) space data structure that, given any edge e

in G and any value ∆ satisfying 0 ≤ ∆ ≤ w(e), can report the capacity of global mincut in
O(1) time and a global mincut C in O(|C|) time after reducing the capacity of edge e by ∆.

The result in Theorem 4 matches the bounds on both space and query time with the
best-known single edge Sensitivity Oracles for global mincut in unweighted graphs [15].

Now, in order to bridge the gap between the two extreme scenarios of Steiner set (|S| = n

and |S| = 2) while matching their bounds, we present our main result that breaks the O(n2)
space bound of Theorem 3, and answers Question 1 in the affirmative.

▶ Theorem 5 (Sensitivity Oracle for Steiner Mincut). Let G = (V, E) be an undirected weighted
graph on n = |V | vertices and m = |E| edges. For any Steiner set S of G,
1. there is an O(n) space rooted tree T (G) that, given any edge e ∈ E and any value ∆

satisfying 0 ≤ ∆ ≤ w(e), can report the capacity of S-mincut in O(1) time after reducing
the capacity of edge e by ∆ and
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2. there is an O(n(n− |S|+ 1)) space data structure F(G) that, given any edge e ∈ E and
any value ∆ satisfying 0 ≤ ∆ ≤ w(e), can report an S-mincut C in O(|C|) time after
reducing the capacity of edge e by ∆.

For any ϵ ∈ [0, 1), the space occupied by the single edge Sensitivity Oracle for S-mincut in
Theorem 5(2) is subquadratic, that is O(n1+ϵ), for |S| = n− nϵ + 1. Moreover, it approaches
to O(n) as |S| tends to n. In particular, for |S| = n− k, for any constant k ≥ 0, it occupies
only O(n) space.

Observe that our results in Theorem 5 interestingly match the bounds on both space and
query time for the two extreme scenarios of the Steiner set. On one extreme (|S| = n), it
occupies O(n) space for global mincut. On the other extreme (|S| = 2), it occupies O(n2)
space, which match the best-known existing results for (s, t)-mincut [2, 12, 3]. Finally, the
time taken by our Sensitivity Oracle to answer any query is also worst-case optimal.

We also provide lower bounds on both space and query time of Sensitivity Oracles for
S-mincut. Our first lower bound is for reporting the capacity of S-mincut and our second
lower bound is for reporting an S-mincut.

▶ Theorem 6 (Lower Bound for Reporting Capacity). Let D be any data structure that can
report the capacity of Steiner mincut after the failure of any edge for undirected weighted
graphs on n vertices. Data structure D must occupy Ω(n2 log n) bits of space in the worst
case, irrespective of the query time and the size of the Steiner set.

For reporting the capacity of S-mincut, Theorem 6 provides a generalization of the existing
lower bound on both space and time for (s, t)-mincut by Baswana and Bhanja [3]. However,
for reporting an S-mincut, no lower bound on space or query time for single edge Sensitivity
Oracle was known till date, even for the two extreme scenarios of Steiner set. So, the following
theorem is the first lower bound for reporting an S-mincut after the failure of any edge.

▶ Theorem 7 (Lower Bound for Reporting Cut). Let D be any data structure that can report
a Steiner mincut C in O(|C|) time after the failure of any edge for undirected weighted
graphs on n vertices. Data structure D must occupy Ω(n2) bits of space in the worst case,
irrespective of the size of the Steiner set.

▶ Remark 8. It is assumed in Theorem 5 that the query edge e is present in G and the change
in capacity (that is, ∆) provided with the query is at most w(e). So, the lower bounds of
Ω(n2) bits of space in Theorem 6 and Theorem 7 do not violate the sub-quadratic space data
structures in Theorem 5. Moreover, the assumption in Theorem 5 seems practically justified.
This is because, as discussed in [3], in the real world, the capacity of an edge reduces only if
the edge actually exists in the graph, and furthermore, it can reduce by a value at most the
capacity of the edge.

1.2 Related Works
In the seminal works by Dinitz and Vainshtein [18, 16, 19], they designed an O(min{nλS , m})
space data structure, known as Connectivity Carcass, for storing all S-mincuts of an un-
weighted undirected graph. It can report an S-mincut in O(m) time and its capacity in O(1)
time. Baswana and Pandey [8], using Connectivity Carcass as the foundation, designed an
O(n) space single edge Sensitivity Oracle for S-mincut in undirected unweighted graphs that
also reports an S-mincut in O(n) time. Their result matches the bounds on both space and
time for the existing result on the two extreme scenarios of S-mincut, namely, (s, t)-mincut
[26] and global mincut [15]. The result on S-mincut in [8] also acts as the foundation of
single edge Sensitivity Oracles for all-pairs mincut [8]
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For directed weighted graphs, Baswana and Bhanja [3] presented a single edge Sensitivity
Oracle for (s, t)-mincut that matches both space and query time of the undirected weighted
graph results [12, 2].
Providing a generalization from the two extreme scenarios of the Steiner set (|S| = n

and |S| = 2) is also addressed for various problems, namely, computing Steiner mincut
[18, 19, 14, 21, 23], Steiner connectivity augmentation and splitting-off [11], construction of
a cactus graph for Steiner mincuts [19, 21].

1.3 Organization of the Article

This article is organized as follows. Section 2 contains the basic preliminaries. We first
construct an O(n2) space single edge Sensitivity Oracle for Steiner mincut in Section 3. In
Section 4, we design an O(n) space single edge Sensitivity Oracle for reporting only the
capacity of Steiner mincut. A linear space single edge Sensitivity Oracle for global mincut
is designed in Section 5. Our main result on the subquadratic space single edge Sensitivity
Oracle for Steiner mincut is developed in Section 6. Finally, we conclude in Section 7. The
proofs of the lower bounds are provided in the full version of this article.

2 Preliminaries

In this section, we define a set of basic notations and properties of cuts. Let G \ {e} denote
the graph obtained from G after the removal of edge e. We now define the concept of crossing
cuts, introduced by Dinitz, Karzanov, and Lomonosov [15].

▶ Definition 9 (crossing cuts). A pair of cuts C and C ′ in G is said to be crossing if each of
the four sets C ∩ C ′, C \ C ′, C ′ \ C, and C ∪ C ′ is nonempty.

The following concept of mincut for an edge and vital edges are to be used crucially in the
construction of our data structure.

▶ Definition 10 (Mincut for an edge). A Steiner cut C is said to be a mincut for an edge e

if e contributes to C and c(C) ≤ c(C ′) for every Steiner cut C ′ in which e contributes.

▶ Definition 11 (Vital Edge). Let e be an edge and C be a mincut for edge e. Edge e is said to
be a vital edge if its removal reduces the capacity of Steiner mincut, that is, c(C)−w(e) < λS.

We now define a special mincut for an edge.

▶ Definition 12 (Nearest mincut for an edge). A mincut C for an edge e = (x, y) ∈ E with
x ∈ C is said to be a nearest mincut for e if there is no mincut C ′ for e such that x ∈ C ′

and C ′ ⊂ C. The set of all nearest mincuts for an edge e is denoted by N(e).

▶ Lemma 13 (Sub-modularity of Cuts (Problem 48(a,b) in [24])). For any two sets A, B ⊂ V ,
1. c(A) + c(B) ≥ c(A ∩B) + c(A ∪B) and
2. c(A) + c(B) ≥ c(A \B) + c(B \A).

▶ Definition 14 (Laminar family of cuts). A set of cuts L is said to form a laminar family if,
for any pair of cuts C1, C2 ∈ L, exactly one of the three is true – C1 ∩ C2 is an empty set,
C1 ⊆ C2, and C2 ⊆ C1.
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A rooted tree TL representing a laminar family L. For any given laminar family L of
cuts in G, we can construct an O(n) space rooted tree TL that stores every cut belonging
to L as follows. Every vertex x of G is mapped to a unique node in TL, denoted by ϕL(x).
Every node µ in TL represents a unique cut C in L as follows. Cut C is the set of vertices
mapped to the subtree rooted at µ (including µ). For any pair of nodes µ and ν in TL, µ is
a child of ν if and only if the cut represented by µ is a maximal proper subset of the cut
represented by ν. The minimal cuts of L are represented by leaf nodes of TL. For any vertex
x in G, let SubTree(x) denote the set of all vertices mapped to the subtree rooted at ϕL(x)
(including ϕL(x)) in TL. This leads to the following lemma.

▶ Lemma 15. For any laminar family L of cuts in G, there exists an O(n) space rooted tree
TL such that a cut C ∈ L if and only if there exists a node µ (except root node) of TL and C

is the set of vertices mapped to the subtree rooted at µ (including node µ).

3 An O(n2) Space Sensitivity Oracle for Steiner Mincut

In this section, we first provide the limitations of the previous results in unweighted graphs.
Later, we design an O(n2) space single edge Sensitivity Oracle for S-mincut.

Limitations of the existing results. For unweighted graphs, the following property is used
crucially to design every existing single edge Sensitivity Oracle.
Property P1: Failure of an edge e reduces the capacity of S-mincut if and only if edge e

contributes to an S-mincut.
Dinitz and Vainshtein [18, 16, 19] designed the following quotient graph, known as the flesh
graph, of G. Flesh graph is obtained by contracting every pair of vertices in G that are
not separated by any S-mincut. The construction ensures that every pair of vertices in
flesh is separated by an S-mincut of G. Every vertex in G is mapped to a unique vertex in
flesh. Therefore, the endpoints of any edge e are mapped to different vertices in flesh if and
only if failure of e reduces capacity of S-mincut. Thus, by Property P1, storing the O(n)
space mapping of vertices of G to the vertices of flesh is sufficient to answer the capacity of
S-mincut in O(1) time after the failure of any edge. In addition, flesh graph can be used to
report an S-mincut after the failure of any edge in G in O(m) time.
Flesh graph is one of the three components of Connectivity Carcass designed by Dinitz
and Vainshtein [18, 16, 19]; the other two components are Skeleton and Projection mapping.
Recently, Baswana and Pandey [8], exploiting the properties of all the three components of
Connectivity Carcass established an ordering among the vertices of flesh graph. By using
Property P1, they showed that this ordering, along with Skeleton and Projection mapping,
can be used to design an O(n) space single edge Sensitivity Oracle for S-mincut in unweighted
graphs. This single edge Sensitivity Oracle can report an S-mincut in O(n) time.

Unfortunately, for weighted graphs, it is easy to observe that multiple edges can exist
that do not contribute to any S-mincut but failure of each of them reduces the capacity
of S-mincut. Hence, in weighted graphs, Property P1 no longer holds. So, the existing
structures are not suitable for handling the failure of weighted edges. It requires us to explore
the structure of mincuts for every edge whose both endpoints belong to the same node of
flesh graph. Moreover, the capacity of mincut for these edges can be quite large compared to
the capacity of S-mincut.
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Sensitivity Oracle for Steiner Mincut: O(n2) Space
We now give a proof of Theorem 3 by designing an O(n2) space single edge Sensitivity Oracle
for S-mincut. Let F be any arbitrary real-valued function defined on cuts. Cheng and
Hu [12] presented the following result. There is an O(n2) space data structure, known as
Ancestor tree, that, given any pair of vertices u and v, reports a cut C of the least capacity
(F -value) separating u, v in O(|C|) time and the capacity of C in O(1) time.

In order to design Ancestor tree for Steiner cuts, similar to (s, t)-mincuts given by Ausiello
et al. [2], we define function F for Steiner cuts as follows.

For a set C ⊂ V , F (C) =
{

c(C), if C is a Steiner cut
∞, otherwise.

(1)

Let e = (x, y) be any failed edge. Ancestor tree can report a cut C of the least capacity
separating x and y in O(|C|) time and its capacity in O(1) time. By Equation 1, C is also a
Steiner cut separating x and y. Therefore, by Definition 10, C is a mincut for edge e. Hence,
the new capacity of S-mincut is either c(C)− w(e) or remains λS if c(C)− w(e) ≥ λS . By
storing the capacities of all edges of G, we can determine whether c(C)− w(e) < λS in O(1)
time. If the capacity of S-mincut reduces, then we can report C in O(|C|) time; otherwise
report an S-mincut Cm in O(|Cm|) time. This completes the proof of Theorem 3.

4 A Sensitivity Oracle for Reporting Capacity of Steiner Mincut

In this section, we address the problem of reporting the capacity of S-mincut after reducing
the capacity of an edge e ∈ E by a value ∆ satisfying 0 ≤ ∆ ≤ w(e). We denote this
query by cap(e, ∆). Observe that a trivial data structure for answering query cap occupies
O(m) space if we store the capacity of mincut for each vital edge in G. For |S| = 2 in
directed weighted graphs, Baswana and Bhanja [3] designed an O(n) space data structure
that implicitly stores all vital edges for (s, t)-mincut and the capacity of their mincuts. We
extend their approach from vital edges to any set of edges in undirected weighted graphs
in order to establish the following. For any Steiner set S, with 2 ≤ |S| ≤ n, there exists an
O(n) space data structure that can answer query cap in O(1) time.

Let E ⊆ E and V (E) denote the smallest set of vertices such that, for each edge (u, v) ∈ E ,
both u and v belongs to V (E). We first design an O(|V (E)|) space rooted full binary tree for
answering query cap for all edges in E . In Section 6, this construction also helps in designing
a compact structure for reporting mincuts for a special subset of edges. Later in this section,
we show an extension to O(n) space rooted full binary tree for answering query cap for all
edges in E.

Let C(e) denote a mincut for an edge e. Note that C(e) is a Steiner cut as well
(Definition 10). We say that an edge e belongs to a set U ⊂ V if both endpoints of e belong
to U . Suppose C(e) is a mincut for an edge e belonging to V (E) such that, for every other
edge e′ ∈ V (E), c(C(e)) ≤ c(C(e′)). Let e′ be an edge from V (E). If e′ contributes to C(e),
it follows from the selection of edge e that C(e) is a Steiner cut of the least capacity to
which e′ contributes. Hence, C(e) is a mincut for edge e′ as well. This ensures that C(e)
partitions the set of all edges belonging to V (E) into three sets – edges of V (E) belonging to
C(e) ∩ V (E), edges of V (E) belonging to C(e) ∩ V (E), and edges of V (E) that contribute
to C(e). This leads to a recursive procedure (Algorithm 1) for the construction of a tree T .
Each internal node µ of tree T has three fields – (i) µ.cap stores the capacity of mincut for
the selected edge at µ, (ii) µ.left points to the left child of µ, and (iii) µ.right points to
the right child of µ. Each vertex u ∈ V (E) is mapped to a leaf node of T , denoted by L(u).
We invoke Algorithm 1 with U = V (E).
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Algorithm 1 Construction of Tree T .

1: procedure SteinerTreeConstruction(U)
2: Create a node ν;
3: For any set U ⊆ V , let E(U) denote the edges whose both endpoints belong to U ;
4: if there is no edge in E(U) then
5: for each vertex x ∈ U do L(x)← ν;
6: end for
7: else
8: Select an edge e ∈ E(U) such that c(C(e)) ≤ c(C(e′)), ∀ edge e′ ∈ E(U);
9: Assign ν.cap← c(C(e));

10: ν.left← SteinerTreeConstruction(U ∩ C(e));
11: ν.right← SteinerTreeConstruction(U ∩ C(e));
12: end if
13: return ν;
14: end procedure

Observe that tree T resulting from Algorithm 1 is a full binary tree. There are O(|V (E)|)
leaf nodes. So, the space occupied by the tree is O(|V (E)|).

Answering Query cap(e = (x, y), ∆). Suppose edge e belongs to E . Let µ be the lowest
common ancestor (lca) of L(x) and L(y) in T . It follows from the construction of tree
T that field µ.cap at node µ in T stores the capacity of mincut for edge e. Therefore, if
µ.cap − ∆ < λS , then we report µ.cap as the new capacity of S-mincut; otherwise, the
capacity of S-mincut does not change. It leads to the following lemma.

▶ Lemma 16. Let G = (V, E) be an undirected weighted graph on n = |V | vertices. For any
Steiner set S ⊆ V and a set of edges E ⊆ E, there is an O(|V (E)|) space full binary tree TE
that, given any edge e ∈ E and any value ∆ satisfying 0 ≤ ∆ ≤ w(e), can report the capacity
of S-mincut in O(1) time after reducing the capacity of edge e by ∆.

We now answer query cap(e, ∆) where edge e ∈ E. Observe that edge e in query cap can
be either a vital or a nonvital edge. In order to determine whether an edge is vital or not,
we design a full binary tree TE by invoking Algorithm 1 with U = V since E = E. Let us
denote the tree by T (G). By Lemma 16, the size of tree T (G) is O(n). It is now easy to
observe that an edge e is a vital edge in graph G if and only if the capacity of the Steiner
mincut in graph G \ {e} is µ.cap− w(e) < λS , where node µ is the lca(L(x),L(y)). This
leads to the following lemma.

▶ Lemma 17. Let G = (V, E) be an undirected weighted graph on n = |V | vertices. For any
Steiner set S ⊆ V , there is an O(n) space full binary tree T (G) that, given any edge e ∈ E

and any value ∆ satisfying 0 ≤ ∆ ≤ w(e), can report the capacity of S-mincut in O(1) time
after reducing the capacity of edge e by ∆.

Lemma 17 completes the proof of Theorem 5(1).

▶ Remark 18. Ancestor tree of Cheng and Hu [12] can also be used to design an O(n) space
data structure for answering query cap in O(1) time. However, Ancestor tree alone does not
seem sufficient to establish Lemma 16, which is used crucially to achieve the subquadratic
space single edge Sensitivity Oracle for S-mincut stated in Theorem 5.
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5 An O(n) Space Sensitivity Oracle for Global Mincut

The well-known (s, t)-mincut is one extreme scenario of S-mincut when |S| = 2. In weighted
graphs, designing a single edge Sensitivity Oracle for (s, t)-mincut has been addressed quite
extensively [2, 12, 3]. Moreover, each of them occupies O(n2) space. However, to this day, no
nontrivial single edge Sensitivity Oracle exists for global mincut, which is the other extreme
scenario of S-mincut when |S| = n. We now present the first single edge Sensitivity Oracle
for global mincut that occupies only O(n) space and achieves optimal query time.

Let λV be the capacity of global mincut. Given any edge e, we want to determine the
capacity of mincut for edge e for Steiner set S = V . Observe that, for S = V , every cut in
the graph is a Steiner cut (or global cut). Exploiting this insight, we can state the following
interesting relation between global mincut and all-pairs mincuts (or (u, v)-mincut, for every
u, v ∈ V ).

▶ Lemma 19. For an edge (u, v), C is a cut of the least capacity that separates u, v if and
only if C is a mincut for edge (u, v).

Gomory and Hu [20] designed the following tree data structure for all-pairs mincuts, which
is widely known as Gomory Hu Tree.

▶ Theorem 20 (Gomory Hu Tree [20]). For any undirected weighted graph G = (V, E)
on n = |V | vertices, there is an O(n) space undirected weighted tree TGH on vertex set V

that satisfies the following property. Let u, v be any pair of vertices in G. A cut of the
least capacity separating u, v in TGH is also a cut of the least capacity separating u, v in G.
Moreover, TGH can report a cut C of the least capacity separating u, v in O(|C|) time and
its capacity in O(1) time.

Let TGH be a Gomory Hu Tree of G. By Theorem 20, for every pair of vertices u, v in
G, TGH stores a cut of the least capacity separating u, v. By Lemma 19, it follows that, for
S = V , TGH stores a mincut for every edge in G. Hence, it acts as a single edge Sensitivity
Oracle for global mincut and can report a mincut C for any given edge e in O(|C|) time and
its capacity in O(1) time. Therefore, after reducing w(e) by a value ∆, if c(C)−∆ < λV , we
can report a global mincut and its capacity optimally using O(n) space. This establishes the
results in Theorem 4.

Now, for both extreme scenarios of Steiner mincuts, we have a single edge Sensitivity
Oracle. Interestingly, the Sensitivity Oracle for global mincut achieves better than quadratic
space. The question that arises is how to generalize these results to any Steiner set.

6 A Sensitivity Oracle for Steiner Mincut: Breaking Quadratic Bound

In this section, we address the problem of reporting an S-mincut after reducing the capacity
of any given edge e ∈ E by any given value ∆ satisfying 0 < ∆ ≤ w(e). We denote this
query by cut(e, ∆). Our objective is to design a data structure that breaks O(n2) bound
on space for efficiently answering query cut. A simple data structure can be designed by
augmenting tree T (G) in Theorem 5(1) as follows. For each internal node µ of tree T (G),
Algorithm 1 selects an edge e in Step 7 and stores the capacity of mincut C(e) for edge e in
µ.cap. Observe that if we augment node µ with C(e), then it helps in answering query cut
as well. However, the augmented tree occupies O(n2) space, which defeats our objective.
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For global mincut (S = V ), observe that Gomory Hu Tree essentially acts as a data
structure that stores at least one mincut for every edge quite compactly. To design a more
compact data structure for answering query cut for S-mincut compared to Theorem 3, we
take an approach of designing a data structure that can compactly store at least one mincut
for every edge.

We begin by a classification of all edges of graph G. This classification not only helps in
combining the approaches taken for (s, t)-mincut and global mincut but also provides a way
to design a compact data structure for efficiently answering query cut for any Steiner set S.

A Classification of All Edges. An edge e1 in G belongs to
Type-1 if both endpoints of e1 belong to V \ S.
Type-2 if both endpoints of e1 belong to S.
Type-3 if exactly one endpoint of e1 belongs to S.

Given any edge e1, we can classify e1 into one of the above-mentioned three types in O(1)
time using sets V and S. We can take care of edges from Type-1 by extending an approach
for (s, t)-mincut given by Baswana and Bhanja [3]. Similarly, we can handle edges from
Type-2 by extending the approach used for global mincut (Theorem 4). However, the main
challenge arises in designing a data structure for compactly storing a mincut for all edges
from Type-3. We now design a compact data structure for efficiently answering query cut
for each type of edges separately.

6.1 An O((n − |S|)n) Space Data Structure for All Edges from Type-1
We aim to design a data structure for answering query cut for all edges from Type-1. Each
edge from Type-1 has both endpoints in set V \S. The number of vertices in V \S is n− |S|.
Therefore, trivially storing a mincut for every edge would occupy O((n−|S|)2n) space, which
is O(n3) for |S| = k for any constant k ≥ 2. Exploiting the fact that the number of distinct
endpoints of all edges from Type-1 is at most n− |S|, we design an O(n(n− |S|)) space data
structure for all edges from Type-1 using Algorithm 1 and Lemma 16 as follows.

Let E1 be the set of all edges from Type-1. It follows from Lemma 16 that, using
Algorithm 1, it is possible to design a rooted full binary tree TE1 occupying O(n− |S|) space
for answering query cap(e, ∆) when edge e is from Type-1. We augment each internal node
µ of TE1 with a mincut for the edge selected by Algorithm 1 (in Step 7) while processing
node µ. The resulting structure occupies O((n− |S|)n) space and acts as a data structure
for answering query cut for all edges from Type-1. Hence the following lemma holds.

▶ Lemma 21 (Sensitivity Oracle for Type-1 Edges). For any Steiner set S ⊆ V , there is
an O((n − |S|)n) space data structure that, given any edge e from Type-1 and any value
∆ satisfying 0 ≤ ∆ ≤ w(e), can report an S-mincut C in O(|C|) time after reducing the
capacity of edge e by ∆.

6.2 An O(n) Space Data Structure for All Edges from Type-2
In this section, we design a data structure for answering query cut for all edges from Type-2.
For each edge from Type-2, both endpoints are Steiner vertices. So, the number of distinct
endpoints of edges from Type-2 can be at most |S|. Trivially, storing a mincut for every edge
from Type-2 would occupy O(|S|2n) space, which is O(n3) if |S| = O(n). In a similar way as
designing TE1 for all edges from Type-1 (Lemma 21), by using Lemma 16 and Algorithm 1,
it is possible to design an O(|S|n) space data structure for answering query cut for all edges
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from Type-2. Unfortunately, it defeats our objective because, for |S| = n or global mincuts,
it occupies O(n2) space. Interestingly, by exploiting the fact that both the endpoints of every
edge from Type-2 are Steiner vertices, we are able to show that a Gomory Hu Tree of
graph G is sufficient for answering query cut for all edges from Type-2.

▶ Lemma 22. Let TGH be a Gomory Hu Tree of G. Then, for any edge e = (u, v) from
Type-2, a cut of the least capacity separating u and v in TGH is a mincut for edge e in G.

Proof. Let TGH be a Gomory Hu Tree of G. By Theorem 20, TGH stores a cut of the least
capacity separating every pair of vertices in G. Let (u, v) be any edge from Type-2. Suppose
C is a cut of the least capacity separating u and v in TGH . So, edge (u, v) is contributing to
C in G. By definition of Type-2 edges, both u and v are Steiner vertices. Therefore, C is a
Steiner cut of G in which edge (u, v) is contributing. It follows from Theorem 20 that C is
also a cut of the least capacity in G that separates u and v. So, C is also a Steiner cut of the
least capacity in which edge (u, v) is contributing in G. Hence, C is a mincut for (u, v). ◀

Let e = (u, v) be any edge from Type-2 and TGH be a Gomory Hu Tree of G. By Theorem
20, TGH can report in O(|C|) time a cut C of the least capacity in TGH that separates u and
v. By Lemma 22, C is a mincut for edge e in G. This establishes the following lemma.

▶ Lemma 23 (Sensitivity Oracle for Type-2 Edges). For any Steiner set S ⊆ V , there is an
O(n) space data structure that, given any edge e from Type-2 and any value ∆ satisfying
0 ≤ ∆ ≤ w(e), can report an S-mincut C in O(|C|) time after reducing the capacity of edge
e by ∆.

For global mincut or S = V , both endpoints of every edge are Steiner vertices. Therefore,
Theorem 4 can also be seen as a corollary of Lemma 23.

6.3 An O((n − |S|)n) Space Data Structure for All Edges from Type-3
The objective is to design a data structure for answering query cut for all edges from Type-3.
Observe that the size of the smallest set of vertices that contains all the endpoints of all edges
from Type-3 can be Ω(n). Therefore, using Lemma 16 and Algorithm 1, we can have an O(n2)
space data structure, which is no way better than the trivial data structure for answering
query cut (Theorem 3). Now, each edge from Type-3 has exactly one nonSteiner endpoint.
So, unlike edges from Type-2, Lemma 22 no longer holds for edges from Type-3. This shows
the limitations of the approaches taken so far in designing a data structure for answering
query cut. Trivially storing a mincut for every edge from Type-3 requires O((n− |S|)n|S|)
space. For |S| = n

k , any constant k ≥ 2, it occupies O(n3) space. Interestingly, we present
a data structure occupying only O((n− |S|)n) space for answering query cut for all edges
from Type-3.

For any edge e1 = (x, u) from Type-3 with x ∈ S, without loss of generality, we assume
that any mincut C for edge e1 contains the Steiner vertex x, otherwise consider C. Note
that the set of global mincuts and (s, t)-mincuts are closed under both intersection and
union. This property was crucially exploited in designing a compact structure for storing
them [15, 26]. To design a compact structure for storing a mincut for every edge from Type-3,
we also explore the relation between a pair of mincuts for edges from Type-3. Let A and B

be mincuts for edges e1 and e2 from Type-3, respectively. Unfortunately, it turns out that if
A crosses B, then it is quite possible that neither A ∩B nor A ∪B is a mincut for e1 or e2
even if both are Steiner cuts (refer to Figure 1(i)). This shows that mincuts for edges from
Type-3 are not closed under intersection or union. To overcome this hurdle, we first present
a partitioning of the set of edges from Type-3 based on the nonSteiner vertices as follows.
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Figure 1 Yellow vertices are Steiner vertices. A mincut for an edge is represented by the same
color. (i) Mincuts A, B are for edges e1 = (s1, a) and e2 = (s2, b). Observe that A ∩ B and A ∪ B

are Steiner cuts but not mincuts for edges e1, e2. Moreover, cuts A \ B and B \ A, in which edges e1

and e2 are contributing, are not even Steiner cuts. (ii) Edges e1 and e2 are vital and from Type-3(u).
Mincuts A and B for edges e1 and e2 are crossing, but A ∩ B and A ∪ B are not Steiner cuts. (iii)
Edge (s, u) is from Type-3 and N((s, u)) = {A, B}.

Let V ′ ⊆ V \ S be the smallest set of nonSteiner vertices such that every edge from
Type-3 has endpoint in V ′. Let u be any vertex from V ′. Let Type-3(u) be the set that
contains all edges from Type-3 having u as one of the two endpoints. We aim to design an
O(n) space data structure that can report a mincut for each edge from Type-3(u). This is
because storing an O(n) space data structure for every nonSteiner vertex of G would lead to
an O((n− |S|)n) space data structure.

In order to design an O(n) space data structure for edges from Type-3(u), we consider
the set of nearest mincuts (Definition 12) for edges from Type-3(u). The following lemma
provides a strong reason behind the use of nearest mincuts for edges from Type-3(u).

▶ Lemma 24 (Disjoint Property). Let C ∈ N(e1) and C ′ ∈ N(e2) such that e1 = (x, u),
e2 = (x′, u) are edges from Type-3(u). Then, x′ /∈ C and x /∈ C ′ if and only if C ∩ C ′ = ∅.

Proof. Suppose x′ /∈ C and x /∈ C ′. Assume to the contrary that C ∩ C ′ ̸= ∅. Observe that
x ∈ C \C ′ and x′ ∈ C ′\C. As a result, C \C ′ as well as C ′\C is a Steiner cut. It is given that
C is the nearest mincut for edge (x, u) and x ∈ C \ C ′. This implies that c(C \ C ′) > c(C).
It follows from sub-modularity of cuts (Lemma 13(2)) that c(C ′ \ C) < c(C ′). Therefore, we
get a Steiner cut C ′ \ C of capacity strictly less than c(C ′) and edge (x′, u) is a contributing
edge of Steiner cut C ′ \ C, a contradiction.

The proof of the converse part is immediate. ◀

Let e1 = (x, u) and e2 = (x′, u) be any pair of edges from Type-3(u). Let C be a nearest
mincut for e1 and C ′ be a nearest mincut for e2. Lemma 24 essentially states that if e2
contributes to C ′ \ C and e1 contributes to C \ C ′, then C must not cross C ′. Now, the
problem arises when one of the two edges e1, e2 is contributing to a nearest mincut for
the other edge. Firstly, there might exist multiple nearest mincuts for an edge (refer to
Figure 1(iii)). It seems quite possible that an edge, say e2, is contributing to one nearest
mincut for e1 and is not contributing to another nearest mincut for e1. Secondly, the union
of a pair of nearest mincuts for an edge e1 from Type-3(u) might not even be a Steiner cut
if they cross (refer to Figure 1(iii)). Hence, the union of them can have a capacity strictly
less than the capacity of mincut for e. So, it seems that the nearest mincuts for edges from
Type-3(u) appear quite arbitrarily. It might not be possible to have an O(n) space structure
for storing them. Interestingly, we are able to circumvent all the above challenges as follows.
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Figure 2 Illustration of the proof of Lemma 25. (i) There is a Steiner vertex z in C1 ∪ C2. The
red dashed cut shows cut C1 ∪ C2 and the blue dashed cut (blue region) shows cut C1 ∩ C2. (ii)
There is a Steiner vertex z in C2 \ C1. Blue dashed cut (blue region) is C1 \ C2. Similarly, red
dashed cut (light green region) is C2 \ C1.

Observe that we are interested in only those edges from Type-3(u) whose failure reduces
S-mincut. They are the set of all vital edges that belong to Type-3(u), denoted by VitType-
3(u). By exploiting vitality of edges from VitType-3(u), we establish the following crucial
result for any pair of crossing mincuts for edges from VitType-3(u). Interestingly, this result
holds even if the union of a pair of mincuts for a pair of edges from VitType-3(u) is not
always a Steiner cut (refer to Figure 1(ii)).

▶ Lemma 25 (Property of Intersection). Let C1 and C2 be mincuts for edges e1 =
(x1, u) and e2 = (x2, u) from VitType-3(u) respectively. Steiner vertex x2 is present in C1 if
and only if C1 ∩ C2 is a mincut for edge e2.

Proof. Suppose Steiner vertex x2 is present in C1. Since u is a common endpoint of both
edges e1, e2, we have u /∈ C1 ∪ C2. C1 is a mincut for edge e1, so, x1 ∈ C1. Now, there are
two possibilities – either (1) x1 /∈ C2 or (2) x1 ∈ C2. We now establish each case separately.

Case 1. Suppose x1 /∈ C2, in other words, x1 ∈ C1 \C2. It implies that C1 \C2 is nonempty.
Observe that C2 is not a subset of C1; otherwise, C1 ∩ C2 = C2 is a mincut for e2 and
the lemma holds. So, C2 \ C1 is also nonempty. Let c(C1) = λ1 and c(C2) = λ2. Since
x2 ∈ C1 ∩ C2, edge e2 is contributing to C1. Therefore, c(C2) ≤ c(C1); otherwise, C2 is not
a mincut for edge e2. Since C1 is a Steiner cut, there must be a Steiner vertex z such that
z /∈ C1. Based on the position of z with respect to cut C2, observe that z appears either
(1.1) in C1 ∪ C2 or (1.2) in C2 \ C1 (refer to Figure 2).

Case 1.1. Suppose z ∈ C1 ∪ C2 (refer to Figure 2(i)). Observe that C1 ∪ C2 is a Steiner
cut in which edge e1 is contributing. So, the capacity of C1 ∪ C2 has to be at least λ1. By
sub-modularity of cuts (Lemma 13(1)), c(C1 ∩ C2) + c(C1 ∪ C2) ≤ λ1 + λ2. It follows that
c(C1 ∩ C2) ≤ λ2. Since C1 ∩ C2 is a Steiner cut in which edge e2 is contributing, therefore,
the capacity of C1 ∩ C2 is exactly λ2. Hence C1 ∩ C2 is a mincut for edge e2.

Case 1.2. We show that this case does not arise. Assume to the contrary that z ∈ C2 \ C1
(refer to Figure 2(ii)). Here, we crucially exploit the fact that edge e2 is a vital edge from
Type-3(u). Let us now consider graph G\{e2}. Since, in graph G, edge e2 is a vital edge and
c(C2) ≤ c(C1), therefore, in graph G \ {e2}, the capacity of S-mincut is λ2−w(e2) and C2 is
an S-mincut. In G, edge e2 is also a contributing edge of C1. Therefore, the capacity of C1
in G \ {e2} is λ1 − w(e2). Without causing any ambiguity, let us denote the capacity of any
cut A in G \ {e2} by c(A). By sub-modularity of cuts (Lemma 13(2)), in graph G \ {e2}, we
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have c(C1 \ C2) + c(C2 \ C1) ≤ λ1 + λ2 − 2w(e2). Recall that x1 ∈ C1 \ C2 and z ∈ C2 \ C1.
So, both C1 \ C2 and C2 \ C1 are Steiner cuts in graph G \ {e2}. Therefore, the capacity of
C2 \ C1 is at least λ2 − w(e2). It follows that the capacity of C1 \ C2 in G \ {e2} is at most
λ1−w(e2). We now obtain graph G by adding edge e2 to graph G \ {e2}. Observe that edge
e2 does not contribute to Steiner cut C1 \C2. Therefore, the capacity of cut C1 \C2 remains
the same in graph G, which is at most λ1 − w(e2). Since e2 is a vital edge, so, w(e2) > 0.
This implies that we have λ1 − w(e2) < λ1. Therefore, for cut C1 \ C2 in G, C1 \ C2 is a
Steiner cut and has a capacity that is strictly less than λ1. Moreover, edge e1 is contributing
to C1 \ C2. So, C1 is not a mincut for edge e1, a contradiction.

Case 2. In this case, we have x1 ∈ C2. Since C1 and C2 both are Steiner cuts, observe that
either (2.1) there is at least one Steiner vertex z in C1 ∪ C2 or (2.2) there exists a pair of
Steiner vertices z1, z2 such that z1 ∈ C1 \ C2 and z2 ∈ C2 \ C1. The proof of case (2.1) is
along similar lines to the proof of case (1.1). So, let us consider case (2.2). Edges e1 and e2
are contributing to both C1 and C2. It implies that c(C1) = c(C2). Let c(C1) (or c(C2)) be λ.
Let us consider graph G\{e2}. Since e2 is a vital edge, the capacity of S-mincut is λ−w(e2).
The capacity of cuts C1 and C2 in G \ {e2} is λ−w(e2) since e2 contributes to both of them.
Without causing any ambiguity, let us denote the capacity of any cut A in G \ {e2} by c(A).
By sub-modularity of cuts (Lemma 13(2)), c(C1 \ C2) + c(C2 \ C1) ≤ 2λ− 2w(e2). Now, it
is given that z1 ∈ C1 \ C2 and z2 ∈ C2 \ C1. Therefore, in G \ {e2}, C1 \ C2 and C2 \ C1
are Steiner cuts. It follows that c(C1 \ C2), as well as c(C2 \ C1), is exactly λ− w(e2). Let
us obtain graph G from G \ {e2}. Observe that e2 contributes neither to C1 \ C2 nor to
C2 \ C1. Therefore, the capacity of cuts C1 \ C2 and C2 \ C1 remains the same in G, which
is λ− w(e2). Since e2 is vital, w(e2) > 0. So, λ− w(e2) < λS < λ, where λS is the capacity
of S-mincut in G. Hence, we have a Steiner cut of capacity strictly smaller than S-mincut, a
contradiction.

We now prove the converse part. Suppose C1 ∩ C2 is a mincut for edge e2. Since x2 is
a Steiner vertex, by Definition 10, x2 is in C1 ∩ C2. Since C1 ∩ C2 ⊆ C1, x2 is in C1. This
completes the proof. ◀

For any pair of nonSteiner vertices a, b ∈ V ′, it turns out that Lemma 25 does not necessarily
hold as follows. As shown in Figure 1(i), s2 is present in nearest mincut A of edge (s1, a)
but nearest mincut B for edge (s2, b) crosses A.

Recall that our objective is to design an O(n) space structure for storing a mincut for
every edge from VitType-3(u). By Lemma 24, the set of nearest mincuts for all edges from
VitType-3(u) satisfies Disjoint property. By exploiting Lemma 25, we now establish two
interesting properties satisfied by the nearest mincuts for all edges from VitType-3(u) –
Uniqueness Property (Lemma 26) and Subset Property (Lemma 27). These properties
help in designing an O(n) space data structure for storing them. We first establish the
uniqueness property in the following lemma.

▶ Lemma 26 (Uniqueness Property). For any edge e = (x, u) from VitType-3(u), the
nearest mincut for edge e is unique.

Proof. Suppose C1 and C2 are a pair of distinct nearest mincuts for edge e. It follows from
Lemma 25 that C = C1 ∩C2 is a mincut for edge e. So, C is a proper subset of both C1 and
C2, which contradicts that C1 and C2 are nearest mincuts for edge e. ◀

Although the nearest mincut for each edge from VitType-3(u) is unique (Lemma 26), the
Uniqueness Property alone can only guarantee a data structure occupying O(n|S|) space
for all edges from VitType-3(u). To achieve a better space, we now explore the relation
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between the nearest mincuts for a pair of edges from VitType-3(u). Since nearest mincut
for an edge from VitType-3(u) is unique (Lemma 26), without causing any ambiguity, we
consider N(e) to denote the unique nearest mincut for an edge e from VitType-3(u).

Let e1 = (x1, u) and e2 = (x2, u) be a pair of edges from VitType-3(u). If neither
x1 ∈ N(e2) nor x2 ∈ N(e1), then, by Lemma 24, N(e1) is disjoint from N(e2). The other
cases are when x1 ∈ N(e2) or x2 ∈ N(e1). We exploit Lemma 25 to establish the following
property. This property states that N(e1) is either identical to N(e2) or one of {N(e1),
N(e2)} contains the other.

▶ Lemma 27 (Subset Property). Let (x, u) and (x′, u) be a pair of edges from VitType-
3(u). Then, x′ ∈ N((x, u)) if and only if N((x′, u)) ⊆ N((x, u)).

Proof. Let C = N((x, u)) and C ′ = N((x′, u)). Let us assume to the contrary that C ′ ⊈ C.
It is given that x′ ∈ C. Therefore, by Lemma 25, C ∩ C ′ is also a mincut for edge (x′, u).
This contradicts that C ′ is a nearest mincut for edge (x′, u).

Since N((x′, u)) ⊆ N((x, u)) and (x′, u) is a contributing edge of N((x′, u)) with x′ ∈
N((x′, u)), therefore, x′ also belong to N((x, u)). This completes the proof. ◀

Let (x1, u) and (x2, u) be edges from VitType-3(u), where x1, x2 ∈ S. Let C1 and C2 be
nearest mincuts for edges (x1, u) and (x2, u), respectively. It follows from Lemma 27 and
Lemma 24 that there are three possibilities for C1 and C2 – C1 is the same as C2, one of C1
and C2 is a proper subset of the other, and C1 is disjoint from C2. Therefore, for any vertex
u ∈ V ′, the set containing the nearest mincuts for every edge from VitType-3(u) forms a
Laminar family L(u) (Definition 14) on set V . This inference, along with Lemma 15, leads
to the following result.

▶ Lemma 28. There is an O(n) space tree TL(u) that satisfies the following property. For
each edge (x, u) from VitType-3(u) with x ∈ S, SubTree(x) of tree TL(u) is the nearest
mincut for edge (x, u).

Data Structure F3 for all vital edges from Type-3. For each nonSteiner vertex u ∈ V ′,
we construct a tree TL(u) based on the laminar family L(u) consisting of the nearest mincuts
for all edges from VitType-3(u). Since V ′ contains nonSteiner vertices of G only, there can
be at most n− |S| vertices in V ′. Therefore, by Lemma 28, the overall space occupied by
the data structure is O(n(n− |S|)).

Reporting a mincut for a vital edge from Type-3 using F3. Given any vital edge e = (x, u)
from Type-3, where x ∈ S and u ∈ V \ S, by following Lemma 28, we report the set of
vertices stored in SubTree(x) of tree TL(u) as the nearest mincut for edge (x, u).

Note that given any edge e from Type-3 and any value ∆ satisfying 0 ≤ ∆ ≤ w(e), by
using the data structure of Lemma 17, we can determine in O(1) time whether the capacity of
S-mincut reduces after reducing w(e) by ∆. This leads to the following lemma for answering
query cut for all edges from Type-3.

▶ Lemma 29 (Sensitivity Oracle for Type-3 Edges). For any Steiner set S ⊆ V , there is
an O((n − |S|)n) space data structure that, given any edge e from Type-3 and any value
∆ satisfying 0 ≤ ∆ ≤ w(e), can report an S-mincut C in O(|C|) time after reducing the
capacity of edge e by ∆.

ISAAC 2024
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Algorithm 2 Answering Query cut.

1: procedure cut(e = (x, y), ∆)
2: Let C be a Steiner mincut of G;
3: Assign mincut← C;
4: type← the type of edge e determined using the endpoints {x, y};
5: if type == 1 then
6: Assign mincut← a mincut for edge e using data structure of Lemma 21;
7: else if type == 2 then
8: Assign mincut← a mincut for edge e using data structure of Lemma 23;
9: else if type == 3 then

10: Verify using the data structure in Lemma 17 whether e is vital;
11: if e is a vital edge then
12: Assign mincut← a mincut for edge e using data structure of Lemma 29;
13: else
14: do nothing;
15: end if
16: end if
17: return mincut;
18: end procedure

Lemma 21, Lemma 23, and Lemma 29 complete the proof of Theorem 5(2).
The pseudo-code for answering query cut is provided in Algorithm 2. Algorithm 2 is

invoked with the failed edge e and the change in capacity ∆ of edge e satisfying 0 ≤ ∆ ≤ w(e).
In Step 10 of Algorithm 2, the change in capacity (∆) is required to determine if edge e is
a vital edge. Otherwise, Algorithm 2 fails to report the valid S-mincut after reducing the
capacity of edge e.

7 Conclusion

We have designed the first Sensitivity Oracle for Steiner mincuts in weighted graphs. It also
includes the first Sensitivity Oracle for global mincut in weighted graphs. Interestingly, our
Sensitivity Oracle occupies space subquadratic in n when |S| approaches n and also achieves
optimal query time. On the other hand, it matches the bounds on both space and query
time with the existing best-known results for (s, t)-mincut [12, 2].

Our quadratic space single edge Sensitivity Oracle does not assume that the capacity of
the failed edge is known. We have also complemented this result with matching lower bounds.
Now, it would be great to see whether there is any single edge Sensitivity Oracle for Steiner
mincut that occupies only O(n) space assuming the capacity of the failed edge is known.

Finally, our obtained structure that breaks the quadratic bound is quite simple as it is a
forest of O(n − |S|) trees. We strongly believe that our techniques and structures will be
quite useful for addressing several problems in the future, including the problem of designing
a Sensitivity Oracle for S-mincut that can handle failure of multiple edges.

References

1 Ravindra K. Ahuja, Thomas L. Magnanti, and James B. Orlin. Network flows - theory,
algorithms and applications. Prentice Hall, 1993.



K. Bhanja 10:17

2 Giorgio Ausiello, Paolo Giulio Franciosa, Isabella Lari, and Andrea Ribichini. Max flow vitality
in general and st-planar graphs. Networks, 74(1):70–78, 2019. doi:10.1002/net.21878.

3 Surender Baswana and Koustav Bhanja. Vital edges for (s, t)-mincut: Efficient algorithms,
compact structures, & optimal sensitivity oracles. In Karl Bringmann, Martin Grohe, Gabriele
Puppis, and Ola Svensson, editors, 51st International Colloquium on Automata, Languages,
and Programming, ICALP 2024, July 8-12, 2024, Tallinn, Estonia, volume 297 of LIPIcs,
pages 17:1–17:20. Schloss Dagstuhl – Leibniz-Zentrum für Informatik, 2024. doi:10.4230/
LIPICS.ICALP.2024.17.

4 Surender Baswana, Koustav Bhanja, and Abhyuday Pandey. Minimum+1 (s, t)-cuts and dual-
edge sensitivity oracle. ACM Trans. Algorithms, 19(4):38:1–38:41, 2023. doi:10.1145/3623271.

5 Surender Baswana, Shreejit Ray Chaudhury, Keerti Choudhary, and Shahbaz Khan. Dynamic
dfs in undirected graphs: Breaking the o(m) barrier. SIAM Journal on Computing, 48(4):1335–
1363, 2019. doi:10.1137/17M114306X.

6 Surender Baswana, Keerti Choudhary, Moazzam Hussain, and Liam Roditty. Approximate
single-source fault tolerant shortest path. ACM Transactions on Algorithms (TALG), 16(4):1–
22, 2020. doi:10.1145/3397532.

7 Surender Baswana, Shiv Gupta, and Till Knollmann. Mincut sensitivity data structures for the
insertion of an edge. Algorithmica, 84(9):2702–2734, 2022. doi:10.1007/S00453-022-00978-0.

8 Surender Baswana and Abhyuday Pandey. Sensitivity oracles for all-pairs mincuts. In
Proceedings of the 2022 Annual ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 581–609. SIAM, 2022. doi:10.1137/1.9781611977073.27.

9 Koustav Bhanja. Minimum+ 1 steiner cuts and dual edge sensitivity oracle: Bridging the gap
between global cut and (s, t)-cut. arXiv preprint, 2024. doi:10.48550/arXiv.2406.15129.

10 Davide Bilò, Shiri Chechik, Keerti Choudhary, Sarel Cohen, Tobias Friedrich, Simon Krogmann,
and Martin Schirneck. Approximate distance sensitivity oracles in subquadratic space. In
Proceedings of the 55th Annual ACM Symposium on Theory of Computing, pages 1396–1409,
2023. doi:10.1145/3564246.3585251.

11 Ruoxu Cen, William He, Jason Li, and Debmalya Panigrahi. Steiner connectivity augmentation
and splitting-off in poly-logarithmic maximum flows. In Proceedings of the 2023 Annual
ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 2449–2488. SIAM, 2023.
doi:10.1137/1.9781611977554.CH95.

12 Chung-Kuan Cheng and T. C. Hu. Ancestor tree for arbitrary multi-terminal cut functions.
Ann. Oper. Res., 33(3):199–213, 1991. doi:10.1007/BF02115755.

13 Keerti Choudhary. An optimal dual fault tolerant reachability oracle. In 43rd International
Colloquium on Automata, Languages, and Programming (ICALP 2016). Schloss-Dagstuhl-
Leibniz Zentrum für Informatik, 2016.

14 Richard Cole and Ramesh Hariharan. A fast algorithm for computing steiner edge connectivity.
In Proceedings of the thirty-fifth annual ACM symposium on Theory of computing, pages
167–176, 2003. doi:10.1145/780542.780568.

15 Efim A Dinitz, Alexander V Karzanov, and Michael V Lomonosov. On the structure of the
system of minimum edge cuts in a graph. Issledovaniya po Diskretnoi Optimizatsii, pages
290–306, 1976.

16 Ye Dinitz and Alek Vainshtein. Locally orientable graphs, cell structures, and a new algorithm
for the incremental maintenance of connectivity carcasses. In Proceedings of the sixth annual
ACM-SIAM symposium on Discrete algorithms, pages 302–311, 1995.

17 Yefim Dinitz and Zeev Nutov. A 2-level cactus model for the system of minimum and
minimum+ 1 edge-cuts in a graph and its incremental maintenance. In Proceedings of
the twenty-seventh annual ACM symposium on Theory of computing, pages 509–518, 1995.
doi:10.1145/225058.225268.

18 Yefim Dinitz and Alek Vainshtein. The connectivity carcass of a vertex subset in a graph and
its incremental maintenance. In Proceedings of the twenty-sixth annual ACM symposium on
Theory of computing, pages 716–725, 1994. doi:10.1145/195058.195442.

ISAAC 2024

https://doi.org/10.1002/net.21878
https://doi.org/10.4230/LIPICS.ICALP.2024.17
https://doi.org/10.4230/LIPICS.ICALP.2024.17
https://doi.org/10.1145/3623271
https://doi.org/10.1137/17M114306X
https://doi.org/10.1145/3397532
https://doi.org/10.1007/S00453-022-00978-0
https://doi.org/10.1137/1.9781611977073.27
https://doi.org/10.48550/arXiv.2406.15129
https://doi.org/10.1145/3564246.3585251
https://doi.org/10.1137/1.9781611977554.CH95
https://doi.org/10.1007/BF02115755
https://doi.org/10.1145/780542.780568
https://doi.org/10.1145/225058.225268
https://doi.org/10.1145/195058.195442


10:18 Optimal Sensitivity Oracle for Steiner Mincut

19 Yefim Dinitz and Alek Vainshtein. The general structure of edge-connectivity of a vertex
subset in a graph and its incremental maintenance. odd case. SIAM J. Comput., 30(3):753–808,
2000. doi:10.1137/S0097539797330045.

20 Ralph E Gomory and Tien Chung Hu. Multi-terminal network flows. Journal of the Society
for Industrial and Applied Mathematics, 9(4):551–570, 1961.

21 Zhongtian He, Shang-En Huang, and Thatchaphol Saranurak. Cactus representations in
polylogarithmic max-flow via maximal isolating mincuts. In Proceedings of the 2024 Annual
ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 1465–1502. SIAM, 2024.
doi:10.1137/1.9781611977912.60.

22 Giuseppe F Italiano, Adam Karczmarz, and Nikos Parotsidis. Planar reachability under
single vertex or edge failures. In Proceedings of the 2021 ACM-SIAM Symposium on Discrete
Algorithms (SODA), pages 2739–2758. SIAM, 2021. doi:10.1137/1.9781611976465.163.

23 Stephen Jue and Philip N. Klein. A near-linear time minimum steiner cut algorithm for planar
graphs. CoRR, abs/1912.11103, 2019. arXiv:1912.11103.

24 L. Lovász. Combinatorial problems and exercises. North-Holland Publishing Co., Amsterdam-
New York, 1979.

25 Merav Parter. Dual failure resilient BFS structure. In Chryssis Georgiou and Paul G. Spirakis,
editors, Proceedings of the 2015 ACM Symposium on Principles of Distributed Computing,
PODC 2015, Donostia-San Sebastián, Spain, July 21 - 23, 2015, pages 481–490. ACM, 2015.
doi:10.1145/2767386.2767408.

26 Jean-Claude Picard and Maurice Queyranne. On the structure of all minimum cuts in a network
and applications. In Rayward-Smith V.J. (eds) Combinatorial Optimization II. Mathematical
Programming Studies, 13(1):8–16, 1980. doi:10.1007/BFb0120902.

https://doi.org/10.1137/S0097539797330045
https://doi.org/10.1137/1.9781611977912.60
https://doi.org/10.1137/1.9781611976465.163
https://arxiv.org/abs/1912.11103
https://doi.org/10.1145/2767386.2767408
https://doi.org/10.1007/BFb0120902


Temporal Queries for Dynamic Temporal Forests
Davide Bilò #

Department of Information Engineering, Computer Science, and Mathematics,
University of L’Aquila, Italy

Luciano Gualà #

Department of Enterprise Engineering, University of Rome “Tor Vergata”, Italy

Stefano Leucci #

Department of Information Engineering, Computer Science, and Mathematics,
University of L’Aquila, Italy

Guido Proietti #

Department of Information Engineering, Computer Science, and Mathematics,
University of L’Aquila, Italy

Alessandro Straziota #

Department of Enterprise Engineering, University of Rome “Tor Vergata”, Italy

Abstract
In a temporal forest each edge has an associated set of time labels that specify the time instants in
which the edges are available. A temporal path from vertex u to vertex v in the forest is a selection
of a label for each edge in the unique path from u to v, assuming it exists, such that the labels
selected for any two consecutive edges are non-decreasing.

We design linear-size data structures that maintain a temporal forest of rooted trees under
addition and deletion of both edge labels and singleton vertices, insertion of root-to-node edges, and
removal of edges with no labels. Such data structures can answer temporal reachability, earliest arrival,
and latest departure queries. All queries and updates are handled in polylogarithmic worst-case time.
Our results can be adapted to deal with latencies. More precisely, all the worst-case time bounds
are asymptotically unaffected when latencies are uniform. For arbitrary latencies, the update time
becomes amortized in the incremental case where only label additions and edge/singleton insertions
are allowed as well as in the decremental case in which only label deletions and edge/singleton
removals are allowed.

To the best of our knowledge, the only previously known data structure supporting temporal
reachability queries is due to Brito, Albertini, Casteigts, and Travençolo [Social Network Analysis
and Mining, 2021], which can handle general temporal graphs, answers queries in logarithmic time
in the worst case, but requires an amortized update time that is quadratic in the number of vertices,
up to polylogarithmic factors.
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1 Introduction

Temporal graphs, a.k.a. time-varying graphs, are graphs in which each edge is only available
in specific time instants. These graphs are crucial for modeling and analyzing a variety of
complex systems such as social networks, communication networks, transportation systems,
and biological networks, where relationships and interactions evolve.

© Davide Bilò, Luciano Gualà, Stefano Leucci, Guido Proietti, and Alessandro Straziota;
licensed under Creative Commons License CC-BY 4.0

35th International Symposium on Algorithms and Computation (ISAAC 2024).
Editors: Julián Mestre and Anthony Wirth; Article No. 11; pp. 11:1–11:16

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:davide.bilo@univaq.it
https://orcid.org/0000-0003-3169-4300
mailto:guala@mat.uniroma2.it
https://orcid.org/0000-0001-6976-5579
mailto:stefano.leucci@univaq.it
https://orcid.org/0000-0002-8848-7006
mailto:guido.proietti@univaq.it
https://orcid.org/0000-0003-1009-5552
mailto:alessandro.straziota@uniroma2.it
https://orcid.org/0009-0008-4543-786X
https://doi.org/10.4230/LIPIcs.ISAAC.2024.11
https://arxiv.org/abs/2409.18750
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


11:2 Temporal Queries for Dynamic Temporal Forests

A simple and widely-adopted model of temporal graphs is the one of Kempe, Kleinberg,
and Kumar [19] in which a temporal graph is modeled as a graph G where each edge has an
assigned integral temporal label representing a time instant in which the edge is available.
Temporal paths are time-respecting walks on G, i.e., walks in which any two consecutive
traversed edges have non-decreasing labels. This model naturally generalizes to the case
in which an edge may be traversed in multiple time instants, i.e., when each edge of G

is associated with a set of integer labels, and many other generalizations have also been
proposed (see, e.g., [17]).

Due to their generality, many algorithmic problems regarding temporal graphs have been
considered in the literature, including the computation of good temporal paths [1, 10, 22]
w.r.t. several quality measures, sparsification [7, 8, 11, 12, 19], exploration [13, 14], a temporal
version of the classical vertex cover problem [2, 15], and network creation games [6], to
mention a few. Perhaps surprisingly, the problem of designing dynamic data structures
maintaining information on temporal connectivity has only been addressed quite recently,
despite the vast amount of literature for the non-temporal case (see, e.g., [16, 18] and the
references therein). In this regard, Brito, Albertini, Casteigts, and Travençolo [9] provide
a data structure that can answer temporal reachability queries in the incremental setting,
i.e., under the addition of new edges or of new labels to already existing edges. This data
structure has size O(n2τ), and an amortized update time of O(n2 log τ), where n is the
number of vertices of the temporal graph and τ is its lifetime, i.e., the number of distinct
labels. Given two vertices u, v and two time instants t, t′, it can report whether there exists
a temporal path from u to v that departs from u no earlier than t and arrives in v no later
than t′. The worst-case time required by such a query is O(log τ) and the corresponding
path can be retrieved in O(log τ) worst-case time per edge.

In [4] the authors consider the problem of maintaining a directed graph in which edge
(u, v) exists if there is a temporal path from u to v in G, and show how to efficiently update
the time-transitive closure in the restricted chronological incremental case, where the inserted
labels must be monotonically non decreasing.

Our results. We focus on the case in which the temporal graph of interest is acyclic, i.e., it
is a temporal forest F , and we design data structures that support insertions and deletions of
edge labels and can answer temporal reachability queries along with the more general earliest
arrival (EA) and latest departure (LD) queries. Given two distinct vertices u, v and time
instant t, an EA (resp. LD) query reports the smallest arrival time (reps. largest departure
time) among those of all temporal paths from u to v that depart no earlier than t (resp.
arrive no later than t).

Our main data structure is dynamic also w.r.t. a second aspect. In addition of being able
to add and remove labels from the edges of F , it also supports the addition and deletion of
singleton vertices along with link and cut operations in a temporal forest of rooted trees.
The link operation adds a new edge (u, v) with label ℓ in F from the root u of any tree to
any other vertex v in a different tree, thus merging the two trees into one. The cut operation
deletes the last label of an edge e and removes e from F , thus splitting the tree T that
contained e into two trees T1, T2, where the root of T1 coincides with that of T and T2 is
rooted in the unique endvertex of e in T2.

Our data structure has linear size, and can be updated in O(log M) worst-case time per
operation, where M is the total number of (not necessarily distinct) labels in the forest at the
time of the operation. EA and LD queries require O(log L · log M) worst-case time, where
L is the maximum number of labels on a single edge at the time of the operation, and a
temporal reachability query can be answered in O(log M) worst-case time (see Theorem 3).
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In the special case of temporal paths with fixed topology (i.e., when only insertions and
deletions of edge labels are allowed), we can improve the worst-case time complexity of EA
and LD queries to O(log M), thus shaving a O(log L) factor (see Theorem 2).

Our data structure can also be adapted to the more general case of temporal forests
with latencies, in which the labels on a generic edge are pairs (ℓ, d), with d ≥ 0, encoding
the fact that the edge can be traversed at time ℓ from any endvertex to reach the other
endvertex at time ℓ+d. The data structure retains the same worst-case asymptotic guarantees
when latencies are uniform (see Corollary 7). For arbitrary latencies, we consider both the
incremental and the decremental scenarios. In the incremental scenario we support the
addition of new labels to existing edges, the addition of singleton vertices, and the above
link operation, while the decremental scenario only involves label/singleton deletions and cut
operations. In both cases, the above O(log M) upper bound on the update time becomes
amortized (see Theorem 6).

2 Preliminaries

A temporal forest is an undirected forest F = (V (F ), E(F )) paired with a function λ :
E(F ) → P(Z) that associates a set λ(e) ⊆ Z of labels to each edge e ∈ E(F ). A temporal
path π from vertex u ∈ V (F ) to vertex v ∈ V (F ) \ {u} in F is a sequence of pairs
⟨(e1, ℓ1), (e2, ℓ2), . . . , (ek, ℓk)⟩ such that ⟨e1, e2, . . . , ek⟩ is a path from u to v in F , ℓi ∈ λ(ei)
for all i = 1, . . . , k, and ℓi ≤ ℓi+1 for all i = 1, . . . , k − 1. The departure time departure(π)
and the arrival time arrival(π) of π are ℓ1 and ℓk, respectively.

Given two distinct vertices u, v ∈ V (F ), and ta, td ∈ Z ∪ {−∞, +∞}, ΠF (u, v, td, ta) is
the set of all temporal paths from u to v in F having a departure time of at least td and an
arrival time of at most ta. For a time t ∈ Z ∪ {−∞}, the earliest arrival time of a temporal
path from u to v with departure time at least t is denoted by EA(u, v, t) and is defined as
minπ∈Π(u,v,t,+∞) arrival(π). If no temporal path from u to v with departure time at least t

exists in F , i.e., if Π(u, v, t, +∞) = ∅, we define EA(u, v, t) = +∞. A path π ∈ Π(u, v, t, +∞)
such that arrival(π) = EA(u, v, t) is called an earliest arrival path.

Similarly, we denote the latest departure time of a temporal path from u to v having
an arrival time of at most t ∈ Z ∪ {+∞} as LD(u, v, t) = maxπ∈Π(u,v,−∞,t) departure(π).
If Π(u, v, −∞, t) = ∅, then we let LD(u, v, t) = −∞. A path π ∈ Π(u, v, t, +∞) such
that arrival(π) = LD(u, v, t) is called a latest departure path. As an edge case, we define
EA(u, u, t) = LD(u, u, t) = t for all u ∈ V (F ).

We design a data structure for maintaining information on a dynamic temporal forest of
rooted trees. The data structure must efficiently answer to the following queries:

Earliest arrival time (EA query): Given two vertices u, v ∈ V (F ) with u ̸= v, and a time
t ∈ Z ∪ {−∞}, report EA(u, v, t);

Latest departure time (LD query): Given two vertices u, v ∈ V (F ) with u ̸= v, and a time
t ∈ Z ∪ {+∞}, report LD(u, v, t);

Temporal reachability: Given two vertices u, v ∈ V (F ) with u ̸= v, and two times ta, td ∈
Z ∈ {−∞, +∞} with ta ≤ td, report whether there exists a temporal path π from u to v

in F with departure(π) ≥ ta and arrival(π) ≤ td.

Clearly, a data structure that supports EA queries or LD queries also supports temporal
reachability queries with the same worst-case query time. The update operations we consider
are the following:
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11:4 Temporal Queries for Dynamic Temporal Forests

Label addition: Given an edge e ∈ E(F ) and a value ℓ ∈ Z \ λ(e), add ℓ to λ(e);
Label deletion: Given an edge e ∈ E(F ) with |λ(e)| ≥ 2 and some ℓ ∈ λ(e), delete ℓ

from λ(e);
Link: Given two vertices u, v where u is the root of some tree T in F and v is some vertex

of a tree T ′ of F with T ′ ̸= T , and a label ℓ ∈ Z, add the edge (u, v) to F and set
λ((u, v)) = {ℓ}. The new tree resulting from merging T with T ′ retains the root of T ′;

Cut: Given an edge e ∈ E(F ) with |λ(e)| = 1, remove the edge e from the tree T of F

containing e, thus splitting T into two new trees T1, T2 where T1 retains the root of T

and T2 is rooted in the unique endvertex of e in T2;
Singleton addition/deletion: Add a new (resp. remove an existing) singleton vertex to (resp.

from) F .

If u, v, w are vertices of F such that w lies on the unique path between u and v in F we
have that EA(u, v, t) = EA(w, v, EA(u, w, t)) and LD(u, v, t) = LD(u, w, LD(w, v, t)).

Let −F be the temporal forest such that V (F ) = V (−F ), E(F ) = E(−F ), and for every
e ∈ E(F ), the set of labels of e in −F is {−ℓ | ℓ ∈ λ(e)}. One can observe that:

▶ Lemma 1. The value of LD(u, v, t) in F coincides with −EA(v, u, −t) in −F .

Finally, given a subset X of a universe possessing a strict total order, and an element x

of the universe, we define the successor succ(x, X) (resp. predecessor pred(x, X)) of x w.r.t.
X as the minimum element y ∈ X s.t. y ≥ x (resp. the maximum element y ∈ X s.t. y ≤ x).
If such an element y does not exist, succ(x, X) = +∞. Similarly, the strict successor (resp.
strict predecessor) is defined as succ(x, X \ {x}) (resp. pred(x, X \ {x})).

3 Warm up: a data structure for temporal paths

As a warm up, in this section we consider the simpler case in which the forest F is actually a
fixed path, and the only supported operations are label additions and deletions to/from the
edges of F . We use this section to introduce some of the ideas of our construction, which
we generalize to the case of dynamic temporal forests in Section 4 that also contains the
correctness proofs. More precisely, we establish the following result:

▶ Theorem 2. Given a temporal path with n vertices, it is possible to build in O(n+M log L)
time, a data structure of linear size supporting EA and LD queries under label insertions
and deletions in O(log M) worst-case time per operation, where L is the maximum number
of labels on the same temporal edge, and M is the total number of (not necessarily distinct)
labels in the path at the time of the operation.

Fix an arbitrary endvertex v0 of the path F , and let vi be the unique vertex at hop-
distance i from v0 in F . We think of F as a tree rooted in vn−1. With this interpretation,
the main technical difficulty lies in designing a data structure capable of answering upward
EA queries, i.e., EA queries from some vertex vi to some vertex vj with j > i. The cases of
downward EA queries can be managed by a similar data structure rooted in v0. LD queries
and reachability queries can be recast as EA queries as already discussed in the preliminaries
and in Lemma 1.

The naive solution to represent all possible upward earliest arrival paths in F is that of
building a forest of rooted trees similar to the one shown on the top-left of Figure 1. This forest
represents each label ℓ of each edge e = (vi, vi+1) in F as a node whose parent corresponds
to the first label of (vi+1, vi+2) that is larger than or equal to ℓ (if any). Intuitively, moving
upwards in F along an earliest arrival path corresponds to moving upwards in a tree of such
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Figure 1 Top left: a forest representing all possible upward earliest arrival paths. Top right: the
corresponding weighted forest F . Red edges have weight 0, while blue ones have weight 1. Here, a
label ℓ ∈ λ(ei) is shown above edge ei and models the node (ℓ, i). Bottom left and bottom right:
the forests F obtained after adding label 5 to λ(e3) and then deleting label 6 from λe3. New edges
are shown in bold while removed ones are dashed.

a forest. Unfortunately, explicitly maintaining this forest would be costly since even a single
label insertion/deletion could cause a large number of edges to be rewired. We circumvent
this problem by maintaining a different edge-weighted forest F(λ) that still represents all
possible upward earliest arrival paths while guaranteeing that each node has constant degree.

Let ei be the edge (vi, vi+1). Our forest F(λ) contains a node (ℓ, i) for each edge ei in
F , and for each ℓ ∈ λ(ei). To aid readability we use the term vertex to refer to vertices
in F , and the term node for those in F(λ). To describe the edges of F(λ), we first define
a partial function σi(ℓ, λ) that maps the labels ℓ ∈ λ(ei) to a “successor” node, which is
either the one corresponding to the smallest label strictly larger than ℓ on the same edge
ei, or the one corresponding to the successor of ℓ among the labels of edge ei+1. More
precisely, given i ∈ {0, . . . , n − 2} and ℓ ∈ λ(ei), we consider ℓ+ = succ(ℓ + 1, λ(ei)). For
i = n − 2, σi(ℓ, λ) is defined as (ei, ℓ+) if ℓ+ < +∞, and is undefined if ℓ+ = +∞. For
i ∈ {0, . . . , n − 3}, we compare ℓ+ with ℓ′ = succ(ℓ, λ(ei+1)). If ℓ+ = ℓ′ = +∞, then σi(ℓ, λ)

is undefined. Otherwise σi(ℓ, λ) =
{

(ℓ+, i) if ℓ+ ≤ ℓ′;
(ℓ′, i + 1) if ℓ′ < ℓ+.

All the nodes (ℓ, i) for which σi(ℓ, λ) is undefined are the roots of their respective trees in
F(λ). Whenever λ is clear from context we write F in place of F(λ) and σi(ℓ) in place of
σi(ℓ, λ). See Figure 1 (top-right) for an example.

The weights of all edges of the form ((·, i), (·, i + 1)) are set to 1, while those of the
remaining edges, of the form ((·, i), (·, i)), are set to 0. Our definition of σi ensures that
different children of the same node v in F must be linked to v using edges of different weights.
As a consequence, each vertex has at most 2 children in F .

Our data structure stores:
A top tree [3] representing F . A top-tree is a data structure capable of maintaining
an edge-weighted forest under insertion of new nodes, deletion of singleton nodes, and
under link and cut operations, i.e., addition and deletion of edges. Moreover, it supports
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11:6 Temporal Queries for Dynamic Temporal Forests

weighted level ancestor queries: given a vertex v and w ∈ N, it reports the w-th weighted
level ancestor LA(v, w) of v in F , i.e., the deepest ancestor of v at distance at least w

from v (if any). Each of the above operations requires O(log η) worst-case time, where η

is the number of nodes in the forest. A top tree with η nodes can be built in O(η) time.
Whenever a node/edge is added removed from F , we perform the corresponding update
operation on the backing top tree.
A dictionary Di for each edge ei that supports insertions, deletions, and
predecessor/successor queries in O(log η) worst-case time per operation, where η is
the number of keys in Di. The dictionary can be build in O(η log η) time. The keys in Di

are the labels in λ(ei) and each label ℓ is associated with a pointer to vertex (ℓ, i) in F .
Such a dictionary can be implemented using any dynamic balanced binary search tree.

Answering EA queries. To report EA(vi, vj , t) with j > i, we first find ℓ = succ(t, λ(ei))
using Di, then we query F for the (j − i − 1)-th weighted level ancestor (ej−1, ℓ∗) of (ei, ℓ).
If such ancestor exist, we answer with ℓ∗. Otherwise we answer with +∞. Finding ℓ requires
time O(log L) in the worst case, while querying F can be done in worst-case O(log M) time.
Hence the overall worst-case time required to answer the query is O(log M).

An auxiliary procedure. A label insertion causes the addition of a new node into F , while
a label deletion causes the deletion of the corresponding node from F . This may result in
some nodes in F that have an incorrect parent (or lack of thereof) from the one that would
be expected according to the construction discussed above.

To address this problem, we define an auxiliary procedure FixParent(ℓ, i) that will be
helpful in restoring the correct state of F . Such procedure takes the index i of some edge ei

in F and a label ℓ ∈ λ(ei), and ensures that the edge from node (ℓ, i) to its parent in F (if
any) is properly set (or unset) by only considering Di and Di+1.

To implement FixParent(ℓ, i) we first cut the current edge from (ℓ, i) to its parent in F
(if any). Then, we compute σi(ℓ) in O(log L) time by searching for the needed successors in
Di and Di+1, according to the definition of σi. Finally, we link vertex (ℓ, i) with σi(ℓ), if
any, in F . Since link and cut operations also require time O(log M), the overall worst-case
time spent by FixParent is O(log M).

Label addition. To add label ℓ on edge ei, we first insert node (ℓ, ei) into F , and ℓ into
Di. Then, if i ≥ 1 and ℓ′ = pred(ℓ, λ(ei−1)) exists, we perform FixParent(ℓ, i − 1). Next, we
perform FixParent(ℓ, i). Finally, if ℓ− = pred(ℓ−1, λ(ei)) exists, we perform FixParent(ℓ−, i).
See Figure 1 for an example.

The overall worst-case time required is O(log M) since we only perform a constant number
of predecessor/successor lookups, node insertions into F , and calls to FixParent.

Label deletion. To remove label ℓ from edge ei, we first delete ℓ from Di and remove node
(ei, ℓ), along with all its incident edges, from F . Then, if i ≥ 1 and ℓ′ = pred(ℓ, λ(ei−1))
exists, we perform FixParent(ℓ′, i − 1). Finally, if ℓ− = pred(ℓ − 1, λ(ei)) exists, we perform
FixParent(ℓ−, i). The overall worst-case time required is O(log M) since we only perform a
constant number of predecessor/successor lookups, edge/node deletions from F , and calls to
FixParent.
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4 Our data structure for temporal forests

In this section we discuss how our data structure for temporal paths with static topology
can be generalized to temporal forests of rooted trees while also supporting link and cut
operations as well as insertions and deletions of singleton vertices. More precisely, we prove
the following result.

▶ Theorem 3. Given a temporal forest of rooted trees, it is possible to build, in O(n+M log L)
time, a data structure of linear size, where n is the number of vertices, L is the maximum
number of labels on the same temporal edge, and M is the total number of (not necessarily
distinct) labels in the forest at the time of the operation. The data structure supports label
additions, label deletions, link, and cut operations, and addition/deletion of singleton vertices
in O(log M) worst-case time per operation, EA and LD queries in O(log L · log M) worst-case
time per operation, and reachability queries in O(log M) worst-case time per operation.

We observe that it is easy to extend Theorem 2 to fixed temporal forests where one only
needs to support label additions and deletions and aims for a query time of O(log n · log M),
where n is the number of vertices in F . Indeed, it suffices to construct the data structure for
temporal paths on each path of a heavy-light decomposition [21] of (each tree of) F . Details
are given in the full version of the paper.

This section is organized as follows: we first discuss a data structure that only supports
updates are label additions and deletions, and then we show how to handle link and cut
operations as well as insertions and deletions of singleton vertices.

4.1 A data structure supporting only label additions and deletions
While the natural generalization of our construction for temporal paths of Section 3 to the
case of trees would already provide a data structure supporting fast upward EA queries, such
a solution runs into a similar problem as the one discussed for the naive approach. Indeed,
in a tree of degree ∆ a node of F may have Ω(∆) children, and its removal may cause the
rewiring of Ω(∆) edges.

Our construction avoids this problem by further grouping the (nodes in F corresponding
to the) edges from sibling vertices to their common parent v in F into a block Bv (see
Figure 2).

For a non-root vertex v ∈ V (F ), we denote by p(v) the parent of v in F , and by ev the
edge (v, p(v)). The forest F(λ) contains a node (ℓ, v) for each non-root vertex v ∈ V (F ) and
for each ℓ ∈ λ(ev). Moreover, for every non-leaf vertex v ∈ V (F ), we define the block of v as
the set Bv(λ) containing all nodes (ℓ, u) where u is a child of v in F . We fix an arbitrary
strict total ordering of the vertices of V (F ) and we think of the nodes of F as being ordered
w.r.t. the order relation that compares nodes lexicographically, i.e., (ℓ, u) precedes (ℓ′, v) if
either ℓ < ℓ′, or if ℓ = ℓ′ and u precedes v in the chosen ordering of the vertices.

Similarly to the case of temporal paths, the edges of F(λ) are defined by making use of
a partial function σu(ℓ, λ) that associates the nodes of F to their parents. More precisely,
given a non-root vertex u ∈ V (F ) and ℓ ∈ λ(eu), we let v = p(u) so that (ℓ, u) ∈ Bv. If v is
a root in F , σu(ℓ, λ) is defined as the strict successor of (ℓ, u) in Bv, if it exists, otherwise
σu(ℓ, λ) is undefined.

To define σu(ℓ, λ) when v is not a root of F , let ℓ′ = succ(ℓ, λ(ev)). We distinguish two
cases depending on whether the strict successor (ℓ+, u+) of (ℓ, u) in Bv exists. If (ℓ+, u+)

exists we define σu(ℓ, λ) =
{

(ℓ+, u+) if ℓ+ ≤ ℓ′;
(ℓ′, v) if ℓ+ > ℓ′.
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Figure 2 Left: a sample rooted temporal tree. Right: a representation of the forest F maintained
by the data structure for temporal forests of Section 4.

If (ℓ+, u+) does not exist, then σu(ℓ, λ) = (ℓ′, v) when ℓ′ < +∞ and σu(ℓ, λ) is undefined when
ℓ′ = +∞. The nodes (ℓ, u) such that σu(ℓ, λ) is undefined are the roots of the corresponding
trees in F(λ). Whenever λ is clear from context, we write F in place of F(λ), Bv in place of
Bv(λ), and σu(ℓ) in place of σu(ℓ, λ).

We say that an edge in F between nodes in the same block is red, while inter-block edges
are blue. We assign weight 0 to red edges, and weight 1 to blue edges. See Figure 2 for an
example.
Our data structure stores:

A top tree representing F . In addition to the operations discussed in Section 3, a top
tree also supports lowest common ancestor (LCA) queries, i.e., given two nodes u, v of
F , it either reports that u and v belong to different trees in F , or it answers with the
deepest vertex w in the unique tree T containing both u and v such that w is an ancestor
of both u and v. An LCA query requires O(log η) worst-case time, where η is the number
of nodes in F .

A dictionary Dv for each non-root vertex v ∈ V (F ) that stores a key for each label in
λ(ev) and that supports insertions, deletions and predecessor/successor queries. Each key
ℓ stores, as satellite data, a pointer to node (ℓ, v) in F .

A dictionary for each block Bv, where v is a non-leaf vertex in F . Such a dictionary stores
all elements in Bv and supports insertions, deletions and predecessor/successor queries
w.r.t. our order relation on the nodes.

The depth d(v) of each vertex v in the (unique) rooted tree T containing v in F , i.e., the
hop distance between v and the root of T .

Adapting FixParent. FixParent(ℓ, v) takes a non-root vertex v ∈ V (F ) and a label ℓ ∈ λ(ev),
and ensures that the edge from node (ℓ, v) to its parent in F , if any, is properly set.

To implement FixParent(ℓ, v) we first cut the current edge from (ℓ, v) to its parent in F
(if any). Then we compute σv(ℓ) in O(log L) worst-case time by searching for the needed
successors in Bp(v) and Dp(v) (if p(v) exists), according to the definition of σv. Notice that
σv(ℓ) might be undefined. Finally, if σv(ℓ) is defined, we link vertex (ℓ, v) with σv(ℓ). Since
link and cut operations require time O(log M), the overall worst-case time spent by FixParent
is O(log M).
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Label addition. To add label ℓ on edge ev, we first insert node (ℓ, v) into F , ℓ into Dv,
and (ℓ, v) into Bp(v). Then, if v is not a leaf in F and (ℓ′, u) = pred((ℓ, +∞), Bv) exists, we
perform FixParent(ℓ′, u).1 Next, we perform FixParent(ℓ, v). Finally, if the strict predecessor
(ℓ−, v−) of (ℓ, v) in Bp(v) exists, we perform FixParent(ℓ−, v−).2

Label deletion. To delete label ℓ from edge ev, we remove the node (ℓ, v) from F along
with all its incident edges, we delete ℓ from Dv, and we delete (ℓ, v) from Bp(v). Then, if v is
not a leaf in F and (ℓ′, u) = pred((ℓ, +∞), Bv) exists, we perform FixParent(ℓ′, u). Finally,
if the strict predecessor (ℓ−, v−) of (ℓ, v) in Bp(v) exists, we perform FixParent(ℓ−, v−).

To prove the correctness of our label addition deletion procedures we need the following
lemma, whose proof is given in the full version of the paper, which captures the changes to
F following an update:

▶ Lemma 4. Consider a forest F , two functions λ′, λ : E(F ) → P(Z) and an edge ev ∈ E(F )
such that, for each e′ ∈ E(F )\{ev}, λ(e′) = λ′(e′) and λ(ev) = λ′(ev)\{ℓ} with ℓ ∈ λ′(ev). Let
F ′ = F(λ′) and F = F(λ). Let U be the set containing (ℓ, v), (ℓ′, u) = pred((ℓ, +∞), Bv(λ))
(if it exists), and the strict predecessor (ℓ−, v−) of (ℓ, v) in Bp(v)(λ) (if it exists).

We have that V (F) = V (F ′) \ {(ℓ, v)} and that all nodes in V (F) \ U have the same
parent (or lack of thereof) in both F and F ′.

Then, the correctness of the label addition procedure follows from Lemma 4 with λ (resp.
λ′) chosen as the function that maps each edge to its labels before (resp. after) the addition,
once one observe that FixParent is invoked on all vertices of the set U defined by the lemma.
Symmetrically, the correctness of the label deletion procedure follows from Lemma 4 when
the roles of λ and λ′ are reversed.

The overall worst-case time required per update is O(log M) since we only perform a
constant number of (strict) predecessor lookups, edge/node deletions from F , and calls to
FixParent. Observe that Lemma 4 implies that, when node (ℓ, v) is deleted, its degree in F
is constant (since each child of (ℓ, v) changes its parent following the deletion).

Answering upward EA queries and downward LD queries. We first discuss how to report
EA(u, v, t) when u is a proper descendent of v in F .3 To do so, we start by finding
ℓ = succ(t, λ(eu)). If ℓ = +∞, we answer with +∞, otherwise we query F for the (dv −du−1)-
th weighted level ancestor of (ℓ, u). If such an ancestor (ℓ∗, w) exists we answer with ℓ∗,
otherwise we answer with +∞. This requires O(log M) worst-case time since it only involves
a successor lookup in Du and a weighted level ancestor query on the top tree representing F .

The correctness of our query procedure stems by a structural property of F captured by
the following lemma, whose proof is given in the full version of the paper.

▶ Lemma 5. Let u, v ∈ V (F ) where v is a proper ancestor of v, let t ∈ Z ∪ {−∞}, and
define ℓ = succ(t, λ(eu)). If (i) ℓ = +∞ or (ii) ℓ < +∞ and LA((ℓ, u), dv − du − 1) does not
exist, then EA(u, v, t) = +∞. Otherwise, LA((ℓ, u), dv − du − 1) = (ℓ∗, w) where w is the
unique ancestor of u such that p(w) = v and ℓ∗ = EA(u, v, t).

1 Notice that the set of nodes in Bv does not change following the label addition.
2 Notice that the insertion of (ℓ, v) into Bp(v) does not affect the value (nor the existence) of the strict

predecessor of (ℓ, v) in Bp(v).
3 Since the topology of F does not change, checking whether u is a proper descendent of v can be done in

constant time after O(n)-time preprocessing, where n is the number of vertices in F .
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To answer downward LD queries, we maintain a mirrored data structure for −F , in which
each original label ℓ is replaced with −ℓ. Lemma 1 allows us to answer downward LD queries
in O(log M) worst-case time by performing upward EA queries on the data structure for −F .

Answering upward LD queries and downward EA queries. To report LD(u, v, t) when u is
a proper descendent of v in F , we binary search for the largest label ℓ∗ ∈ λ(eu) such that
EA(u, v, ℓ∗) ≤ t. Then, we report ℓ∗. The correctness of our query immediately follows from
the fact that the values EA(u, v, ℓ) are monotonically non decreasing w.r.t. ℓ. This requires a
worst-case time of O(log L · log M). To report EA(w, v, t) when v is a proper descendant of w

in F , we compute LD(v, w, −t) on the data structure for −F and answer with −LD(v, w, −t).
The worst-case time required is O(log L · log M).

Answering general EA and LD queries. To answer a general EA(u, v, t) query we compute
the lowest common ancestor w of u and v in F in constant time using the data structure in [5],
and we return EA(w, v, EA(u, v, t)) where EA(w, v, ·) is a downward query, and EA(u, v, ·) is
an upward query. General LD queries can similarly be answered by using the data structure
for −F . The worst-case time required to answer such queries is O(log L · log M).

Answering temporal reachability queries. To report whether a vertex v is reachable from
a vertex u using a temporal path in F that departs no earlier than td and arrives no later
ta, we compute the lowest common ancestors w of u and v in F in constant time and we
answer affirmatively iff EA(u, w, td) ≤ LD(w, v, ta). The overall worst-case time required is
O(log M) since we only need to perform an upward EA query and a downward LD query.

4.2 Supporting link and cut operations
To support general link and cut operations we additionally maintain F using a top tree.4
Each time that an edge is added/removed from F , we perform the corresponding operation
on the backing top tree. Moreover, we no longer explicitly maintain the depths dv, but rather
we query the top tree of F every time any such depth is needed.5 Similarly, all LCA queries
on F are now performed using the backing top tree.

Insertions and deletion of singleton vertices are straightforward, therefore we only discuss
how to handle link and cut operations.

Link operations. To implement a link operation where u is the root of some tree T in F

and v is some vertex of a tree T ′ of F with T ′ ̸= T , and a label ℓ ∈ Z, we first link u and v

in F by adding edge (u, v), so that the parent of u becomes v, and we add label ℓ to (u, v)
as explained in Section 4.1. The worst-case time required is O(log M).

Cut operations. To cut an edge (u, v) of F with a single label ℓ ∈ λ((u, v)), where u is a
child of v w.l.o.g., we first remove the only label ℓ (corresponding to the only key in Du)
from (u, v) as explained in Section 4.1. Then, we cut (u, v) from F , thus creating a new tree
rooted in u. The worst-case time required is O(log M).

4 Some technical care is needed to obtain the stated bounds, which only depend on M , when M = o(n).
This can be achieved by not actually storing singleton vertices in the top tree, so that the number of
vertices in the top tree is always O(M). The operations of our data structure are easy to adapt to
handle this edge case. E.g., whenever a link operation on F involves some singleton vertex v, we can
add v to the top tree immediately before performing the link.

5 Indeed, the top tree can report the root of the tree in F that contains v and the hop-distance between
any two nodes in F in logarithmic time.



D. Bilò, L. Gualà, S. Leucci, G. Proietti, and A. Straziota 11:11

5 Our data structure for temporal forests with latencies

Our model of temporal graphs can be generalized by introducing latencies. In temporal
graphs with latencies, each edge e is associated with a collection of pairs (ℓ, d) encoding that
edge e can be traversed at the departure time ℓ stating from one of its endvertices in order
to reach the other endvertex at time ℓ + d. The value d is called a latency.

Equivalently, each (activation time, latency) pair (ℓ, d) can be expressed as (ℓ, α), where
α = ℓ + d is the arrival time. These two representations are clearly equivalent, but the latter
one results in a lighter notation for our purposes. Therefore, in the rest of the section we
will adopt the (departure time, arrival time) convention and we accordingly define λ(e) as
the set of all (departure time, arrival time) pairs (ℓ, α) associated with edge e.6

A temporal path π from vertex u ∈ V (F ) to vertex v ∈ V (F ) \ {u} in F is a sequence
of triples ⟨(e1, ℓ1, α1), (e2, ℓ2, α2), . . . , (ek, ℓk, αk)⟩ such that ⟨e1, e2, . . . , ek⟩ is a path from u

to v in F , (ℓi, αi) ∈ λ(ei) for all i = 1, . . . , k, and αi ≤ ℓi+1 for all i = 1, . . . , k − 1. The
departure time of π is ℓ1 and its arrival time is αk. The notions of earliest arrival paths,
latest departure paths, reachability, and the corresponding queries extend naturally.

In this section we argue that our data structure for temporal forests can be adapted to
additionally support latencies. This comes at the cost of turning our worst-case bounds on
the time complexities of the link and cut operations into amortized bounds that hold for the
incremental case, in which only link operations are allowed, and in the decremental case, in
which only cut operations are allowed.7

▶ Theorem 6. Given a temporal forest of rooted trees with latencies, it is possible to build a
data structure of linear size that supports EA and LD queries in O(log L · log M) worst-case
time per operation, and reachability queries in O(log M) worst-case time per operation, where
L is the maximum number of labels on the same temporal edge, and M is the total number of
(not necessarily distinct) labels in the forest at the time of the operation. In the incremental
case, the data structure also supports insertions of singleton vertices, label insertions, and
link operations in amortized time O(log M). In the decremental case, the data structure
also supports deletions of singleton vertices, label deletions, and cut operations in amortized
O(log M) time and amortized building time of O(M log L).8

As before, we consider a temporal forest with latencies F containing rooted temporal
trees and, for a non-root vertex v, we define ev as the edge from v to its parent p(v) in the
unique tree of F containing v. We define F(λ) as the forest containing a node (α, ℓ, v) for
each non-root vertex v and for each (ℓ, α) ∈ λ(ev). For each non-leaf vertex v ∈ V (F ), we
also define the block of v as the set Bv(λ) containing all nodes (α, ℓ, u) such that p(u) = v.
We fix an arbitrary order of the vertices of V (F ) and we think of the nodes of F as being
ordered w.r.t. the order relation that compares nodes lexicographically, i.e., (α, ℓ, u) precedes
(α′, ℓ′, v) if (i) α < α′, or (ii) α = α′ and ℓ < ℓ′, or (iii) α = α′, ℓ = ℓ′, and u precedes v in
the chosen ordering of the vertices. Informally, we first order the nodes in a block by arrival
time, then by departure time, and finally by their corresponding vertex in F .

6 The special case in which all labels (ℓ, α) have α = ℓ corresponds to the model used in the previous
sections.

7 Our data structure can still handle arbitrary sequences of link and cut operations, but the amortized
bounds do not hold for this case.

8 In the decremental case, we can naturally assume that the initial number of vertices n in F satisfies
n = Ω(M).
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Figure 3 Left: a sample rooted temporal tree with latencies. Right: a representation of the forest
F maintained by the data structure for temporal forests with latencies of Section 5.

We now define the analogue of the function σ for temporal forests with latencies. More
precisely, given a non root vertex u in F with parent v = p(u) and (ℓ, α) ∈ λ(eu), we let
(α+, ℓ+, u+) be the strict successor of (α, ℓ, u) in Bv(λ), if any. If v is a root of a tree in F ,
then σu(α, ℓ, λ) = (t+, ℓ+, u+) if (t+, ℓ+, u+) exists, otherwise σu(α, ℓ, λ) is undefined. When
v is not a root of any tree in F , we define NextHop(α, ℓ, u) as the node (α′, ℓ′, v) such that
(ℓ′, α′) ∈ λ(ev), ℓ′ ≥ α, and α′ is minimized, breaking ties in favor of labels with the largest
departure time (such a node might not exists).

We observe that if NextHop(α+, ℓ+, u+) exists, if it exists, either coincides with (α′, ℓ′, v)
or it follows (α′, ℓ′, v) in Bp(v) w.r.t. our ordering. Thus, if both (α+, ℓ+, u+) and (α′, ℓ′, v)

exist, we define: σu(α, ℓ, λ) =
{

(α+, ℓ+, u+) if α+ ≤ ℓ′;
(α′, ℓ′, v) if ℓ′ < α+.

Here the condition α+ ≤ ℓ′ is equivalent to the following: NextHop(α+, ℓ+, u+) exists
and coincides with (α′, ℓ′, v). If neither (α+, ℓ+, u+) nor (α′, ℓ′, v) exist, then σu(α, ℓ, λ) is
undefined and thus (α, ℓ, λ) is a root. Otherwise, σu(α, ℓ, λ) is defined as the only node that
exists among (α+, ℓ+, u+) and (α′, ℓ′, v). As usual, we drop the parameter λ from F(λ),
σu(α, ℓ, λ), and B(λ) whenever λ is clear from context.
Our data structure is analogous to that of Section 4, with the following exceptions:

each dictionary Dv storing the pairs in λ(ev) now supports queries of the following form:
given a range of values of interest for ℓ (resp. α), return the minimum/maximum value
of α (resp. ℓ) w.r.t. all labels (ℓ, α) ∈ λ(ev) such that ℓ (resp. α) is in the sought range
(notice that value might not exist). This can be done in time O(log |λ(ev)|) using, e.g.,
priority search trees [20], which require space O(|λ(ev)|).
for each non-leaf node v we say that a node (α, ℓ, u) ∈ Bv is a head of Bv if (α, ℓ, u) either
has no parent in F or it is linked to its parent with a blue edge. We store a dictionary
Hv that contains all heads of Bv.

Since queries are analogous to the latency-free case, we only focus on label additions/deletions.

An auxiliary procedure. The auxiliary procedure FixParent(ℓ, α, v) for the case with laten-
cies is similar to FixParent in the case without latencies, since it only uses the definition
of σv as before. The only difference is that that the execution of FixParent also needs to
update Hp(v) taking into account the new parent of (ℓ, α, v).

Label addition. To add label (ℓ, α) on edge ev, we first insert node (α, ℓ, v) into F , (ℓ, α)
into Dv, and (α, ℓ, v) into Bp(v). We find the maximum value ℓ− of ℓ′′ among all pairs
(ℓ′′, α′′) ∈ λ(ev) with α′′ < α using Dv.
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Let (α1, ℓ1, u1), . . . , (αk, ℓk, uk) be all the nodes in Bv such that ℓ− < αi ≤ ℓ sorted w.r.t.
our order (see Figure 4). We observe that all these nodes are consecutive in Bv. The parent
of (αk, ℓk, uk) becomes (α, ℓ, v), while the parent of all (αi, ℓi, ui) becomes (αi+1, ℓi+1, ui+1).
This requires updating all heads in Hv between (α1, ℓ1, u1) and (αk−1, ℓk−1, uk−1), and can
be in time O(h log M), where h is the number of such heads. This causes all the updated
heads to be removed from Hv, and (αk, ℓk, uk) to become a new head (if that was not already
the case). Next, we perform FixParent(α, ℓ, v). Finally, if the strict predecessor (α∗, ℓ∗, v∗)
of (α, ℓ, v) in Bp(v) exists, we perform FixParent(α∗, ℓ∗, v∗).

We now argue that the amortized time complexity of each label insertion is O(log M) in
the incremental case using the accounting method. Let c > 0 be a sufficiently large constant.
We keep a coin of value at least c · HM , where Hi =

∑i
j=1

1
j denotes the i-th harmonic

number, on each node of F that is either a root or is linked to its parent with a blue edge.
When a new label is inserted, we pay up to cM · 1

M+1 for the increase in value of the existing
coins so that each coin has value cHM+1, and cHM+1 for the coin on the new node (α, ℓ, v)
in F . We also add a coin of value cHM+1 on each of (α, ℓ, v) and (αk, ℓk, uk). Notice that
each node of (α1, ℓ1, u1), . . . , (αk−1, ℓk−1, uk−1) that changes the edge towards its parent
either had no parent, or it was linked to its previous parent with a blue edge. Moreover,
the new edges towards its parent must be red. This means that such a node had a coin of
value cHM+1 that we can use to pay for the cost of the rewiring. All the other operations
performed during a label addition cost O(log M) worst-case time.

Label deletion. To delete the label (ℓ, α) from edge ev, we remove the node (α, ℓ, v) from
F along with all its incident edges, we delete (ℓ, α) from Dv, and we delete (α, ℓ, v) from
Bp(v), and possibly from Hp(v).

If v is not a leaf in F , let (α1, ℓ1, u1), . . . , (αk, ℓk, uk) be the nodes, in order, that had
the NextHop equal to (α, ℓ, v). Notice that such nodes induce a red path in F , and that
(αk, ℓk, uk) was the unique blue child of (α, ℓ, v) before the deletion.

As a consequence of the deletion, some of the nodes in (α1, ℓ1, u1), . . . , (αk, ℓk, uk) will
become heads of Bv, and hence will have a blue edge towards their new parent in Bp(v). We
find (αk, ℓk, uk) in O(log M) worst-case time via binary search in Bv and we use it discover
such heads as follows: Initially (α∗, ℓ∗, u∗) = (αk, ℓk, uk), and z = NextHop(αk, ℓk, uk).
We binary search Bv for the rightmost node (α′, ℓ′, u′) (w.r.t. our ordering) that precedes
(αk, ℓk, uk) and is such that NextHop(α′, ℓ′, u′) ̸= z. We mark node (α′, ℓ′, u′) as a head, and
repeat the above procedure using (α∗, ℓ∗, u∗) = (α′, ℓ′, u′), and z = NextHop(α′, ℓ′, u′). We
stop the above procedure as soon as z precedes (α, ℓ, v) in Bp(v). Then this requires O(log M)
time, plus and additional O(log M) time per discovered head since we can check whether
NextHop(α′, ℓ′, u′) ̸= z in constant time. Indeed, calling z = (αz, ℓz, v), we can define ℓ−

z as
the largest value of ℓ′′ among the pairs (ℓ′′, α′′) ∈ λ(ev) with α′′ < αz (such ℓ−

z can be found
by querying Dv). Then NextHop(α′, ℓ′, u′) ̸= z iff ℓ′ < ℓ−

z .
We run FixParent on (αk, ℓk, uk) and on all the marked heads, which also updates Hv.
Finally, if the strict predecessor (α−, ℓ−, v−) of (α, ℓ, v) in Bp(v) exists, we perform

FixParent(α−, ℓ−, v−).
We now argue that the amortized time complexity of each label deletion is O(log M) in

the decremental case using the accounting method. Let c be sufficiently large constant. We
keep a coin of value at least c · HM on each node of F that is either a root or is linked to its
parent with a red edge. Hence, we pay an amortized cost of O(M log M) at construction
time. When a label is deleted, we pay 2cHM to add a coin on each of (α−, ℓ−, v−), and
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(α−, `−, v)

(α1, `1, u1) (αh, `k, uk)
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. . .
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(α, `, v). . .Bp(v)

Bv
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Figure 4 A qualitative representation of the changes resulting from the addition of label (ℓ, α)
on edge ev. On the top: the blocks Bp(v) and Bv before inserting node (α, ℓ, v). On the bottom: the
new state of Bp(v) and Bv. Bold lines represent new edges, while dashed lines represent removed
ones.

(αk, ℓk, uk). Moreover, since each marked head (α′, ℓ′, u′) had a red edge towards its parent
before the deletion, we spend such a coin to pay for the execution of FixParent on (α′, ℓ′, u′).
All the other operations performed during a label deletion cost O(log M) worst-case time.

Uniform latencies. A special case of temporal graphs with latencies is the one with uniform
latencies, where all time labels have the same latency. In this case, the ordering defined on
the nodes of F is exactly the same as the one used in Section 4, for the case without latencies.
For this reason, the data structure we presented in this section guarantees a worst-case
update time of O(log M) because only a constant number of nodes in F can change their
parents.

▶ Corollary 7. Given a temporal forest of rooted trees with uniform latencies, it is possible to
build in O(n + M log L) time, a data structure of linear size, n is the number of vertices, L

is the maximum number of labels on the same temporal edge, and M is the total number of
(not necessarily distinct) labels in the forest at the time of the operation. The data structure
supports label additions/deletions, link/cut operations and addition/deletion of singleton
vertices in O(log M) worst-case time per operation, EA and LD queries in O(log L · log M)
worst-case time per operation, and reachability queries in O(log M) worst-case time per
operation.
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Abstract
The n-way number partitioning problem is a classic problem in combinatorial optimization, with
applications to diverse settings such as fair allocation and machine scheduling. All these problems
are NP-hard, but various approximation algorithms are known. We consider three closely related
kinds of approximations.

The first two variants optimize the partition such that: in the first variant some fixed number s

of items can be split between two or more bins and in the second variant we allow at most a fixed
number t of splittings. The third variant is a decision problem: the largest bin sum must be within
a pre-specified interval, parameterized by a fixed rational number u times the largest item size.

When the number of bins n is unbounded, we show that every variant is strongly NP-complete.
When the number of bins n is fixed, the running time depends on the fixed parameters s, t, u. For
each variant, we give a complete picture of its running time.

For n = 2, the running time is easy to identify. Our main results consider any fixed integer
n ≥ 3. Using a two-way polynomial-time reduction between the first and the third variant, we show
that n-way number-partitioning with s split items can be solved in polynomial time if s ≥ n − 2,
and it is NP-complete otherwise. Also, n-way number-partitioning with t splittings can be solved
in polynomial time if t ≥ n − 1, and it is NP-complete otherwise. Finally, we show that the third
variant can be solved in polynomial time if u ≥ (n − 2)/n, and it is NP-complete otherwise. Our
positive results for the optimization problems consider both min-max and max-min versions.

Using the same reduction, we provide a fully polynomial-time approximation scheme for the case
where the number of split items is lower than n − 2.
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12:2 Partitioning Problems with Splittings and Interval Targets

1 Introduction

In the classic setting of the n-way number partitioning problem, the inputs are a list
X = (x1, . . . , xm) of m non-negative integers and a number of bins n, and the required
output is an n-way partition (a partition of the integers into n bins) that attains some
pre-determined objective. In the decision version of the problem, the objective is to decide
whether there exists an n-way partition of X such that every bin sum is exactly equal
to

∑
xi∈X xi/n (we call it a perfect partition). In the min-max optimization version, the

objective is to find an n-way partition of X such that the maximum bin sum is minimized,
while in the max-min optimization version, the goal is to maximize the smallest bin sum.

For each problem of this paper, the problem objective is mentioned first, the fixed
parameters in square brackets, and the problem input in parenthesis. Let us formally define
the min-max version of the n-way number partitioning problem, where n is a fixed parameter:

MinMax-Part[n](X ): Minimize max(b1, . . . , bn), where b1, . . . , bn are sums of bins
in an n-way partition of X .

When n is unbounded, Dec-Part(n,X ) (the decision version of the n-way number partitioning
problem) is known to be strongly NP-hard (it is equivalent to 3-partition) [8]. And for every
fixed n ≥ 2 Dec-Part[n](X ) is known to be NP-hard [9]. In addition, many instances of the
decision version are negative (there is no perfect partition). The latter reasons give us a
good motivation to investigate variants of the n-way number partitioning problem, for which
the running time complexity is better, and the number of positive instances (admitting a
perfect partition) will significantly grow. We present three variants, that relax the initial
problem to solve our concerns. The first two variants allow “divisible” items, bounded by
some natural numbers s and t. We define the decision and the min-max versions as follows:

Dec-SplitItem[n, s](X ): Decide if there exists a partition of X among n bins with
at most s split items, such that max(b1, . . . , bn) ≤ S.
MinMax-SplitItem[n, s](X ): Minimize max(b1, . . . , bn), where b1, . . . , bn are sums
of bins in an n-way partition of X in which at most s items are split.
Dec-Splitting[n, t](X ): Decide if there exists a partition of X among n bins with
at most t splittings, such that max(b1, . . . , bn) ≤ S.
MinMax-Splitting[n, t](X ): Minimize max(b1, . . . , bn), where b1, . . . , bn are sums
of bins in an n-way partition of X in which at most t splittings are allowed.

The number of splittings is at least the number of split items but might be larger. For
example, a single item split into 10 different bins counts as 9 splittings. Note that the
problem definitions do not determine in advance which items will be split, but only bound
their number, or bound the number of splittings. The solver may decide which items to split
after receiving the input.

Our motivating application for the variants comes from fair division and machine schedul-
ing. For fair division, some m items with market values x1, . . . , xm have to be divided among
n agents. A perfect partition is one in which each partner receives a total value of exactly∑

i xi/n. When the original instance does not admit a perfect partition, we may want to split
one or more items among two or more agents. Or, we can allow some splittings. Divisible
items are widespread in fair division applications – the ownership of one or more items may
be split to attain a perfectly fair partition. However, divisible items may be inconvenient or
expensive. Therefore, the number of split items or splittings should be bounded. The same
is true for machine scheduling, in which agents are considered as machines, and items as jobs.
It is possible for a job to be divided and be processed by two machines simultaneously. The
following examples tackle real-life fair division or machine scheduling problems.



S. Bismuth, V. Makarov, E. Segal-Halevi, and D. Shapira 12:3

(1) Consider n = 2 heirs who inherited m = 3 houses and have to divide them fairly. The
house values are X = (100, 200, 400). If all houses are considered discrete, then an equal
division is not possible. If all houses can be split, then an equal division is easy to attain by
giving each heir 50% of every house, but it is inconvenient since it requires all houses to be
jointly managed. A solution often used in practice is to decide in advance that a single house
can be split (or only one splitting is allowed). In this case, after receiving the input, we can
determine that splitting the house with a value of 400 lets us attain a division in which each
heir receives the same value of 350. 1

(2) Consider a food factory with n = 3 identical chopping machines, who has to cut
m = 4 vegetables with processing times X = (10, 7, 5, 5) minutes. Each job is divisible as
one vegetable may be cut in different machines, but splitting a job is inconvenient since
it requires washing more dishes. Without splitting, the minimum total processing time is
10 minutes: (10), (7), (5, 5). By splitting the vegetable with processing time 10 into three
different machines, the processing time is 9 minutes: (7, 2), (5, 4), (5, 4).
The third variant only admits a decision version, parameterized by a rational number u ≥ 0:

Dec-Inter[n, u](X ): Decide if there exists a partition of X into n bins with sums
b1, . . . , bn such that S ≤ max(b1, . . . , bn) ≤ S + u ·M , where S := (

∑
i xi)/n and

M := (maxi xi)/n.
We will also use another definition of this variant, parameterized by a rational number v ≥ 0:

Dec-Inter[n, v](X ): Decide if there exists a partition of X into n bins with sums
b1, . . . , bn such that S ≤ max(b1, . . . , bn) ≤ (1 + v) · S, where S := (

∑
i xi)/n.

Note that when u = vS/M , both definitions are the same. In general, the runtime complexity
of this problem depends on the size of the allowed interval (i.e., the interval [S, S + u ·M ]):
the problem is NP-complete when the interval is “small” and in P when the interval is “large”.
Specifically, when n = 2, the runtime complexity depends on the ratio of the allowed interval
to the bin sum, while when n ≥ 3 it depends on the ratio of the allowed interval to the largest
item. We notice that, if we can solve Inter for any interval length in polynomial-time, then
by binary search we can solve Part in polynomial-time; which is not possible unless P=NP.
So in Inter, we look for the smallest interval for which we can decide in polynomial-time
whether it contains a solution.

As an application example, consider the fair allocation of indivisible items among two
agents. Suppose there is a small amount of money, that can be used to compensate for a
small deviation from equality in the allocation. But if the deviation is too big, the agents
prefer to find another solution. We can check the feasibility using Inter such that the
interval is the amount of money available.

The Inter variant is similar to the Fully Polynomial-Time Approximation Scheme
(FPTAS) definition:

▶ Definition 1. An FPTAS for MinMax-Part[n](X ) is an algorithm that finds, for each
rational ϵ > 0, an n-way partition of X with OPT ≤ max(b1, . . . , bn) ≤ (1 + ϵ) · OPT ,
where OPT is the smallest possible value of max(b1, . . . , bn) in the given instance, in time
O(poly(m, 1/ϵ, log S)).

An FPTAS finds a solution for which the relative deviation from optimality depends on the
optimal integral solution. In contrast, in the Dec-Inter[n, u](X ) problem, we look for a
solution for which the relative deviation from optimality depends on the optimal fractional
solution.

1 Split the house worth 400 such that one heir gets 7/8 of it, and the other gets 1/8 of it plus both the
100 and 200 houses.
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Table 1 Run-time complexity of the n-way number partitioning variants. In SplitItem, s (an
integer) is the number of items the algorithm is allowed to split. In Splitting, t (an integer) is the
number of splittings the algorithm is allowed to make. In Inter, u (a rational number) is the ratio
between the allowed interval length and M .

Problem Objective Num of bins Bound Run-time complexity
Part Dec Unbounded s = t Strongly NP-hard [[8]]

Constant n = u = 0 NP-complete [[9]]
SplitItem Dec Unbounded s (any) Strongly NP-hard [[4]Corollary 19]

Constant n ≥ 3 s < n − 2 NP-complete [Theorem 14]
MinMax s ≥ n − 2 O(poly(m, log S)) [Theorem 16]
MaxMin s ≥ n − 2 O(poly(m, log S)) [[4]Theorem 22]
All Constant n ≥ 2 s ≥ n − 1 O(m + n) [cut-the-line]

Splitting Dec Unbounded t (any) Strongly NP-hard [[4]Theorem 20]
Constant n t < n − 1 NP-complete [Theorem 17]

All t ≥ n − 1 O(m + n) [cut-the-line]
Inter Dec Unbounded u (any) Strongly NP-hard [[4]Theorem 17]

Constant n ≥ 3 u < n − 2 NP-complete [Theorem 11]
Dec u ≥ n − 2 O(poly(m, log S)) [Theorem 10]

Constant n ≥ 2 u ≥ n − 1 O(m + n) [cut-the-line+Thm 13]
n = 2 u > 0 O(poly(m, log S, 1/u)) [Theorem 6]

Contribution

When s, t, u = 0, SplitItem, Splitting and Inter decision versions are equivalent to the
NP-hard Part decision version. In contrast, when s, t ≥ n− 1 the problem is easily solvable
by the following algorithm: put the items on a line, cut the line into n pieces with an equal
total value, and put each piece in a bin. Since n − 1 cuts are made, at most n − 1 items
need to be split. So for n = 2, the runtime complexity of the Dec-SplitItem[n, s](X ) and
Dec-Splitting[n, t](X ) problem is well-understood (assuming P ̸= NP): it is polynomial-
time solvable if and only if s, t ≥ 1. The case for Inter is slightly different since u, v are
rational numbers. We summarize all our results in Table 1.

In Section 4 we show a two-way polynomial-time reduction between problems SplitItem
and Inter. This reduction is the key for many of our results. We use it to handle the
case where the number of split items is smaller than n − 2. First, we design an FPTAS
in [4][Appendix A.3]. Second, we develop a practical (not polynomial-time) algorithm, for
solving MinMax-SplitItem[n, s](X ) for any s ≥ 0. The algorithm can use any practical
algorithm for solving the MinMax-Part[n](X ) problem. The latest helps us in [4][Appendix
A.4] to conduct some experiences to various randomly generated instances and analyze the
effect of s on the quality of the attained solution. The supplement provides complementary
results and technical proof details omitted from the main text.

2 Related Work

In most combinatorial optimization problems, there is a clear distinction between discrete
and continuous variables. E.g., when a problem is modeled by a mixed-integer program,
each variable in the program is determined in advance to be either discrete (must get an
integer value) or continuous (can get any real value). The problems we study belong to a
much smaller class of problems, in which all variables are potentially continuous, but there is
an upper bound on the number of variables that can be non-discrete. We describe some such
problems below.
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Bounded splitting in fair division. The idea of finding fair allocations with a bounded number
of split items originated from [5, 6]. They presented the Adjusted Winner (AW) procedure for
allocating items among two agents with possibly different valuations. AW finds an allocation
that is envy-free (no agent prefers the bundle of another agent), equitable (both agents receive
the same subjective value), and Pareto-optimal (there is no other allocation where some
agent gains and no agent loses), and in addition, at most a single item is split between the
agents. Hence, AW solves a problem that is similar to Dec-SplitItem[n = 2, s = 1](X ) but
more general, since AW allows the agents to have different valuations to the same items.

Most similar to our paper is the recent work of [15]. Their goal is to find an allocation
among n agents with different valuations, which is both fair and fractionally Pareto-optimal
(fPO), a property stronger than Pareto-optimality (there is no other discrete or fractional
allocation where some agent gains and no agent loses). This is a very strong requirement:
when n is fixed, and the valuations are non-degenerate (i.e., for every two agents, no two
items have the same value-ratio), the number of fPO allocations is polynomial in m, and it is
possible to enumerate all such allocations in polynomial time. Based on this observation,
they present an algorithm that finds an allocation with the smallest number of split items,
among all allocations that are fair and fPO. In contrast, in our paper, we do not require fPO,
which may allow allocations with fewer split items or splittings. However, the number of
potential allocations becomes exponential, so enumerating them all is no longer feasible.

Another paper [3] studies the same problems, but, whereas our paper focuses on identical
valuations, they give new results on binary valuations (i.e., each agent values each item as 0
or 1), generalized binary valuations (i.e., each agent values each item as 0 or xi, which can
be considered as the price of the item) and negative results on non-degenerate valuations,
complementing the results given by [15].

Recently, [1, 2] studied an allocation problem where some items are divisible and some are
indivisible. In contrast to our setting, in [1] the distinction between divisible and indivisible
items is given in advance, that is, the algorithm can only divide items that are pre-determined
as divisible. In [2], for each good, some agents may regard it as indivisible, while other
agents may regard the good as divisible. In our setting, only the number of divisible items
(splittings) is given in advance, but the algorithm is free to choose which items to split after
receiving the input.

Splitting in job scheduling. There are several variants of job scheduling problems in which
it is allowed to break jobs apart. They can be broadly classified into preemption and splitting.
In the preemption variants, different parts of a job must be processed at different times.
In the three-field notation, they are denoted by “pmtn” and were first studied by [13]. In
the splitting variants, different parts of a job may be processed simultaneously on different
machines. They are denoted by “split” and were introduced by [18].

Various problems have been studied in job scheduling with preemption. The most closely
related to our problem is the generalized multiprocessor scheduling (GMS). It has two variants.
In the first variant, the total number of preemptions is bounded by some fixed integer. In
the second variant, each job j has an associated parameter that bounds the number of times
j can be preempted. In both variants, the goal is to find a schedule that minimizes the
makespan subject to the preemption constraints. For identical machines, [16] prove that with
the bound of n− 2 on the total number of preemptions, the problem is NP-hard, whereas [13]
shows a linear-time algorithm with n− 1 preemptions. In Theorem 17 we prove an analogous
result where the bound is on the total number of splittings.

In all the works we surveyed, there is no global bound on the number of splitting jobs.
As far as we know, bounding the number of splittings or split jobs was not studied before.

ISAAC 2024
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Fractional bin-packing. Another problem, in which splitting was studied, is the classical
bin-packing problem. Bin-packing with fragmented items are first introduced by [12]. They
called the problem fragmentable object bin-packing problem and prove that the problem is
NP-hard. It is later split into two variants. In the first variant called bin-packing with size-
increasing fragmentation (BP-SIF), each item may be fragmented; overhead units are added
to the size of every fragment. In the second variant called bin-packing with size-preserving
fragmentation (BP-SPF) each item has a size and a cost; fragmenting an item increases its
cost but does not change its size. Menakerman and Rom [14] show that BP-SIF and BP-SPF
are NP-hard in the strong sense. Despite the hardness, they present several algorithms and
investigate their performance. Their algorithms use classic algorithms for bin-packing, like
next-fit and first-fit decreasing, as a base for their algorithms.

Finally, the fractional knapsack problem with penalties is recently introduced by [11].
They develop an FPTAS and a dynamic program for the problem, and they show an extensive
computational study comparing the performance of their models.

3 Partition with Interval Target

In this section we analyze the problems Dec-Inter[n, v](X ) and Dec-Inter[n, u](X ).

3.1 The Dec-Inter[n, v](X ) problem
Given an instance of Dec-Inter[n, v](X ), we say that a partition of X is v-feasible if
S ≤ max(b1, . . . , bn) ≤ (1+v) ·S, where b1, . . . , bn are the bin sums and S is the sum of items
divided by n. The Dec-Inter[n, v](X ) problem is to decide whether a v-feasible partition
exists.

▶ Lemma 2. When v ≥ 1, the problem Dec-Inter[n, v](X ) can be decided in linear time by
a greedy algorithm.

The proof is in [4][Appendix B.3]. We focus below on the case v < 1.

▶ Definition 3. Given an instance of Dec-Inter[n, v](X ), a rational number ϵ > 0, and a
partition of X among n bins, an almost-full bin is a bin with sum larger than (1+v) ·S/(1+ϵ).

A known FPTAS for the MinMax-Part[n](X ) problem [17] gives us valuable information
since we can easily verify that if the output of this FPTAS is smaller than (1 + v) · S then in
any n-way partition of X , at least one bin is almost-full. To gain more information on the
instance, we apply an FPTAS for a constrained variant of Part, with a Critical Coordinate.
For an integer n ≥ 2, a list X , and a rational number v > 0, we define the following problem:

MinMax-Part[n, v, i](X )2: Minimize max(b1, . . . , bi−1, bi+1, . . . , bn) subject to bi ≤
(1 + v) · S where b1, . . . , bn are bin sums in an n-way partition of X .

The general technique developed by [17] for converting a dynamic program to an FPTAS can
be used to design an FPTAS for MinMax-Part[n, v, i](X ); we give the details in [4][Appendix
C.1]. We denote by FPTAS(MinMax-Part[n, v, i](X ), ϵ) the largest bin sum in the solution
obtained by the FPTAS.

▶ Lemma 4. For any n ≥ 2, v > 0, ϵ > 0, if, for all i ∈ [n], FPTAS(MinMax-Part[n, v, i](X ),
ϵ) > (1 + v) · S, then in any v-feasible n-way partition of X , at least two bins are almost-full.

2 The critical coordinate is parameterized by i. In this work, we do not use this parameter, but other
results may iterate over every critical coordinate possible.
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Proof. Suppose by contradiction that there exists a v-feasible partition of X with at most
one almost-full bin. Let i be the index of the bin with the largest sum in that partition. Since
bin i has the largest sum, if there is one almost-full bin, it must be bin i. Hence, bins that
are not i are not almost-full, so max(b1, . . . , bi−1, bi+1, . . . , bn) ≤ (1 + v) ·S/(1 + ϵ). Moreover,
bi ≤ (1 + v) · S since the partition is v-feasible. Therefore, FPTAS(MinMax-Part[n, v, i](X ),
ϵ) ≤ (1 + v) · S by the definition of FPTAS. This contradicts the lemma assumption. ◀

Using Theorem 4, we can now derive a complete algorithm for Dec-Inter[n = 2, v](X ).

Algorithm 1 Dec-Inter[n = 2, v](X ).

1: b2 ←− FPTAS(MinMax-Part[n = 2, v, i](X ), ϵ = v/2).
2: If b2 ≤ (1 + v) · S, return “yes”.
3: Else, return “no”.

▶ Theorem 5. For any rational v > 0, Algorithm 1 solves the Dec-Inter[n = 2, v](X )
problem in time O(poly(m, log S, 1/v)), where m is the number of items in X and S =
(
∑

i xi)/n is the perfect bin sum.

Proof. The run-time of Algorithm 1 is dominated by the run-time of the FPTAS for
MinMax-Part[n = 2, v, i](X ), which is O(poly(m, log S, 1/ϵ)) = O(poly(m, log S, 1/v)) (we
show in [4][Appendix C.3.1] that the exact run-time is O( m

v log S)). It remains to prove that
Algorithm 1 indeed solves Dec-Inter[n = 2, v](X ) correctly.

If b2, the returned bin sum of FPTAS(MinMax-Part[n = 2, v, i](X ), ϵ = v/2), is at most
(1 + v) · S, then the partition found by the FPTAS is v-feasible, so Algorithm 1 answers “yes”
correctly. Otherwise, by Theorem 4, in any v-feasible partition of X into two bins, both bins
are almost-full. This means that, in any v-feasible partition, both bin sums b1 and b2 are
larger than (1 + v) ·S/(1 + ϵ), which is larger than S since ϵ = v/2. So b1 + b2 > 2S. But this
is impossible since the sum of the items is 2S by assumption. Hence, no v-feasible partition
exists, and Algorithm 1 answers “no” correctly. 3 ◀

▶ Corollary 6. For any rational u > 0, Algorithm 1 solves the Dec-Inter[n = 2, u](X )
problem in time O(poly(m, log S, 1/u)).

Proof. For any rational u > 0, let v := uM/S, that is v > 0. Algorithm 1 solves the
Dec-Inter[n = 2, v = uM/S](X ) problem in time O(poly(m, log S, S/uM))), where m is
the number of items in X and S = (

∑
i xi)/n is the perfect bin sum. Since S ≤ mM , the

algorithm runs in time O(poly(m, log S, 1/u)) for any u > 0. ◀

▶ Remark 7. The reader may wonder why we cannot use a similar algorithm for n ≥ 3. For
example, we could have considered a variant of MinMax-Part[n, v, i](X ) with two critical
coordinates:

Minimize max(b3, . . . , bn) subject to b1 ≤ (1 + v) · S and b2 ≤ (1 + v) · S, where
b1, b2, b3, . . . , bn are bin sums in an n-way partition of X .

3 Instead of an FTPAS for MinMax-Part[n = 2, v, i](X ), we could use an FTPAS for the Subset Sum
problem [10], using the same arguments. The critical coordinate is not needed in the Subset Sum FPTAS,
since the output is always smaller than the target. We prefer to use the FTPAS for MinMax-Part[n =
2, v, i](X ), since it is based on the general technique of [17], that we use later for solving other problems.

ISAAC 2024
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If the FPTAS for this problem does not find a v-feasible partition, then any v-feasible partition
must have at least three almost-full bins. Since not all bins can be almost-full, one could
have concluded that there is no v-feasible partition into n = 3 bins.

Unfortunately, the problem with two critical coordinates probably does not have an
FPTAS even for n = 3, since it is equivalent to the Multiple Subset Sum problem, which does
not have an FPTAS unless P=NP [7]. In the next subsection we handle the case n ≥ 3 in a
different way.

3.2 Dec-Inter[n, u](X ): an algorithm for n ≥ 3 and u ≥ n − 2
The case when u ≥ n− 1 is solved by the cut-the-line algorithm combined with Theorem 13.
Here, we prove a more general case where u ≥ n−2. Given an instance of Dec-Inter[n, u](X ),
where the sum of the items is n · S and the largest item is n ·M , where S, M ∈ Q, we say
that a partition of X is u-possible if S ≤ max(b1, . . . , bn) ≤ S + u ·M , where b1, . . . , bn are
the bin sums. The Dec-Inter[n, u](X ) problem is to decide whether a u-possible partition
exists. Given an instance of Dec-Inter[n, u](X ), we let v := uM/S, so that a partition is
u-possible if and only if it is v-feasible.

The algorithm starts by running FPTAS(MinMax-Part[n, v, i](X ), ϵ = v/(4m2)). If the
FPTAS find a v-feasible partition, we return “yes”. Otherwise, by Theorem 4, any v-feasible
partition must have at least two almost-full bins.

We take a detour from the algorithm and prove some existential results about partitions
with two or more almost-full bins. We assume that there are more items than bins, that is,
m > n. This assumption is because if m ≤ n, one can compute all the combinations using
brute force (note that the running time is polynomial since 2m ≤ 2n = O(1) since n is a
fixed parameter).

3.2.1 Structure of partitions with two or more almost-full bins
We distinguish between big, medium, and small items defined as follows. A small item
is an item with length smaller than 2ϵnS; a big item is an item with length greater than
( v

n−2 − 2ϵ)nS. All other items are called medium items. Our main structural Lemma is the
following.

▶ Lemma 8. Suppose that u ≥ n−2, v = uM/S < 1, ϵ = v/4m2 and the following properties
hold.

(1) There is no v-feasible partition with at most 1 almost-full bin;
(2) There is a v-feasible partition with at least 2 almost-full bins.

Then, there is a v-feasible partition with the following properties.
(a) Exactly two bins (w.l.o.g. bins 1 and 2) are almost-full.
(b) The sum of every not-almost-full bin i ∈ {3, . . . , n} satisfies(

1− 2
n− 2v − 2ϵ

)
· S ≤ bi ≤

(
1− 2

n− 2v + (n− 1)2ϵ

)
· S.

(c) Every item in an almost-full bin is a big-item.
(d) Every item in a not-almost-full bin is either a small-item, or a big-item larger or equal

to every item in bins 1,2.
(e) There are no medium-items at all.
(f) Every not-almost-full bin contains the same number of big-items, say ℓ, where ℓ is an

integer (it may contain, in addition, any number of small-items).
(g) Every almost-full bin contains ℓ + 1 big-items (and no small-items).
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As an example of this situation, consider an instance with 7 items, all of which have
size 1, with n = 5 and u = 3. Then, there is a u-possible partition with two almost-
full bins: (1, 1), (1, 1), (1), (1), (1), and no u-possible partition with 1 or 0 almost-full bins.
See [4][Appendix B.4.1] for details. A full proof ([4][Appendix B.4.2]) of the Lemma appears
in the appendix, here we provide a sketch proof.

Proof Sketch. We start with an arbitrary v-feasible partition with some r ≥ 2 almost-full
bins 1, . . . , r, and convert it using a sequence of transformations to another v-feasible partition
satisfying properties (a)–(g), as explained below. Note that the transformations are not part
of our algorithm and are only used to prove the lemma. First, we note that there must be
at least one bin that is not almost-full, since the sum of an almost-full bin is larger than S

whereas the sum of all n bins is n · S.
For (a), if there are r ≥ 3 almost-full bins, we move any item from one of the almost-full

bins 3, . . . , r to some not-almost-full bin. We prove that, as long as r ≥ 3, the target bin
remains not-almost-full. This transformation is repeated until r = 2 and only bins 1 and 2
remain almost-full.

For (b), for the lower bound, if there is i ∈ {3, . . . , n} for which bi is smaller than
the lower bound, we move an item from bins 1, 2 to bin i. We prove that bin i remains
not-almost-full, so by assumption (1), bins 1, 2 must remain almost-full. We repeat until bi

satisfies the lower bound. Once all bins satisfy the lower bound, we prove that the upper
bound is satisfied too.

For (c), if bin 1 or 2 contains an item that is not big, we move it to some bin i ∈ {3, . . . , n}.
We prove that bin i remains not-almost-full, so by assumption (1), bins 1, 2 must remain
almost-full. We repeat until bins 1 and 2 contain only big-items.

For (d), if some bin i ∈ {3, . . . , n} contains an item bigger than 2nSϵ and smaller than
any item in bin 1 or bin 2, we exchange it with an item from bin 1 or 2. We prove that, after
the exchange, bi remains not-almost-full, so bins 1, 2 must remain almost-full. We repeat
until bins 1,2 contain only the smallest big-items. Note that transformations (b), (c), (d)
increase the sum in the not-almost-full bins 3, . . . , n, so the process must end.

For (e), it follows logically from properties (d) and (c): if bins 1,2 contain only big items
and the other bins contain only big and small items, then the instance cannot contain any
medium items (that are neither big nor small). For clarity and verification, we provide a
stand-alone proof.

For (f), we use the fact that the difference between two not-almost-full bins is at most
2nSϵ by property (b), and show that it is too small to allow a difference of a whole big-item.

For (g), because by (d) bins 1 and 2 contain the smallest big-items, whereas their sum
is larger than bins 3, . . . , n, they must contain at least ℓ + 1 big-items. We prove that,
if they contain ℓ + 2 big-items, then their sum is larger than (1 + v)S, which contradicts
v-feasibility. ◀

Properties (f) and (g) imply:

▶ Corollary 9. Suppose that u ≥ n− 2, v = uM/S and ϵ = v/4m2. Let B ⊆ X be the set of
big items in X . If there is a v-feasible partition with at least two almost-full bins, and no
v-feasible partition with at most one almost-full bin, then |B| = nℓ + 2 for ℓ ∈ N.
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3.2.2 Back to the algorithm
We have left the algorithm at the point when FPTAS(MinMax-Part[n = 2, v, i](X ), ϵ =
v/4m2) > (1 + v) · S that is the FPTAS did not return a v-feasible partition. Theorem 4
implies that if a v-feasible partition exists, then there exists a v-feasible partition satisfying
all properties of Theorem 8 and Theorem 9. We can find such a partition (if it exists) in two
steps:

For bins 1, 2: Find a v-feasible partition of the 2ℓ + 2 smallest items in B into two bins
with ℓ + 1 items in each bin.
For bins 3, . . . , n: Find a v-feasible partition of the remaining items in X into n − 2
bins.

For bins 3, . . . , n, we use the FPTAS for the problem MinMax-Part[n = n − 2](X ). If it
returns a v-feasible partition, we are done. Otherwise, by FPTAS definition, every partition
into (n − 2) bins must have at least one almost-full bin. But by Theorem 8(a), all bins
3, . . . , n are not almost-full which is a contradiction. Therefore, if the FPTAS does not find a
v-feasible partition, we answer “no”. Bins 1 and 2 require a more complicated algorithm that
is explained in [4][Appendix B.2]. We are now ready to present the complete algorithm for
Dec-Inter[n, u](X ), presented in Algorithm 2.

Algorithm 2 Dec-Inter[n, u](X ) (complete algorithm).

1: v ←− uM/S and ϵ←− v/(4m2).
2: If FPTAS(MinMax-Part[n, v, i](X ), ϵ) ≤ (1 + v) · S, return “yes”.
3: B ←−

{
xi ∈ X | xi > nS( v

n−2 − 2ϵ)
}

▷ big items

4: If |B| is not of the form nℓ + 2 for some integer ℓ, return “no”.
5: B1:2 ←− the 2ℓ + 2 smallest items in B. ▷ break ties arbitrarily

6: B3..n ←− X \B1:2. ▷ big and small items

7: b3 ←− FPTAS(MinMax-Part[n = n− 2](B3..n), ϵ) ▷ Computes an approximately-optimal

(n − 2)−way partition of B3..n and returns the maximum bin sum in the partition.

8: If b3 > (1 + v)S, return “no”. ▷ The FTPAS did not find a v-feasible partition.

9: B1:2 ←− {nM1:2 − x | x ∈ B1:2} and v ←− (S + vS − S1:2)/S1:2.

10: Look for a v-feasible partition of B1:2 into two subsets of ℓ + 1 items (see [4][Appendix
B.2]).

11: If a v-feasible partition is found, return “yes”. Else, return “no”.

▶ Theorem 10. For any fixed integer n ≥ 3 and rational number u ≥ n− 2, Algorithm 2
solves Dec-Inter[n, u](X ) in O(poly(m, log S)) time, where m is the number of items in X ,
and S is the average bin size.

Proof. If Algorithm 2 answers “yes”, then clearly a v-feasible partition exists. To complete
the correctness proof, we have to show that the opposite is true as well.

Suppose there exists a v-feasible partition. If the partition has at most one almost-full
bin, then by Theorem 4, it is found by the FPTAS in step 2. Otherwise, the partition
must have at least two almost-full bins, and there exists a v-feasible partition satisfying the
properties of Theorem 8. By Theorem 9, the algorithm does not return “no” in step 4. By
properties (a) and (b), there exists a partition of B3..n into n − 2 bins 3, . . . , n which are
not almost-full. By definition, the FPTAS in step 7 finds a partition with max(b3, . . . , bn) ≤
(1 + v)S. The final steps, regarding the partition of B1:2, are justified by the discussion
at [4][Appendix B.2]. The complete running time O(poly(m, log S)) of Algorithm 2 is
justified by the running time of the FPTAS for FPTAS(MinMax-Part[n = 2, v, i](X ), ϵ)
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and for FPTAS(MinMax-Part[n = n − 2](B3..n), ϵ). Note that 1/v is polynomial in m

since 1/v = S/uM ≤ mM/uM = m/u = O(m) since u is fixed. The exact running time,
O(m4 log S), is detailed in [4][Appendix C.3.2]. ◀

3.3 Hardness for n ≥ 3 bins and u < n − 2
The following theorem complements the previous subsection.

▶ Theorem 11. Given a fixed integer n ≥ 3 and a positive rational number u < n− 2, the
problem Dec-Inter[n, u](X ) is NP-complete.

Proof. Given an n-way partition of m items, summing the sizes of all elements in each bin
allows us to check whether the partition is u-possible in linear time. So, the problem is in NP.
To prove that Dec-Inter[n, u](X ) is NP-Hard, we reduce from the equal-cardinality partition
problem, proved to be NP-hard in [9]: given a list with an even number of integers, decide if
they can be partitioned into two subsets with the same sum and the same cardinality.

Given an instance X1 of equal-cardinality partition, denote the number of items in X1 by
2m′. Define M to be the sum of numbers in X1 divided by 2n(1− u

n−2 ), so that the sum of
items in X1 is 2n(1− u

n−2 )M (where n and u are the parameters in the theorem statement).
We can assume w.l.o.g. that all items in X1 are at most n(1− u

n−2 )M , since if some item is
larger than half of the sum, the answer is necessarily “no”.

Construct an instance X2 of the equal-cardinality partition problem by replacing each
item x in X1 by nM − x. So X2 contains 2m′ items between n( u

n−2 )M and nM . Their sum,
which we denote by 2S′, satisfies 2S′ = 2m′ ·nM−2n

(
1− u

n−2

)
M = 2n

(
m′ − 1 + u

n−2

)
M.

Clearly, X1 has an equal-sum equal-cardinality partition (with bin sums n
(

1− u
n−2

)
M) iff

X2 has an equal-sum equal-cardinality partition (with bin sums S′ = n
(

m′ − 1 + u
n−2

)
M).

Construct an instance (X3, u) of Dec-Inter[n, u](X ) by adding (n− 2)(m′ − 1) items of
size nM . Note that nM is indeed the largest item size in X3. Denote the sum of item sizes
in X3 by nS. Then

nS = 2S′ + (n− 2)(m′ − 1) · nM = n

(
2(m′ − 1) + 2u

n− 2 + (n− 2)(m′ − 1)
)
·M

= n

(
n(m′ − 1) + 2u

n− 2

)
M ;

S + uM =
(

n(m′ − 1) + 2u

n− 2 + u

)
M =

(
n(m′ − 1) + nu

n− 2

)
M = S′,

so a partition of X3 is u-possible if and only if the sum of each of the n bins in the partition
is at most S + uM = S′.

We now prove that if X2 has an equal-sum equal-cardinality partition, then the instance
(X3, u) has a u-possible partition, and vice versa. If X2 has an equal-sum partition, then the
items of X2 can be partitioned into two bins of sum S′, and the additional (n− 2)(m′ − 1)
items can be divided into n− 2 bins of m′ − 1 items each. The sum of these items is

(m′ − 1) · nM = n(m′ − 1)M = S − 2
n− 2uM < S + uM = S′, (1)

so the resulting partition is a u-possible partition of X3. Conversely, suppose X3 has a
u-possible partition. Let us analyze its structure.
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Since the partition is u-possible, the sum of every two bins is at most 2(S + uM). So the
sum of every n − 2 bins is at least nS − 2(S + uM) = (n − 2)S − 2uM . Since the largest
(n− 2)(m′ − 1) items in X3 sum up to exactly (n− 2)S − 2uM by (1), every n− 2 bins must
contain at least (n − 2)(m′ − 1) items. Since X3 has (n − 2)(m′ − 1) + 2m′ items overall,
n− 2 bins must contain exactly (n− 2)(m′ − 1) items, such that each item size must be nM ,
and their sum must be (n − 2)S − 2uM . The other two bins contain together 2m′ items
with a sum of 2(S + uM), so each of these bins must have a sum of exactly S + uM . Since
(m′− 1) ·nM < S + uM by (1), each of these two bins must contain exactly m′ items. These
latter two bins are an equal-sum equal-cardinality partition for X2. This construction is done
in polynomial time, completing the reduction. ◀

4 Partition with Split Items

We now deal with the problem SplitItem. We redefine the Dec-SplitItem[n, s](X ) problem.
For a fixed number n ≥ 2 of bins, given a list X , the number of split items s ∈ {0, . . . , m}
and a rational number v ≥ 0, define:

Dec-SplitItem[n, s, v](X ): Decide if there exists a partition of X among n bins
with at most s split items, such that max(b1, . . . , bn) ≤ (1 + v)S.

The special case v = 0 corresponds to the Dec-SplitItem[n, s](X ) problem. The following
Lemma shows that, w.l.o.g., we can consider only the longest items for splitting.

▶ Lemma 12. For every partition with s ∈ N split items and bin sums b1, . . . , bn, there exists
a partition with the same bin sums b1, . . . , bn in which only the s largest items are split.

Proof. Consider a partition in which some item with length x is split between two or more
bins, whereas some item with length y > x is allocated entirely to some bin i. Construct a
new partition as follows: first move item x to bin i; second remove from bin i, a fraction x

y of
item y; and finally split that fraction of item y among the other bins, in the same proportions
as the previous split of item x. All bin sums remain the same. Repeat the argument until
only the longest items are split. ◀

▶ Theorem 13. For any fixed integers n ≥ 2 and u ≥ 0, there is a polynomial-time reduction
from Dec-Inter[n, u](X ) to Dec-SplitItem[n, s = u, v = 0](X ).

Proof. Given an instance X of Dec-Inter[n, u](X ), we add u items of size nM , where nM

is the size of the biggest item in X to construct an instance X ′ of Dec-SplitItem[n, s =
u, v = 0](X ′).

First, assume that X has a u-possible partition. Then there are n bins with a sum at most
S + uM . Take the u added items of size nM and add them to the bins, possibly splitting
some items between bins, such that the sum of each bin becomes exactly S + uM . This is
possible because the sum of the items in X ′ is nS + unM = n(S + uM). The result is a
0-feasible partition of X ′ with at most u split items.

Second, assume that X ′ has a 0-feasible partition with at most u split items. Then there
are n bins with a sum of exactly S + uM . By Theorem 12, we can assume the split items
are the largest ones, which are the u added items of size nM . Remove these items to get a
partition of X . The sum in each bin is now at most S + uM , so the partition is u-possible.
This construction is done in polynomial time, which completes the proof. ◀

▶ Corollary 14. For every fixed integers n ≥ 3 and s ∈ {0, . . . , n − 3}, the problem
Dec-SplitItem[n, s](X ) is NP-complete.
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Proof. Theorem 11 and Theorem 13 imply that Dec-SplitItem[n, s](X ) is NP-hard. The
problem Dec-SplitItem[n, s](X ) is in NP since given a partition, summing the sizes of the
items (or items fractions) in each bin let us check in linear time whether the partition has
equal bin sums. ◀

▶ Theorem 15. For any fixed integers n ≥ 2, s ≥ 0 and rational v ≥ 0, there is a polynomial-
time reduction from Dec-SplitItem[n, s, v](X ), to Dec-Inter[n, u](X ) for some rational
number u ≥ s.

Proof. Given an instance X of Dec-SplitItem[n, s, v](X ), denote the sum of all items in
X by nS and the largest item size by nM where S, M ∈ Q. Construct an instance X ′ of
Dec-Inter[n, u](X ′) by removing the s largest items from X . Denote the sum of remaining
items by nS′ for some S′ ≤ S, and the largest remaining item size by nM ′ for some M ′ ≤M .
Note that the size of every removed item is between nM ′ and nM , so sM ′ ≤ S − S′ ≤ sM .
Set u := (S + vS − S′)/M ′, so S′ + uM ′ = S + vS. Note that u ≥ (S − S′)/M ′ ≥ s.

First, assume that X has a v-feasible partition with s split items. By Theorem 12,
we can assume that only the s largest items are split. Therefore, removing the s largest
items results in a partition of X ′ with no split items, where the sum in each bin is at most
S + vS = S′ + uM ′. This is a u-possible partition of X ′.

Second, assume that X ′ has a u-possible partition. In this partition, each bin sum is at
most S′ + uM ′ = S + vS, so it is a v-feasible partition of X ′. To get a v-feasible partition of
X , take the s previously removed items and add them to the bins, possibly splitting some
items between bins, such that the sum in each bin remains at most S + vS. This is possible
since the items sum is nS ≤ n(S + vS). This construction is done in polynomial time. ◀

Combining Theorem 15 with Theorem 10 provides a polynomial time algorithm to solve
Dec-SplitItem[n, s, v](X ) for any fixed n ≥ 3, s ≥ n− 2 and rational v ≥ 0. The latter is
used to solve the MinMax-SplitItem[n, s](X ) optimization problem by using binary search
on the parameter v of the Dec-SplitItem[n, s, v](X ) problem. The details are given in
[4][Appendix B.1]. The binary search procedure needs to solve at most log2(nS) instances of
Dec-SplitItem[n, s, v](X ).

▶ Corollary 16. For any fixed integers n ≥ 3 and s ≥ n− 2, MinMax-SplitItem[n, s](X )
can be solved in O(poly(m, log S)) time.

We complete this result by providing a polynomial-time algorithm for the max-min version:
MaxMin-SplitItem[n, s](X ) for s ≥ n− 2 in [4][Appendix A.1].

5 Partition with Splittings

In this section, we analyze the Splitting variant.

▶ Theorem 17. For any fixed integer n ≥ 2 and fixed t ∈ N such that t ≤ n− 2, the problem
Dec-Splitting[n, t](X ) is NP-complete.

Proof. Given a partition with n bins, m items, and t splittings, summing the size of each
item (or fraction of item) in each bin allows us to check whether or not the partition is
perfect in linear time. So, the problem is in NP.

To prove that Dec-Splitting[n, t](X ) is NP-Hard, we apply a reduction from the Subset
Sum problem. We are given an instance X1 of Subset Sum with m items summing up to S

and target sum T < S. We build an instance X2 of Dec-Splitting[n, t](X2) by adding two
items, x1, x2, such that x1 = S + T and x2 = 2S(t + 1)− T and n− 2− t auxiliary items of
size 2S. Notice that the sum of the items in X2 equals
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S + (S + T ) + 2S(t + 1)− T + 2S(n− 2− t) = 2S + 2S(t + 1) + 2S(n− 2− t)
= 2S · (1 + t + 1 + n− 2− t) = 2Sn.

The goal is to partition items into n bins with a sum of 2S per bin, and at most t splittings.
First, assume that there is a subset of items W1 in X1 with a sum equal to T . Define

a set, W2, of items that contains all items in X1 that are not in W1, plus x1. The sum of
W2 is (S − T ) + x1 = S + T + S − T = 2S. Assign the items of W2 to the first bin. Assign
each auxiliary item to a different bin. There are n− (n− 2− t + 1) = t + 1 bins left. The
sum of the remaining items is 2S(t + 1). Using the “cut-the-line” algorithm described in the
introduction, these items can be partitioned into t + 1 bins of equal sum 2S, with at most t

splittings. All in all, there are n bins with a sum of 2S per bin, and the total number of
splittings is at most t.

Second, assume that there exists an equal partition for n bins with t splittings. Since
x2 = 2S(t + 1)− T = 2S · t + (2S − T ) > 2S · t, this item must be split between t + 1 bins,
which makes the total number of splittings at least t. Also, the auxiliary items must be
assigned without splittings into n− 2− t different bins. There is n− t− 1− n + 2 + t = 1
bin remaining, say bin i, containing only whole items, not containing any part of x2, and
not containing any auxiliary item. Bin i must contain x1, otherwise its sum is at most S

(sum of items in X1). Let W1 be the items of X1 that are not in bin i. The sum of W1 is
S − (2S − x1) = x1 − S = T , so it is a solution to X1. ◀

6 Conclusion and Future Directions

We presented three variants of the n-way number partitioning problem.
In the language of fair item allocation, we have solved the problem of finding a fair

allocation among n agents with identical valuations, when the ownership of some s items
may be split between agents. When agents may have different valuations, there are various
fairness notions, such as proportionality, envy-freeness or equitability. A future research
direction is to develop algorithms for finding such allocations with a bounded number of
shared items. We already have preliminary results for proportional allocation among three
agents with different valuations, which are based on the algorithms in the present paper.

In the language of machine scheduling, MinMax-SplitItem[n, s](X ) corresponds to
finding a schedule that minimizes the makespan on n identical machines when s jobs can be
split between the machines; Dec-Inter[n, u](X ) corresponds to find a schedule in which the
makespan is in a given interval. In a separate technical report, we have replicated the results
in the present paper for the more general case of uniform machines in which machines may
have different speeds rj , such that a job with length xi runs on machine j in time xi/rj . It
may be interesting to study the more general setting of unrelated machines.

Our analysis shows the similarities and differences between these variants and the more
common notion of FPTAS. One may view our results as introducing a new kind of approxim-
ation that approximates a decision problem by returning “yes” if and only if there exists
a solution between PER and (1 + v) · PER, where PER represents the value of a perfect
solution. For the n-way number partitioning problem, a perfect solution is easy to define: it
is a partition with equal bin sums. A more general definition of PER could be the solution
to the fractional relaxation of an integer linear program representing the problem. As shown,
NP-hard decision problems may become tractable when v is sufficiently large.
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Abstract
To characterize the computational complexity of satisfiability problems for probabilistic and causal
reasoning within Pearl’s Causal Hierarchy, van der Zander, Bläser, and Liśkiewicz [IJCAI 2023]
introduce a new natural class, named succ-∃R. This class can be viewed as a succinct variant of
the well-studied class ∃R based on the Existential Theory of the Reals (ETR). Analogously to ∃R,
succ-∃R is an intermediate class between NEXP and EXPSPACE, the exponential versions of NP and
PSPACE.

The main contributions of this work are threefold. Firstly, we characterize the class succ-∃R in
terms of nondeterministic real Random-Access Machines (RAMs) and develop structural complexity
theoretic results for real RAMs, including translation and hierarchy theorems. Notably, we demon-
strate the separation of ∃R and succ-∃R. Secondly, we examine the complexity of model checking and
satisfiability of fragments of existential second-order logic and probabilistic independence logic. We
show succ-∃R-completeness of several of these problems, for which the best-known complexity lower
and upper bounds were previously NEXP-hardness and EXPSPACE, respectively. Thirdly, while
succ-∃R is characterized in terms of ordinary (non-succinct) ETR instances enriched by exponential
sums and a mechanism to index exponentially many variables, in this paper, we prove that when only
exponential sums are added, the corresponding class ∃RΣ is contained in PSPACE. We conjecture
that this inclusion is strict, as this class is equivalent to adding a VNP-oracle to a polynomial
time nondeterministic real RAM. Conversely, the addition of exponential products to ETR, yields
PSPACE. Furthermore, we study the satisfiability problem for probabilistic reasoning, with the
additional requirement of a small model, and prove that this problem is complete for ∃RΣ.
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1 Introduction

The existential theory of the reals, ETR, is the set of all true sentences of the form

∃x0 . . . ∃xn φ(x0, . . . , xn), (1)

where φ is a quantifier-free Boolean formula over the basis {∨,∧,¬}, variables x0, . . . , xn,
and a signature consisting of the constants 0 and 1, the functional symbols + and ·, and the
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13:2 The Existential Theory of the Reals with Summation Operators

relational symbols <, ≤, and =. The sentences are interpreted over the real numbers in the
standard way. The significance of this theory lies in its exceptional expressiveness, enabling
the representation of numerous natural problems across computational geometry [1, 20, 8],
Machine Learning and Artificial Intelligence [2, 21, 31], game theory [4, 12], and various
other domains. Consequently, a complexity class, ∃R, has been introduced to capture the
computational complexity associated with determining the truth within the existential theory
of the reals. This class is formally defined as the closure of ETR under polynomial-time
many-one reductions [14, 7, 25]. For a comprehensive compendium on ∃R, see [26].

Our study focuses on ETR which extends the syntax of formulas to allow the use of
summation operators in addition to the functional symbols + and ·. This research direction,
initiated in [31], was motivated by an attempt to accurately characterize the computational
complexity of satisfiability problems for probabilistic and causal reasoning across “Pearl’s
Causal Hierarchy” (PCH) [28, 23, 3].

In [31], the authors introduce a new natural class, named succ-∃R, which can be viewed
as a succinct variant of ∃R. Perhaps, one of the most notable complete problems for the new
class is the problem, called Σvi-ETR (“vi” stands for variable indexing). It is defined as an
extension of ETR by adding to the signature an additional summation operator1 ∑1

xj=0
which can be used to index the quantified variables xi used in Formula (1). To this end,
the authors define variables of the form x⟨xj1 ,...,xjm ⟩, which represent indexed variables with
the index given by xj1 , . . . , xjm interpreted as a number in binary. They can only be used
when variables xj1 , . . . , xjm

occur in the scope of summation operators with range {0, 1}.
E.g., ∃x0 . . . ∃x2N −1

∑1
e1=0 . . .

∑1
eN =0(x⟨e1,...,eN ⟩)2 = 1 is a Σvi-ETR sentence2 encoding a

unit vector in R2N . Note that sentences of Σvi-ETR allow the use of exponentially many
variables. Another example sentence is

∑1
x1=0

∑1
x2=0(x1 + x2)(x1 + (1 − x2))(1 − x1) = 0

that models the co-Sat instance (p ∨ q) ∧ (p ∨ q) ∧ p. It shows that the summation operator
can also be used in Σvi-ETR formulas in a standard way.

Analogously to ∃R, succ-∃R is an intermediate class between the exponential versions of
NP and PSPACE:

NP ⊆ ∃R ⊆ PSPACE ⊆ NEXP ⊆ succ-∃R ⊆ EXPSPACE. (2)

An interesting challenge, in view of the new class, is to determine whether it contains harder
problems than NEXP and to examine the usefulness of succ-∃R-completeness as a tool for
understanding the apparent intractability of natural problems. A step in these directions,
that we take in this work, is to express succ-∃R in terms of machine models over the reals,
which in the case of ∃R yield an elegant and useful characterization by NPreal [10].

In our work, we study also the different restrictions on which the summation operators
in ETR are allowed to be used and the computational complexity of deciding the resulting
problems. In particular, we investigate ∃RΣ – the class based on ETR enriched with standard
summation operator, and succ-∃Rpoly which is based on Σvi-ETR with the restriction that
only polynomially many variables can be used.

In this paper, we employ a family of satisfiability problems for probabilistic reasoning,
which nicely demonstrates the expressiveness of the ETR variants under consideration and
illustrates the natural necessity of introducing the summation operator.

1 In [31], the authors assume arbitrary integer lower and upper bound in
∑b

xj =a
. It is easy to see that,

w.l.o.g., one can restrict a and b to binary values.
2 We represent the instances in Σvi-ETR omitting the (redundant) block of existential quantifiers, so the

encoding of the example instance has length polynomial in N .
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NP

NPreal = ∃R

NPVNPR
real = ∃RΣ

PSPACE = ∃RΠ = succ-∃Rpoly

NEXP

NEXPreal = ∃RΣvi = succ-∃R

EXPSPACE

ETR

Σ-ETR

Π-ETR, succ-ETRpoly

Σvi-ETR, succ-ETR,

ESO, FO(⊥⊥c)

Satbase
prob,Satlin

prob

Satpoly
prob

Satpoly⟨Σ⟩
sm,prob

Satpoly⟨Σ⟩
prob

(1)

(5)

(4)(3)

(2)

(6)
(d)

(b)

(a)

(e)

(c)

Figure 1 The landscape of complexity classes of the existential theories of the reals and the
satisfiability problems for the probabilistic languages (to the left-hand side) complete for the
corresponding classes. Arrows “→” denote inclusions ⊆ and the earth-yellow labeled lines “−”
connect complexity classes with complete problems for those classes. The completeness results
(a), (b), and (d) were proven by Fagin et al. [11], Mossé et al. [21], resp. van der Zander et al. [31].
The characterization (c) is due to Erickson et al. [10] and (e) is proven in [31]. The references to our
results are as follows: (1) Theorem 26, (2) Theorem 24, (3) and (4) Theorem 19, (5) Lemma 2, and
(6) Theorem 12.

Related Work to our Study

In a pioneering paper in this field, Fagin, Halpern, and Megiddo [11] consider the probabilistic
language consisting of Boolean combinations of (in)equalities of basic and linear terms, like
P((X=0∨Y=1)∧ (X=0∨Y=0))=1∧ (P(X=0)=0∨P(X=0)=1)∧ (P(Y=0)=0∨P(Y=0)=1),
over binary variables X,Y (which can be seen as a result of reduction from the satisfied
Boolean formula (a ∨ b) ∧ (a ∨ b)). The authors provide a complete axiomatization for the
used logic and investigate the complexity of the probabilistic satisfiability problems Satbase

prob
and Satlin

prob, which ask whether there is a joint probability distribution of X,Y, . . . that
satisfies a given Boolean combination of (in)equalities of basic, respectively linear, terms (for
formal definitions, see Sec. 2). They show that both satisfiability problems are NP-complete
(cf. Fig. 1). Thus, surprisingly, the complexity is no worse than that of propositional logic.
Fagin et al. extend then the language to (in)equalities of polynomial terms, with the goal
of reasoning about conditional probabilities. They prove that there is a PSPACE algorithm,
based on Canny’s decision procedure [7], for deciding if such a formula is satisfiable but left
the exact complexity open. Recently, Mossé, Ibeling, and Icard, [21] have solved this problem,
showing that deciding the satisfiability (Satpoly

prob) is ∃R-complete. In [21], the authors also
investigate the satisfiability problems for the higher, more expressive PCH layers – which
are not the subject of our paper – and prove an interesting result, that for (in)equalities
of polynomial terms both at the interventional and the counterfactual layer the decision
problems still remain ∃R-complete.

ISAAC 2024



13:4 The Existential Theory of the Reals with Summation Operators

The languages used in [11, 21] and also in other relevant works as, e.g., [22, 13, 17], can only
represent marginalization as an expanded sum since they lack a unary summation operator Σ.
Thus, for instance, to express the marginal distribution of a random variable Y over a subset of
(binary) variables {Z1, . . . , Zm} as

∑
z1,...,zm

P(y, z1, . . . , zm), an encoding without summation
requires an extension P(y, Z1=0, . . . , Zm=0) + . . . + P(y, Z1=1, . . . , Zm=1) of exponential
size. Thus to analyze the complexity aspects of the standard notation of probability theory,
one requires an encoding that directly represents marginalization. In a recent paper [31],
the authors introduce the class succ-∃R, and show that the satisfiability (Satpoly⟨Σ⟩

prob ) for the
(in)equalities of polynomial terms involving probabilities is succ-∃R-complete.

Thus, succ-∃R-completeness seems to be a meaningful yardstick for measuring com-
putational complexity of decision problems. An interesting task would be to investigate
problems involving the reals that have been shown to be in EXPSPACE, but not to be
EXPSPACE-complete, which are natural candidates for succ-∃R-complete problems.

Contributions and Structure of the Paper

Below we highlight our main contributions, partially summarized also in Fig. 1.
We provide the characterization of succ-ETR in terms of nondeterministic real RAMs
of exponential time respectively (Sec. 3). Moreover, for the classes over the reals in
the sequence of inclusions (2), an upward translation result applies, which implies, e.g.,
NEXP ⊊ succ-∃R unless NP = ∃R which is widely disbelieved (Sec. 4).
We strength slightly the completeness result (marked as (d) in Fig. 1) of [31] and prove
the problem Satpoly⟨Σ⟩

prob remains succ-∃R-complete even if we disallow the basic terms to
contain conditional probabilities (Sec. 5).
We show that existential second order logic of real numbers is complete for succ-∃R(Sec. 6).
PSPACE has natural characterizations in terms of ETR; It coincides both with ∃RΠ –
the class based on ETR enriched with standard product operator, and with succ-∃Rpoly,
defined in terms of the succinct variant of ETR with polynomially many variables (Sec. 7).
∃RΣ – defined similar to ∃RΠ, but with the addition of a unary summation operator
instead – is contained in PSPACE = ∃RΠ. We conjecture that this inclusion is strict, as
the class is equivalent to NPVNPR

real , machine to be an NPreal model with a VNPR oracle,
where VNPR denotes Valiant’s NP over the reals (Sec. 8.1).
Unlike the languages devoid of the marginalization operator, the crucial small-model
property is no longer satisfied. This property says that any satisfiable formula has a model
of size bounded polynomially in the input length. Satisfiability with marginalization and
with the additional requirement that there is a small model is complete for ∃RΣ at the
probabilistic layer (Sec. 8.2).

2 Preliminaries

Complexity Classes Based on the ETR

The problem succ-ETR and the corresponding class succ-∃R are defined in [31] as follows.
succ-ETR is the set of all Boolean circuits C that encode a true sentence φ as in Equation (1)
as follows: Assume that C computes a function {0, 1}N → {0, 1}M . Then φ is a tree
consisting of 2N nodes, each node being labeled with a symbol of {∨,∧,¬,+, ·, <,≤,=}, a
constant 0 or 1, or a variable x0, . . . x2N −1. For the node i ∈ {0, 1}N , the circuit computes
an encoding C(i) of the description of node i, consisting of the label of i, its parent, and
its two children. The tree represents a true sentence, if the value at the root node would
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become true after applying the operator of each node to the value of its children, whereby
the value of constants and variables is given in the obvious way. As in the case of ∃R, to
succ-∃R belong all languages which are polynomial time many-one reducible to succ-ETR.

Besides succ-ETR, [31] introduce more complete problems for succ-∃R as intermediate
problems in the hardness proof. Of particular importance is the problem Σvi-ETR that
we already discussed in the Introduction. Formally, the problem is defined as an extension
of ETR by adding to the signature an additional summation operator

∑1
xj=0 with the

following semantics3: If an arithmetic term is given by a tree with the top gate
∑1

xj=0 and
t(x1, . . . , xn) is the term computed at the child of the top gate, then the new term computes∑1

e=0 t(x1, . . . , xj−1, e, xj+1, . . . , xn), that is, we replace the variable xj by a summation
variable e, which then runs from 0 to 1. By nesting the summation operator, we are able
to produce a sum with an exponential number of summands. The main reason why the
new summation variables are introduced is due to the fact they can be used to index the
quantified variables xi used in Formula (1). Similarly as in succ-ETR, sentences of Σvi-ETR
allow the use of exponentially many variables, however, the formulas are given directly and
do not require any succinct encoding.

Probabilistic Languages

We always consider discrete distributions in the probabilistic languages studied in this paper.
We represent the values of the random variables as Val = {0, 1,..., c − 1} and denote by
X1, X2,..., Xn the random variables used in the input formula. We assume, w.l.o.g., that
they all share the same domain Val. A value of Xi is often denoted by xi or a natural
number. In this section, we describe syntax and semantics of the probabilistic languages.

By an atomic event, we mean an event of the form X = x, where X is a random
variable and x is a value in the domain of X. The language E of propositional formulas
over atomic events is the closure of such events under the Boolean operators ∧ and ¬:
p ::= X = x | ¬p | p ∧ p. The probability P(δ) for formulas δ ∈ E is called primitive
or basic term, from which we build the probabilistic languages. The expressive power
and computational complexity of the languages depend on the operations applied to the
primitives.Allowing gradually more complex operators, we describe the languages which are
the subject of our studies below. We start with the description of the languages T ∗ of terms,
using the grammars given below.4

T base t ::= P(δ)
T lin t ::= P(δ) | t + t
T poly t ::= P(δ) | t + t | −t | t · t
T poly⟨Σ⟩ t ::= P(δ) | t + t | −t | t · t |

∑
x t

In the summation operator
∑

x, we have a dummy variable x which ranges over all values
0, 1,..., c − 1. The summation

∑
x t is a purely syntactical concept which represents the

sum t[0/x] + t[1/x] + ... + t[c − 1/x], where by t[v/x], we mean the expression in which all
occurrences of x are replaced with value v. For example, for Val = {0, 1}, the expression

3 Recall, in [31], the authors assume arbitrary integer lower and upper bound in
∑b

xj =a
. But it is easy

to see that, w.l.o.g., one can restrict a and b to binary values.
4 In the given grammars we omit the brackets for readability, but we assume that they can be used in a

standard way.
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13:6 The Existential Theory of the Reals with Summation Operators

∑
x P(Y=1, X=x) semantically represents P(Y=1, X=0) + P(Y=1, X=1). We note that the

dummy variable x is not a (random) variable in the usual sense and that its scope is defined
in the standard way.

The polynomial calculus T poly was originally introduced by Fagin, Halpern, and Megiddo
[11] to be able to express conditional probabilities by clearing denominators. While this
works for T poly, this does not work in the case of T poly⟨Σ⟩, since clearing denominators with
exponential sums creates expressions that are too large. But we could introduce basic terms
of the form P(δ′|δ) with δ, δ′ ∈ E explicitly. All our hardness proofs work without conditional
probabilities but all our matching upper bounds are still true with explicit conditional
probabilities. For example, expression as P(X=1) + P(Y=2) · P(Y=3) is a valid term in
T poly.

Now, let Lab = {base, lin, poly, poly⟨Σ⟩} denote the labels of all variants of languages.
Then for each ∗ ∈ Lab we define the languages L∗ of Boolean combinations of inequalities in
a standard way: f ::= t ≤ t′ | ¬f | f ∧ f , where t, t′ are terms in T ∗.

Although the language and its operations may appear rather restricted, all the usual
elements of probabilistic formulas can be encoded. Namely, equality is encoded as greater-
or-equal in both directions, e.g. P(x) = P(y) means P(x) ≥ P(y) ∧ P(y) ≥ P(x). The
number 0 can be encoded as an inconsistent probability, i.e., P(X=1 ∧X=2). In a language
allowing addition and multiplication, any positive integer can be easily encoded from the fact
P(⊤) ≡ 1, e.g. 4 ≡ (1+1)(1+1) ≡ (P(⊤)+P(⊤))(P(⊤)+P(⊤)). If a language does not allow
multiplication, one can show that the encoding is still possible. Note that these encodings
barely change the size of the expressions, so allowing or disallowing these additional operators
does not affect any complexity results involving these expressions.

We define the semantics of the languages as follows. Let M = ({X1,..., Xn}, P ) be
a tuple, where P is the joint probability distribution of variables X1,..., Xn. For val-
ues x1,..., xn ∈ Val and δ ∈ E , we write x1,..., xn |= δ if δ is satisfied by the assign-
ment X1=x1,..., Xn=xn. Denote by Sδ = {x1,..., xn | x1,..., xn |= δ}. We define JeKM,
for some expression e, recursively in a natural way, starting with basic terms as follows
JP(δ)KM =

∑
x1, ...,xn∈Sδ

P (X1=x1,..., Xn=xn) and JP(δ|δ′)KM = JP(δ∧ δ′)KM/JP(δ′)KM, as-
suming that the expression is undefined if JP(δ′)KM = 0. For two expressions e1 and e2,
we define M |= e1 ≤ e2, if and only if, Je1KM ≤ Je2KM. The semantics for negation and
conjunction are defined in the usual way, giving the semantics for M |= φ for any φ ∈ L∗.

Existential Second Order Logic of Real Numbers

We follow the definitions of [16]. Let A be a non-empty finite set and A = (A,R, fA1 ,..., fAr ,
gA1 ,..., gAt ), with fAi : Aar(fi) → R and gAi ⊆ Aar(gi), be a structure. Each gAi is an ar(gi)-ary
relation on A and each fAi is a weighted real function on Aar(fi). The term t is generated
by the following grammar: t ::= c | f(x⃗) | t + t | t − t | t × t |

∑
x t, where c ∈ R is a

constant (denoting itself), f is a function symbol, and x⃗ is a tuple of first-order variables.
An assignment s is a total function that assigns a value in A for each first-order variable.
The numerical value of t in a structure A under an assignment s, denoted by JtKs

A, is defined
recursively in a natural way, starting with Jfi(x⃗)Ks

A = fAi (s(x⃗)) and applying the standard
rules of real arithmetic.

For operators O ⊆ {+,×,Σ,−}, (in-)equality operators E ⊆ {≤, <,=}, and constants
C ⊆ R, the grammar of ESOR(O,E,C) sentences is given by ϕ ::= x = y | ¬(x = y) | i e j |
¬(i e j) | R(x⃗) | ¬R(x⃗) | ϕ ∧ ϕ | ϕ ∨ ϕ | ∃x ϕ | ∀x ϕ | ∃f ϕ, where x, y ∈ A are first order
variables, i, j are real terms constructed using operations from O and constants from C,
e ∈ E, and R denotes a relation symbol of a finite relational vocabulary5 g1, . . . , gt.

5 The grammar of [16] does not allow quantification over relations, e.g. ∃R, as these relations can be
replaced by functions, e.g. chosen by ∃f .
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The semantics of ESOR(O,E,C) is defined via R-structures and assignments analogous
to first-order logic with additional semantics for second order existential quantifier ∃f . That
is, a structure A satisfies a sentence ϕ under an assignment s, i.e., A |=s ϕ, according to the
following cases of the grammar: A |=s x = y, iff s(x) equals s(y); A |=s ¬(ϕ) iff A ̸|=s ϕ;
A |=s i e j iff JiKs

A e JjKs
A where JiKs

A is the numerical value of i as defined above; A |=s R(x⃗)
iff gAi (s(x⃗)) is true for the gAi corresponding to R in the model A; A |=s ϕ ∧ ϕ′ iff A |=s ϕ

and A |=s ϕ
′; A |=s ϕ ∨ ϕ′ iff A |=s ϕ or A |=s ϕ

′; A |=s ∃xϕ iff A |=s[a/x] ϕ for some a ∈ A

where s[a/x] means the assignment s modified to assign a to x; A |=s ∀xϕ iff A |=s[a/x] ϕ for
all a ∈ A; and A |=s ∃fϕ iff A[h/f ] |=s ϕ for some6 function h : Aar(f) → R where A[h/f ] is
the expansion of A that interprets f as h.

For a set S ⊆ R, we consider the restricted logic ESOS(O,E,C) and L-ESOS(O,E,C).
There only the operators and constants of O ∪ E ∪ C are allowed and all functions f are
maps into S, i.e. f : Aar(f) → S. In the loose fragment L-ESOS(O,E,C), negations ¬(i e j)
on real terms are also disallowed.

Probabilistic independence logic FO(⊥⊥c) is defined as the extension of first-order logic
with probabilistic independence atoms x⃗⊥⊥z⃗ y⃗ whose semantics is the standard semantics of
conditional independence in probability distributions [9, 16].

Known Completeness and Complexity Results

The decision problems Sat∗
prob, with ∗ ∈ Lab, take as input a formula φ in the languages L∗

and ask whether there exists a model M such that M |= φ. The computational complexity
of probabilistic satisfiability problems has been a subject of intensive studies for languages
which do not allow explicitly marginalization via summation operator Σ. Very recently [31]
addressed the problem for polynomial languages.

Below, we summarize these results7, informally presented in the Introduction:
Satbase

prob and Satlin
prob are NP-complete, [11],

Satpoly
prob is ∃R-complete [21], and

Satpoly⟨Σ⟩
prob is succ-∃R-complete [31].

For a logic L, the satisfiability problem Sat(L) is defined as follows: given a formula
φ ∈ L, decide whether φ is satisfiable. For the model checking problem of a logic L, we
consider the following variant: given a sentence φ ∈ L and a structure A, decide whether
A |= φ. For model checking of FO(⊥⊥c), the best-known complexity lower and upper bounds
are NEXP-hardness and EXPSPACE, respectively [15].

3 NEXP over the Reals

In [10], Erickson, van Der Hoog, and Miltzow extend the definition of word RAMs to real
computations. In contrast to the so-called BSS model of real computation [5], the real
RAMs of Erickson et al. provide integer and real computations at the same time, allowing for
instance indirect memory access to the real registers and other features that are important
to implement algorithms over the reals. The input to a real RAM is a pair of vectors, the
first one is a vector of real numbers, the second is a vector of integers. Real RAMs have two
types of registers, word registers and real registers. The word registers can store integers

6 Note that h might be an arbitrary function and is not restricted to the functions fA
i of the model.

7 In the papers [21] and [31] the authors show even stronger results, namely that the completeness results
also hold for causal satisfiability problems.
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with w bits, where w is the word size. The total number of registers is 2w for each of the
two types. Real RAMs perform arithmetic operations on the word registers, where words are
interpreted as integers between 0 and 2w − 1, and bitwise Boolean operations. On the real
registers, only arithmetic operations are allowed. Word registers can be used for indirect
addressing on both types of registers and the control flow is established by conditional jumps
that depend on the result of a comparison of two word registers or of a real register with the
constant 0. For further details we refer to the original paper [10].

The real RAMs of [10] characterize the existential theory of the reals. The authors prove
that a problem is in ∃R iff there is a polynomial time real verification algorithm for it. In this
way, real RAMs are an “easy to program” mechanism to prove that a problem is contained
in ∃R. Beside the input I, which is a sequence of words, the real verification algorithm also
gets a certificate consisting of a sequence of real numbers x and a further sequence of words
z. I is in the language if there is a pair (x, z) that makes the real verification algorithm
accept. I is not in the language if for all pairs (x, z), the real verification rejects.

Instead of using certificates and verifiers, we can also define nondeterministic real RAMs
that can guess words and real numbers on the fly. Like for classical Turing machines, it
is easy to see that these two definitions are equivalent (when dealing with time bounded
computations).

▶ Definition 1. Let t : N → N be a function. We define NTimereal(t) to be the set of all
languages L ⊆ {0, 1}⋆, such that there is a constant c ∈ N and a nondeterministic real
word-RAM M that recognizes L in time t for all word-sizes w ≥ c · log(t(n)) + c.

For any set of functions T , we define NTimereal(T ) =
⋃

t∈T NTimereal(t). We define our
two main classes of interest, NPreal and NEXPreal as follows:

NPreal = NTimereal(poly(n)), NEXPreal = NTimereal(2poly(n)).

Note that the word size needs to be at least logarithmic in the running time, to be able
to address a new register in each step.

One of the main results of Erickson et al. (Theorem 2 in their paper) can be rephrased
as ∃R = NPreal. Their techniques can be extended to prove that succ-∃R = NEXPreal.

We get the following in analogy to the well-known results that the succinct version of
3-Sat is NEXP-complete.

▶ Lemma 2. succ-ETR is NEXPreal-complete and thus NEXPreal = succ-∃R.

Proof idea. For the one direction, one carefully has to analyze the construction by Erickson
et al. and show that the simulation there can also be implemented succinctly. The reverse
direction simply follows from expanding the succinct ETR instance and use the fact that
nondeterministic real word-RAMs can solve ETR in polynomial time. Along the way, we
also obtain a useful normalization procedure for succinct ETR instances. While for normal
ETR instances, it is obvious that one can always push negations down, it is not clear for
succinct instances. We describe the details in the full version. ◀

4 The Relationships between the Boolean Classes and Classes over
the Reals

Now we study the new class NEXPreal = succ-∃R from a complexity theoretic point of view.

NP ⊆ ∃R ⊆ PSPACE; NEXP ⊆ succ-∃R ⊆ EXPSPACE. (3)
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The left side of (3) is well-known. The first inclusion on the right side is obvious, since a
real RAM simply can ignore the real part. The second inclusion follows from expanding the
succinct instance into an explicit formula (which now has exponential size) and simply using
the known PSPACE-algorithm.

We prove two translation results, that is, equality of one of the inclusion in the left
equation of (3) implies the equality of the corresponding inclusion in the right equation of (3).

▶ Theorem 3. If ∃R = NP, then succ-∃R = NEXP.

▶ Theorem 4. If ∃R = PSPACE, then succ-∃R = EXPSPACE.

Further we prove a nondeterministic time hierarchy theorem (see the full version for the
details) for real word RAMs. Using the characterization of ∃R and succ-∃R in terms of real
word RAMs, in particular, we get that succ-ETR is strictly more expressive than ETR.

▶ Corollary 5. ∃R = NPreal ⊊ NEXPreal = succ-∃R.

5 Hardness of Probabilistic Satisfiability without Conditioning

To prove that Satpoly⟨Σ⟩
prob is succ-∃R-complete, van der Zander, Bläser and Liśkiewicz [31]

show the hardness part for the variant of the probabilistic language where the primitives are
also allowed to be conditional probabilities. A novel contribution of our work is to extend
this completeness result to our version for languages which disallow conditional probabilities:

▶ Theorem 6. The problem Satpoly⟨Σ⟩
prob remains succ-∃R-complete even without conditional

probabilities.

In the rest of this section, we will give the proof of the theorem.
In [31] the authors have already shown that Σvi-ETR is succ-∃R-complete. We define

Σvi-ETR1 in the same way as Σvi-ETR, but asking the question whether there is a solution
where the sum of the absolute values (ℓ1 norm) is bounded by 1. Then we can reduce
Σvi-ETR1 to Satpoly⟨Σ⟩

prob without the need for conditional probabilities (Lemma 9). The
proof that Σvi-ETR1 is hard for succ-∃R (Lemma 8) depends on a result of Grigoriev and
Vorobjov [14] who showed that the solution to an ETR instance can be bounded by a constant
that only depends on the bitsize of the instance. Thus the solution can be scaled to fit into a
probability distribution. This completes the proof of Theorem 6.

▶ Theorem 7 (Grigoriev and Vorobjov [14] ). Let f1, . . . , fk ∈ R[X1, . . . , Xn] be polynomials
of total degree ≤ d with coefficients of bit size ≤ L. Then every connected component of
{x ∈ Rn | f1(x) ≥ 0 ∧ · · · ∧ fk(x) ≥ 0} contains a point of distance less than 2Ldcn from the
origin for some absolute constant c. The same is true if some of the inequalities are replaced
by strict inequalities.

▶ Lemma 8. Σvi-ETR ≤P Σvi-ETR1.

Proof. Let ϕ be an instance of Σvi-ETR. We will transform it into a formula φ such that φ
has a solution with ℓ1 norm bounded by 1 iff ϕ has any solution.

Let S be the bit length of ϕ. The number n of variables in ϕ is bounded by 2S . The
degree of all polynomials is bounded by S. Note that the exponential sums do not increase
the degree at all. Finally, all coefficients have bit size O(S). Note that one summation
operator doubles the coefficients at most. By Theorem 7, if ϕ is satisfiable, then there is a
solution with entries bounded by T := 222cS

for some constant c.
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In our new instance φ first creates a small constant d ≤ 1/((2m + n)T ) for some m
polynomial in S defined below. This can be done using Tseitin’s trick: We take 2m many
fresh variables ti and start with (2m + 2S)t1 = 1 and then iterate by adding the equation∑2m−1

i=1 (t2i − ti+1)2 = 0, i.e. forcing ti+1 = t2i . To implement the first equation we replace
2m by

∑1
e1=0 · · ·

∑1
em=0 1 and similarly replace 2S . To implement the second equation

we replace
∑2m−1

i=1 (t2i − ti+1)2 by
∑1

e1=0 · · ·
∑1

em=0
∑1

f1=0 · · ·
∑1

fm=0(t2e1,...,em
− tf1,...,fm

)2 ·
A(e1, . . . , em, f1, . . . , fm) where A is an arithmetic formula returning 1 iff the binary number
represented by f1, . . . , fm is the successor of the binary number represented by e1, . . . , em.
The number m is polynomial in S. The unique satisfying assignment to the ti has its entries
bounded by 1/(2m + 2S). Let d := t2m be the last variable.

Now in ϕ we replace every occurrence of xi by xi/d and then multiple each (in-)equality
by an appropriate power of d to remove the divisions in order to obtain φ. In this way, from
every solution to ϕ, we obtain a solution to φ by multiplying the entries by d and vice versa.
Whenever ϕ has a solution, then it has one with entries bounded by T . By construction φ

then has a solution with entries bounded by 1/(2m + 2S). Since each entry of the solution is
bounded by 1/(2m + 2S), the ℓ1 norm is bounded by 1/2. ◀

▶ Lemma 9. Σvi-ETR1 ≤P Satpoly⟨Σ⟩
prob via a reduction without the need for conditional

probabilities.

Proof. Let X0 be a random variable with range {−1, 0, 1} and let X1, . . . , XN be binary
random variables. We replace each real variable xe1,...,eN

in the Σvi-ETR1 formula as follows:

xe1,...,eN
:= P(X0=1 ∧X1=e1 ∧ . . . ∧XN =eN ) − P(X0= − 1 ∧X1=e1 ∧ . . . ∧XN =eN )

This guarantees that xe1,...,eN
∈ [−1, 1]. The existential quantifiers now directly correspond

to the existence of a probability distribution P (X0, . . . , XN ), where each variable corresponds
to an different set of two entries of P .

Let P (X0, . . . , XN ) be a solution to the constructed Satpoly⟨Σ⟩
prob instance. Then clearly set-

ting xe1,...,eN
= P (1, e1, . . . , eN ) −P (−1, e1, . . . , eN ) satisfies the original Σvi-ETR1 instance.

Furthermore it has an ℓ1 norm bounded by 1:

1∑
e1=0

· · ·
1∑

eN =0
|xe1,...,eN

| =
1∑

e1=0
· · ·

1∑
eN =0

|P (1, e1, . . . , eN ) − P (−1, e1, . . . , eN )|

≤
1∑

e1=0
· · ·

1∑
eN =0

(P (1, e1, . . . , eN ) + P (−1, e1, . . . , eN ))

≤ 1 .

Vice-versa, let the original Σvi-ETR1 be satisfied by some choice of the xe1,...,eN
with ℓ1

norm α bounded by 1. We define the probability distribution

P (X0, X1, . . . , XN ) =


1−α
2N if X0 = 0

max(xX1,...,XN
, 0) if X0 = 1

max(−xX1,...,XN
, 0) if X0 = −1

Every entry of P is non-negative since α ≤ 1. Furthermore the sum of all entries is
exactly 1, the entries with X0 ∈ {−1, 1} contribute exactly α total and the 2N entries with
X0 = 0 contribute 1 − α total. Since P fulfills the equation xe1,...,eN

= P (1, e1, . . . , eN ) −
P (−1, e1, . . . , eN ), it is a solution to the constructed Satpoly⟨Σ⟩

prob instance. ◀
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6 Correspondence to Existential Second Order Logic and FO(⊥⊥c)

In this section, we investigate the complexity of existential second order logics and the
probabilistic independence logic FO(⊥⊥c).

▶ Lemma 10. Model checking of ESOR(Σ,+,×,≤, <,=,Q) is in succ-∃R.

Proof. In model checking, the input is a finite structure A and a sentence ϕ, and we need to
decide whether A |= ϕ. A includes a domain A for the existential/universal quantifiers over
variables. Any function (relation) of arity k can be represented as a (Boolean) table of size
|A|k. Some of these tables might be given in the input. The remaining tables of functions
chosen by quantifiers ∃f can simply be guessed by a NEXPreal machine in non-deterministic
exponential time. Then all possible values for the quantifiers of the finite domain can
be enumerated and all sentences can be evaluated. This completes the proof, due to the
characterization given in Lemma 2. ◀

▶ Proposition 11. Model checking of L-ESO[0,1](+,×,≤, 0, 1) is succ-∃R-hard.

Proof. We start with the following equivalences relating the logics:

L-ESO[0,1](+,×,≤, 0, 1) ≡ L-ESO[−1,1](+,×,≤, 0, 1) ≡ L-ESO[−1,1](+,×,−,=,≤, 0, 1/8, 1).

The first equivalence has been shown by Hannula et al. [16]. To see the second one, note
that we can replace operator = using a = b as a ≤ b ∧ b ≤ a. The negative one −1 can
be defined by a function −1 of arity 0 using ∃(−1) : (−1) + 1 = 0. Then any subtraction
a − b can be replaced with a + (−1) × b. Finally, the fraction 1/8 is a function given by
∃1/8 : 1/8 + 1/8 + 1/8 + 1/8 + 1/8 + 1/8 + 1/8 + 1/8 = 1. These equivalence reductions can be
performed in polynomial time.

In the rest of the proof, we show the hardness, reducing the problems in succ-∃R to
the existential second order logic L-ESO[−1,1](+,×,−,=,≤, 0, 1/8, 1). To this aim, we use
a succ-∃R-complete problem which is based on a problem given by Abrahamsen et al. [1],
who have shown that an equation system consisting of only sentences of the form xi = 1/8,
xi + xj = xk, and xi · xj = xk is ∃R-complete. As shown in [31], this can be turned
into a succ-∃R-complete problem, denoted as succETR1/8,+,×

[−1/8,1/8], by replacing the explicit
indices i, j, k with circuits that compute the indices for an exponential number of these three
equations. The circuits can be encoded with arithmetic operators, which allows us to encode
all equations in existential second order logic in a polynomial time reduction.

The instances of succETR1/8,+,×
[−1/8,1/8] are represented as seven Boolean circuits C0, C1,..., C6 :

{0, 1}M → {0, 1}N such that C0(j) gives the index of the variable in the jth equation of
type xi = 1/8, C1(j), C2(j), C3(j) give the indices of variables in the jth equation of the type
xi1 + xi2 = xi3 , and C4(j), C5(j), C6(j) give the indices of variables in the jth equation of
the type xi1xi2 = xi3 . Without loss of generality, we can assume that each type has the same
number 2M of equations. An instance of the problem succETR1/8,+,×

[−1/8,1/8] is satisfiable if and
only if:

∃x0,..., x2N −1 ∈ [−1/8, 1/8] : ∀j ∈ [0, 2M − 1] :
xC0(j) = 1/8, xC1(j) + xC2(j) = xC3(j), and xC4(j) · xC5(j) = xC6(j). (4)

Below, we prove that

succETR1/8,+,×
[−1/8,1/8] ≤P L-ESO[−1,1](+,×,−,=,≤, 0, 1/8, 1). (5)
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Let the instance of succETR1/8,+,×
[−1/8,1/8] be represented by seven Boolean circuits

C0, C1,..., C6 : {0, 1}M → {0, 1}N as described above. Let the variables of the instance
be indexed as xe1,...,eN

, with ei ∈ {0, 1} for i ∈ [N ]. We will identify the bit sequence
b⃗ = b1,..., bM by an integer j, with 0 ≤ j ≤ 2M − 1, the binary representation of which is
b1...bM and vice versa.

We construct sentences in the logic L-ESO[−1,1](+,×,−,=,≤, 0, 1/8, 1) and prove that a
binary model satisfies the sentences if and only if the formula (4) is satisfiable.

Let q be an N -ary function where q(e1, . . . , eN ) should encode the value of variable
xe1,...,eN

. For the range, we require ∀x⃗ : 0 − 1/8 ≤ q(x⃗) ∧ q(x⃗) ≤ 1/8.
For each circuit Ci, we define a function yi whose value yi(⃗b) is xCi(j), i.e., q(Ci(j)). Then

yi can directly be inserted in the equation system (4). For this, we need to encode the circuit
as logical sentences and relate y and q.

To model a Boolean formula encoded by a node of Ci, with i = 0, 1,..., 6, we use one step
of arithmetization to go from logical formulas to calculations on real numbers, where 0 ∈ R
means false and 1 ∈ R means true. While negation is not allowed directly in L-ESO, on the
real numbers we can simulate negation by subtraction.

For each node v of each circuit Ci, we need a function ci,v of arity M , such that ci,v (⃗b) is
the value computed by the node if the circuit is evaluated on input j = b1...bM .

If v is an input node, the node only reads one bit ui,k from the input, so let ∀⃗b : ci,v (⃗b) =
id(bk), where id is a function that maps 0, 1 from the finite domain to 0, 1 ∈ R.

For each internal node v of Ci, we proceed as follows.
If v is labeled with ¬ and u is a child of v, then we require ∀⃗b : ci,v (⃗b) = 1 − ci,u(⃗b).
If v is labeled with ∧ and u and w are children of v, then we require ∀⃗b : ci,v (⃗b) =

ci,u(⃗b) × ci,w (⃗b).
Finally, if v is labeled with ∨ and u and w are children of v, then we require ∀⃗b : ci,v (⃗b) =

1 − (1 − ci,u(⃗b)) × (1 − ci,w (⃗b)).
Thus, if v is an output node of a circuit Ci, then, for Ci fed with input j = b1...bM ∈

{0, 1}M , we have that v evaluates to true if and only if ci,v (⃗b) = 1.
Next, we need an (N +M)-arity selector function si(⃗b, e⃗) which returns 1 iff the output

of circuit Ci on input b⃗ is e⃗. It can be defined as:

∀⃗b, e⃗ : si(⃗b, e⃗) =
N∏

k=1
(ci,vk

(⃗b) × id(ek) + (1 − ci,vk
(⃗b)) × (1 − id(ek))).

Each factor of the product is 1 iff ci,vk
(⃗b) = ek. It has constant length, so it can be expanded

using the multiplication of the logic.
We express each q(Ci(j)) as a function yi(j), where b⃗ is the binary representation of j:

∀⃗b, e⃗ : yi(⃗b) × si(⃗b, e⃗) = q(e⃗) × si(⃗b, e⃗).

The above equation is trivially satisfied for si(⃗b, e⃗) = 0, thus it enforces equality of yi(⃗b)
and q(e⃗) only in the case si(⃗b, e⃗) = 1. Inserting yi in the equation system (4) gives us the
last L-ESO formula:

∀⃗b : y0(⃗b) = 1/8, y1(⃗b) + y2(⃗b) = y3(⃗b), and y4(⃗b) × y5(⃗b) = y6(⃗b),

which, combining with the previous formulas and preceded by second order existential
quantifiers ∃yi, ∃si, ∃ci,v, ∃id, with i = 0, . . . , 6, is satisfiable if and only if the formula (4)
are satisfiable.



M. Bläser, J. Dörfler, M. Liśkiewicz, and B. van der Zander 13:13

Obviously, the size of the resulting sentences are polynomial in the size |C0|+|C1|+...+|C6|
of the input instance and the sentences can be computed in polynomial time.

This completes the construction of reduction (5) and the proof of the proposition. ◀

As L-ESO[0,1](+,×,≤, 0, 1) is weaker than ESOR(Σ,+,×,≤, <,=,Q), it follows:

▶ Theorem 12. Let S = R or S = [a, b] with [0, 1] ⊆ S, {0, 1} ⊆ C ⊆ Q, {×} ⊆ O ⊆
{+,×,Σ} with |O| ≥ 2,and E ⊆ {≤, <,=} with {≤,=} ∩ E ̸= ∅. Model checking of

L-ESOS(O,E,C) and
ESOS(O,E,C)

is succ-∃R-complete.

Proof. We start with the following equivalence, which follows from the fact that a comparison
a ≤ b can be replaced by ∃ϵ, x : aϵ+ x = bϵ:

L-ESO[0,1](+,×,≤, 0, 1) ≡ L-ESO[0,1](+,×,=, 0, 1). (6)

The next fact has been used by [16], but without proof. Perhaps the authors thought it
to be too trivial to mention. But it is not obvious, since the standard technique of replacing
a ≤ b with ∃x : a+ x2 = b does not work here when x is restricted to [0, 1].

In some sense, L-ESO[0,1](+,×,≤, 0, 1) is the weakest logic one can consider in this
context:

▶ Fact 13. Let S = R or S = [a, b] with [0, 1] ⊆ S, {0, 1} ⊆ C ⊆ Q, {×} ⊆ O ⊆ {+,×,Σ}
with |O| ≥ 2,and E ∈ {≤,=}.

L-ESO[0,1](+,×,≤, 0, 1) ≤ L-ESOS(O,E,C) ≤ ESOS(O,E,C).

Proof of Fact 13. Relation = subsumes ≤ due to (6).
If + ∈ O, the remaining statements are trivial. Otherwise, we need to express + using Σ.
If S = R, x+ y can be written as Σtc(t) where c(0) = x, c(1) = y. (we consider model

checking problems, where the finite domain can be set to binary)
If S = [a, b], x or y might be outside the range. But the total weight of any k-arity

function is (b − a)k and each term has a maximal polynomial degree D, so x and y are
bounded by O((b− a)kD). So all expressions can be scaled to fit in the range (Lemma 6.4.
Step 3 proves this for functions that are probability distributions in [16]). ◀

All of this combined shows the theorem. ◀

Hannula et. al [16] and Durand et. al [9] have shown the following relationships
between expressivity of the logics: L-ESO[0,1](+,×,=, 0, 1) ≤ L-ESOd[0,1](Σ,×,=) ≡ FO(⊥⊥c).
L-ESOd[0,1][O,E,C] means a variant of L-ESO[0,1](O,E,C) where all functions are required
to be distributions, that is fA : Aar(f) → [0, 1] and

∑
a⃗∈Aar(f) fA(⃗a) = 1. From the proof for

the translation from L-ESO to FO(⊥⊥c) in [9], it follows that the reduction can be done in
polynomial time. Moreover, it is easy to see that model checking of FO(⊥⊥c) can be done in
NEXPreal. Thus we get

▶ Corollary 14. Model checking of FO(⊥⊥c) is succ-∃R-complete.

This corollary answers the question asked in [15] for the exact complexity of FO(⊥⊥c) and
confirms their result that the complexity lies between NEXP and EXPSPACE.
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7 Succinct ETR of Polynomially Many Variables

The key feature that makes the language Σvi-ETR defined in [31] very powerful is the ability
to index the quantified variables in the scope of summation. Nesting the summations allows
handling an exponential number of variables. Thus, similarly as in succ-ETR, sentences of
Σvi-ETR allow the use of exponentially many variables, however, the formulas are given
directly and do not require any succinct encoding. Due to the fact that variable indexing is
possible, [31] show that Σvi-ETR is polynomial time equivalent to succ-ETR.

Valiant’s class VNP [6, 19] is also defined in terms of exponential sums (we recall the
definition of VNP and related concepts in the full version). However, we cannot index
variables as above, therefore, the overall number of variables is always bounded by the length
of the defining expression. It is natural to extend ETR with a summation operator, but
without variable indexing as was allowed in Σvi-ETR. In this way, we can have exponential
sums, but the number of variables is bounded by the length of the formula. Instead of a
summation operator, we can also add a product operator, or both.

▶ Definition 15.
1. Σ-ETR is defined as ETR with the addition of a unary summation operator

∑1
xi=0.

2. Π-ETR is defined similar to Σ-ETR, but with the addition of a unary product operator∏1
xi=0 instead.

3. ΣΠ-ETR is defined similar to Σ-ETR or Π-ETR, but including both unary summation
and product operators.

In the three problems above, the number of variables is naturally bounded by the
length of the instance, since the problems are not succinct. For example, the formula∑1

x1=0
∑1

x2=0(x1 + x2)(x1 + (1 − x2))(1 − x1) = 0 explained in the introduction is also in
Σ-ETR and ΣΠ-ETR, but not in Π-ETR. The formula

∑1
e1=0 . . .

∑1
eN =0(x⟨e1,...,eN ⟩)2 = 1

is in neither of these three classes since it uses variable indexing.
To demonstrate the expressiveness of Π-ETR, we will show that the PSPACE-complete

problem QBF can be reduced to it.

▶ Lemma 16. QBF ≤P Π-ETR.

Proof. Let Q1x1Q2x2 . . . Qnxnφ(x1, . . . , xn) be a quantified Boolean formula with
Q1, . . . , Qn ∈ {∃, ∀}. We arithmetize φ as A(φ) inductively using the following rules:
φ is a variable xi: We construct A(φ) = xi.
φ is ¬φ1: We construct A(φ) as 1 −A(φ1).
φ is φ1 ∧ φ2: We construct A(φ) as A(φ1) ·A(φ2).
φ is φ1 ∨ φ2: We construct A(φ) as 1 − (1 −A(φ1)) · (1 −A(φ2)) via De Morgan’s law and

the previous two cases.
The special treatment of the ∨ operator ensures that whenever x1, . . . , xn ∈ {0, 1}, then A(φ)
evaluates to 1 iff x1, . . . , xn satisfy φ and 0 otherwise. We then arithmetize the quantifiers
Q1, . . . , Qn in a similar way, but using the unary product operator.
Qi = ∀: We construct A(∀xiQi+1xi+1 . . . Qnxnφ) as

∏1
xi=0 A(Qi+1xi+1 . . . Qnxnφ)

Qi = ∃: We construct A(∃xiQi+1xi+1 . . . Qnxnφ(x1, . . . , xn) as
1 −

∏1
xi=0(1 −A(Qi+1xi+1 . . . Qnxnφ)), again using De Morgan’s law.

The final Π-ETR formula is then just A(Q1x1Q2x2 . . . Qnxnφ) = 1.
The correctness of the construction follows because a formula of the form ∀ψ(x) is true over

the Boolean domain iff ψ(0) ∧ψ(1) is true. The unary product together with arithmetization
allows us to write the whole formula down without an exponential blow-up. ◀
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We also consider the succinct version of ETR with only a polynomial number of variables.

▶ Definition 17. succ-ETRpoly is defined similar to succ-ETR, but variables are encoded
in unary instead of binary, thus limiting the amount of variables to a polynomial amount of
variables. (Note that the given input circuit succinctly encodes an ETR formula and not an
arbitrary circuit.)

For succ-ETR, it does not matter whether the underlying structure of the given instance
is a formula or an arbitrary circuit, since we can transform the circuit into a formula using
Tseitin’s trick. This, however, requires a number of new variables that is proportional to the
size of the circuit, which is exponential.

Like for ETR, we can now define corresponding classes by taking the closure of the
problems defined above. It turns out that we get meaningful classes in this way, however,
for some unexpected reason. Except for Σ-ETR, all classes coincide with PSPACE, which
we will see below. By restricting the number of variables to be polynomial, the complexity
of succ-ETR reduces considerably, from being NEXPreal-complete, which contains NEXP,
to PSPACE. On the other hand, the problems are most likely more powerful than ETR,
assuming that ∃R is a proper subset of PSPACE, which is believed by at least some researchers.

▶ Definition 18. Let succ-∃Rpoly be the closure of succ-ETRpoly under polynomial time
many one reductions.

▶ Theorem 19. PSPACE = succ-∃Rpoly and the problems Π-ETR, ΣΠ-ETR, and
succ-ETRpoly are PSPACE-complete.

Proof idea. To show that succ-ETRpoly is in PSPACE, we rely on results by [24]. One of
the famous consequences of Renegar’s work is that ETR ∈ PSPACE. But Renegar shows
even more, because he can handle an exponential number of arithmetic terms of exponential
size with exponential degree as long as the number of variables is polynomially bounded. For
the completeness of Π-ETR, it turns out that an unbounded product is able to simulate an
arbitrary number of Boolean quantifier alternations, in constrast to an unbounded sum. So,
as shown in Lemma 16, we can reduce QBF to it. ◀

8 ETR with the Standard Summation Operator

In the previous section, we have seen that ETR with a unary product operator (Π-ETR)
is PSPACE-complete. Moreover, allowing both unary summation and product operators
does not lead to an increase in complexity. In this section, we investigate the complexity of
Σ-ETR, ETR with only unary summation operators.

▶ Definition 20. Let ∃RΣ be the closure of Σ-ETR under polynomial time many one
reductions. Moreover, for completeness, let ∃RΠ be the closure of Π-ETR under polynomial
time many one reductions.

8.1 Machine Characterization of ∃RΣ

By Theorem 19, we have ∃RΠ = PSPACE. For ∃RΣ, we can conclude: NPreal = ∃R ⊆ ∃RΣ ⊆
PSPACE. We conjecture that all inclusions are strict. In this section, we will provide some
arguments in favor of this.

We first observe that using summations we can quite easily solve PP-problems. In
particular, we have:

ISAAC 2024
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▶ Lemma 21. NPPP ⊆ ∃RΣ .

Proof. The canonical NPPP-complete problem E-MajSat is deciding the satisfiability of a
formula

ψ : ∃x1, . . . , xn : #{(y1, . . . , yn) ∈ {0, 1}n | ϕ(x, y) = 1} ≥ 2n−1,

i.e., deciding whether there is an assignment to the x-variables such that the resulting formula
is satisfied by at least half of the assignments to the y-variables [18].

Let X1 . . . Xn, Y1 . . . Yn be real variables and ϕR the arithmetization of ϕ. We build an
equivalent ∃RΣ instance as follows:

1. Xi = 0 ∨Xi = 1, 1 ≤ i ≤ n, and

2.
1∑

Y1=0
. . .

1∑
Yn=0

ϕR(X,Y ) ≥ 2n−1.

Then this instance is satisfiable iff ψ is satisfiable because Xi are existentially chosen and
constraint to be Boolean and

∑1
Y1=0 . . .

∑1
Yn=0 ϕ

R(X,Y ) is exactly the number of satisfying
assignments to the Y -variables. ◀

Similarly to ∃R = NPreal, we can also characterize ∃RΣ using a machine model instead of
a closure of a complete problem under polynomial time many one reductions. For this we
define a NPVNPR

real machine to be an NPreal machine with a VNPR oracle, where VNPR denotes
Valiant’s NP over the reals. Since VNPR is a family of polynomials, the oracle allows us to
evaluate a family of polynomials, for example the permanent, at any real input8. The two
lemmas below demonstrate that NPVNPR

real coincides with ∃RΣ which strengthens Lemma 21
that NPPP ⊆ ∃RΣ and characterizes Σ-ETR in terms of complexity classes over the reals.

▶ Lemma 22. Σ-ETR ∈ NPVNPR
real . This also holds if the NPreal machine is only allowed to

call its oracle once.

▶ Lemma 23. Σ-ETR is hard for NPVNPR
real .

▶ Theorem 24. Σ-ETR is complete for NPVNPR
real . Thus, ∃RΣ = NPVNPR

real .

Proof idea. To prove Lemma 22, we show a normal form for Σ-ETR instances such that
all polynomials contained in it are of the form

∑
Y ∈{0,1}m p(X,Y ) where p does not contain

any unary sums. Then we show how to translate formulas in this normal form into a real
word-RAM with oracle access. For the hardness results of Lemma 23, we encode the real
word-RAM computations into an ETR-instance, where the oracle calls (which w.l.o.g. can be
assumed to be calls to the permanent) are simulated by the summation operator. ◀

8.2 Reasoning about Probabilities in Small Models
In this section, we employ the satisfiability problems for languages of the causal hierarchy.
The problem Satpoly⟨Σ⟩

sm,prob is defined like Satpoly⟨Σ⟩
prob , but in addition we require that a satisfying

distribution has only polynomially large support, that is, only polynomially many entries in
the exponentially large table of probabilities are nonzero. Formally we can achieve this by
extending an instance with an additional unary input p ∈ N and requiring that the satisfying
distribution has a support of size at most p. The membership proofs of Satpoly

prob in NP and

8 See the full version for an overview of the relevant definitions.
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in ∃R, respectively, by [11], [17], and [21] rely on the fact that the considered formulas have
the small model property: If the instance is satisfiable, then it is satisfiable by a small model.
For Satpoly⟨Σ⟩

prob , this does not seem to be true because we can directly force any model to be
arbitrarily large, e.g., by encoding the additional parameter p above in binary or by enforcing a
uniform distribution using

∑
x1
. . .

∑
xn

(P (X1=x1, . . . , Xn=xn)−P (X1=0, . . . , Xn=0))2 = 0.
Thus, we have to explicitly require that the models are small, yielding the problem Satpoly⟨Σ⟩

sm,prob.
Formally, we use the following:

▶ Definition 25. The decision problems Satpoly⟨Σ⟩
sm,prob take as input a formula φ ∈ Lpoly⟨Σ⟩ and

a unary encoded number p ∈ N and ask whether there exists a model M = ({X1,..., Xn}, P )
such that M |= φ and #{(x1,..., xn) : P (X1=x1,..., Xn=xn) > 0} ≤ p.

It turns out that Satpoly⟨Σ⟩
sm,prob is a natural complete problem for ∃RΣ:

▶ Theorem 26. The decision problem Satpoly⟨Σ⟩
sm,prob is complete for ∃RΣ.

Proof idea. To show the containment of Satpoly⟨Σ⟩
sm,prob in ∃RΣ, we first show a normal form

that every probability occurring in the input instance contains all variables. Then we have
to use the exponential sum and the polynomially many variables to “built” a probability
distribution with polynomial support. The lower bound follows from reducing from a
restricted Σ-ETR-instance. ◀

9 Discussion

Traditionally, ETR has been used to characterize the complexity of problems from geometry
and real optimization. It has recently been used to characterize probabilistic satisfiability
problems, which play an important role in AI, see e.g. [21, 31]. We have further investigated
the recently defined class succ-∃R, characterized it in terms of real word-RAMs, and shown
the existence of further natural complete problems. Moreover, we defined a new class ∃RΣ

and also gave natural complete problems for it.
The studied summation operators allow the encoding of exponentiation, but only with

integer bases, so they do not affect the decidability, unlike Tarski’s exponential function [29].
Schäfer and Stefankovic [27] consider extensions of ETR where we have a constant number

of alternating quantifiers instead of just one existential quantifier. By the work of Grigoriev
and Vorobjov [14], these classes are all contained in PSPACE. Can we prove a real version of
Toda’s theorem [30]? Are these classes contained in ∃RΣ?
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Abstract
The standard Delaunay triangulation is a geometric graph whose vertices are points in the plane, and
two vertices share an edge if they lie on the boundary of an empty disk. If the disk is replaced with
a homothet of a fixed convex shape C, then the resulting graph is called a C-Delaunay graph. We
study the problem of local routing in C-Delaunay graphs where C is a regular polygon having five to
eight sides. In particular, we generalize the routing algorithm of Chew for square-Delaunay graphs
(Chew. SCG 1986, 169–177) in order to obtain the following approximate upper bounds of 4.640,
6.429, 8.531 and 4.054 on the spanning and routing ratios for pentagon-, hexagon-, septagon-, and
octagon-Delaunay graphs, respectively. The exact expression for the upper bounds of the routing
ratio is

Ψ(n) :=

{√
1 + ((cos(2π/n) + n − 1)/ sin(2π/n))2 if n ∈ {5, 6, 7},√
1 + ((cos(π/8) cos(3π/8) + 3)/(cos(π/8) sin(3π/8)))2 if n = 8.

We show that these bounds are tight for the output of our routing algorithm by providing a point set
where these bounds are achieved. We also include lower bounds of 1.708 and 1.995 on the spanning
and routing ratios of the pentagon-Delaunay graph.

Our upper bounds yield a significant improvement over the previous routing ratio upper bounds
for this problem, which previously sat at around 400 for the pentagon, septagon, and octagon as well
as 18 for the hexagon. Our routing ratios also provide significant improvements over the previously
best known spanning ratios for pentagon-, septagon- and octagon-Delaunay graphs, which were
around 45.

2012 ACM Subject Classification Theory of computation → Sparsification and spanners

Keywords and phrases Geometric Spanners, Generalized Delaunay Graphs, Local Routing Al-
gorithms

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.14

1 Introduction

A geometric graph is a weighted graph whose vertices are points in the plane and edges are
line segments weighted with the Euclidean distance between their endpoints. Two of the
main distance-preserving properties of a graph are the spanning ratio and routing ratio. The
spanning ratio of a pair of points is the ratio of the shortest path between them in the graph
divided by their Euclidean distance, and the spanning ratio of a graph is the maximum
spanning ratio over all pairs of points [11]. On the other hand, the routing ratio is defined
similarly, except that the path is usually computed locally with only information of the
current vertex’s neighbourhood. Since a routing ratio is based on an algorithm that finds a
path and the spanning ratio is based on the existence of a path, the spanning ratio of any
graph is a lower bound on the routing ratio.
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In this paper, we consider variants of standard Delaunay triangulations, which are
geometric graphs with an edge between two points if there exists a disk with the endpoints on
its boundary and no vertices in its interior. The spanning ratio of the Delaunay triangulation
is known to be between 1.5932 [14] and 1.998 [13], however the exact value still remains
unknown. The gap is even larger for the routing ratio, lying somewhere between 1.70 [2]
and 3.56 [1]. Many papers study the related graphs that result from replacing the disk with
a homothet of a fixed convex shape C, resulting in C-Delaunay graphs. Chew [8] proved
that square-Delaunay graphs have a spanning ratio of at most

√
10 by giving a local routing

algorithm. Subsequently, Chew [9] adapted his algorithm to equilateral triangle-Delaunay
graphs to find a spanning ratio of 2, however the adapted algorithm was no longer a routing
algorithm. In fact, Bose et al. [6] showed that the routing ratio of the equilateral triangle-
Delaunay graph is exactly 5√

3 , showing the first separation between the spanning ratio and
routing ratio. By generalizing Chew’s algorithm, Bose et al. [2] were then able to show
that the standard Delaunay triangulation has a routing ratio of at most 5.90 which was an
improvement on the previously known upper bound of 15.48 [5]. Currently, the best-known
bound is 3.56[1]. In this paper, we show that Chew’s algorithm can be further generalized to
pentagon-, hexagon-, septagon-, and octagon-Delaunay graphs to obtain routing ratios of
4.640, 6.429, 8.531 and 4.054, respectively.

The hexagon-Delaunay graph is known to have a tight spanning ratio of 2 [12], however
less is known about Delaunay graphs based on pentagons, septagons and octagons. With the
exception of the hexagon-Delaunay graph, our routing ratio upper bounds yield a significant
improvement over the previous best spanning ratio upper bounds. Bose et al. [4] give a
spanning ratio upper bound for any C-Delaunay graph, where C is any convex shape. In
particular, their bound is based intuitively on the thinness of C, which is essentially measured
by the ratio of the perimeter to the width of C. For example, this ratio is π when C is a disk.
Furthermore, by the construction of the paths from Bose et al. [4] and Perkovic et al. [12],
it is possible to route using the algorithm of Bose and Morin [7] with a constant routing
ratio of 9 times the spanning ratio. For each polygon, we compare our contribution to the
previous best known upper bound in Table 1. We also prove lower bounds of 1.708 and 1.995
on the spanning and routing ratios of the pentagon-Delaunay graph in the appendix.

Table 1 Comparison to previously best-known upper bounds on the spanning and routing ratio
of the C-Delaunay graph.

C Spanning Ratio Routing Ratio Our Routing and Spanning Ratio

Triangle 2[9] 5/
√

3[6]
Square

√
4 + 2

√
2 [3]

√
10[8]

Pentagon ≈ 45[4] ≈ 405[7] ≈ 4.640
Hexagon 2[12] 18[7] ≈ 6.429
Septagon ≈ 45[4] ≈ 405[7] ≈ 8.531
Octagon ≈ 43[4] ≈ 387[7] ≈ 4.054

Circle ≈ 1.998[13] ≈ 3.56[1]

2 Preliminaries

We denote the line segment between points u, v as uv, and the Euclidean length of uv is
denoted |uv|. For a path P in the plane, denote |P| as the length of the path. If paths P,Q
share an endpoint, then P +Q denotes their concatenation. Next, for a, b, c ∈ R2, we define
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∠abc as the angle from ab to bc clockwise around b. The x and y coordinates of a ∈ R2 are
denoted x(a), y(a) respectively. For two vertices u, v in a geometric graph G, the length of
the shortest path from u to v in G is denoted dG(u, v). Then for a constant c ≥ 1, G is said
to be a c-spanner if for all points u, v in G, we have dG(u, v) ≤ c|uv|. The spanning ratio of
G is the least c for which G is a c-spanner. The spanning ratio of a class of graphs G is the
least c for which all graphs in G are c-spanners. A constant spanner is a c-spanner where c is
a constant.

We make the assumption that the graph is embedded on a polynomial-sized grid and
therefore specifying the coordinates of a vertex in V (G) requires O(log(|V (G)|)) bits. Formally,
a m-memory local routing algorithm is a function that takes as input (s, N(s), t, M), and
outputs some memory M ′ and a vertex p ∈ N(s) where s is the current vertex, N(s) is the
neighbourhood of s, t is the destination, and both M, M ′ are bit-strings of length m. An
algorithm is said to be c-competitive for a family of geometric graphs G if the path output
by the algorithm for any pair of vertices s, t ∈ V (G) for G ∈ G has length at most c|st|. The
routing ratio of an algorithm is the least c for which the algorithm is c-competitive for G.
Note that the routing ratio is an upper bound on the spanning ratio.

For n ∈ {5, 6, 7, 8}, let ⃝n denote a regular n-gon in the plane. Every time we mention
an n-gon, it is assumed to be a scaled translate of ⃝n. Note that rotations are not permitted.
We refer to the boundary of any n-gon C as ∂C, and to the interior as int(C). We make
the general position assumptions that no two points are on a line parallel to a side of ⃝n,
that neither coordinate axis is parallel to a side of ⃝n, and that no four points lie on ∂C for
some n-gon C. For two points a, b ∈ ∂C, define Arc(C, a, b) to be the clockwise portion of
∂C from a to b. Let S be a set of points in the plane.

▶ Definition 1. For a, b ∈ S, an edge ab satisfies the empty-⃝n property with respect to S if
there exists an n-gon C with a, b ∈ ∂C and S ∩ int(C) = ∅.

▶ Definition 2. A ⃝n-Delaunay graph of S is a maximal planar graph on S such that every
edge satisfies the empty-⃝n property with respect to S. By maximal, we mean that no more
edges satisfying the empty-⃝n property can be added.

Note that specifying maximality in Definition 2 guarantees that every bounded face
is a triangle [4]. Let u, v be two points in the plane that satisfy the general position
assumption. Then Boundary(u, v) denotes the set of n-gons C such that u, v ∈ ∂C. Also for
any homothet C, define the point Center(C) to be the point in C equidistant from all vertices
of C. Furthermore, denote North(C) to be the vertex of C with the largest y-coordinate.
Similarly, define East(C), South(C) and West(C). For a set H of homothets of ⃝n, let
Center(H) := {Center(C) | C ∈ H}. Similarly, we define West(H). For any homothet C of
the n-gon ⃝n, we label the vertices clockwise from West(C) as C1, ..., Cn.

3 Routing Ratio Upper Bound

Recall that

Ψ(n) :=
{√

1 + ((cos(2π/n) + n− 1)/ sin(2π/n))2 if n ∈ {5, 6, 7},√
1 + ((cos(π/8) cos(3π/8) + 3)/(cos(π/8) sin(3π/8)))2 if n = 8.

The goal of this section is to prove the following theorem.

▶ Theorem 3. The routing ratio of the ⃝5-Delaunay graph is at most Ψ(5) ≈ 4.64.
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3.1 Local Routing Algorithm
We present Algorithm 1, which is a O(log(|V (G)|))-memory local routing algorithm for ⃝n-
Delaunay graphs generalizing Chew’s local routing algorithm [8]. Without loss of generality,
we assume that the start vertex s and destination t satisfy y(s) = y(t) and x(s) < x(t). The
location of s is stored in memory for each step. In addition, we will assume that all edges of
the convex hull are present in the ⃝n-Delaunay graph of S. Then in Section 3.2, we describe
how Algorithm 1 can be modified to handle routing when the convex hull is not present.

The intuition behind Algorithm 1 is that when the current vertex is pi, the next vertex
pi+1 is restricted to one of the vertices of the rightmost triangle Ti of the graph containing
vertex pi and intersecting st. Note that the two neighbours of pi under consideration are on
opposite sides of st. Then, consider the empty n-gon Ci corresponding to Ti. We partition the
boundary of Ci into two arcs by splitting at its west point wi and its rightmost intersection
with st, denoted ti. If pi is in the upper arc, we choose the clockwise neighbour, otherwise
we choose the counterclockwise neighbour. A trace of Algorithm 1 is illustrated in Figure 1.
Note that the triangles T0, ..., Tk are ordered from left to right along st, so the algorithm
terminates. We assume that there are k + 1 edges in the path output by Algorithm 1. Note
that the last edge pkt in Algorithm 1 may appear to be a separate case from case b in
Algorithm 1, but we can avoid analyzing it separately by viewing t as both above and below
st. The important detail in the analysis is that t is in the same portion of ∂Ck as pk (either
pk, t ∈ Arc(Ck, wk, tk) or pk, t ∈ Arc(Ck, tk, wk)).

s = p0

p1

p2

p3 p4

p5

t = p6

C0

C1

C2

C3

C5

C4

Figure 1 Trace of Algorithm 1. In this case, k = 5 and n = 5. The orange line is the path chosen
by Algorithm 1 and the thick black edges represent the other edge (pia or pib) considered in step b.

When u, v are in general position, the set Center(Boundary(u, v)) is analogous to the
perpendicular bisector of uv when the n-gon ⃝n is replaced with a disk. For this reason, we
will refer to Center(Boundary(u, v)) as Bisector(u, v). In Lemma 2.2.1.1 of [10], Ma shows
that for any regular n-gon, Bisector(u, v) is a polygonal chain completed with two rays at
the ends. In this way, Bisector(u, v) partitions R2 into two half-spaces (see Figure 2).

When y(v) > y(u), then there is a natural ordering of the points in Bisector(u, v) from
left to right. By convention, for any u, v ∈ R2 in general position, we say that the point
Bisector(u, v) ∩ Arc(C, u, v) is to the left of the point Bisector(u, v) ∩ Arc(C, v, u). This is
extended to an ordering on all the points of Bisector(u, v). Note that with this convention,
Bisector(u, v) does not have the same ordering as Bisector(v, u). For example, this convention
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Algorithm 1 Local Routing algorithm in ⃝n-Delaunay triangulation.

Data: Two points s, t ∈ S (w.l.o.g. y(s) = y(t) and x(s) < x(t))
Result: Vertices s = p0, ..., t = pk+1 forming a path in ⃝n-Delaunay graph of S

Set i← 0 and pi ← s;
while pi ̸= t do

(a) If t is a neighbour of pi, set pi+1 ← t.
(b) Otherwise, let Ti be the rightmost triangle in the graph intersecting st with

vertex pi. Let a, b be the other vertices of Ti above and below st, respectively.
Let Ci be the empty n-gon with pi, a, b ∈ ∂Ci. Let wi := West(Ci) and ti be
the intersection of Ci with st closest to t.
(1) If pi ∈ Arc(Ci, wi, ti), then set pi+1 ← a and i← i + 1.
(2) Else, set pi+1 ← b and i← i + 1.

end

tells us that in Figure 2, Center(Ci−1) is to the left of Center(Ci) on Bisector(q, pi), whereas
Center(Ci−1) is to the right of Center(Ci) on Bisector(pi, q). Then the following remark is
based on Ma’s plane sweep algorithm [10] which produces the vertices of Bisector(u, v).

▶ Remark 4 ([10]). Let u, v ∈ R2 be in general position with y(v) > y(u). Then for
any C, C ′ ∈ Boundary(u, v) we have that ∠South(C)Center(C)v ≥ ∠South(C ′)Center(C ′)v
provided that Center(C) is to the left of Center(C ′) on Bisector(u, v).

In the following lemma, we describe the structure of the path output by Algorithm 1.

pi

q

Ci−1
Ci

Figure 2 The black polygonal chain is Bisector(q, pi). The white points are the centers of the
5-gons Ci−1 and Ci.

▶ Lemma 5. Let i ∈ {1, ..., k}. If edges pi−1pi and pipi+1 both use case b1 in Algorithm 1,
then ∠wi−1Center(Ci−1)pi ≥ ∠wiCenter(Ci)pi. If instead both edges use case b2 in Algorithm
1, then ∠piCenter(Ci−1)wi−1 ≥ ∠piCenter(Ci)wi.

Proof. Assume without loss of generality that edges pi−1pi and pipi+1 were chosen using
case b1 in Algorithm 1. Then pi is above st. We will first consider the case where Ti−1 and
Ti share an edge, denoted piq. Since pi is above st, then q is below st. Refer to Figure 2.
Both Center(Ci−1) and Center(Ci) lie on Bisector(q, pi), however it remains to establish their
relative position. Then by Remark 4, the result follows if we show that Center(Ci−1) is to the
left of Center(Ci). Define L := {Center(C) | C ∈ Boundary(pi, q) and pi−1 ∈ int(C)} and
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14:6 Routing in Polygon Delaunay Graphs

R := {Center(C) | C ∈ Boundary(pi, q) and pi+1 ∈ int(C)}. Since pi−1 ∈ Arc(Ci−1, q, pi),
then L propagates from Center(Ci−1) to the left. Similarly, R propagates from Center(Ci)
to the right since pi+1 ∈ Arc(Ci, pi, q).If Center(Ci−1) is to the right of Center(Ci), then
L ∪R = Bisector(q, pi). However, Center(Ci−1) and Center(Ci) are both examples of points
in Bisector(q, pi) but not in L ∪ R. Therefore Center(Ci−1) is to the left of Center(Ci),
hence ∠South(Ci−1)Center(Ci−1)pi ≥ ∠South(Ci)Center(Ci)pi. Then we obtain the desired
inequality by remarking that pi is not on Arc(Cr, South(Cr), wr) for r ∈ {i− 1, i} and also
the angle ∠South(C)Center(C)West(C) is constant for all homothets C of ⃝n.

If Ti and Ti−1 do not share an edge, then we use this argument on all the triangles
between Ti−1 and Ti. The result follows since inequality is transitive. ◀

Next, we define the worst-case n-gons, shown in Figure 3.

pi+1
pi+1

pi
pi

Ci
Ci

C ′
i

C ′
i

pi+1

pi

Ci

C ′
i

Figure 3 The original 5-gons, Ci, are blue, and the worst-case 5-gons, C′
i from Definition 6, are

purple. In all examples, pi+1 is above st. Left: West(C′
i) = pi. Middle: West(C′

i) = pi. Right:
South(C′

i), s, t are collinear.

▶ Definition 6 (Worst-Case n-gons). Let i ∈ {0, ..., k} and suppose pi+1 is above st. Start
with an n-gon C = Ci, then move Center(C) left along Bisector(pi, pi+1) while keeping
C ∈ Boundary(pi, pi+1) until the points South(C), s, t are collinear, or pi = West(C). The
resulting n-gon is denoted by C ′

i. If instead pi+1 is below st, then move Center(C) right
along Bisector(pi, pi+1) while keeping C ∈ Boundary(pi, pi+1) until the points North(C), s, t

are collinear, or pi = West(C). The resulting n-gon is again denoted by C ′
i.

To shorten notation, denote w′
i := West(C ′

i) for i ∈ {0, ..., k}. A similar statement to that of
Lemma 5 can be made about the worst-case n-gons:

▶ Lemma 7. Let i ∈ {1, ..., k}. If edges pi−1pi and pipi+1 both use case b1 in Algorithm
1, then ∠w′

i−1Center(C ′
i−1)pi ≥ ∠w′

iCenter(C ′
i)pi. If instead both edges use case b2 in

Algorithm 1, then ∠piCenter(C ′
i−1)w′

i−1 ≥ ∠piCenter(C ′
i)w′

i.

Proof. Let i ∈ {1, ..., k} and assume edges pi−1pi and pipi+1 both use case b1 in Al-
gorithm 1. By Lemma 5, we have ∠wi−1Center(Ci−1)pi ≥ ∠wiCenter(Ci)pi. Since pi is
above st, then the construction of Definition 6 guarantees that ∠wi−1Center(Ci−1)pi ≤
∠w′

i−1Center(C ′
i−1)pi. Similarly, pi+1 is above st, meaning that ∠w′

iCenter(C ′
i)pi ≤

∠wiCenter(Ci)pi. Combining inequalities yields the result. Proving the case when both
edges use case b2 in Algorithm 1 is similar. ◀

Using the same point set as in Figure 1, the trace of Algorithm 1 is shown in Figure 4 with
worst-case n-gons.

Now we define the wedge Wp to be the area swept by stretching⃝n with its west point on p.
More precisely, Wp := {v ∈ R2 | ∃ homothet C of ⃝n such that p = West(C) and v ∈ C}.
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s = p0

p1

p2

p3 p4

p5

t = p6C ′
0

C ′
1

C ′
2

C ′
3

C ′
5

C ′
4

Figure 4 Trace of Algorithm 1 with worst-case 5-gons.

▶ Lemma 8. For i ∈ {1, ..., k}, we have w′
i ∈Ww′

i−1
.

Proof. Suppose pi is above st. If pi = w′
i, then w′

i is on the boundary of C ′
i−1, hence w′

i ∈
Cw′

i−1
. If on the other hand pi ̸= w′

i, by Definition 6 we must have pi ∈ Arc(C ′
i, w′

i, South(C ′
i))

and South(C ′
i) is on st. Suppose for now that South(C ′

i−1) is also on st. Define the set of
homothets

L := {C | South(C), s, t are collinear and pi ∈ Arc(C, West(C), South(C))}.

Then we will prove the following claim, illustrated in Figure 5.

pi

c2

Ĉ2

Ĉ1Ĉ3

Figure 5 West(L) is the black line, and c2 is the homothety center relating Ĉ2 and Ĉ3. Segments
West(Ĉ2)West(Ĉ3) and c2West(Ĉ2) lie on the same line. In this example, σ = 4 and m = 2.

▷ Claim. West(L) is a polygonal chain connected to a ray.

Firstly, suppose 1 < σ < n such that Cσ = South(C). Then for j ∈ {1, ..., σ − 1}, define Ĉj

to be the unique homothet of ⃝n where pi = Ĉj
j and Ĉσ

j is collinear with st. By definition,
for j ∈ {1, ..., σ − 1}, we have West(Ĉj) ∈West(L).

Next, for j ∈ {1, ..., σ − 2}, the n-gons Ĉj and Ĉj+1 are related by a homothety whose
center cj lies on the intersection of lines given by extending the segments st and Ĉj

j Ĉj+1
j .

Furthermore, for any C ∈ L with pi on CjCj+1, the homothety relating Ĉj and C has the
same center, cj . Therefore the point West(C) lies on the segment West(Ĉj)West(Ĉj+1). On
the other hand, for C ∈ L with pi on Cσ−1Cσ, the n-gons C and Ĉσ−1 are related by a
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14:8 Routing in Polygon Delaunay Graphs

homothety whose center is South(Ĉσ−1). Therefore the point West(C) must lie on the ray
r starting at West(Ĉσ−1) extending directly opposite South(Ĉσ−1). We have shown that
West(L) is the polygonal chain (West(Ĉ1), ..., West(Ĉσ−1)) along with the ray r, so the proof
of the claim is completed.

To establish a direction on West(L), which is homeomorphic to a ray by the claim, we
choose the convention that pi is the rightmost point. Then since the vertices Cj are labelled
in the clockwise orientation in the claim, we have that for C, C ′ ∈ L, if West(C) is to the left
of West(C ′) on West(L) then ∠West(C)Center(C)pi ≥ ∠West(C ′)Center(C ′)pi. Therefore
by Lemma 5, w′

i must be to the right of w′
i−1 on West(L).

Finally, we will show that the slope of West(L) remains between the slope of ⃝1
n⃝n

n

and ⃝1
n⃝2

n. Recall the notation ⃝j
n denotes the j-th vertex clockwise around ⃝n where

⃝1
n := West(⃝n). Let 1 < m < n such that ⃝m

n = North(⃝n). We analyze West(L) in
three portions.

Segment West(Ĉj)West(Ĉj+1) for j ∈ {1, ..., m − 1}. Let j ∈ {1, ..., m− 1}. Then by
the homothety relating Ĉj and Ĉj+1, the segment West(Ĉj)West(Ĉj+1) has slope equal to
the slope of segment cjWest(Ĉj). Since cj lies to the left of the line by extending West(Ĉj)Ĉ2

j ,
then the slope of cjWest(Ĉj) is positive and less than the slope of ⃝1

n⃝2
n.

Segment West(Ĉj)West(Ĉj+1) for j ∈ {m, ..., σ − 2}. Suppose j ∈ {m, ..., σ − 2}.
Then by the homothety relating Ĉj and Ĉj+1, the segment West(Ĉj)West(Ĉj+1) has slope
equal to the slope of segment West(Ĉj)cj . Since cj lies to the right of South(Ĉj), then the
slope of West(Ĉj)cj is negative and greater than or equal to the slope of ⃝1

n⃝σ
n, which is

always at least the slope of ⃝1
n⃝n

n.

Ray r. The slope of ray r is West(Ĉσ−1)cσ−1. Since cσ−1 is South(Ĉσ−1), then the slope
of the ray is equal to the slope of ⃝1

n⃝σ
n, which is again in the desired range.

Therefore the slope of each segment of West(L) is within the range given by the cone
Ww′

i−1
. Since w′

i is to the right on West(L), then we must have w′
i ∈Ww′

i−1
.

If now South(C ′
i−1) is instead below st, then we define the homothet C ′ such that

pi ∈ ∂C ′, the points s, South(C ′), t are collinear, and Center(C ′
i−1), Center(C ′), pi are

also collinear. Since C ′ is fully contained in C ′
i−1, then West(C ′) ∈ Ww′

i−1
. Also,

∠West(C ′)Center(C ′)pi = ∠West(C ′
i−1)Center(C ′

i−1)pi, therefore the argument from above
can show that w′

i ∈WWest(C′), hence w′
i ∈Ww′

i−1
. ◀

Next we define a projection that depends on whether the point is above or below st.

▶ Definition 9 (West Side Projection). For a point p above st, let p be the intersection of st

with the line passing through p with the same slope as ⃝1
n⃝2

n. Similarly, when p is below st,
let p be the intersection of st with the line passing through p with the same slope as ⃝1

n⃝n
n.

Using the projections, we define the two paths that we will call snail paths and that are
used to bound the length of the path output by Algorithm 1.

▶ Definition 10 (Snail Paths). Let a, b ∈ R2 satisfy y(a) = y(b). When x(a) < x(b),
define the n-gon C such that b = South(C) and a, C1, C2 are collinear. Then a,b :=
aC1 + Arc(C, C1, b). Similarly, let C ′ be the n-gon such that b = North(C ′) and a, C ′1, C ′n

are collinear, and then a,b := aC ′1 + Arc(C ′, b, C ′1). When x(a) ≥ x(b), we define a,b

and a,b to be empty paths.

The shape of the snail path is very important as it will directly lead to the routing ratio in
the proof of Theorem 3. Notice how the path in Figure 9 is arbitrarily close to s,t.
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▶ Remark 11. After fixing the orientation of the ⃝n, there exists a constant c > 1 such
that for any a, b ∈ R2 with y(a) = y(b) and x(a) < x(b), we have | a,b| = c|ab|. When
x(a) ≥ x(b), then | a,b| = 0. The same is true for | a,b|.
When n = 5, we prove Ψ(5) is an upper bound on the constant c from Remark 11.

▶ Lemma 12. Let n = 5 and a, b ∈ R2 with y(a) = y(b) and x(a) < x(b). Then
max(| a,b|, | a,b|) ≤ Ψ(5)|ab|.

Proof. Let C be the 5-gon corresponding to a,b, and let θ := ∠West(C)ab. For now,
assume C5 = South(C), meaning π/5 ≤ θ, and also θ ≤ π/2. Then the side length
|West(C)South(C)| = |ab| sin(θ)

sin(2π/5) by the law of sines. Similarly, |aWest(C)| = |ab| sin(2π/5+θ)
sin(2π/5) .

Since | a,b| = |aWest(C)|+ 4|West(C)South(C)|, then we have

| a,b| =
|ab| sin(2π/5 + θ)

sin(2π/5) + 4 |ab| sin(θ)
sin(2π/5) ≤ Ψ(5)|ab|,

where the last inequality follows from the analysis in the appendix. See Lemma 16. It is
straightforward to verify that the claim still holds when C5 ≠ South(C). The analysis for

a,b is symmetric. ◀

One useful tool that we will often use is a convex path bound from [2].

▶ Observation 13 (Convex Path Bound). Suppose two convex paths P1,P2 have the same
endpoints a and b, and P1 is contained in the region formed by the simple polygon P2 + ab.
Then |P1| ≤ |P2|.

Next, for i ∈ {0, ..., k}, we define the path Pi := w′
iw

′
i + Arc(C ′

i, w′
i, pi). Paths of this

form will be used in the following lemma for pentagons (n = 5).

▶ Lemma 14. Let n = 5. For 1 ≤ i ≤ k, we have

|Pi−1|+ |pi−1pi| ≤ Ψ(5)|w′
i−1w′

i|+ |Pi|. (1)

Furthermore, we have |Pk|+ |pkt| ≤ Ψ(5)|w′
k, t|.

Proof. For i ∈ {1, ..., k}, we will show that (1) holds using a case analysis. Without loss of
generality, we will assume that pi is above st for all cases. This is equivalent to assuming
that the routing decision is case b1 in Algorithm 1, meaning that pi−1 ∈ Arc(C ′

i−1, w′
i−1, pi).

The arguments for when pi is below st are symmetric. We will use the following shorthand:
s′

i := South(C ′
i).

Case 1: pi−1 is above st and both s′
i−1, s′

i lie on st. See Figure 6. We split the snail
path of C ′

i−1 up into several parts:

|
w′

i−1,s′
i−1
| = |Pi−1|+ |Arc(C ′

i−1, pi−1, pi)|+ |Arc(C ′
i−1, pi, s′

i−1)|. (2)

If w′
i is west of s′

i−1, then by a convex path bound, we get

|
w′

i
,s′

i−1
| ≤ |Pi|+ |Arc(C ′

i−1, pi, s′
i−1)|. (3)

On the other hand, inequality 3 still holds when w′
i is east of s′

i−1 since |
w′

i
,s′

i−1
| = 0.

Finally,

|Pi−1| + |Arc(C′
i−1, pi−1, pi)| = |

w′
i−1,s′

i−1
| − |Arc(C′

i−1, pi, s′
i−1)| − |Pi| + |Pi| by 2

≤ |
w′

i−1,s′
i−1

| − |
w′

i
,s′

i−1
| + |Pi| by 3

≤ |
w′

i−1,w′
i

| + |Pi| by Remark 11.
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w′
i−1 w′

i
s′is′i−1

w′
i−1 w′

i

pi

C ′
i−1 C ′

i

w′
i−1

w′
i s′iw′

i−1

w′
i

pi

C ′
i

C ′
i−1

C

Figure 6 Left: Case 1 when x(w′
i) < x(s′

i−1). The path
w′

i
,s′

i−1
is red. Right: Case 2 reduces

to case 1 by defining n-gon C in green.

Case 2: pi−1 is above st and only s′
i lies on st. We will reduce this case to Case 1.

See Figure 6 First, define a new n-gon C with w := West(C) such that w = w′
i−1, and

South(C), s, t are collinear, and pi ∈ ∂C. By a convex path bound, we have

|Pi−1|+ |Arc(C ′
i−1, pi−1, pi)| ≤ |w′

i−1w|+ |Arc(C, w, pi)| (4)

Lastly, we proceed with the argument in Case 1, replacing C ′
i−1 with C in order to obtain

|w′
i−1w|+ |Arc(C, w, pi)| ≤ |Pi|+ | w′

i−1,w′
i

| (5)

Combining (4) with (5) yields (1).

Case 3: pi−1 is above st and s′
i lies below st. In this case, pi = w′

i, meaning Pi = w′
ipi.

Let point p be collinear with w′
i−1, w′

i−1 such that y(p) = y(pi). Then by a convex path
bound, we have

|Pi−1|+ |Arc(C ′
i−1, pi−1, pi)| ≤ |w′

i−1p|+ | p,pi
|

Finally, equation (1) follows since the paths w′
i−1p and p,pi are translates of Pi and

w′
i−1,w′

i

respectively.

Case 4: pi−1 is below st. In this case, w′
i−1 = pi−1, hence Pi−1 = w′

i−1w′
i−1. Define point

p be the intersection of C ′
i−1 closest to s. We will prove the claim, illustrated in Figure 8.

▷ Claim. Pi−1 is a sub-path of
w′

i−1,p
.

Fix m such that ⃝m
n := North(⃝n). Then for 0 ≤ j ≤ m− 2 let Ĉj be the n-gon such that

Ĉm−j
j = p and West(Ĉj) = w′

i−1. Note that Ĉ0 is exactly the n-gon corresponding to
w′

i−1,p
.

In addition, p was defined to be collinear with C ′1
i−1C ′2

i−1, therefore w′
i−1 = West(Ĉm−2).

Then, for 1 ≤ j ≤ m−2, the n-gons Ĉj−1, Ĉj are related by a homothety with center cj lying
on the intersection of extended segments Ĉ1

j Ĉn
j and Ĉm−j

j Ĉm−j+1
j . By construction, we have

Ĉm−j
j = Ĉm−j+1

j−1 , therefore by symmetry (reflection about the extended line cjCenter(Ĉj)),
we also have Ĉ1

j = Ĉn
j−1. Then West(Ĉj) is on the snail path

w′
i−1,p

if and only if j < 2.
In particular, the claim holds when m− 2 < 2, which is the case for n ∈ {5, 6, 7, 8} since in
general ⌊n

4 ⌋ ≤ m− 1 ≤ ⌈n
4 ⌉.
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pi−1 = w′
i−1

wi

w′
i−1

pi

C ′
i−1 C ′

i

w′
i−1

w′
i−1

pi = w′
i

w′
i

p

C ′
i−1

Figure 7 Left: In Case 3, the blue path w′
i−1X + X,pi is longer than the dotted red path

Pi−1 + Arc(C′
i−1, pi−1, pi). Right: In Case 4: The blue path Pi−1 + pi−1pi is longer than the dotted

red path
w′

i−1,w′
i

+ Pi.

Ĉ0
Ĉ1 Ĉ2

w′
i−1 p

c1

c2 = Ĉ1
0

Ĉ1
1

w′
i−1 = Ĉ1

2

Figure 8 Case 4 claim. Here, n = 9, m = 4, and therefore C′
i−1 = Ĉ1

m−2 is not on the blue path
w′

i−1,p
. If instead n ∈ {5, 6, 7, 8}, then m ∈ {2, 3}.

Then by Lemma 8, x(p) ≤ x(w′
i), therefore Pi−1 is a also sub-path of

w′
i−1,w′

i

. Inequality
(1) follows since the paths Pi−1+pi−1pi and

w′
i−1,w′

i

+Pi have the same endpoints, concluding
this case.

Finally, we have |Pk|+ |pkt| ≤ max(|
w′

k
,t
|, |

w′
k

,t
|) by a convex path bound. Note that

for i = 1, the edge sp1 classifies as Case 4. ◀

Putting this all together, we can now prove Theorem 3.

Proof. Consider the path s = p0, ..., pk+1 = t from Algorithm 1 and apply Lemma 14:

k+1∑
i=1
|pi−1pi| ≤ (

k∑
i=1
|Pi|+ Ψ(5)|w′

i−1w′
i| − |Pi−1|) + (Ψ(5)|w′

kt| − |Pk|)

= Ψ(5)|w′
0t| − |P0| = Ψ(5)|st|.

Since Algorithm 1 is a O(log(|V (G)|))-memory local routing algorithm, then Ψ(5) is an upper
bound on the routing ratio of ⃝5-Delaunay graphs. ◀
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Now we present a lemma showing that our analysis is optimal for Algorithm 1.

▶ Lemma 15. Let n ∈ {5, 6, 7, 8}. For any ϵ > 0, there is a ⃝n-Delaunay graph for which
Algorithm 1 has a routing ratio of at least Ψ(n)− ϵ.

Proof. For simplicity, we present S not in general position, however it is possible to perturb
the position of each vertex to force the ⃝n-Delaunay graph of S to have the desired edges
while being in general position. See Figure 9. Let C be an n-gon, and define σ such that
Cσ = South(C). Then let L be a horizontal line above and arbitrarily close to Cσ. Define
t := L ∩ Cσ−1Cσ and vj := Cj for j ∈ {2, ..., σ − 1}. Let v0 be on CσCσ+1 below L. Let v1
be on C1C2 arbitrarily close to C1. Then let Ĉ be an n-gon such that East(Ĉ) = v0 and
p1 ∈ ∂Ĉ. Finally, s is the leftmost intersection of L and ∂Ĉ. Let S := {s, t, v0, v1, ..., vσ−1}.
While there are several valid ⃝n-Delaunay graphs of S, we will choose to route on the graph
with edges sv0, sv1, vj−1vj , v1v0, vjv0, v0t, vσ−1t for j ∈ {2, ..., σ − 1}. When Algorithm 1
routes from s to t in the ⃝n-Delaunay graph of S, then each step of case b is sub-case b1,
therefore the path is s, v1, v2, ..., vσ−1, t. By construction, this path is arbitrarily close to
the snail path s,t. Since Ψ(n)|st| represents the maximum length of the snail path s,t

over all orientations of ⃝n, then the routing ratio of Algorithm 1 for this graph is at least
Ψ(n)− ϵ. ◀

s t
v0

v1

v2

v3

v4

C

Ĉ

Figure 9 Worst-case point-set construction causes Algorithm 1 to choose the orange path which
is arbitrarily close to | s,t| since each step of case b is sub-case b1. Here n = σ = 5. For more
details, see proof of Lemma 15.

3.2 Extending Algorithm 1 to graphs where the convex hull is not
present

In order to extend Algorithm 1 to graphs where the convex hull is not present, we add
dummy vertices to the graph G to ensure the entire set S is triangulated. In particular,
define the set D of dummy vertices as follows:

Let C be the scaled translate of⃝n with Center(C) = s and |West(C)Center(C)| = 10|st|.
Then let Rot(C) denote the rotated n-gon obtained by rotating C about Center(C) by π

radians (or by π − ϵ radians for ϵ > 0 to satisfy the general position assumption). Lastly, let
D be the corners of Rot(C) that are in the unbounded region of the ⃝n-Delaunay graph
of S.
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If Algorithm 1 is used in the ⃝n-Delaunay graph of S ∪D, then the path from s to t

will have length at most c|st| where c is given in Lemma 16. In all cases, c < 10, so for all
i ∈ {0, ..., k + 1}, we have that pi /∈ D. The choice of D ensures that all pi are not incident
to the unbounded region.

When routing in the ⃝n-Delaunay graph of S, Algorithm 1 can be modified to simulate
the edges of the ⃝n-Delaunay graph of S ∪D. Firstly, it can be verified locally whether the
current vertex pi is incident to the unbounded region. Indeed, pi is in the unbounded region
if and only if there exists a j ∈ {1, ..., n} and an n-gon C such that Cj = pi and no edges
incident to pi intersect C. Note that the size of C is irrelevant. Then if pi is incident with
the unbounded region, it can be verified whether pi has neighbours in D in the ⃝n-Delaunay
graph of S ∪D since the algorithm stores the location of s and can calculate the distance |st|.

3.3 Extending our result to hexagons, septagons and octagons
So far, we have shown that Algorithm 1 has a routing ratio of at most Ψ(5) ≈ 4.640 for any
⃝5-Delaunay graph. To extend our result to n-gons with 6 ≤ n ≤ 8, then Lemma 12 needs
to be generalized to Lemma 16. Additionally, Lemma 14 is trivially generalized by replacing
each occurrence of Ψ(5) with Ψ(n) for the corresponding n-gon.

▶ Lemma 16. Let a, b ∈ R2 with y(a) = y(b) and x(a) < x(b). Then max(| a,b|, | a,b|) ≤
Ψ(n)|ab| for n ∈ {5, 6, 7, 8}.

Proof. Let n ∈ {5, 6, 7} and let C be the n-gon corresponding to a,b. Let θ := ∠West(C)ab,
and for now assume that South(C) = Cn. This means that π/5 ≤ θ ≤ π/2. Then by
the law of sines, |West(C)South(C)| = |ab| sin(θ)

sin(2π/n) and |aWest(C)| = |ab| sin(2π/n+θ)
sin(2π/n) . Since

| a,b| = |aWest(C)|+ (n− 1)|West(C)South(C)|, then we have

| a,b|
|ab|

= sin(2π/n + θ)
sin(2π/n) + (n− 1) sin(θ)

sin(2π/n) . (6)

Focusing on the numerators, we have
d

dθ

(
sin(2π/n + θ) + (n − 1) sin(θ)

)
= cos(2π/n + θ) + (n − 1) cos(θ)

= (cos(2π/n) cos(θ) − sin(2π/n) sin(θ)) + (n − 1) cos(θ)
= (cos(2π/n) + n − 1) cos(θ) − sin(2π/n) sin(θ).

From there, we get that the critical value of θ is

θ∗ = arctan
(

cos(2π/n) + n− 1
sin(2π/n)

)
.

Therefore the maximum value is

sin
(
2π/n + θ∗)

+ (n− 1) sin
(
θ∗)

sin(2π/n) .

When n is 5, 6 or 7, the maximum value of (6) is approximately 4.640, 6.429, or 8.531
respectively. It is straightforward to verify that the claim still holds when South(C) ̸= Cn.

When n = 8, the analysis is slightly different since we can not have South(C) = Cn.
As before, let C be the 8-gon corresponding to a,b, and let θ := ∠West(C)ab. Then
necessarily, we have South(C) = C7, meaning that ∠bC1a = 3π

8 . By the law of sines,
|C1C7| = |ab| sin(θ)

sin(3π/8) and |aC1| = |ab| sin(3π/8+θ)
sin(3π/8) . Also, |Arc(C, C7, C1)| cos(π/8) = |C1C7|.

Since | a,b| = |aC1|+ 3|Arc(C, C7, C1)|, then we have
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| a,b|
|ab|

= sin(3π/8 + θ)
sin(3π/8) + 3 sin(θ)

sin(3π/8) cos(π/8) where π/4 ≤ θ ≤ π/2,

which reaches a maximum of around 4.054 by a similar analysis to above. ◀

4 Routing Ratio Lower Bound for ⃝5-Delaunay graphs

▶ Lemma 17. Every local routing algorithm for ⃝5-Delaunay graphs must have a routing
ratio of at least 1.995 for any ϵ > 0.

Proof. Consider the construction shown in Figure 10.

s t

a

v1 = C1

v2

v3

C v4

v5

Figure 10 Point set construction obtaining a routing ratio lower bound of approximately 1.995.

Let δ > 0 and let C be a pentagon with |C1C2| = 1 + δ. Define v1 := C1, v2 ∈ C2C3

arbitrarily close to C2, v3 := C3, v4 ∈ C3C4 arbitrarily close to C4, and v5 ∈ C5C1

arbitrarily close to C5. Finally place point a on C1C2 such that |C1a| = 1. Place s outside
C equidistant from v1, a, arbitrarily close to C1C2. Define the point t ∈ C4C5 on the line
perpendicular to C1C2 through s. The point set is S := {s, t, a, v1, v2, v3, v4, v5}. While
S admits many different triangulations, we choose the triangulation from Figure 10. The
edges are sa, sv1, av1, av2, v1v2, v1v3, v1v5, v2v3, v3v4, v3v5, v4v5, v4t, v5t. In particular, the
neighbourhood of s is {a, v1}, however the shortest path from a to t is approximately along
the boundary ∂C. We will analyze the routing ratio of any algorithm that chooses to go to a.
Then, any algorithm that chooses v1 first will perform poorly on a symmetric graph reflected
about the line through st.

We consider the clockwise and counterclockwise arcs from point a to point t. The
counterclockwise arc has length

|Arc(C1, t, a)| = |av1|+ |v1C5|+ |C5t|

= 1 + (1 + δ) +
1
2 + (1 + δ) sin 18

sin 54 .

On the other hand, the clockwise arc from a to t has length

|Arc(C1, a, t)| = |aC2|+ |C2C3|+ |C3C4|+ |C4t|

= δ + (1 + δ) + (1 + δ) + (1 + δ −
1
2 + (1 + δ) sin 18

sin 54 ).
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Finally, we have |st| = |v1C5| cos 18+ |C5t| cos 54 = (1+δ) cos 18+
1
2 +(1+δ) sin 18

tan 54 . This means
that the routing ratio is at least

|sa|+ |ShortestPath(a, t)|
|st|

=
1
2 + min(|Arc(C1, a, t)|, |Arc(C1, t, a)|)

|st|
which reaches approximately 1.995 when δ = 0.447. ◀

5 Spanning Ratio Lower Bound for ⃝5-Delaunay graphs

▶ Lemma 18. For any ϵ > 0, there exists a ⃝5-Delaunay graph with spanning ratio of at
least 5

2+3 sin( π
10 ) − ϵ.

Proof. Let ϵ > 0. We will construct a point set for the ⃝5-Delaunay graph shown in
Figure 11. In particular, let the pentagon C have side length 1, then place a on C1C5

with |C1a| = 1
4 and b on C3C4 with |C3b| = 1

4 . Next, place v1 ∈ C1C2 arbitrarily close to
C1, v2 := C2, v3 ∈ C2C3 arbitrarily close to C3, v4 ∈ C4C5 arbitrarily close to C4, and
v5 ∈ C4C5 arbitrarily close to C5. We define S := {a, b, v1, v2, v3, v4, v5} and consider the
triangulation with edges av1, av5, v1v2, v1v5, v2v3, v2v4, v2v5, v3v4, v3b, v4b, v4v5. The shortest
path from a to b is approximately the boundary ∂C. Therefore the length of the shortest
path from a to b is approximately 5

2 , whereas |ab| = 1 + 3
2 sin( π

10 ). This means that the
spanning ratio of is approximately 1.708. ◀

a b

v1

v2 = C2

v3

v4v5

C

Figure 11 Point set construction obtaining a spanning ratio lower bound of approximately 1.708.
The shortest path between a and b is arbitrarily close to the perimeter of the pentagon.

6 Conclusions

We have dramatically improved the upper bound on the spanning ratio when n ∈ {5, 7, 8}
and on the routing ratio when n ∈ {5, 6, 7, 8}. We also provided matching lower bounds for
the paths output by our routing algorithm, showing that our analysis is tight. Furthermore,
we prove that no routing algorithm for pentagon-Delaunay graphs can have a routing ratio
less than 1.995. Finally, we show that the worst-case spanning ratio is at least 1.708 for the
pentagon-Delaunay graph. We conclude with the following three open questions: (1) Can
we improve the lower bound on the routing ratio for these graphs? (2) Can we provide a
routing algorithm that attains this lower bound? (3) Can our approach be generalized for
regular polygons with more than 8 sides?
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Abstract
The Yao graph is a geometric spanner that was independently introduced by Yao [SIAM J. Comput.,
1982] and Flinchbaugh and Jones [SIAM J. Algebr. Discret. Appl., 1981]. We prove that for any
two vertices of the undirected version of the Yao graph with four cones, there is a path between
them with length at most 13 + 5/

√
2 ≈ 16.54 times the Euclidean distance between the vertices,

improving the previous best bound of approximately 54.62. We also present an online routing
algorithm for the directed Yao graph with four cones that constructs a path between any two vertices
with length at most 17 + 9/

√
2 ≈ 23.36 times the Euclidean distance between the vertices. This

is the first routing algorithm for a directed Yao graph with fewer than six cones. The algorithm
uses knowledge of the coordinates of the current vertex, the (up to) four neighbours of the current
vertex, and the destination vertex to make a routing decision. It also uses one additional bit of
memory. We show how to dispense with this single bit at the cost of increasing the length of the
path to

√
331 + 154

√
2 ≈ 23.43 times the Euclidean distance between the vertices.
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1 Background

Online routing is the problem of constructing a path in a graph from some current vertex to
a given destination vertex, without knowing the entire graph ahead of time. The path must
be constructed one vertex at a time. A routing algorithm computes, given some vertex, the
next vertex on the path.

The information available to a routing algorithm is of great importance. We say that a
routing algorithm is local if the only information available to it is knowledge of the current
vertex, the immediate neighbours of the current vertex, the destination vertex, plus a constant
amount of extra information.

In this paper we will consider routing algorithms for a specific type of geometric graph
called a Yao graph. A geometric graph is a graph whose vertex set is a set of points in the
plane, and whose edges are weighted by the Euclidean distance between their endpoints. We
will consider both directed and undirected graphs. Since the vertices of a geometric graph
are points, we will assume that the routing algorithm has access to their coordinates.

© Prosenjit Bose, Darryl Hill, Michiel Smid, and Tyler Tuttle;
licensed under Creative Commons License CC-BY 4.0

35th International Symposium on Algorithms and Computation (ISAAC 2024).
Editors: Julián Mestre and Anthony Wirth; Article No. 15; pp. 15:1–15:17

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

https://orcid.org/0000-0002-8906-0573
https://doi.org/10.4230/LIPIcs.ISAAC.2024.15
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


15:2 On the Spanning and Routing Ratios of the Yao-Four Graph

Let u and v be two points in the plane. Define dx(u, v) and dy(u, v) to be the horizontal
and vertical distances between u and v. In this paper we will make use of three different
distance functions, or metrics, on R2. They are the L1 metric, the L2 (or Euclidean) metric,
and the L∞ metric.

∥uv∥1 = dx(u, v) + dy(u, v)

∥uv∥2 =
√

dx(u, v)2 + dy(u, v)2

∥uv∥∞ = max{dx(u, v), dy(u, v)} (1)

All of the results will be in terms of the standard Euclidean distance, but the analysis will
make use of the other metrics.

Let G = (V, E) be a geometric graph, directed or undirected. Let dG(u, v) denote the
length of the shortest path from u to v in G. For a real number t, we say that G is a t-spanner
if dG(u, v) ≤ t∥uv∥2 for all u and v in V . The spanning ratio (also called the stretch factor)
of G is the minimum such t.

Let A be a routing algorithm, and let dA
G(u, v) denote the length of the path from u to v

in G constructed by algorithm A. We say that A is t-competitive if dA
G(u, v) ≤ t∥uv∥2 for

all u and v in G. The routing ratio of A is the smallest such t. If A is t-competitive for all
graphs in some class G, then we say that A is t-competitive on G. The precise definition of
an online routing algorithm will be given in Section 1.2.

1.1 Yao graphs
The results of this paper are about the spanning and routing ratios of a specific class of
geometric graph known as Yao graphs. We begin by defining these graphs.

Fix an integer k ≥ 3. Let Ri be the ray emanating from the origin making an angle of
2πi/k with the positive x-axis1. The region between two consecutive rays is called a cone.
Specifically, let Ci be the region between Ri and Ri+1, including Ri but not Ri+1. The k

cones C0 through Ck−1 partition the plane (minus the origin) into k regions. Let Ci(p) and
Ri(p) be Ci and Ri translated so that the rays emanate from p rather than the origin.

Given a set P of n points in the plane, we construct a directed graph in the following
way. For each point p in P , we add at most k edges to the graph, one edge per cone Ci(p) of
p. Let q be the point in P ∩ Ci(p) that minimizes the distance ∥pq∥2. Add a directed edge
from p to q. See Figure 1 for an example. Repeating this for every point and every cone
adds at most kn edges to the graph. The resulting graph is called the (directed) Yao-k graph
of P , denoted Y⃗k(P ) or simply Y⃗k if the set P is clear from context. The undirected Yao-k
graph Yk(P ) (or Yk if the set P is clear) is obtained by forgetting the direction of each edge
of Y⃗k(P ).

Notice that the vertices of a directed Yao-k graph have outdegree bounded by k. The
vertices of an undirected Yao-k graph can have unbounded degree.

The Yao graph was first defined in the early 1980s independently by Flinchbaugh and
Jones [1] and Yao [13]. Althöfer et al. first proved that Yao graphs are spanners in 1993 [6].
Specifically, they showed that for any set P of points and any t ≥ 1, there is an integer k

such that Yk(P ) is a t-spanner of P .
Later work found specific bounds for spanning ratios of Yao graphs. Bose et al. showed

that the spanning ratio of Yk(P ) is at most 1/(cos θ−sin θ) for all k ≥ 9 [11], where θ = 2π/k.
This was later improved to 1/(1− 2 sin(θ/2)) for all k ≥ 7 [12]. Finally, Barba et al. showed
that the spanning ratio is at most 1/(1− 2 sin(3θ/8)) for odd values of k ≥ 5 [2].

1 Angles are measured counterclockwise.
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C0C1

C2 C3

Figure 1 The four cones used to define the Y⃗4 graph.

The techniques used to bound the spanning ratio of Yao graphs with many cones do not
directly translate to Yao graphs with very few cones. For these, more specific arguments are
required. For Y6, the first published bound was by Damian and Raudonis, who showed that
the spanning ratio is at most 17.64 [9]. This was later improved by Barba et al. to 5.8 [2].

In the same paper that gives a bound of 1/(1− 2 sin(3θ/8)) on the spanning ratio of Y5,
Barba et al. [2] give a more precise argument that the spanning ratio of Y5 is at most 2 +

√
3.

For Y4, the first bound was by Bose et al. [12], who showed that the spanning ratio is at
most 662. This was improved by Damian and Nelavalli to 54.62 [10].

For fewer than four cones Yao graphs are not necessarily spanners [5]. In fact, the
Y1 graph is equivalent to the (directed) nearest-neighbour graph, which may not even be
connected. The Y2 and Y3 graphs are connected, but the directed versions are not necessarily
strongly connected. These results are summarized in Table 1.

For more than six cones, the proofs that Yao graphs are spanners give a routing algorithm
called cone routing: always move to the neighbour in the cone that contains the destination.
This gives a routing ratio equal to the spanning ratio. For Y⃗6, a local routing algorithm is
known with a routing ratio of 1 + 38/

√
3 ≈ 22.94 [7]. For four or five cones, however, no

local routing algorithms are known.
Theta graphs [4, 8] are a class of graphs that are similar to Yao graphs. The construction

begins the same way, by partitioning space into cones, but instead of adding an edge from a
vertex to its nearest neighbour in each cone, the vertices in each cone are projected onto
the bisector of the cone and an edge is added to whichever vertex has the closest projection.
Like Yao graphs, Theta graphs are spanners, and routing algorithms for Theta graphs have
been studied. In this paper we will present an online routing algorithm for Y⃗4(P ) that is a
modification of the best-known routing algorithm for Θ⃗4(P ) [3]. Although the algorithm is
similar, some care must be taken since every edge of a Theta graph defines an empty triangle,
whereas every edge of a Yao graph defines an empty sector of a circle. More importantly, our
analysis of the algorithm is novel and we believe it is much simpler than the analysis for the
Θ⃗4(P ) routing algorithm.

1.2 Local routing
Let G = (V, E) be a graph. An online routing algorithm on G can be modelled as a function
f : V × V × P (V )× {0, 1}∗ → V × {0, 1}∗, where P (V ) is the power set of V .

The first two parameters of f are the current vertex u and the target vertex v. The third
parameter is the set of vertices we can use to make a routing decision. We will focus on local
routing, where this parameter is the set of neighbours of u. The fourth parameter is a finite
bitstring called the header, which a routing algorithm can use to store arbitrary information
as it constructs a path.
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Table 1 Lower and upper bounds for spanning ratios of Yao graphs (θ = 2π/k). Our improved
upper bound for k = 4 is highlighted in bold. In the bottom four rows, m is a positive integer.

Number of cones k Lower bound Upper bound
3 or fewer ∞ ∞

4 Open 16.54
5 2.87 3.74
6 2 5.8

4m + 2 1 + 2 sin(θ/2) 1
1 − 2 sin(θ/2)

4m + 3 1 + 2 sin
(

3θ
8

)(
1 + 2

(
sin

(
13θ
16

)
+ sin

(
19θ
16

)) sin(θ/16)
sin(2θ)

) 1
1 − 2 sin(3θ/8)

4m + 4 1 + 2 sin(θ/2)(1 + tan(θ/2)) 1
1 − 2 sin(θ/2)

4m + 5 1 + 2 sin(3θ/8) + 4 sin(5θ/16) sin(3θ/8) 1
1 − 2 sin(3θ/8)

A routing algorithm must take these four parameters and decide which neighbour of u

should come next on the path, and potentially modify the header in some way. These are
the two outputs of the function f . A path from a vertex u to a vertex v is constructed in
the following way. Let u0 = u and h0 be some initial header that the routing algorithm is
allowed to compute before constructing the path. Then we get a sequence of vertices and
headers defined by (ui+1, hi+1) = f(ui, t, N(ui), hi). If ui = v for some i, we stop as the
routing algorithm has successfully found a path from u to v.

If, for any two vertices u and v in G, a routing algorithm A constructs a path from
u to v, then we say that A guarantees delivery on the graph G. Let dA

G(u, v) denote the
Euclidean length of the path from u to v in G constructed by algorithm A. We say that A is
t-competitive if dA

G(u, v) ≤ t∥uv∥2. The routing ratio of A on G is the smallest t such that
A is t-competitive.

If hi is the empty bitstring for all i, then we say that A is memoryless. If hi = h0 for
all i, then we say that A uses a static header. That is, the header is computed before the
routing algorithm begins and never modified. Otherwise we say that A uses a dynamic
header. The memory usage of a routing algorithm is the maximum length of hi at any point
during construction of a path from u to v, over all pairs of vertices in G.

2 The greedy-sweep algorithm

Let P be a finite set of points in the plane. To avoid tedious case analysis, we will make a
general position assumption that no two points have the same x or y coordinate, and that no
two points lie on a line with slope +1 or −1. Let s and t be two points of P . In this section
we will describe the routing algorithm for constructing a path from s to t in the directed
graph Y⃗4(P ). First, we give some definitions that will be needed to describe and analyze the
algorithm.

Let p be any point in the plane. For another point q, define Wpq to be the quarter-circle
in Ci(p) that is centred at p with q on its boundary contained in Ci(p). Define the diagonals
of p to be the lines through p with slope +1 and −1. Denote the diagonals of p by d+(p) and
d−(p). The first step is to choose one of the two diagonals of t. Given the positions of s and
t, choose whichever diagonal is closer to s. This can be determined by checking which cone
of t contains s. If s is in C0(t) or in C2(t), then choose d+(t). Otherwise, choose d−(t). Let
d denote the chosen diagonal. Knowledge of this diagonal will be needed to make routing
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decisions. The choice of diagonal needs exactly one bit of memory to be remembered. Later
we will see that this bit can be dispensed with, at the cost of a slightly higher routing ratio.
Finally, define the height of a point p, denoted h(p), to be the L1 distance from p to d.

For any point p of P , exactly one of the cones of p has a nonempty, bounded intersection
with d. We say that this cone of p faces d. The intersection of the halfplane of d that contains
p and the cone forms a right triangle. Denote this triangle by T (p, d).

Algorithm 1 Pseudocode for the greedy-sweep algorithm.
▷ The procedure Greedy(p, t, d) returns the neighbour of p in the cone that

contains t, and the procedure Sweep(p, t, d) returns the neighbour of p in the cone that
faces diagonal d, or null if such a neighbour does not exist.
procedure GreedySweep(p, t, d)

q ← Greedy(p, t, d)
r ← Sweep(p, t, d)
if r = null or ∥pr∥2 > h(p) then

return q

else
return r

end if
end procedure

To make a routing decision at a point p, we have a choice of up to four neighbours. We
will determine where to go in the following way. Consider the triangle T (p, d). If T (p, d)
is empty of points of P , then we say that it is clean, or that p is clean with respect to d.
Given the information at p, it might not be possible to determine if T (p, d) is clean or not.
However, if r is the neighbour of p in the cone containing T (p, d), and ∥pr∥2 > h(p), then
T (p, d) must be clean. Also, if p does not have a neighbour in the cone that faces d, then
T (p, d) is clean. If either of these two conditions are met, then move from p to the neighbour
of p in whichever cone contains t. This is called a greedy step. Otherwise, move from p to its
neighbour in the cone that faces d. This is called a sweeping step. See Figure 2.

In two cones of t, a sweeping step and a greedy step are identical, in the sense that they
both select the same neighbour of p. For example, if d = d−(t) and if p is in C0(t), then a
greedy step and a sweeping step will both choose the neighbour of p in C2(p). In this case we
will consider the move to be a sweeping step. This means that greedy steps are only possible
in two cones of t. Which two cones will depend on whether d = d−(t) or d = d+(t).

All of the information necessary to make a routing decision can be determined solely
from the coordinates of p, the neighbours of p, and t, as well as the slope of the diagonal d.
See Algorithm 1 for a pseudocode description of the algorithm.

3 Analysis

We begin by stating a lemma that will be very useful in our analysis, relating the three
different metrics under consideration.

▶ Lemma 1. For any points u and v in the plane, the following chain of inequalities holds:

∥uv∥∞ ≤ ∥uv∥2 ≤ ∥uv∥1 ≤
√

2∥uv∥2 ≤ 2∥uv∥∞. (2)
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h(p)

p
T (p, d)

p′

T (p′, d)r
r′

q

d d

t t

Figure 2 From p, a greedy step to q would be taken since ∥pr∥2 > h(p). This implies that T (p, d)
is empty. From p′ a sweeping step to r′ would be taken since ∥p′r′∥2 < h(p′). There is not enough
information at p′ to determine if T (p′, d) is empty or not, since part of T (p′, d) is outside of the
quarter circle defined by p′ and r′.

Let P be a finite set of points in the plane, and let s and t be points in P . In this section
we will analyze the path in Y⃗4(P ) constructed by the greedy-sweep algorithm starting from s,
with t as the destination. We begin the analysis by proving that the greedy-sweep algorithm
guarantees delivery, by eventually reaching t. For the remainder of this section, we will
assume without loss of generality that s is in C1(t), so d = d−(t), and that s is below d.

▶ Lemma 2. Let s and t be different vertices of a Y⃗4 graph, and consider the path constructed
by the greedy-sweep algorithm starting at s with t as the destination. Let u and v be two
consecutive vertices on this path. Then v is inside the square centred at t with u on its
boundary, and so ∥ut∥∞ > ∥vt∥∞.

This lemma immediately implies that the algorithm terminates.

▶ Corollary 3. The greedy-sweep algorithm guarantees delivery on the Y⃗4 graph.

To analyze the routing ratio of the greedy-sweep algorithm, we will consider greedy steps
and sweeping steps separately. Recall that d is the diagonal fixed by the algorithm.

Consider an edge uv traversed while routing. Since no two points lie on a common
diagonal by our general position assumption, the height change h(v)− h(u) must be either
positive or negative. Let D be the set of edges uv such that the height decreases from u to v,
meaning h(u) > h(v), and let I be the set of edges such that the height increases from u to
v. Since h(t) = 0 because t lies on d, we know that the total decrease in height must equal
the total increase in height plus the height of the initial point s. That is,∑

uv∈D

(
h(u)− h(v)

)
= h(s) +

∑
uv∈I

(
h(v)− h(u)

)
. (3)

The next two lemmas show that a sweeping step will always result in a height decrease that
is at least proportional to the length of the edge, and that the length of a greedy edge is at
least equal to the change in height.

▶ Lemma 4. Let uv be an edge taken during a sweeping step. We have h(u) − h(v) ≥
(2−

√
2)∥uv∥2.

Proof. We will consider two cases. See Figure 3. First, if uv does not cross d, then
h(v) = h(u)− ∥uv∥1 and we have h(u)− h(v) = ∥uv∥1 ≥ ∥uv∥2 by Lemma 1.
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u
d

u′
d

v v′

Figure 3 Illustration of Lemma 4. The edge uv does not cross d, and the edge u′v′ does. In both
cases the height decreases when traversing the edge.

Suppose uv crosses d, and that v is in Ci(u). Let θ be the angle made by the edge
uv with the ray Ri(u). We have h(v) = ∥uv∥1 − h(u), so Suppose uv crosses d, and that
uv is an i-edge. Let θ be the angle made by the edge uv with the ray Ri(u). We have
h(v) = ∥uv∥1 − h(u), so

h(u)− h(v) = 2h(u)− ∥uv∥1

≥ 2∥uv∥2 − (sin θ + cos θ)∥uv∥2

= (2− (sin θ + cos θ))∥uv∥2

≥ (2−
√

2)∥uv∥2. ◀

▶ Lemma 5. Let uv be an edge taken during a greedy step. We have h(v)− h(u) ≤ ∥uv∥2.

Proof. Assume without loss of generality that u is in C1(t) and that d = d−(t). If h(v) < h(u),
then the inequality is trivially satisfied. If h(v) > h(u), then we have h(v)−h(u) = dy(u, v) ≤
∥uv∥2. ◀

Now let S be the set of sweeping edges and G be the set of greedy edges. Lemma 4
implies S ⊆ D, so we must have I ⊆ G. In other words a sweeping edge will always decrease
the height, so if an edge increases the height it must be a greedy edge.

▶ Lemma 6. The total length of all the sweeping edges is at most (1+ 1√
2 )(h(s)+

∑
uv∈G∥uv∥2).

Proof. The proof follows from Lemmas 4 and 5, and some simple manipulations:∑
uv∈S

∥uv∥2 ≤
∑

uv∈D

1
2−
√

2
(
h(u)− h(v)

)
= 1

2−
√

2

∑
uv∈D

(
h(u)− h(v)

)
= 1

2−
√

2

(
h(s) +

∑
uv∈I

(
h(v)− h(u)

))
≤ 1

2−
√

2

(
h(s) +

∑
uv∈G

∥uv∥2

)
. ◀

Finally we will bound the total length of the greedy edges in terms of ∥st∥∞. For any
point u, let u be the projection of u onto d. Define the footprint of an edge uv in the following
way. Let w be the point along either ray bounding the cone Ci(u) that contains v such that
∥uw∥2 = ∥uv∥2. The footprint of uv is the segment uw. See Figure 4. It does not matter
which ray we chose since the projection of w would be the same in both cases. Note that we
have ∥uv∥2 =

√
2∥uw∥2.
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u

u

v
w

w

t

Figure 4 A greedy edge uv. Its footprint is the segment uw. The blue triangle is empty because
uv is a greedy edge, and the orange region is empty because it is contained in Wuv, the empty
quarter circle defined by the edge uv. For any greedy edge u′v′ such that u′ is in C1(t), u′ is below
d, and u′ comes after u in the routing path, we must have u′ in the indicated triangle. The footprint
of u′v′ must be disjoint from the footprint of uv.

Recall that there are only two cones of t where greedy edges can originate, since in two
of the cones of t a greedy step would be the same thing as a sweeping step. In both of these
cones, the greedy edge can begin either above or below d. Split the set greedy edges into four
subsets, depending on which cone of t the edge originates in and whether the edge begins
above or below d. We will show that, for any two edges that are in the same subset of G,
their footprints are disjoint (except possibly at a single point).

▶ Lemma 7. Let uv and u′v′ be two greedy edges such that u and u′ are in the same cone of
t, and both are either above or below d. Then the footprints of these two edges are disjoint.

Proof. Let uw and u′w′ be the footprints of the edges uv and u′v′, respectively. Assume
without loss of generality that u appears before u′ on the routing path, and that u and u′

are in C1(t) and below d. We will show that the points u, w, u′, w′, and t appear in exactly
that order along d. To do this, we show that uw and u′w′ are contained in C1(t) and that

∥ut∥1 > ∥wt∥1 ≥ ∥u′t∥1 > ∥w′t∥1. (4)

First note that w must be in C1(t), since otherwise t would be in Wuv, which is empty. Recall
that Wuv is the quarter-circle in Ci(p) that is centred at p with q on its boundary contained
in Ci(p). Therefore we have ∥tu∥1 > ∥tw∥1. The same reasoning shows that ∥tu′∥1 > ∥tw′∥1.

Since u′ comes after u on the routing path, we know that it is inside the square centred
at t with u on its boundary by Lemma 2. The point u′ must be inside the intersection of this
square with C1(t), and below d. If ∥vt∥1 < ∥u′t∥1, then u′ would either have to be inside
T (u, d) or Wuv. Both of these two regions are empty, so we must have ∥vt∥1 ≥ ∥u′t∥1. See
Figure 4. ◀

We can use this lemma and the fact that greedy edges can only originate in two cones of
t to bound the total length of the greedy edges.

▶ Lemma 8. The total L2 length of the greedy edges is at most 8∥st∥∞.
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Proof. Let G1, . . . , G4 be the four sets of greedy edges defined above. The total length of
the footprints in one such set cannot be more than

√
2∥st∥∞, since that is the length of d

that lies inside the intersection of one of the cones of t with the square centred at t with s

on its boundary. Therefore,

∑
uv∈G

∥uv∥2 =
4∑

i=1

∑
uv∈Gi

∥uv∥2 =
4∑

i=1

∑
uv∈Gi

√
2∥uu∥2 ≤

4∑
i=1

2∥st∥∞ = 8∥st∥∞. ◀

Now that we have a bound on the length of the greedy edges in terms of ∥st∥∞, we can
combine that with our bound on the length of the sweeping edges to get a bound on the
total length of the path, and therefore the routing ratio.

▶ Theorem 9. The routing ratio of the greedy-sweep algorithm is at most 17 + 9/
√

2.

3.1 Removing the diagonal bit

In the greedy-sweep algorithm, one bit of memory is required to remember the choice of
diagonal. Removing the single bit of memory just requires us to fix a diagonal ahead of time,
without knowledge of s and t. We will choose d−(t) as our diagonal. The proof of Lemma 2
does not depend on our choice of d at all, so the routing algorithm will still terminate with
this modification.

A few changes to the analysis have to be made, however. The initial height h(s) can now
be larger. The height of s for the one bit greedy-sweep is at most ∥st∥∞, because we chose d

to be whichever diagonal of t is closer to s. Now, however, since we fix the diagonal ahead of
time the height of s is at most 2∥st∥∞. The proofs of Lemmas 6 and 8 do not depend on the
choice of diagonal, and so they remain unchanged. Notice how increasing h(s) beyond ∥st∥∞
also increases the distance ∥st∥2. This results in the routing ratio being a unimodal function
of ∥st∥∞, where at a certain point increasing h(s) actually decreases the routing ratio since
∥st∥∞ increases too quickly. The routing ratio will increase slightly, from 17 + 9/

√
2 ≈ 23.36

to
√

331 + 154
√

2 ≈ 23.43.

▶ Theorem 10. The memoryless version of the greedy-sweep algorithm has a routing ratio
of at most

√
331 + 154

√
2.

Proof. Assume without loss of generality that s lies on the left edge of the square centred at
t with s on the boundary. By Lemmas 6 and 8 we know that the length of the routing path
is at most αh(s) + (8α + 8)∥st∥∞, where α = 1 + 1√

2 . If h(s) ≤ ∥st∥∞ then we can proceed
as we did for the proof of Theorem 9.

If h(s) > ∥st∥∞, then let θ be the angle made by the segment st with the ray R2(t) and
let ρ be the routing ratio. Notice that 0 < θ < π

4 . Then

ρ ≤ αh(s) + (8α + 8)∥st∥∞

∥st∥2

= α sin θ + (9α + 8) cos θ.

This is maximized when θ = arctan(α/(9α + 8)) with a value of ρ =
√

331 + 154
√

2. ◀
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4 Spanning ratio

We now turn our attention to the undirected Yao-4 graph. Let s and t be two vertices of a Y⃗4
graph, and let P be the path from s to t constructed by the greedy-sweep algorithm. Notice
that this is also a path in the undirected Y4 graph. This already gives an upper bound of
23.36 on the spanning ratio of the undirected Y4 graph. In this section, we will improve this
upper bound to 16.95.

First, define Pi(p) to be the path constructed by starting at p and following edges
in cone i repeatedly, until a point is reached that has no neighbour in cone i. Also,
given two points p and q define R(p, q) to be the axis-aligned rectangle that has p and q

at opposite corners. The side lengths of this rectangle are dx(p, q) and dy(p, q). Define
SS(p, q) = min{dx(p, q), dy(p, q)} and LS(p, q) = max{dx(p, q), dy(p, q)}.

Assume without loss of generality that s is in C1(t), and that it is below d−(t). In this
situation, greedy edges can only originate in C1(t) and in C3(t), not C0(t) or C2(t). The key
point of this section is that if any edge of P originates in C3(t), then P must intersect at
least one of P0(t) and P2(t). We will show that if two edges of a Y4 graph intersect, then
there is a short path between the endpoints of the two edges. This means we can take a
“shortcut” and only use the subpath of P before its intersection with P0(t) or P2(t).

Before proving the main result of this section, we will characterize the possible intersections
in a Y4 graph. First, some definitions. An edge pq is called an i-edge if q is in Ci(p). If pq is
an i-edge and uv is an (i± 1)-edge, then we say that pq and uv are in adjacent cones. If uv

is an (i + 2)-edge, then we say that they are in opposite cones. Note that an i-edge is the
same thing as an (i mod 4)-edge.

▶ Lemma 11. Let pq and uv be i-edges such that p is not in Ci(u) and u is not in Ci(p).
Then pq and uv cannot intersect except if q = v.

The previous lemma implies that edges in the same cone can only intersect at their
endpoints. We will characterize intersections of edges in opposite or adjacent cones into two
categories: short side and long side crossings. See Figure 5.

If pq and uv are in opposite cones and pq intersects the short side of R(p, u), then we say
that pq short side crosses uv. Notice that two edges in opposite cones do not have to actually
intersect for us to say that they short side cross. If the edges are in adjacent cones and pq

intersects the short side of R(p, v), then we say that pq short side crosses uv. If it intersects
the long side of R(p, v), then we say that pq long side crosses uv. Edges in adjacent cones
must intersect if they short or long side cross. If the edges are in adjacent cones and q = v,
then we will consider the intersection to be a short side crossing.

If pq and uv are in opposite cones and intersect, then we always consider this a short side
crossing since one of the edges will short side cross R(p, u), as the next lemma shows.

▶ Lemma 12. Let pq and uv be edges in opposite cones that intersect. Then either pq short
side crosses uv, or uv short side crosses pq.

Note the slight difference in definitions for opposite and adjacent cones. If pq short side
crosses uv and they are in adjacent cones, then pq intersects the short side of R(p, v). But
if they are in opposite cones, then pq intersects the short side of R(p, u). We will call the
second point (other than p) that defines this rectangle the visible vertex, so that we can say
pq short side crosses an edge with visible vertex u.
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p

q

u v

p

q
u

v

p

u

v

q

R(p, u)
R(p, v) R(p, v)

Figure 5 Three different crossings. From left to right: pq opposite cone short side crosses uv

with visible vertex u, pq adjacent cone short side crosses uv with visible vertex v, and pq long side
crosses uv.

4.1 Short side crossings
In this section we will prove that if an edge short side crosses another edge, then we can find
a short undirected path between them. Long side crossings will be considered in the next
section. The following two lemmas are simply geometric facts that will be needed to prove
the main result of this section.

▶ Lemma 13. Let p and q be two distinct points. Then ∥pq∥2 ≤ LS(p, q) + (
√

2− 1)SS(p, q).

Proof. Consider a right triangle with legs LS(p, q) and SS(p, q). Let θ be the angle adjacent
to the hypotenuse and the leg with length LS(p, q). We have SS(p, q) = ∥pq∥2 sin θ and
LS(p, q) = ∥pq∥2 cos θ.

(
√

2− 1)SS(p, q) + LS(p, q) = ∥pq∥2((
√

2− 1) sin θ + cos θ). (5)

The function (
√

2− 1) sin θ + cos θ is at least 1 on the interval [0, π/4]. ◀

▶ Lemma 14. Let pq be an edge that short side crosses an edge with visible vertex u. Then
(1) LS(q, u) ≤ SS(p, u), and
(2) SS(q, u) ≤ (

√
2− 1)SS(p, u).

Now we are ready to state the main result of this section.

▶ Lemma 15. Let pq be an edge of a Y4 graph that short side crosses another edge with
visible vertex u. Then there is an undirected path from p to u with length at most LS(p, u) +
(
√

2 + 1)SS(p, u).

Proof. The proof is by induction on all pairs of points p ̸= u such that there is an edge pq

that short side crosses an edge with visible vertex u, ordered by SS(p, u).
Consider one such pair. There are two possibilities. If q = u, then there is a path between

p and u with length ∥pu∥2 ≤ ∥pu∥1 < LS(p, u) + (
√

2 + 1)SS(p, u). Otherwise q ̸= u. Assume
without loss of generality that pq is a 0-edge and that pq crosses the top edge of R(p, u).
Consider P3(q). We claim that this path must exit R(q, u) by the right edge. Since u is in
C3(q), the path must intersect some edge of R(q, u).

If pq adjacent short side crosses an edge vu, then vu must be a 3-edge. Therefore P3(q)
cannot intersect vu by Lemma 11, so it must intersect the right edge of R(q, u) because vu

is above the bottom edge. If pq opposite short side crosses an edge uv, then R(p, u) must be
empty since it is contained in the intersection of Wpq and Wuv. Let q′ be the last point on
P3(q). We have dy(p, q′) < dx(q′, u), so the path P3(q) must exit R(q, u) to the right.
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p

q

u

P3(q)

Figure 6 Figure for Lemma 15. Notice that P1(u) must either intersect pq or P3(q). If u′ is the
last vertex on P1(u) inside R(q, u), then the long side of R(q, u′) is horizontal because the shaded
region of R(q, u′) is contained in Wpq.

This implies that P1(u) must either intersect pq or P3(q). Both of these will result in a
short side crossing. Let u′ be the last point on P1(u) that is inside R(q, u). If P1(u) intersects
P3(q), there is a short side crossing since the edges will be in opposite cones, and edges in
opposite cones that intersect always short side cross. Otherwise if P1(u) intersects pq, the
long side of R(q, u′) is horizontal, so we have a short side crossing. Notice that this short
side crossing has a smaller short side length than SS(p, u). See Figure 6.

This implies that in the pair p and u such that SS(p, u) is minimized, there is an edge
from p to u. So in the base case there is a path between p and u with length at most ∥pu∥2.

Now assume for the inductive step that we have a pair of points p and u such that there
is an edge pq that short side crosses an edge with visible vertex u, and that for every other
such pair p′ and u′ such that SS(p′, u′) < SS(p, u), there is a path from p′ to u′ of length
at most LS(p′, u′) + (

√
2 + 1)SS(p′, u′). If P1(u) intersects pq, then construct a path in

the following manner. By induction, there is a path between q and u′ with length at most
LS(q, u′) + (

√
2 + 1)SS(q, u′). Concatenate the edge pq, the path between q and u′, and the

segment of P1(u) up to u′. The resulting path has length at most

dG(p, u) ≤ ∥pq∥2 + LS(q, u′) + (
√

2 + 1)SS(q, u′) + ∥uu′∥1

≤ ∥pq∥2 + LS(q, u) + (
√

2 + 1)SS(q, u).
(6)

Now, if P1(u) intersects P3(q), then

dG(p, u) ≤ ∥pq∥2 + ∥qq′∥1 + LS(q′, u′) + (
√

2 + 1)SS(q′, u′) + ∥uu′∥1

≤ ∥pq∥2 + LS(q, u) + (
√

2 + 1)SS(q, u).
(7)

In both cases we have the same bound on the length of the path. Now, Lemma 13 implies
that ∥pq∥2 ≤ LS(p, u) + (

√
2 − 1)SS(p, u), and Lemma 14 gives bounds on LS(q, u) and

SS(q, u). Putting these together finishes off the proof:

dG(p, u) ≤ ∥pq∥2 + LS(q, u) + (
√

2 + 1)SS(q, u)

≤ LS(p, u) + (
√

2− 1)SS(p, u) + SS(p, u) + (
√

2 + 1)(
√

2− 1)SS(p, u)

= LS(p, u) + (
√

2 + 1)SS(p, u). ◀
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Figure 7 Figure for Lemma 17.

4.2 Long side crossings

Suppose we have an edge pq that long side crosses another edge uv. In this section, we will
show that there is a short path from q to u, using the short side crossings from the previous
section. Assume without loss of generality that uv is a 3-edge and pq is a 0-edge. We will
show that from u and q we can find two paths in opposite cones that must intersect, and by
Lemma 12 that intersection must be a short side crossing.

▶ Lemma 16. P0(u) intersects the top edge of R(u, q).

Proof. The path P0(u) cannot intersect the right edge, since then it would have to intersect
the edge pq. But pq is a 0-edge, and two 0-edges cannot intersect by Lemma 11. ◀

▶ Lemma 17. P2(q) intersects the left edge of R(u, q).

Proof. Consider Figure 7. The point ℓ is directly above p and on the arc of Wuv. The point
r is the other intersection of the line d+(ℓ) with the arc of Wuv.

Every point on the arc of Wpq is below d−(m), including q. The point r is above d+(p)
and on the arc of Wuv. This means that r must be above and to the right of m. Therefore q

is also below d−(r).
Since q is above r but below d−(r), it must be the case that q is to the left of r. In other

words, we have dx(u, q) < dx(u, r) = dx(u, y), which is what we wanted to show.
We have shown that dy(u, ℓ) > dx(u, q). That implies that the rectangle R with u as its

upper-left corner, with width dx(u, q) and height dy(u, ℓ), is taller than it is wide. Notice
that R is contained in Wpq ∪Wuv, meaning that it is empty of points. Consider an edge xy

on P2(q) such that x is in R(u, q). If y is below ℓ, then we must have

∥xy∥2 > dy(x, y) > dy(x, ℓ) > dy(x, u) + dx(x, u) > ∥xu∥2,

a contradiction since both y and u are in C2(x). Therefore no edge of P2(q) can span R in
this sense, and P2(q) must intersect the left edge of R(u, q). ◀

These two lemmas imply the main result of this section.

▶ Lemma 18. Let pq be an edge of a Y4 graph that long side crosses another edge uv. Then
there is an undirected path between u and q with length at most LS(u, q) + (

√
2 + 1)SS(u, q).
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4.3 Constructing a path

In this section we describe how to construct a path between two vertices of an undirected Y4
graph. Let s and t be the endpoints of our path. Let P be the path from s to t constructed
by the greedy sweep algorithm in the directed Y⃗4 graph. This is also a path in the undirected
Y4 graph. For the remainder of this section, assume without loss of generality that s is above
and to the left of t, and that s is below the diagonal d−(t).

We consider three cases, based on the observation that if some vertex of P lies in C3(t),
then P must intersect at least one of P0(t) or P2(t). We will construct a path in a different
way for each of the three cases. The cases that we consider then are:
1. The path P does not intersect P0(t) ∪ P2(t), except for at t

2. The first intersection of P with P0(t) ∪ P2(t) is a short side crossing
3. The first intersection of P with P0(t) ∪ P2(t) is a long side crossing

In the first case, the path between s and t is P itself.
In the second case, let uv be the first edge of P that intersects Pi(t), where i ∈ {0, 2}.

If u is in Ci(t), then uv must be an (i + 2)-edge, so the edge pq that it intersects is in the
opposite cone. Therefore by Lemma 15 there is a path between u and p with length at most
LS(p, u) + (

√
2 + 1)SS(p, u). Otherwise, if u is in C1(t), then uv must be a 3-edge and we

have edges in adjacent cones that intersect. In this case we must have pq short side crossing
uv, with visible vertex v. By Lemma 15 there is a path between v and p with length at most
LS(p, v) + (

√
2 + 1)SS(p, v). In either case concatenating the subpath of P from s to the

visible vertex (u in the case of an opposite cone short side crossing, and v in the case of an
adjacent cone short side crossing), the path from the visible vertex to p of Lemma 15, and
the subpath of Pi(t) from t to p (in reverse) gives a path between s and t.

The third case is similar to the second. Let uv be the first edge of P that intersects Pi(t),
where i ∈ {0, 2}. In this case pq long side crosses uv, meaning they must be in adjacent
cones, and so uv is a 3-edge, and u is in C1(t). By Lemma 18 there is a path between u and
q. Concatenate the subpath of P from s to u, the path from u to q, and the subpath of Pi(t)
from t to q (in reverse).

▶ Theorem 19. Let P be a set of points. For any two points s and t in P , there is a path in
Y4(P ) with length at most (13 + 5/

√
2)∥st∥2.

Proof. The path is constructed as previously described. We will bound the length for each
case separately.

Case 1. Since no edge of P originates in C3(t), we know that any greedy edge of P will
have to originate in C1(t). We can modify the proof of Lemma 8 using this fact. Now there
are only two subsets of greedy edges to consider, depending on whether they originate above
or below the diagonal. This results in a total length of 4∥st∥∞ for the greedy edges. The
proof of Lemma 6 does not need to change at all, giving a total length for P of

∑
uv∈S

∥uv∥2 +
∑

uv∈G

∥uv∥2 ≤
(

1 + 1√
2

)(
h(s) +

∑
uv∈G

∥uv∥2

)
+

∑
uv∈G

∥uv∥2

≤
(

1 + 1√
2

)(
∥st∥∞ + 4∥st∥∞

)
+ 4∥st∥∞

≤
(

9 + 5√
2

)
∥st∥2.
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Case 2. Let u be the vertex of P that is the visible vertex of the first intersection of P

with Pi(t). Let P ′ be the subpath of P from s to u. Notice P ′ does not have any edges
originating in C3(t). Therefore the total length of the greedy edges on this subpath is at
most 4∥st∥∞ as in case 1. Now we modify the proof of Lemma 6 by noting that∑

pq∈D′

(h(p)− h(q)) = h(s)− h(u) +
∑

pq∈I′

(h(q)− h(p)) (8)

where D′ and I ′ are the sets of edges of P ′ where the height decreases and increases,
respectively, as in the proof of Lemma 6. Using that fact we see that the length of P ′ is at
most (8 + 4/

√
2)∥st∥∞ + (1 + 1/

√
2)(h(s)− h(u)).

Next, we know the length of the path between u and p by Lemma 15: at most (
√

2 +
1)SS(u, p) + LS(u, p). And finally the length of the subpath of Pi(t) is at most ∥pt∥1. Notice
that p is inside R(t, u), so we have

(
√

2 + 1)SS(u, p) + LS(u, p) + ∥pt∥1 = (
√

2 + 1)SS(u, p) + LS(u, p) + SS(p, t) + LS(p, t)

≤ (
√

2 + 1)SS(t, u) + LS(t, u).

Now, we have SS(t, u) + LS(t, u) = h(u). Furthermore, h(u)/2 ≤ LS(t, u) ≤ h(u). Therefore,

(
√

2 + 1)SS(t, u) + LS(t, u) = (
√

2 + 1)(h(u)− LS(t, u)) + LS(t, u)

= (
√

2 + 1)h(u)−
√

2LS(t, u)

≤ (
√

2 + 1)h(u)−
√

2
2 h(u)

=
(

1 + 1√
2

)
h(u).

Adding this to the length of P ′, we see that the length of the path between s and t is at most(
8 + 4√

2

)
∥st∥∞+

(
1 + 1√

2

)(
h(s)− h(u)

)
+

(
1 + 1√

2

)
h(u)

=
(

8 + 4√
2

)
∥st∥∞ +

(
1 + 1√

2

)
h(s)

≤
(

9 + 5√
2

)
∥st∥∞

≤
(

9 + 5√
2

)
∥st∥2.

Interestingly, this is the same bound as in case 1.
Case 3. Just like in case 2, the subpath P ′ from s to u has length at most 4∥st∥∞ + (1 +

1/
√

2)(4∥st∥∞ + h(s) − h(u)) ≤ (9 + 5/
√

2)∥st∥∞. By Lemma 18, the length of the path
between u and q is at most LS(u, q) + (

√
2 + 1)SS(u, q). Finally, the subpath of Pi(t) from t

to q has length at most ∥tq∥1.
We will show that LS(u, q) ≤ dy(u, p) and SS(u, q) ≤ (

√
2− 1)dy(u, p). That will imply

that the length of the subpath between u and q has length at most dy(u, p) + (
√

2 + 1)(
√

2−
1)dy(u, p) = 2dy(u, p) ≤ 2dy(u, t) ≤ 2∥st∥∞. We also have ∥qt∥1 ≤ 2∥qt∥∞ ≤ 2∥st∥∞. So
the total length of the subpath between u and t is at most 4∥st∥∞. Adding that to the length
of P ′ gives a total of (13 + 5/

√
2)∥st∥∞.

Consider Figure 8. Without loss of generality, we assume that pq is an edge on P0(t). Let
x = dx(u, p) and y = dy(u, p). Let u′ be the point directly above p such that dy(u′, p) = y.

ISAAC 2024
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u u′ w

w′

v′

p

θ

q′

Figure 8 Case 3 of Theorem 19.

Let v′ be the point of the bisector of C0(p) such that dx(v′, p) = dy(v′, p) = y. Let w be the
point between u′ and v′ such that dx(w, v′) = x. Let w′ be the point on the bisector of C0(t)
such that ∥pw′∥2 = ∥pw∥2. Finally, let q′ be the point above v′ such that dy(p, q′) = ∥pv′∥2.

First, some observations. The point v must be to the left of v′ since ∥uv′∥2 = ∥up∥1 ≥
∥uv∥2. The point q must be inside R(u′, q′), since q is above u and right of p, but if it were
outside of the rectangle then it would contain v′ and the point v could not exist, because
Wpq is empty of points.

We will show that LS(u, q) ≤ LS(u′, q′) and SS(u, q) ≤ SS(u′, q′). Then, since
LS(u′, q′) = y and SS(u′, q′) = dy(u′, q′) = (

√
2− 1)y, we will have completed the proof.

First since q is inside R(u′, q′) we must have dy(u, q) ≤ dy(u′, q′). Next we show that
dx(u, q) ≤ dx(u′, q′). To do this we will show that q is to the left of w. Then we would
have dx(u, q) ≤ dx(u, w) = dx(u′, q′). We know that ∥uv∥2 < ∥up∥2, so if we can show that
∥up∥2 < ∥uw′∥2 then we will know that v cannot lie in the shaded region of Figure 8. That
would mean that Wpq is inside Wpw, so ∥pq∥2 < ∥pw∥2, and since q is above w this must
mean that q is left of w.

Now we prove that ∥up∥2 < ∥uw′∥2. Let r = dx(p, w′) = dy(p, w′). Notice that
∥up∥2

2 = x2 + y2 and ∥uw′∥2
2 = (x + r)2 + (y − r)2. If we can show that the inequality

x2 + y2 < (x + r)2 + (y − r)2 holds, we will be done. The inequality can be simplified to
x + r > y. This holds since w is left of w′, so x + r = dx(u, w′) > dx(u, w) = y.

Therefore ∥uw′∥2 > ∥up∥2, which implies that q is to the left of w, which implies that
dx(u, q) ≤ dx(u′, q′). This together with the fact that dy(u, q) ≤ dy(u′, q′) means we must
have LS(u, q) ≤ LS(u′, q′) = dy(u, p) and SS(u, q) ≤ SS(u′, q′) = (

√
2 − 1)dy(u, p). As we

have previously shown, this means the length of the path between s and t has length at most
(13 + 5/

√
2)∥st∥2 ≈ 16.54∥st∥2. Notice that the bound in this case is greater than the bound

for the other two cases, by exactly 4∥st∥2. ◀

5 Conclusion

We have presented a local routing algorithm for the directed Y⃗4 graph, the first such routing
algorithm for this class of graphs. The routing ratio of this algorithm is 17 + 9/

√
2 ≈ 23.36.

The algorithm requires one bit of memory, and we showed that this can be dispensed with at
the cost of increasing the routing ratio to

√
331 + 154

√
2 ≈ 23.42. Our result also lowers

the best-known upper bound on the spanning ratio of the directed Y⃗4 graph from 54.82 to
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23.36. We also used the routing algorithm to bound the spanning ratio of the undirected Y4
graph to be at most 16.54. To do so we showed that if two edges of a Y4 graph intersect,
then there must be a short path between the endpoints of these edges.
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Abstract
We consider the k-min-sum-radii (k-MSR) clustering problem with fairness constraints. The k-min-
sum-radii problem is a mixture of the classical k-center and k-median problems. We are given a set
of points P in a metric space and a number k and aim to partition the points into k clusters, each
of the clusters having one designated center. The objective to minimize is the sum of the radii of
the k clusters (where in k-center we would only consider the maximum radius and in k-median we
would consider the sum of the individual points’ costs).

Various notions of fair clustering have been introduced lately, and we follow the definitions due
to Chierichetti et al. [13] which demand that cluster compositions shall follow the proportions of
the input point set with respect to some given sensitive attribute. For the easier case where the
sensitive attribute only has two possible values and each is equally frequent in the input, the aim is
to compute a clustering where all clusters have a 1:1 ratio with respect to this attribute. We call
this the 1:1 case.

There has been a surge of FPT-approximation algorithms for the k-MSR problem lately, solving
the problem both in the unconstrained case and in several constrained problem variants. We add
to this research area by designing an FPT (6 + ϵ)-approximation that works for k-MSR under the
mentioned general fairness notion. For the special 1:1 case, we improve our algorithm to achieve a
(3 + ϵ)-approximation.
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1 Introduction

Cluster analysis is an unsupervised learning task that has inspired much research during the
last decades. Nearly all popular clustering formulations lead to NP-hard and often APX-hard
problems, thus there is a thriving field designing approximation algorithms for clustering. A
very popular and well studied problem is the k-median problem: Given n points P from a
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metric space and a number k, find k centers C ⊆ P such that the sum of the distances of
all points to their respective centers is minimized. Notice that k centers implicitly define k

clusters by assigning each point to its closest center (breaking ties arbitrarily). The k-median
problem is APX-hard [19, 23], but allows for O(1)-approximations. After a long line of
research, the currently best approximation for k-median achieves a guarantee of 2.675+ε [10]2.
A clustering function that is very popular for its simplicity and elegant algorithms is k-center.
It has the same input and solution space, but judges clusterings based on the maximum radius
of the (induced) clusters. The goal is to minimize the radius of the cluster with largest radius.
It has been known for quite some time that k-center admits a 2-approximation [18, 20], and
that this is tight when assuming P ̸= NP [21].

In this paper, we consider k-min-sum-radii clustering, abbreviated as k-MSR. We get the
same input and solution space as for k-center, but the objective changes to the sum of the
cluster radii. The problem thus lies in between k-center and k-median as it is a sum-based
objective, but considers radii instead of points. Contrary to intuition, in metric spaces, many
design techniques fail for k-msr which work fine for k-center and k-median. However, the
problem allows for a polynomial (3 + ϵ)-approximation [9] via primal dual algorithms.

The model of fair clustering was introduced by Chierichetti et. al. [13] based on a disparate
impact approach. In the easiest case, given an input point set with the same number of
blue and red points, the goal of fair clustering is to find a clustering where every cluster
is composed of the same number of red and blue points (the colors represent values of a
sensitive attribute). The number of points in a cluster is unlimited, but the composition of
the clusters is constrained. For k-center and k-median, the following simple approach suffices
to design polynomial-time approximation algorithms for fair clustering in this scenario:

Compute a fair micro clustering, i.e., a clustering into µ≫ k clusters which is fair (this
is easier than finding exactly k clusters, for two colors and µ = n/2 it is just a matching).
Consider the clusters in this micro clustering as inseparable entities and use an algorithm for
the unconstrained problem to cluster them into k clusters. The resulting clusters are fair
because the union of fair clusters is again fair (this property of the constraint fairness is
sometimes called mergeability). In addition, both for k-center and for k-median, the cost
of the resulting clusters can be reasonably bounded, yielding O(1)-approximations for the
respective fair clustering problems. Most surprisingly, the same approach does not work in
the case of k-min-sum-radii. The reason is that for k-min-sum-radii, the cost of a micro
clustering can actually be larger than the clustering with k clusters. This property is shared
neither by k-center nor by k-median: For k-center, the radius of the micro clustering is
always bounded by the k-clustering, and for k-median, the sum of the points’ costs in the
micro clustering is bounded by the respective sum of the k-clustering.

Figure 1 illustrates the situation for k-MSR. The figure is for unconstrained k-MSR
to ease visualization, and just illustrates how the cost of micro clusterings for k-MSR can
behave. The examples are depicted with k = 1 and µ = 4. In (a), we see a cluster with
k-MSR cost 1 in which all points have the same pairwise distance, namely 1. If this cluster
is broken into µ pieces, then these pieces suddenly contribute t to the objective. In (b), we
have a star with µ leaves where one cost 1 cluster remains when we use µ clusters, so the
cost stays the same. In (c), the cluster only contains µ points, and then the cost drops to
zero when it is divided into µ subclusters. Overall we observe that we have no control over
the cost of a micro clustering and that the micro clustering approach fails.

2 This result actually holds for a slightly more general variant where the set of input points P can be
different than the set of possible center locations from which we pick C.
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cost 1

⇒

cost µ cost 1

⇒

cost 1 cost 1

⇒

cost 0
(a) cost increases to µ (b) cost stays the same (c) cost drops to 0

Figure 1 Anything can happen for k-MSR: The cost of a micro clustering with µ = 4 compared
to the macro clustering with k = 1. All pictures use shortest path metrics, the edges have unit
weights.

Table 1 A list of FPT approximation results for k-MSR and k-median, all of which appeared in
the last five years. Multiple results for the same problem are listed in reverse chronological order.

Unconstr. Capacities / Uniform Cap. Matroid Con. Fair Centers

k-MSR 2+ϵ [12] ≈ 7.6 [24], 15+ϵ [5] / 3 [24], 4+ϵ [5], 28 [22] 9+ϵ [22] 3+ϵ [12]
k-med 1.546 [4]∗) 3+ϵ [15], 7+ϵ [1] / no improvement 2+ϵ [14] –
∗) This result holds for the problem as described in the introduction. If centers can be chosen from

a set possibly different from P then the best known FPT approximation bound is ≈ 1.735+ϵ [14].

FPT Approximation. There is mainly one approach for designing polynomial-time approx-
imation algorithms for k-MSR, which is a primal-dual approach that yielded the currently best
known bounds for unconstrained k-MSR and k-MSR with lower bounds on the cluster sizes,
or outliers [9]. This lack of diversity in the techniques to obtain approximation algorithms
for k-MSR has lately led to a surge of FPT approximation algorithms for k-MSR, that was
also inspired by a similar strong interest in FPT approximation algorithms for the k-median
problem. FPT approximation algorithms have been obtained for various problem variants,
see Table 1. The “fair centers” variant demands that the set of centers is fair rather than
the clusters. For more details, see the paragraph about related work. While the obtained
approximation algorithms only work for small k, they are still of high interest due to the
problem insights that they provide and also due to the fact that clustering with a small
number of clusters is an important domain.

Our Results

We get the following results in FPT-time where the parameter is the number of clusters k.
A (3 + ϵ)-approximation for the fair clustering k-MSR problem when there are only two
colors, both have exactly a ratio of 1:1 in the input point set, and we also want to achieve
that exact ratio. We are not aware of any results on fair k-MSR in general metrics.
A (6 + ϵ)-approximation that works for a variety of more general fairness constraints,
including all notions defined in [7, 13, 25]. To the best of our knowledge, there are no
previous results for this problem.

We also extend our approach for clustering with uniform lower bounds, and generally to the
class of mergeable constraints (see Definition 1). Uniform lower bounds have been studied in
the clustering literature to model anonymity [2]: The constraint demands that every cluster
contains a minimum number of ℓ points, i.e., that |a(c)| ≥ ℓ for all c ∈ C. A polynomial-time
(3.5 + ϵ)-approximation algorithm for k-MSR with lower bounds is known [9], and our FPT
approximation algorithm achieves a (3 + ϵ)-guarantee.
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Main Technical Contribution. Our main technical contribution is the development of a
completely novel approach to design FPT approximation algorithms for k-MSR. We give
more details on this approach in the next paragraph, but the main gain from our approach
is that we make it possible to use k-center algorithms as a subroutine via a clever branching
that we have not seen like this in the literature before. We believe this technique to be of
independent interest for the design of FPT approximation algorithms for k-MSR.

Following this novel design scheme, it is possible to obtain O(1)-approximations for fair
k-MSR and mergeable constraints in general. An additional technical contribution lies in
reducing the factors to small constants. In particular in the general fairness case, obtaining
the factor 6 + ϵ requires a clever bounding technique.

More Insight into the Scheme. We first discuss another approach that does not work
for k-MSR. There is a fairly general idea to obtain FPT approximations for constrained
k-clustering problems which we can think of in the following way: Compute a solution to
the unconstrained clustering problem with an approximation algorithm (here, one can even
use a bicriteria approximation which computes O(k) centers). This gives a set of centers S.
Then “move” all points to their closest center, i.e., create an instance I where all points lie
at the k centers in S. The optimum cost for the constrained problem on I can be related to
the optimum cost for the constrained problem on the original instance. Then solve I with
an algorithm that uses that the points all lie on k locations (notice that the constraint will
prevent us from simply opening one center at each location). The resulting solution is then
translated back to the original instance.

Adamczyk et al. [1] use this approach to develop an FPT (7 + ε)-approximation for
capacitated k-median. But here is another problem of the k-MSR cost function: Moving
all points to centers of an approximate solution also has uncontrollable effects on the cost
function. There seems to be no easy fix to this, and Inamdar and Varadarajan in the
introduction of [22] also notice that the approach does not seem to extend to k-MSR, so
there is a need for new techniques to design FPT algorithms for k-MSR in general.

The starting idea of our approach is to use an algorithm for the unconstrained k-center
problem at the core of the algorithm (rather than for an unconstrained k-MSR problem, which
would follow the above scheme). This means that we start off with a small approximation
ratio of 2. Notice that there is a connection between the value F ∗ of an optimal k-center
solution and the largest radius rmax in an optimal k-min-sum-radii solution: rmax must lie
in the interval [F ∗, kF ∗]. This relation is obviously not tight enough to directly lead to an
algorithm, but it can be used to find a near optimal approximation r̂max for the largest radius
(a proof can be found in the full version). Now our first idea is that we can find the largest
cluster in an k-MSR solution by running a k-center algorithm with r̂max and then guessing
in which of the k-center clusters the largest k-MSR cluster lies. But this only works for the
first cluster. To recurse, we have to eliminate this cluster from the input such that a k-center
algorithm can find the next cluster. The main hurdle here is that we cannot simply delete
the cluster because we might destroy the optimal fair assignment (which we do not know
and cannot guess at this point). We resolve this problem by keeping all points but adjusting
the metric to a (non-metric) distance function. Then we show that we can still solve the
resulting problem by approximately solving a so called k-center completion problem.

This problem might be of independent interest and could play a role in further k-MSR
research: Basically, we hand the problem an incomplete set of centers C ′ = {c1, . . . , cℓ} with
ℓ ≤ k together with radii r1, . . . , rℓ and ask it to find a k-center solution where points can be
assigned to a center ci from C ′ while paying ri less than the actual distance. We observe
that the k-center completion problem can be solved by Gonzalez’ 2-approximation technique
for k-center [18].
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Using this modeling we are able to recursively find largest clusters. There is another
technical problem, though. In every step, we are guessing the cluster in the completed
solution returned from the k-center completion problem in which the optimal center of the
next k-MSR cluster lies. But this may be one of the first ℓ clusters. Now the final crucial
idea is that in this case, we opt to increase the radius of that previous cluster instead of
opening a new cluster. It makes sense that for the k-MSR objective, this is a good idea:
Often we can reduce cost by using less clusters instead of using overlapping clusters.

Combining these three ideas ((i) guessing clusters based on a k-center solution, (ii)
modeling the elimination of clusters by using a completion problem, (iii) allowing clusters to
grow), we obtain our main algorithm.

Applying our scheme yields a covering of the input points where we know that the balls
are reasonably small compared to the balls in an optimal solution, and every optimum ball
is covered by one of our balls. However, we also need to compute the actual clustering.
Doing so requires to resolve the cluster membership of points that are in multiple balls, while
respecting fairness constraints. For the general fairness case, we do this by modelling the
overlap of balls by a graph and computing connected components in this graph. We can then
show that the radius of the components is not too large (see Section 3.2).

Related Work. Research on FPT algorithms for constrained and unconstrained k-MSR is
highly active at the moment, see Table 1. Notice that the paper by Chen et al. [12] gives an
algorithm for a problem called fair sum of radii, but it refers to setting different from ours:
While points also have colors, the fairness constraints are not imposed on the clusters but
rather on the centers. More precisely, each color i has its own associated value ki and any
feasible solution has to use exactly ki centers from that color. We call this fair centers in the
table. All the results in the table are in general metric space, which is our setting.

In the more restricted Euclidean case, Drexler et al. [16] gave a PTAS for the fair k-MSR
problem for constant k, however, the PTAS was faulty and a corrected version only exists for
k-MSR with outliers, not for fair k-MSR. It is thus open to give a better result for Euclidean
fair k-MSR. Bandyapadhyay et al. [5] give a (2+ε)-approximation for the capacitated k-MSR
problem whose runtime linearly depends on the dimension, and a (1 + ε)-approximation
which depends exponentially on the dimension.

There are some results on poly-time approximation algorithms for k-MSR in general
metrics, all following the primal-dual scheme. For the unconstrained case, the first was
due to Charikar and Panigrahy [11], and there are two recent improvements by Friggstad
and Jamshidian [17] and Buchem et al [9] (see below). The k-MSR problem with uniform
lower bounds has been studied by Ahmadian and Swamy [3] who give a polynomial-time
3.83-approximation, and additionally give a 12.365-approximation if outliers are additionally
considered. In [9], Buchem et al. improve upon all these factors by proposing a (3 + ε)-
approximation for the unconstrained case and the version with outliers, and a (3.5 + ε)-
approximation for lower bounds and lower bounds with outliers. Their algorithm also works
for the non-uniform lower bounded case (for this case, we could achieve a (6+ϵ)-approximation
since lower bounds are mergeable, but that is worse than (3.5 + ϵ)).

2 Getting Started

Defining the k-Center and k-MSR Problem. An instance I for a k-clustering problem
consists of a finite set P of n points, a (metric) distance function d : P × P → R≥0 and a
number k ∈ N with k ≤ n. A feasible solution S = (C, σ) consists of a set C = {c1, . . . , ck} ⊆ P
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of centers and an assignment σ : P → C of points to centers. For a center ci ∈ C, we call
Ci = σ−1(ci) the cluster of ci induced by σ. Furthermore, we let ri = maxp∈Ci

d(p, ci)
denote the radius of Ci. Let r1, r2, . . . , rk be the radii induced by a solution S. We refer to
the tuple (r1, . . . , rk) as the radius profile of S. The cost of S = (C, σ) with radius profile
(r1, . . . , rk) with respect to the k-center objective is defined as maxi∈{1,...,k} ri, while the
cost with respect to the k-min-sum-radii objective is defined as MSR(S) =

∑k
i=1 ri. The

k-center/k-min-sum-radii problem takes as input a point set P , a metric d : P × P → R≥0
and a number k ∈ N, and the task is to minimize the k-center/k-min-sum-radii objective.

Exact Fairness. In the fairness setting, every point belongs to exactly one protected group.
Here, we will usually denote these groups by colors γ1, . . . , γm. A coloring of the points is
given by a function γ : P → {γ1, . . . , γm}.

The notion of exact fairness as for example defined in [25] is based on maintaining the
underlying proportions of colors in the clusters. That is, for every color γj , the proportion of
points in P with color γj is the same as the proportion of points with color γj in any cluster.
To be more precise, we call a solution S = (C, σ) with induced clusters C1, . . . , Ck fair if

|Ci ∩ Γj |
|Ci|

= |Γj |
|P |

for all i ≤ k and j ≤ m, where Γj = γ−1(γj) is the set of points with color γj . The special
case of m = 2 and |Γ1| = |Γ2| has a specifically nice structure because the optimum solution
can be partitioned into |P |/2 bicolored pairs. We refer to this as the 1:1 case.

There also exist more relaxed definitions of fairness that do not demand strict preservation
of input ratios. In the full version, we discuss notions from [6, 7, 8, 13, 25].

Mergeable Constraints. Let (C, σ) be a clustering. We merge two clusters Ci := σ−1(ci),
Cj := σ−1(cj) by replacing ci, cj ∈ C by an arbitrary point c′ ∈ Ci∪Cj (i.e., C := C\{ci, cj}∪
{c′}) and assigning σ(p) = c′ for all p ∈ Ci ∪ Cj . Notice that because σ maps every point to
exactly one center, all clusters Ci := σ−1(ci), i = 1, . . . , k need to be pairwise disjoint.

▶ Definition 1. We say a constraint is mergeable if a feasible clustering is still feasible with
respect to the constraint after merging two of its clusters.

In this context, we say an assignment is feasible if it preserves the constraint. When dealing
with the k-min-sum-radii problem with a specific mergeable constraint, we refer to the
k-center problem with the same constraint as the corresponding k-center problem. For
example, for k-min-sum-radii with exact fairness, the corresponding k-center problem is
k-center with exact fairness. In the full version, we list several (fairness) constraints that are
mergeable and prove this.

2.1 The k-center completion problem
The following problem can be solved in a relatively straightforward way using Gonzalez’
algorithm [18].

▶ Definition 2. The k-center completion problem takes as input a point set P , a metric
d : P × P → R≥0, a number k ∈ N, a set of predefined centers c1, . . . , cℓ for an ℓ ∈ [k], and
corresponding radii r1, . . . , rℓ. The aim is to compute centers cℓ+1, . . . , ck and an assignment
α : P → {c1, . . . , ck} such that maxx∈P d′(x, α(x)) is minimized where
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p

ĉ1

ĉ2 c̄3

r̂1

r̂2

Figure 2 An instance of a 3-center completion problem. The centers ĉ1 and ĉ2 with corresponding
radii r̂1 = 1 and r̂2 = 0.5 are already given. The underlying distances are given by d(p, ĉ1) = 1.5,
d(p, ĉ2) = 1, d(p, c̄3) =

√
2. In d′, all distances to one of the centers ĉ1, ĉ2 are shortened by the

respective radius r̂1, r̂2. Dotted parts indicate the segments that do not contribute to the distance
d′. For example, d′(p, ĉ1) = 0.5, d′(p, ĉ2) = 0.5. However, distances not involving ĉ1 or ĉ2 as one of
the end points stay the same, i.e., d′(p, c̄3) = d(p, c̄3). Originally, the point p is closer to c̄3 than to
ĉ1. But under d′, p is closer to ĉ1. This example also shows that the distance d′ does not fulfill the
triangle inequality: While d′(p, c̄3) =

√
2, the detour via ĉ2 is shorter: d′(p, ĉ2) + d(ĉ2, c̄3) = 1.

d′(x, y) =


max{d(x, y)− ri, 0} if x ∈ P \ {c1, . . . , cℓ}, y = ci with i ∈ {1, . . . , ℓ}
max{d(x, y)− ri − rj , 0} if x = ci, y = cj with i, j ∈ {1, . . . , ℓ}
d(x, y) else

i.e., the radius of clusters 1 to ℓ is reduced by r1, . . . , rℓ when computing the objective function.

Figure 2 shows an example instance for such a completion problem. The k-center
completion problem can be solved by running an adapted farthest-first traversal starting
with c1, . . . , cℓ and using distance function d′. For i = ℓ + 1, . . . , k, always pick a point x that
maximizes minj∈[i] d′(x, cj) and set ci := x. When started with ℓ = 0 and d instead of d′,
this is known as farthest-first traversal or Gonzalez’ algorithm [18]. The change is that we
already have chosen the first ℓ centers and thus they differ from what Gonzalez’ algorithm
would have picked (and consequently, the remaining centers also differ), and also that the
distance to the first ℓ points is not metric. The adapted algorithm is described in Algorithm 1.
Lemma 3 verifies that the algorithm still succeeds in computing a 2-approximation.

▶ Lemma 3. Running Algorithm 1 with d′ and c1, . . . , cℓ already fixed yields a 2-approximation
for the k-center completion problem with input (P, d, k, c1, . . . , cℓ, r1, . . . , rℓ).

Proof. We follow the proof for the approximation guarantee of Gonzalez’ algorithm and
verify that it still works in the case of the somewhat different k-center problem. Let D be
the maximum distance of any point to its closest point in {c1, . . . , ck} with respect to d′,
i.e., D is the cost of the solution computed by Farthest-first-traversal-completion
with c1, . . . , cℓ already fixed. Let ck+1 be a point with mini∈[k] d′(ck+1, ci) = D. Observe
that all ci with i ≥ ℓ + 1 satisfy that d′(ci, cj) ≥ D for all j ∈ {1, . . . , ℓ} because otherwise
ck+1 would have been chosen as a center since its minimum distance is D. Inductively we
also get for all ci, cj with i, j ≥ ℓ + 1 that d′(ci, cj) ≥ D is true because otherwise ck+1 would
have been chosen. Now we get to the point where the proof differs slightly from the original
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16:8 FPT Approximations for Fair k-Min-Sum-Radii

Algorithm 1 Farthest-first-traversal-completion.

Input : Point set P , distance function d, integer k, centers c1, . . . , ci, radii r1, . . . , ri

Output : Set of k centers, assignment α

1 // Update distance function
2 d′ ← d

3 for j = 1, . . . , i do
4 for p ∈ P do
5 d′(cj , p)← max{d(cj , p)− rj , 0}

6 // Complete centers by farthest-first-traversal
7 for j = i + 1, . . . , k do
8 ci+1 ← arg maxp∈P maxc∈{c1,...,ci} d′(p, c)
9 // Assign points to their closest centers

10 for p ∈ P do
11 α(p)← arg minc∈{c1,...,ck} d′(p, c)
12 return c1, . . . , ck, α

proof because we have a case distinction. We have k + 1 points c1, . . . , ck+1. In an optimum
solution for the somewhat different k-center problem, we can assume that every point is
assigned to its closest center, and in particular, all centers are assigned to themselves. There
is always an optimum solution that satisfies this (this property is not necessarily ensured for
clustering problems with constraints). Let c∗

ℓ+1, . . . , c∗
k and α∗ : P → {c1, . . . , cℓ, c∗

ℓ+1, . . . , c∗
k}

be a such an optimal solution, i.e., α∗(ci) = ci for all i ∈ [ℓ].
Case 1 is that for some i ∈ {ℓ + 1, . . . , k + 1}, α∗(ci) = cj ∈ {c1, . . . , cℓ}, i.e., one of the

points we picked as a center or the additional point ck+1 is in the optimum solution assigned
to one of the predefined centers. In this case, OPT ≥ d′(ci, cj) ≥ D since we argued that all
our centers have distance of at least D to the predefined centers.

Case 2 is that none of cℓ+1, . . . , ck+1 is assigned to any predefined center. Thus, they are
all assigned to the k − ℓ centers c∗

ℓ+1, . . . , c∗
k. By the pigeonhole principle, this means that

α∗(ci) = α∗(cj) = c∗
m for some i, j ∈ {ℓ+1, . . . , k +1} and m ∈ {ℓ+1, . . . , k}. Since i, j ∈ [ℓ],

d′(ci, cj) ≥ D as argued above. Also since i, j, m ∈ [ℓ], by definition, d′(ci, cj) = d(ci, cj),
d′(ci, cm) = d(ci, cm) and d′(cj , cm) = d(cj , cm).

We conclude by the triangle inequality that

D ≤ d′(ci, cj) = d(ci, cj) ≤ d(ci, c∗
m) + d(d∗

m, cj)
≤ 2 max

g=i,j
{d(cg, α∗(cg))} ≤ 2 max

g≥ℓ+1
{d(cg, α∗(cg))}.

As d(cg, α∗(cg)) = d′(cg, α∗(cg)) for all g ≥ ℓ + 1 by definition, this implies OPT ≥ 1
2 D. ◀

2.2 Guessing an Approximate Radius Profile for the Optimum Solution
In the full version, we obtain the following corollary that allows us to guess close approx-
imations for all radii of the optimal k-MSR solution in FPT time. Let (r∗

1 , . . . , r∗
k) be the

radius profile of an optimal solution. We call a radius profile (r̃1, . . . , r̃k) near-optimal if
r∗

i ≤ r̃i ≤ (1 + ε)r∗
i for all i ∈ {1, . . . , k}.

▶ Corollary 4. Let (r∗
1 , . . . , r∗

k) be the radius profile of an optimal solution, and assume
that we know the value of a constant-factor approximation solution for the corresponding
k-center problem on the same instance. Then we can compute a set of size O(logk

1+ε(k/ ε))
that contains a near-optimal radius profile (r̃1, . . . , r̃k) in time O(k logk

1+ε(k/ ε)).
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3 Algorithm for k-Min-Sum-Radii with Mergeable Constraints

The aim of this section is to prove the following Theorem 5 which is proven in Section 3.2,
followed by Theorem 13 for 1:1 fairness in Section 3.2.1 and Corollary 14 for lower bounds in
Section 3.2.2.

▶ Theorem 5. For every ε > 0, there exists an algorithm that computes a (6 − 3
k + ε)-

approximation for k-min-sum-radii with mergeable constraints in time O((k log1+ε(k/ ε))k ·
poly(n)) if the corresponding constrained k-center problem has a constant factor approximation
algorithm.

Our algorithm works in two steps. First, the algorithm computes a candidate set of k radii
and centers based on guessing. If it guesses correctly, the induced balls form a feasible
k-min-sum-radii solution with certain properties. However, it might not fulfill the mergeable
constraint yet. What it means to guess correctly is defined later in Definition 6 after the
algorithm is specified. Notice that for this part, we need no assumptions about the constraint
aside from the fact that an approximation algorithm for the k-center problem under this
mergeable constraint exists. We need mergeability only in the computation of the final
assignment in Section 3.2.

In the second step of the algorithm, we compute an assignment of points to the candidate
centers. If the center and radius candidates from the first step are appropriate, then this
assignment is guaranteed to fulfill the mergeable constraint.

In the following, we fix an optimal solution that we are trying to find. It consists of
clusters C∗

1 , . . . , C∗
k , with centers c∗

1, . . . , c∗
k and radii r∗

1 , . . . , r∗
k. We will assume that the

optimal radii are sorted decreasingly. All clusters necessarily fulfill the mergeable constraint.
Furthermore, we assume that we are in an iteration where we consider the radius profile
r̃1, . . . , r̃k satisfying r∗

j ≤ r̃j ≤ (1 + ε)r∗
j for all j ≤ k. We also say that such a radius profile

is near-optimal. Such an iteration exists due to Corollary 4. During this run of the algorithm,
we are constructing candidate centers ĉ1, . . . , ĉk and candidate radii r̂1, . . . , r̂k. In summary,
we have the following notation to be aware of during the following:

C∗
1 , . . . , C∗

k denote an optimal clustering for k-MSR with mergeable constraint with centers
c∗

1, . . . , c∗
k and radii r∗

1 ≥ . . . ≥ r∗
k

r̃1, . . . , r̃k denote initial near-optimal radius profile such that r∗
j ≤ r̃j ≤ (1 + ε)r∗

j for all
j ≤ k

ĉ1, . . . , ĉi, r̂1, . . . , r̂i denote candidate centers and radii constructed up to iteration i

3.1 Selection of Candidate Centers and Radii
The general idea of the algorithm is as follows: Assume that in the beginning of iteration i,
we already fixed candidate centers ĉ1, . . . , ĉi−1 and candidate radii r̂1, . . . , r̂i−1. We compute
a 2-approximation for the induced k-center completion instance. The resulting output
consists of centers ĉ1, . . . , ĉi−1, c̄i, . . . , c̄k, radii r̂1, . . . , r̂i−1, r̄i, . . . , r̄k and an assignment α.
We guess α(c∗

i ), i.e. where the i-th center of the optimal solution is assigned to in the
k-center completion solution. Recall that we already have a good approximation for r̃i for
the corresponding optimal solution radius r∗

i . If we guess that α(c∗
i ) is among the newly

chosen centers, i.e. if α(c∗
i ) = c̄j ∈ {c̄i, . . . , c̄k}, we open a new ball with radius r̂i = 3r̃i at

this center ĉi := c̄j . Otherwise, if we guess that α(c∗
i ) = ĉj ∈ {ĉ1, . . . , ĉi−1}, there already

exists a ball around this center, and we only need to enlarge this ball by 3r̃i. In order to
have k centers in the end, we set ĉi to some arbitrary point and r̂i = 0.
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The guessing of the center assignments can be handled as follows. In every iteration i,
we have k possible choices for α(c∗

i ). So each sequence of k “guesses” can be encoded by a
tuple a = (a1, . . . , ak) ∈ {1, . . . , k}k, where ai = ℓ means that in the ith iteration, we choose
the ℓ-th center of the k-center completion solution as α(c∗

i ) (i.e. ĉℓ if ℓ < i, or c̄ℓ if ℓ ≥ i).
Thus, we can emulate the guessing by generating all such tuples upfront, computing the
candidate balls for each of these, and choosing the best feasible one in the end. For a formal
description of the algorithm, see Algorithm 2.

Algorithm 2 Centers-and-radii.

Input : Points P , distances d, k ∈ N, radius profile (r̃1, . . . , r̃k), tuple (a1, . . . , ak)
Output : Set of k centers, set of k radii

1 I0 ← (P, d, k, ∅, ∅)
2 for i = 1, . . . , k do
3 (Skcc, α)← Farthest-first-traversal-completion(Ii−1) , where

Skcc = {ĉ1, . . . , ĉi−1, c̄i, . . . , c̄k} and α : P → Skcc

4 if ai < i then
5 // guess that α(c∗

i ) ∈ {ĉ1, . . . , ĉi−1}
6 Set r̂ai ← r̂ai + 3r̃i, choose ĉi arbitrarily, set r̂i ← 0
7 else if ai ≥ i then
8 // guess that α(c∗

i ) ∈ {c̄i, . . . , c̄k}
9 Set ĉi ← c̄ai

, r̂i ← 3r̃i

10 Ii ← (P, d, k, {ĉ1, . . . , ĉi}, {r̂1, . . . , r̂i})
11 return {ĉ1, . . . , ĉk}, {r̂1, . . . , r̂k}

In the full version, we show an example run of Algorithm 2. With this notation and
Algorithm 2 in place, we can now formally define what it means to guess correctly.

▶ Definition 6 (Guessing correctly). Given a solution (Skcc, α) for the k-center completion
problem with input ĉ1, . . . , ĉi−1 and r̂1, . . . , r̂i−1. We say that Algorithm 2 guesses correctly
if the input tuple a is such that in every iteration i, ai is a correct guess of the assignment
of the next optimal center under α. To be more precise, ai is the smallest index in {1, . . . , k}
such that cai

= α(c∗
i ) with Skcc = {c1, . . . , ck}, where c∗

i is the center of the next optimal
cluster C∗

i .

The idea of Algorithm 2 is that it fully covers one so-far uncovered optimal cluster in
every iteration (under the assumption that the initial radius profile is near-optimal and
Algorithm 2 guesses correctly). For the analysis, we need the following Lemma that bounds
the cost of an optimal k-center completion solution in any iteration of Algorithm 2 by the
radius of the largest remaining optimal cluster that is not fully covered yet. Combining with
Lemma 3 gives an upper bound on the distance between an optimal center c∗ and the center
α(c∗) it is assigned to.

▶ Lemma 7. Assume that up to the end of iteration i, Algorithm 2 chose centers ĉ1, . . . , ĉi

and radii r̂1, . . . , r̂i such that for all p ∈
⋃

j≤i C∗
j , there exists a center ĉℓ ∈ {ĉ1, . . . , ĉi} such

that d′(p, ĉℓ) = 0. Then, the value of an optimal solution for the k-center completion problem
with input {ĉ1, . . . , ĉi}, {r̂1, . . . , r̂i} is at most r∗

i+1.

Proof. Consider the center extension {c∗
i+1, . . . , c∗

k}. By the precondition of the lemma, we
can assign every point in p ∈

⋃
j≤i C∗

j to a center in {ĉ1, . . . , ĉi} at distance 0 with respect
to d′. For all h ≥ i + 1, any x ∈ C∗

h can be assigned to c∗
h at distance ≤ r∗

h. As the optimal
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radii are sorted in decreasing order, r∗
i+1 is the largest remaining radius among the optimal

clusters under d′. Hence, the resulting assignment α′ satisfies d′(x, α′(x)) ≤ r∗
i+1. Notice

that {c∗
i+1, . . . , c∗

k} and α′ form a feasible solution for the k-center completion problem and
that the maximum radius of this solution is r∗

i+1 as argued above. Hence, the optimum value
for the k-center completion problem is upper bounded by r∗

i+1. ◀

Now, we can show that there exists a surjective mapping φ : {C∗
1 , . . . , C∗

k} → B̂, where B̂ is
the collection of balls from {B(ĉ1, r̂1), . . . , B(ĉk, r̂k)} for which r̂i > 0, such that C∗

j ⊆ φ(C∗
j )

for all j ≤ k. The next Lemma formalizes this.

▶ Lemma 8. Assume that our guess of the initial radius profile is near-optimal and that
Algorithm 2 guesses correctly. Let B̂ denote the set of balls B(ĉ1, r̂1), . . . , B(ĉk, r̂k) found by
Algorithm 2. Then the following two statements hold true
1. for all j ≤ k, there exists ℓ ≤ k such that C∗

j ⊆ B(ĉℓ, r̂ℓ)
2. for all ℓ ≤ k, if rℓ > 0 then there exists j ≤ k such that C∗

j ⊆ B(ĉℓ, r̂ℓ).

Proof. We show that the statement holds at the end of every iteration of Algorithm 2. That
is, we show that for all i ≤ k, the following holds
(1) for all j ≤ i, there exists ℓ ≤ i such that C∗

j ⊆ B(ĉℓ, r̂ℓ)
(2) for all ℓ ≤ i, if rℓ > 0 then there exists j ≤ i such that C∗

j ⊆ B(ĉℓ, r̂ℓ).
Then setting i = k implies the result. We prove this via induction over i ≤ k. For i = 0, the
statements are trivially fulfilled. Now let the statement be fulfilled at the end of iteration
i− 1 < k for some i > 0.

By Lemma 7, OPTkcc ≤ r∗
i , where OPTkcc is the value of an optimal solution for the

k-center completion problem that takes the centers and radii generated until the end of
iteration i− 1 as input. By Lemma 3, Farthest-first-traversal-completion in Line 3
of Algorithm 2 computes a 2-approximation for the k-center completion problem. These two
arguments together imply d(c∗

i , α(c∗
i )) ≤ 2 OPTkcc ≤ 2r∗

i .
If c∗

i = ĉj for some j ≤ i− 1, then for all p ∈ C∗
i , it is d(p, ĉj) = d(p, c∗

i ) ≤ r∗
i ≤ r∗

j , where
the last inequality holds because the optimal radii are sorted decreasingly.

If Algorithm 2 guesses correctly, cai
= α(c∗

i ) = c∗
i = ĉj and the radius r̂new

j produced
in Line 6 fulfills r̂new

j := r̂j + 3r̃i ≥ r∗
i . Therefore C∗

i is covered completely by B(ĉj , r̂new
j ).

This implies that (1) holds. For index i, the algorithm creates a new ball with radius r̂i = 0.
Therefore, statement (2) is fulfilled by the induction hypothesis.

Now, we assume that c∗
i /∈ {ĉ1, . . . , ĉi−1}. There are two cases for the guess ai.

1. Either ai < i. Then, we are in Line 6 of Algorithm 2 and enlarge an already existing ball
centered at α(c∗

i ) = ĉai by 3r̃i, i.e., the ai-th ball is B(ĉai , r̂ai + 3r̃i) at the end of the
iteration. For every p ∈ C∗

i ,

d(p, ĉai
) ≤ d(p, c∗

i )+d(c∗
i , ĉai

) = d(p, c∗
i )+d′(c∗

i , ĉai
)+ r̂ai

= d(p, c∗
i )+d′(c∗

i , α(c∗
i ))+ r̂ai

.

It is d(p, c∗
i ) ≤ r∗

i as p ∈ C∗
i , and d′(c∗

i , α(c∗
i )) ≤ 2r∗

i as α is the assignment given by the
2-approximation. Further, r∗

i ≤ r̃i. Overall, d(p, ĉai
) ≤ 3r̃i + r̂ai

, which implies that the
ball B(ĉai , r̂ai + 3r̃i) covers C∗

i completely.
2. Or ai ≥ i. In this case, the algorithm creates a new ball B(ĉi, r̂i) with ĉi := cai

= α(c∗
i )

and r̂ := 3r̃i. For every p ∈ C∗
i ,

d(p, ĉi) = d(p, α(c∗
i )) ≤ d(p, c∗

i ) + d(c∗
i , α(c∗

i )) = d(p, c∗
i ) + d′(c∗

i , α(c∗
i )),

where the last equality holds because c∗
i ̸∈ {ĉ1, . . . , ĉi−1} and ai is the smallest index

such that cai = α(c∗
i ), which implies cai ̸∈ {ĉ1, . . . , ĉi−1}. Again, d(p, c∗

i ) ≤ r∗
i and

d′(c∗
i , α(c∗

i )) ≤ 2r∗
i . Overall, d(p, ĉi) ≤ 3r∗

i ≤ 3r̃i, and hence, C∗
i is completely covered by

B(ĉi, r̂i). ◀
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ĉ1

ĉ2

ĉ3

ĉ4r̂1

r̂2

r̂3
r̂4

Figure 3 An instance of a k-min-sum-radii problem with exact fairness constraint with two colors
and a blue:orange ratio of 2:1. The larger dots indicate centers and the gray lines indicate the radii
output by Alg. 2. The black circles show the induced balls B(ĉi, r̂i). The black lines between points
represent the edges of the induced access graph. Note that the balls themselves are not necessarily
fair, but every connected component is.

Notice that the candidate balls might overlap, but the optimal clusters are pairwise disjoint
by definition of a clustering. The following lemma relates the total cost of the clustering
consisting of the candidate balls to the cost of an optimal k-min-sum-radii with mergeable
constraints solution. This will be useful for analyzing the cost of our final solution later
on. Notice that this statement does not imply an approximation ratio for the vanilla
k-min-sum-radii problem.

▶ Lemma 9. Let r̂1, . . . , r̂k be the radii produced by Alg. 2. Then
∑k

j=1 r̂j ≤ 3(1+ε)
∑k

j=1 r∗
j .

Proof. We show by induction that
∑i

j=1 r̂j ≤ 3 ·
∑i

j=1 r̃j for all i ≤ k. Then for i = k, the
result follows since r̃j ≤ (1 + ε)r∗

j for all j ≤ k.
For i = 0, the statement trivially holds. Now assume that the statement holds for i− 1.

Either the algorithm sets r̂i := 3r̃i during iteration i. Then,
∑i

j=1 r̂j =
∑i−1

j=1 r̂j + r̂i ≤
3

∑i−1
j=1 r̃j + 3r̃i. For the remaining case, let r̂

(i−1)
j denote the value of r̂j at the beginning

of the ith iteration, and r̂
(i)
j its value at the end of the iteration, j ≤ i. There exists ℓ < i

such that the algorithm sets r̂
(i)
ℓ := r̂

(i−1)
ℓ + 3r̃i and r̂

(i)
i := 0. Then,

∑i
j=1 r̂

(i)
j =

∑i−1
j=1 r̂

(i)
j =∑i−1

j=1 r̂
(i−1)
j + 3r̃i ≤ 3 ·

∑i
j=1 r̃j . ◀

3.2 Finding the Assignment
In the following, we will show how to find a feasible assignment. We construct a graph from
center and radii candidates computed in the first part of the algorithm and observe that the
clustering induced by the connected components of this graph fulfills the given mergeable
constraint. We define the access graph G = (V, E) as follows. The set of vertices corresponds
to the given point set, i.e. V = P . We add an edge between any pair of vertices x, y ∈ V

iff x = ĉi for a center ĉi constructed in Algorithm 2 and d(y, ĉi) ≤ r̂i for the corresponding
radius r̂i. The construction is exemplified in Figure 3. A connected component is a maximal
connected subgraph of G. Let CC(G) denote the set of connected components in G. Covering
a connected component Z ∈ CC(G) using one large cluster is not more expensive than
covering it using the balls B(ĉ, r̂) for all ĉ ∈ Z.
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▶ Lemma 10. Assume Algorithm 2 made the correct decision in each iteration and terminates
with centers Ĉ = {ĉ1, . . . , ĉk} and radii r̂1, . . . , r̂k. Let G = (V, E) be the corresponding access
graph. Let Z ∈ CC(G) be a connected component of G. Then assigning all vertices from Z

to an arbitrary point in Z yields a cluster that is feasible with respect to the given mergeable
constraint.

Proof. Let Z ∈ CC(G) be a connected component of G. Let V(Z) denote the set of vertices
of Z. We will show that V(Z) consists solely of ℓ optimal clusters that all lie entirely in
V(Z) for some ℓ ≥ 1. As optimal clusters fulfill the mergeable constraint, the union of these
also fulfills the mergeable constraint.

Every point p ∈ V(Z) lies in some optimal cluster. Hence, there exists at least one
optimal cluster that intersects V(Z). We want to conclude that such a cluster already is
completely contained in V(Z). Assume for a contradiction that there exists an optimal ball
C∗ such that C∗ ∩V(Z) ̸= ∅ and C∗ ̸⊆ V(Z). By Lemma 8, there exists a ball B(ĉ, r̂) such
that C∗ ⊆ B(ĉ, r̂). Let v ∈ C∗ \V(Z). Then d(v, ĉ) ≤ r̂ and therefore ĉ must be part of the
connected component Z, a contradiction. ◀

We can use this insight as follows: For every connected component Z ∈ CC(G), pick one of
the centers ĉ ∈ Ĉ ∩V(Z) that lie inside the connected component and assign all points in
V(Z) to ĉ. This way, we get a solution that contains one cluster per connected component.
To achieve the smallest possible cost guarantee, we set ĉ with the largest corresponding r̂ as
the final center.

▶ Lemma 11. Let Ĉ = {ĉ1, . . . , ĉk}, r̂1, . . . , r̂k and G = (V, E) as in Lemma 10. For every
connected component Z, we choose the center ĉZ ∈ Ĉ ∩ V(Z) such that the corresponding
radius r̂Z is maximal among all radii in the connected component. Then, the solution (C, f)
with C = {ĉZ | Z ∈ CC(G)} and f : P → C with f(z) = ĉZ for all z ∈ Z and for all
connected components Z is a (6 − 3

k + ε)-approximation for the k-min-sum-radii problem
under a mergeable constraint.

Proof. Since each cluster in the solution corresponds to exactly one connected component of
G, Lemma 10 implies that the solution fulfills the mergeable constraint.

It remains to prove the approximation factor. Let Z ∈ CC(G) be a connected component
in G. Let vZ ∈ arg maxp∈Z d(ĉZ , vZ). There exists a path from ĉZ to vZ in Z. A shortest
such path ĉZ , v1, ĉZ

1 , v2, ĉZ
2 , . . . vℓ, ĉZ

ℓZ
, vZ with ℓZ ≤ k alternatingly visits points in Ĉ and

V(Z)\Ĉ. Therefore, its length is bounded by
∑

i≤ℓZ
2r̂Z

i − r̂Z
max, where r̂Z

max := maxi : ĉi∈Z r̂Z
i .

The radius of a cluster with center ĉZ is given by d(vZ , ĉZ). Hence, the sum of the radii of
such clusters is bounded by

∑
Z∈CC(G)

d(vZ , ĉZ) ≤
∑

Z∈CC(G)

( ∑
i≤ℓZ

2r̂Z
i − r̂Z

max

)
=

k∑
j=1

2r̂j −
∑

Z∈CC(G)

r̂Z
max

where the second equality holds because a graph’s connected components are disjoint.
There exists a connected component Z ′ such that r̂Z′

max = maxi≤k r̂i =: r̂max. Therefore,∑
Z∈CC(G) r̂Z

max ≥ r̂max. Further, r̂max ≥ 1
k

∑k
j=1 r̂j . Hence,

k∑
j=1

2r̂j −
∑

Z∈CC(G)

r̂Z
max ≤

(
2− 1

k

) k∑
j=1

r̂j ,
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and by Lemma 9,

(
2− 1

k

) k∑
j=1

r̂j ≤ 3
(
1 + ε

)(
2− 1

k

) k∑
j=1

r∗
j =

(
6− 3

k

)(
1 + ε

) k∑
j=1

r∗
j . ◀

Algorithm 4 finds such a solution. Now we are ready to prove our main Theorem.

Algorithm 3 Assignment.

Input : Graph G = (V, E), distance function d, set of centers ĉ1, . . . , ĉk

Output : Set of ≤ k centers C, assignment f

1 C← ∅
2 for each connected component Z of G do
3 find a center ĉ ∈ Z ∩ Ĉ such that r̂ is largest
4 C← C ∪ {ĉ}
5 for all p ∈ Z do
6 f(p)← ĉ

7 return C, f

Algorithm 4 k-min-sum-radii with mergeable constraints.

Input : Point set P , distance function d, k ∈ N
Output : Set of ≤ k centers C, assignment f

1 U ← (6 + ε) maxx,y∈P d(x, y) // upper bound on the sum of radii cost
2 R← set of radius profile guesses
3 forall (r̃1, . . . , r̃k) ∈ R do
4 forall a ∈ {1, . . . , k}k do
5 ({ĉ1, . . . , ĉk}, {r̂1, . . . , r̂k})← Centers-and-radii(P, d, k, (r̃1, . . . , r̃k), a)
6 compute the access graph G based on {ĉ1, . . . , ĉk} and {r̂1, . . . , r̂k}
7 (C, f)← Assignment(G, d, {ĉ1, . . . , ĉk})
8 if (C, f) is feasible and MSR(C, f) < U then
9 (C∗, f∗)← (C, f)

10 U ← MSR(C, f)

11 return C∗, f∗

▶ Theorem 5. For every ε > 0, there exists an algorithm that computes a (6 − 3
k + ε)-

approximation for k-min-sum-radii with mergeable constraints in time O((k log1+ε(k/ ε))k ·
poly(n)) if the corresponding constrained k-center problem has a constant factor approximation
algorithm.

Proof. We invoke Algorithm 2 for all possible guesses of radius profiles and center assignments.
For each of these, we compute the access graph G and invoke Algorithm 3 to obtain a solution.
By Lemma 11, this solution is feasible and a (6 − 3

k + ε)-approximation, assuming that
Algorithm 2 guesses correctly. Since it iterates over all possible guesses, we can be sure that
in one of the iterations we do indeed guess correctly. In the end, we return the best solution
found, whose cost can therefore be upper bounded by (6− 3

k + ε) times the optimum.
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Figure 4 A fair k-min-sum-radii instance with two colors and equal proportions. Left: Output of
Algorithm 2 as balls B(ĉi, r̂i) for i = 1, 2, 3 and the graph edges between any fair pair of points that
have access to the same center ĉ. Right: The corresponding flow network. All edges have capacity 1.

To be able to guess a radius profile, we first need to compute an approximate solution for
constrained k-center, which can be done in polynomial time. By Corollary 4, we can then
construct the set R in Line 2 of Algorithm 4 in time O(k log1+ε(k/ ε)k). The outer for-loop in
line 3 then goes through |R| iterations, which is O(log1+ε(k/ ε)k). The inner for-loop in line
4 goes through kk iterations. So in total, lines 5-10 are invoked O

(
(k log1+ε(k/ ε))k

)
times.

The runtime of one call to Centers-and-radii is dominated by the runtime of the calls to
Farthest-first-traversal-completion. This in turn has the same asymptotic running
time as Gonzalez’ algorithm, which can be implemented to run in O(kn). So we can bound
the runtime of Centers-and-radii by O(k2n). The construction of the access graph can
be performed in O(kn), as can one call to Assignment. The feasibility of a solution can be
checked in O(n). Thus, we obtain an overall running time of O

(
(k log(k/ ε))k · poly(n)

)
. ◀

3.2.1 Fairness with two Colors and Equal Proportions
We can get better guarantees for the exact fairness constraint with two colors and equal
proportions. In this case, we can find a fair assignment such that none of the radii r̂ has to
be enlarged. The idea is that we first compute a fair micro clustering (i.e. partition P into
fair pairs) and then assign these pairs to a common center.

Let P = Γ1∪Γ2, i.e., P consists of two different colors, γ1, γ2. We set Γ1 = γ−1(γ1), Γ2 =
γ−1(γ2) as the sets of points carrying the respective color. Here, |Γ1| = |Γ2| = n

2 . We want
to partition the set P into pairs consisting of two points p1, p2 where p1 ∈ Γ1 and p2 ∈ Γ2.
This is equivalent to finding a perfect matching of size n

2 between Γ1 and Γ2.
For this, we construct a flow network where there is an edge between p1 ∈ Γ1 and

p2 ∈ Γ2 if and only if they have access to a common center ĉ, i.e., iff there exists ĉ ∈ Ĉ with
d(ĉ, p1) ≤ r̂ and d(ĉ, p2) ≤ r̂. We connect all nodes of Γ1 to some vertex s and all nodes of
Γ2 to some vertex t. We set the capacities of all the edges of this network to 1. Computing a
perfect matching between points in Γ1 and Γ2 corresponds to finding a flow with value n

2 in
the given network. Such a flow exists if Algorithm 2 guessed correctly.

From the flow, we can construct the fair pairs by combining two points p1 ∈ Γ1 and
p2 ∈ Γ2 if the edge connecting them carries flow. We assign such a pair to a center ĉ to
which both points have access. We can summarize this in the following observation:

▶ Observation 12. Let F = {p1, p2} be a fair pair constructed as described above, let ĉ be the
center to which it gets assigned and r̂ the corresponding radius. Then maxi=1,2 d(pi, ĉ) ≤ r̂.
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In other words, assigning the fair pairs as a whole does not increase the cost. Together with
Lemma 9, this implies the following theorem.

▶ Theorem 13. Let P = Γ1∪Γ2 be a set of points consisting of only two different color groups
Γ1 and Γ2 that fulfill |Γ1| = |Γ2|. For every ε > 0, there exists an FPT (3 + ε)-approximation
algorithm for the fair k-min-sum-radii problem.

Proof. We run Algorithm 2 to obtain a set of balls B(ĉ, r̂) and then compute a partitioning
of P into fair pairs as described above. We assign each fair pair to a center to which both
points of the pair have access. By Lemma 9,

∑k
i=1 r̂i ≤ 3(1 + ε)

∑k
i=1 r∗

i . As noted in
Observation 12, assigning fair pairs does not increase the cost, which concludes the proof. ◀

3.2.2 Uniform Lower Bounds
In k-min-sum-radii with uniform lower bounds, we have an additional input number ℓ ∈ N,
and every cluster in the solution needs to contain at least ℓ points. In this case we set up
a network flow between the centers Ĉ on the left and the points on the right. There is a
super source s and an edge (s, ĉ) for every ĉ ∈ Ĉ. The capacity of these edges is set to the
lower bound L. Then every ĉ is connected to all x ∈ P with d(ĉ, x) ≤ r̂. Finally, all points
are connected with a unit capacity edge (x, t) to a super sink t. Any flow in this network
corresponds to an assignment of at least L points to each center. Since our balls cover the
optimum solution, we know that there exists a feasible flow in this network that sends k · L
units of flow to the super sink. We can thus run a maximum flow algorithm to find such an
assignment. After that, any remaining point x ∈ P can be assigned arbitrarily to a center ĉ

with d(x, ĉ) ≤ r̂. Again, this is possible due to Lemma 8.

▶ Theorem 14. There exists an FPT (3+ε)-approximation algorithm for the k-min-sum-radii
problem with uniform lower bounds.
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Abstract
A permutation π : [n] → [n] is a Baxter permutation if and only if it does not contain either of the
patterns 2 41 3 and 3 14 2. Baxter permutations are one of the most widely studied subclasses
of general permutation due to their connections with various combinatorial objects such as plane
bipolar orientations and mosaic floorplans, etc. In this paper, we introduce a novel succinct
representation (i.e., using o(n) additional bits from their information-theoretical lower bounds) for
Baxter permutations of size n that supports π(i) and π−1(j) queries for any i ∈ [n] in O(f1(n)) and
O(f2(n)) time, respectively. Here, f1(n) and f2(n) are arbitrary increasing functions that satisfy the
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with sub-linear worst-case query times for Baxter permutations. The main idea is to traverse the
Cartesian tree on the permutation using a simple yet elegant two-stack algorithm which traverses
the nodes in ascending order of their corresponding labels and stores the necessary information
throughout the algorithm.

Additionally, we consider a subclass of Baxter permutations called separable permutations, which
do not contain either of the patterns 2 4 1 3 and 3 1 4 2. In this paper, we provide the first succinct
representation of the separable permutation ρ : [n] → [n] of size n that supports both ρ(i) and
ρ−1(j) queries in O(1) time. In particular, this result circumvents Golynski’s [SODA 2009] lower
bound result for trade-offs between redundancy and ρ(i) and ρ−1(j) queries.

Moreover, as applications of these permutations with the queries, we also introduce the first
succinct representations for mosaic/slicing floorplans, and plane bipolar orientations, which can
further support specific navigational queries on them efficiently.
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1 Introduction

A permutation π : [n] → [n] is a Baxter permutation if and only if there are no three indices
i < j < k that satisfy π(j + 1) < π(i) < π(k) < π(j) or π(j) < π(k) < π(i) < π(j + 1)
(that is, π does not have pattern 2 41 3 or 3 14 2) [2]. For example, 3 5 2 1 4 is not a
Baxter permutation because the pattern 2 41 3 appears (π(2 + 1) = 2 < π(1) = 3 < π(5) =
4 < π(2) = 5 holds). A Baxter permutation π is alternating if the elements in π rise and
descend alternately. One can also consider separable permutations, which are defined as
the permutations without two patterns 2 4 1 3 and 3 1 4 2 [7]. From the definitions, any
separable permutation is also a Baxter permutation, but the converse does not hold. For
example, 2 5 6 3 1 4 8 7 is a Baxter permutation but not a separable permutation because of
the appearance of the pattern 2 4 1 3 (2 5 1 4).

In this paper, we focus on the design of a succinct data structure for a Baxter permutation
π of size n, i.e., the data structure that uses up to o(n) extra bits in addition to the information-
theoretical lower bound along with supporting relevant queries efficiently. Mainly, we consider
the following two fundamental queries on π: (1) π(i) returns the i-th value of π, and (2)
π−1(j) returns the index i of π(i) = j. We also consider the design of a succinct data
structure for a separable permutation ρ of size n that supports ρ(i) and ρ−1(j) queries. In
the rest of this paper, log denotes the logarithm to the base 2, and we assume a word-RAM
model with Θ(log n)-bit word size, where n is the size of the input. Also, we ignore all ceiling
and floor operations that do not impact the final results.

1.1 Previous Results
For general permutations, there exist upper and lower bound results for succinct data
structures supporting both π(i) and π−1(j) queries in sub-linear time [20,27]. However, to
the best of our knowledge, there does not exist any data structures for efficiently supporting
these queries on any subclass of general permutations. One can consider suffix arrays [21]
as a subclass of general permutations, but their space consumption majorly depends on
the entropy of input strings. This implies that for certain input strings, Ω(n log n) bits
(asymptotically the same space needed for storing general permutations) are necessary for
storing the suffix arrays on them.

Baxter permutation is one of the most widely studied classes of permutations [5] because
diverse combinatorial objects, for example, plane bipolar orientations, mosaic floorplans,
twin pairs of binary trees, etc. have a bijection with Baxter permutations [1, 15]. Note that
some of these objects are used in many applied areas. For example, mosaic floorplans are
used in large-scale chip design [25], plane bipolar orientations are used to draw graphs in
various flavors (visibility [34], straight-line drawing [17]), and floorplan partitioning is used
to design a model for stochastic processes [29]. The number of distinct Baxter permutations
of size n is Θ(8n/n4) [32], which implies that at least 3n − o(n) bits are necessary to store
a Baxter permutation of size n. Furthermore, the number of distinct alternating Baxter
permutations of size 2n (resp. 2n + 1) is (cn)2 (resp. cncn+1) where cn = (2n)!

(n+1)!n! is the n-th
Catalan number [11]. Therefore, at least 2n − o(n) bits are necessary to store an alternating
Baxter permutation of size n. Dulucq and Guibert [12] established a bijection between
Baxter permutations π of size n and a pair of unlabeled binary trees, called twin binary trees,
which are essentially equivalent to the pair of unlabeled minimum and maximum Cartesian
trees [35] for π. They provided methods for constructing π from the structure of twin
binary trees and vice versa, both of which require O(n) time. Furthermore, they presented a
representation scheme that requires at most 8n bits for Baxter permutations of size n and 4n
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bits for alternating Baxter permutations of size n. Gawrychowski and Nicholson proposed a
3n-bit representation that stores the tree structures of alternating representations of both
minimum and maximum Cartesian trees [18]. Based on the bijection established in [12],
the representation in [18] gives a succinct representation of a Baxter permutation of size n.
Moreover, this representation can efficiently support a wide range of tree navigational queries
on these trees in O(1) time using only o(n) additional bits. However, surprisingly, all of these
previous representations of π crucially fail to address both, perhaps the most natural, π(i)
and π−1(j) queries efficiently as these queries have a worst-case time complexity of Θ(n).

Separable permutation was introduced by Bose et al.[7] as a specific case of patterns for
the permutation matching problem. It is known that the number of separable permutations
of size n equals the large Schröder number An, which is Θ

(
(3+2

√
2)n

n1.5

)
[36]. Consequently, to

store a separable permutation ρ of size n, at least n log(3+2
√

2)−O(log n) ≃ 2.54n−O(log n)
bits are necessary. Bose et al. [7] also showed that ρ can be encoded as a separable tree,
which is a labeled tree with at most 2n − 1 nodes. Thus, by storing the separable tree using
O(n log n) bits, one can support both ρ(i) and ρ−1(j) queries in O(1) time using standard tree
navigation queries. Yao et al. [36] showed a bijection between all canonical forms of separable
trees with n leaves and the separable permutations of size n. To the best of our knowledge,
there exists no o(n log n)-bit representation for storing either separable permutations or their
corresponding separable trees that can be constructed in polynomial time while supporting ρ

queries in sub-linear time.
A mosaic floorplan is a collection of rectangular objects that partition a single rectangular

region. Due to its broad range of applications, there is a long history of results (see [22,36]
and the references therein) concerning the representation of mosaic floorplans of size n in
small space [1, 22, 23]. Ackerman et al. [1] presented a linear-time algorithm to construct
a mosaic floorplan of size n from its corresponding Baxter permutation of size n and vice
versa. Building on this construction algorithm, He [22] proposed the current state-of-the-art,
a succinct representation of a mosaic floorplan of size n using 3n − 3 bits. Again, all of
these previous representations primarily focus on constructing a complete mosaic floorplan
structure and do not consider supporting navigational queries, e.g., return a rectangular
object immediately adjacent to the query object in terms of being left, right, above, or below
it, without constructing it completely. Note that these queries have strong applications
like the placement of blocks on the chip [1, 37]. There also exists a subclass of mosaic
floorplans known as slicing floorplans, which are mosaic floorplans whose rectangular objects
are generated by recursively dividing a single rectangle region either horizontally or vertically.
The simplicity of a slicing floorplan makes it an efficient solution for optimization problems, as
stated in [38]. Yao et al. [36] showed there exists a bijection between separable permutations
of size n and slicing floorplans with n rectangular objects. They also showed that separable
trees can be used to represent the positions of rectangular objects in the corresponding slicing
floorplans. However, to the best of our knowledge, there exists no representation of a slicing
floorplan using o(n log n) bits that supports the above queries without reconstructing it.

1.2 Our Results and Main Idea
In this paper, we first introduce a (3n + o(n))-bit representation of a Baxter permutation
π of size n that can support π(i) and π−1(j) queries in O(f1(n)) and O(f2(n)) time re-
spectively. Here, f1(n) and f2(n) are any increasing functions that satisfy ω(log n) and
ω(log2 n), respectively. We also show that the same representation provides a (2n + o(n))-bit
representation of an alternating Baxter permutation of size n with the same query times.
These are the first succinct representations of Baxter and alternating Baxter permutations
that can support the queries in sub-linear time in the worst case.

ISAAC 2024
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Our main idea of the representation is as follows. To represent π, it suffices to store the
minimum or maximum Cartesian tree defined on π along with their labels. Here the main
challenging part is to decode the label of any node in either of the trees in sub-linear time,
using o(n)-bit auxiliary structures. Note that all the previous representations either require
linear time for the decoding or explicitly store the labels using O(n log n) bits. To address
this issue, we first introduce an algorithm that labels the nodes in the minimum Cartesian
tree in ascending order of their labels. This algorithm employs two stacks and only requires
information on whether each node with label i is a left or right child of its parent, as well as
whether it has left and/or right children. Note that unlike the algorithm of [12], our algorithm
does not use the structure of the maximum Cartesian tree. We then proceed to construct a
representation using at most 3n + o(n) bits, which stores the information used throughout
our labeling algorithm. We show that this representation can decode the minimum Cartesian
tree, including the labels on its nodes. This approach was not considered in previous succinct
representations that focused on storing the tree structures of both minimum and maximum
Cartesian trees, or their variants. To support the queries efficiently, we show that given any
label of a node in the minimum or maximum Cartesian tree, our representation can decode the
labels of its parent, left child, and right child in O(1) time with o(n)-bit auxiliary structures.
Consequently, we can decode any O(log n)-size substring of the balanced parentheses of both
minimum and maximum Cartesian trees with dummy nodes to locate nodes according to
their inorder traversal (see Section 4.1 for a detailed definition of the inorder traversal) on π

in O(f1(n)) time. This decoding step plays a key role in our query algorithms, which can
be achieved from non-trivial properties of our representation, and minimum and maximum
Cartesian trees on Baxter permutations. As a result, our representation not only supports
π(i) and π−1(j) queries, but also supports range minimum/maximum and previous/next
larger/smaller value queries efficiently.

Next, we give a succinct representation of separable permutation ρ of size n, which
supports all the operations above in O(1) time. Our result implies the Golynski’s lower
bound result [20] for trade-offs between redundancy and ρ(i) and ρ−1(j) queries does not hold
in separable permutations. The main idea of the representation is to store the separable tree
of ρ using the tree covering algorithm [14], where each micro-tree is stored as its corresponding
separable permutation to achieve succinct space. Note that a similar approach has been
employed for succinct representations on some graph classes [4, 9]. However, due to the
different structure of the separable tree compared to the Cartesian tree, the utilization of
non-trivial auxiliary structures is crucial for achieving O(1) query time on the representation.

Finally, as applications of our succinct representations of Baxter and separable permuta-
tions, we present succinct data structures of mosaic and slicing floorplans and plane bipolar
orientations that support various navigational queries on them efficiently. While construction
algorithms for these structures already exist from their corresponding Baxter or separable
permutations [1, 6], we show that the navigational queries can be answered using a constant
number of π(i) (or ρ(i)), range minimum/maximum, and previous/next smaller/larger value
queries on their respective permutations, which also require some nontrivial observations
from the construction algorithms. This implies that our succinct representations allow for the
first time succinct representations of these structures that support various navigation queries
on them in sub-linear time. For example, we consider two queries on mosaic and slicing
floorplans as (1) checking whether two rectangular objects are adjacent, and (2) reporting all
rectangular objects adjacent to the given rectangular object. Note that the query of (2) was
previously addressed in [1], as the direct relation set (DRS) query, which was computed in
O(n) time, and important for the actual placement of the blocks on the chip.
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The paper is organized as follows. We introduce the representation of a Baxter permutation
π of size n in Section 3. In Section 4, we explain how to support π(i) and π−1(j) queries on π,
in addition to tree navigational queries on both the minimum and maximum Cartesian trees.
In Section 5.1, we present a succinct representation of separable permutation ρ that can
support ρ(i) and ρ−1(j) in O(1) time. Finally, some preliminaries are outlined in the next
section. Due to the space limit, the remaining results of our work (succinct representations
of mosaic/slicing floorplans and plane bipolar orientations) are included in the full version of
the paper [8].

2 Preliminaries

In this section, we introduce some preliminaries that will be used in the rest of the paper.

Cartesian trees. Given a sequence S = (s1, s2, . . . , sn) of size n from a total order, a
minimum Cartesian tree of S, denoted as MinC(S) is a binary tree constructed as fol-
lows [35]: (a) the root of the MinC(S) is labeled as the minimum element in S (b) if the
label of the root is si, the left and right subtree of S are MinC(S1) and MinC(S2), respect-
ively where S1 = (s1, s2, . . . , si−1) and S2 = (si+1, si+2, . . . , sn). One can also define a
maximum Cartesian tree of S (denoted as MaxC(S)) analogously. From the definition, in
both MinC(S) and MaxC(S), any node with inorder i is labeled with si.

Balanced parentheses. Given an ordered tree T of n nodes, the BP of T (denoted as
BP (T )) is defined as a sequence of open and closed parentheses constructed as follows [28].
One traverses T from the root node in depth-first search (DFS) order. During the traversal,
for each node p ∈ T , we append “(” when we visit the node p for the first time, and append
“)” when all the nodes on the subtree rooted at p are visited, and we leave the node p. From
the construction, it is clear that the size of BP (T ) is 2n bits, and always balanced. Munro
and Raman [28] showed that both (a) findopen(i): returns the position of matching open
parenthesis of the close parenthesis at i, and (b) findclose(i): returns the position of matching
close parenthesis of the open parenthesis at i, queries can be supported on BP (T ) in O(t(n))
time with o(n)-bit auxiliary structures, when any O(log n)-bit substring of the BP (T ) can
be decoded in t(n) time. Furthermore, it is known that the wide range of tree navigational
queries on T also can be answered in O(t(n)) time using BP (T ) with o(n)-bit auxiliary
structures [30]: Here, each node is given and returned as the position of the open parenthesis
that appended when the node is first visited during the construction of BP (T ) (for the full
list of the queries, please refer to Table I in [30]).

Rank and Select queries. Given a sequence S = (s1, s2, . . . , sn) ∈ {0, . . . , σ − 1}n of size n

over an alphabet of size σ, (a) rankS(a, i) returns the number of occurrence of a ∈ {0, . . . , σ−1}
in (s1, s2, . . . , si), and (b) selectS(a, j) returns the first position of the j-th occurrence of
a ∈ {0, . . . , σ − 1} in S (in the rest of this paper, we omit S if it is clear from the context).
The following data structures are known, which can support both rank and select queries
efficiently using succinct space [3, 31]: (1) suppose σ = 2, and S has m 1s. Then there exists
a (log

(
n
m

)
+ o(n))-bit data structure that supports both rank and select queries in O(1) time.

The data structure can also decode any O(log n) consecutive bits of S in O(1) time, (2) there
exists an (n log σ + o(n))-bit data structure that can support both rank and select queries in
O(1) time, and (3) if σ = O(1) and one can access any O(log n)-length sequence of S in t(n)
time, one can support both rank and select queries in O(t(n)) time using o(n)-bit auxiliary
structures.

ISAAC 2024
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Range minimum and previous/next smaller value queries. Given a sequence S =
(s1, s2, . . . , sn) of size n from a total order with two positions i and j with i ≤ j, the
range minimum query RMin(i, j) on S returns the position of the smallest element within
the range si, . . . , sj . Similarly, a range maximum query RMax(i, j) on S is defined to find
the position of the largest element within the same range.

In addition, one can define previous (resp. next) smaller value queries at the position i

on S, denoted as PSV(i) (resp. NSV(i)), which returns the nearest position from i to the left
(resp. right) whose value is smaller than si. If there is no such elements, the query returns
0 (resp. n + 1). One can also define previous (resp. next) larger value queries, denoted as
PLV(i) (resp. NLV(i)) analogously.

It is known that if S is a permutation, RMin, PSV, and NSV queries on S can be answered
in O(1) time, given a BP of MinC(S) with o(n) bit auxiliary structures [16,30].

Tree Covering. Here, we briefly outline Farzan and Munro’s [14] tree covering representation
and its application in constructing a succinct tree data structure. The core idea involves
decomposing the input tree into mini-trees and further breaking them down into smaller units
called micro-trees. These micro-trees can be efficiently stored in a compact precomputed
table. The shared roots among mini-trees enable the representation of the entire tree by
focusing only on connections and links between these subtrees. We summarize the main
result of Farzan and Munro’s algorithm in the following theorem.

▶ Theorem 1 ([14]). For a rooted ordered tree with n nodes and a positive integer 1 ≤ ℓ1 ≤ n,
one can decompose the trees into subtrees satisfying the following conditions: (1) each subtree
contains at most 2ℓ1 nodes, (2) the number of subtrees is O(n/ℓ1), (3) each subtree has at
most one outgoing edge, apart from those from the root of the subtree.

See Figure 3 for an example. After decomposing the subtree as above, any node with an
outgoing edge to a child outside the subtree is termed a boundary node. The corresponding
edge is referred to as the non-root boundary edge. Each subtree has at most one boundary
node and a non-root boundary edge. Additionally, the subtree may have outgoing edges
from its root node, designated as root boundary edges. For example, to achieve a tree
covering representation for an arbitrary tree with n nodes, Theorem 1 is initially applied with
ℓ1 = log2 n, yielding O(n/log2 n) mini-trees. The resulting tree, formed by contracting each
mini-tree into a vertex, is denoted as the tree over mini-trees. This tree, with O(n/log2 n)
nodes, can be represented in O(n/log n) = o(n) bits through a pointer-based representation.
Subsequently, Theorem 1 is applied again to each mini-tree with ℓ2 = 1

6 log n, resulting in
a total of O(n/log n) micro-trees. The mini-tree over micro-trees, formed by contracting
each micro-tree into a node and adding dummy nodes for micro-trees sharing a common
root, has O(log n) vertices and is represented with O(log log n)-bit pointers. Encoding the
non-root/root boundary edge involves specifying the originating vertex and its rank among
all children. The succinct tree representation, such as balanced parentheses (BP) [26], is
utilized to encode the position of the boundary edge within the micro-tree, requiring O(log ℓ2)
bits. The overall space for all mini-trees over micro-trees is O(n log log n/log n) = o(n) bits.
Finally, the micro-trees are stored with two-level pointers in a precomputed table containing
representations of all possible micro-trees, demonstrating a total space of 2n + o(n) bits. By
utilizing this representation, along with supplementary auxiliary structures that require only
o(n) bits of space, it is possible to perform fundamental tree navigation operations, such as
accessing the parent, the i-th child, the lowest common ancestor, among many others, in
O(1) time [14].
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3 Succinct Representation of Baxter Permutation

In this section, we present a (3n + o(n))-bit representation for a Baxter permutation π =
(π(1), . . . , π(n)) of size n. We begin by providing a brief overview of our representation.
It is clear that the tree structure of MinC(π), along with the associated node labels can
decode π completely. However, the straightforward storage of node labels uses Θ(n log n) bits,
posing an efficiency challenge. To address this issue, we first show that when π is a Baxter
permutation, a two-stack based algorithm can be devised to traverse the nodes of MinC(π)
according to the increasing order of their labels. After that, we present a (3n + o(n))-bit
representation that stores the information used throughout the algorithm, and show that the
representation can decode MinC(π) with the labels of the nodes.

Algorithm 1 Two-stack based algorithm.

Initialize two empty stacks L and R.
Visit ϕ(1) (i.e., the root of MinC(π)).
while i = 2 . . . n do

// The last visited node is ϕ(i − 1) by Lemma 2.
if ϕ(i) is a left child of its parent then

if ϕ(i − 1) has a left child then
Visit the left child of ϕ(i − 1).

else
Pop a node from stack L, and visit the left child of the node.

end
if ϕ(i − 1) has a right child that has not yet been visited then

Push ϕ(i − 1) to the stack R.
end

else // ϕ(i) is a right child of its parent
if ϕ(i − 1) has a right child then

Visit the right child of ϕ(i − 1).
else

Pop a node from stack R, and visit the right child of the node.
end
if ϕ(i − 1) has a left child that has not yet been visited then

Push ϕ(i − 1) to the stack L.
end

end
end

Note that our encoding employs a distinct approach compared to prior representations,
as seen in references [12,13,18,24]. These earlier representations store the tree structures
of MinC(π) and MaxC(π) (or their variants) together, based on the observation that there
always exists a bijection between π and the pair of MinC(π) and MaxC(π) if π is a Baxter
permutation [12]. We show that for any node in MinC(π), our representation allows to decode
the labels of its parent, left child, and right child in O(1) time using o(n)-bit auxiliary data
structures. Using the previous representations that only store tree structures of MinC(π) and
MaxC(π), these operations can take up to Θ(n) time in the worst-case scenario, even though
tree navigation queries can be supported in constant time.
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Figure 1 (a) the case when ϕ(i) is in the left subtree of ϕ(k), and (b) the case when ϕ(i) is in
the right subtree of ϕ(k).

Now we introduce a two-stack based algorithm to traverse the nodes in MinC(π) according
to the increasing order of their labels. Let ϕ(i) denote the node of MinC(π) with the label i.
The algorithm assumes that we know whether ϕ(i) is left or right child of its parent for all
i ∈ {2, . . . , n}.

The following lemma shows that if π is a Baxter permutation, the two-stack based
algorithm works correctly.

▶ Lemma 2. If π is a Baxter permutation, the two-stack based algorithm on MinC(π) traverses
the nodes according to the increasing order of their labels.

Proof. From Algorithm 1, it is clear that we first visit the root node, which is ϕ(1). Then we
claim that for any i, the two-stack based algorithm traverses the node ϕ(i + 1) immediately
after traversing ϕ(i), thereby proving the theorem.

Suppose not. Then we can consider the cases as (a) the left child of ϕ(i) exists, but
ϕ(i + 1) is not a left child of ϕ(i), or (b) the left child of ϕ(i) does not exist, but ϕ(i + 1) is
not a left child of the node at the top of L. For the case (a) (the case (b) can be handled
similarly), suppose ϕ(i + 1) is a left child of the node ϕ(i′). Then i′ < i by the definition
of MinC(π) and the case (a). Now, let ϕ(k) be the lowest common ancestor of ϕ(i) and
ϕ(i′). If ϕ(i) is in the left subtree of ϕ(k) (see Figure 1(a) for an example), k cannot be i′

from the definition of MinC(π). Then consider two nodes, ϕ(i1) and ϕ(i2), which are the
leftmost node of the subtree rooted at node ϕ(i′) and the node whose inorder is immediately
before ϕ(i1), respectively. Since ϕ(i2) lies on the path from ϕ(k) to ϕ(i′), we have i + 1 ≤ i1
and k ≤ i2 < i′. Therefore, there exists a pattern 3 14 2 induced by i − i2, i1 − i′, which
contradicts the fact that π is a Baxter permutation.

If ϕ(i) is in the right subtree of ϕ(k) (see 1(b) for an example), k cannot be i from the
definition of MinC(π). Consider two nodes, ϕ(i3) and ϕ(i4), which are the leftmost node of
the subtree rooted at node ϕ(i) and the node whose inorder is immediately before ϕ(i3),
respectively. Since ϕ(i4) lies on the path from ϕ(k) to ϕ(i), we have i + 1 < i3 (i3 is greater
than i and cannot be i + 1) and k ≤ i4 < i. Therefore, there exists a pattern 3 14 2 induced
by (i + 1) − i4, i3 − i, which contradicts the fact that π is a Baxter permutation.

The case when ϕ(i+1) is a right child of its parent can be proven using the same argument
by showing that if the algorithm fails to navigate ϕ(i + 1) correctly, the pattern 2 41 3 exists
in π. ◀

The representation of π encodes the two-stack based algorithm as follows. First, to
indicate whether each non-root node is whether a left or right child of its parent, we store
a binary string lr[1, . . . n − 1] ∈ {l, r}n−1 of size n − 1 where lr[i] = l (resp. lr[i] = r) if the
node ϕ(i + 1) is a left (resp. right) child of its parent. Next, to decode the information on



S. Chakraborty, S. Jo, G. Kim, and K. Sadakane 17:9

1

8

9 10

2

4

7
5

6

3
11

lr r      r l      r      r l      l l r      r
lp (      (       )     (               )     )
rp {                                  {      }      }
E 3 3 2 3 2 0 0 3 0 0
lrp ( ( {) ( [] ) ) { } }
U       1      1     2     1      2     1     1    1      1       1

1 2 3 4 5 6 7 8 9 10 11

9      8     10    1     7     4      5     6      2      3      11permutation
1          2          3       4        5        6         7        8         9         10         11

Figure 2 An example of the representation of the Baxter permutation π =
(9, 8, 10, 1, 7, 4, 5, 6, 2, 3, 11). Note that the data structure maintains only E and lr along with
o(n)-bit auxiliary structures.

the stack L during the algorithm, we define an imaginary string of balanced parentheses
lp[1 . . . n − 1] as follows: After the algorithm traverses ϕ(i), lp[i] is (1) “(” if the algorithm
pushes ϕ(i) to the stack L, (2) “)” if the algorithm pops a node from the stack L, and (3)
undefined otherwise. We also define an imaginary string of balanced parentheses rp[1, . . . n]
in the same way to decode the information on the stack R during the algorithm. We use
“{” and “}” to denote the parentheses in rp. Then from the correctness of the two-stack
algorithm (Lemma 2), and the definitions of lr, lp, and rp, we can directly derive the following
lemma:

▶ Lemma 3. For any i ∈ {1, . . . , n − 1}, the following holds:
Suppose the node ϕ(i) is a leaf node. Then either lp[i] or rp[i] is defined. Also, lr[i] is l

(resp. r) if and only if lp[i] (resp. rp[i]) is a closed parenthesis.
Suppose the node ϕ(i) only has a left child. In this case, lr[i] is l if and only if both lp[i]
and rp[i] are undefined. Also, lr[i] is r if and only if lp[i] = “(” and rp[i] = “}”.
Suppose the node ϕ(i) only has a right child. In this case, lr[i] is l if and only if lp[i] = “)”
and rp[i] = “{”. Also, lr[i] is r if and only if both lp[i] and rp[i] are undefined.
Suppose the node ϕ(i) has both left and right child. In this case, lr[i] is l if and only if
lp[i] is undefined and rp[i] = “{”. Also, lr[i] is r if and only if lp[i] = “(” and rp[i] is
undefined.

To indicate whether each node ϕ(i) has a left and/or right child we store a string
E ∈ {0, 1, 2, 3}n−1 of size n − 1 where (a) E[i] = 0 if ϕ(i) is a leaf node (b) E[i] = 1 if ϕ(i)
has only a left child, (c) E[i] = 2 if ϕ(i) has only a right child, and (d) E[i] = 3 if ϕ(i) has
both left and right children. We store E using 2n + o(n) bits, which allows support both rank
and select operations in O(1) time [3]. Thus, the overall space required for our representation
is at most 3n + o(n) bits (2n bits for E, n bits for lr along with o(n)-bit auxiliary structures).
From Lemma 3, our representation can access lp[i] and rp[i] in O(1) time by referring lr[i]
and E[i]. Next, we show both findopen and findclose on lp and rp in O(1) time using the
representation. We define an imaginary string lrp of length at most 2(n − 1) over an alphabet
of size 6 that consists of three different types of parentheses (), {}, [] constructed as follows.
We first initialize lrp as an empty string and scan lr and E from the leftmost position. Then
based on Lemma 3, whenever we scan lr[i] and E[i], we append the parentheses to lrp as
follows:
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( if lr[i] = r and E[i] = 3
) if lr[i] = l and E[i] = 0
{ if lr[i] = l and E[i] = 3
} if lr[i] = r and E[i] = 0
(} if lr[i] = r and E[i] = 1
{) if lr[i] = l and E[i] = 2
[] if (1) lr[i] = l and E[i] = 1, or (2) lr[i] = r and E[i] = 2

We store a precomputed table that has all possible pairs of lr and E of size (log n)/4 as
indices. For each index of the table, it returns lrp constructed from the corresponding pair of
lr and E. Thus, the size of the precomputed table is O(2 3

4 log n log n) = o(n) bits
Additionally, we define an imaginary binary sequence U ∈ {1, 2}n−1 of size n − 1, where

U [i] denotes the number of symbols appended to lrp during its construction by scanning lr[i]
and E[i]. Then by Lemma 3, we can decode any O(log n)-sized substring of U starting from
position U [i] by storing another precomputed table of size o(n) bits, indexed by all possible
pairs of lr and E of size (log n)/4. Consequently, we can support both rank and select queries
on U by storing o(n)-bit auxiliary structures, without storing U explicitly [3].

To decode any O(log n)-sized substring of lrp starting from position lrp[i], we first decode
a O(log n)-sized substring of E and lr from the position i′ = i − rankU (2, i) and decode the
substring of lrp by accessing the precomputed table a constant number of times (bounded
conditions can be easily verified using rankU (2, i − 1)). Thus, without maintaining lrp, we can
support rank, select, findopen, and findclose queries on lrp in O(1) time by storing o(n)-bit
auxiliary structures [3, 10]. With the information provided by lrp and U , we can compute
findopen(i) and findclose(i) operations on lp in O(1) time as follows: To compute findopen(i),
we compute i1 − rankU (2, i1 −1), where i1 is the position of the matching “(” corresponding to
lrp[i + rankU (2, i)]. For computing findclose(i), we similarly compute i2 − rankU (2, i2), where
i2 corresponds to the position of the “)” corresponding to lrp[i + rankU (2, i − 1)]. Likewise,
we can compute findopen(i) and findclose(i) operations on rp by locating the matching “{”
or “}” in lrp. In summary, our representation enables findopen and findclose operations on
both lp and rp to be supported in O(1) time without storing them explicitly.

Now we show that our representation is valid, i.e., we can decode π from the representation.

▶ Theorem 4. The strings lr and E give a (3n + o(n))-bit representation for the Baxter
permutation π = (π(1), . . . , π(n)) of size n.

Proof. It is enough to show that the representation can decode MinC(π) along with the
associated labels. For each non-root node ϕ(i), we can check ϕ(i) is either a left or right
child of its parent by referring lr[i − 1]. Thus, it is enough to show that the representation
can decode the label of the parent of ϕ(i). Without loss of generality, suppose ϕ(i) is a left
child of its parent (the case that ϕ(i) is a right child of its parent is analogous). Utilizing
the two-stack based algorithm and referring to Lemma 3, we can proceed as follows: If no
element is removed from the L stack after traversing ϕ(i−1) (this can be checked by referring
lr[i] and E[i]), we can conclude that the parent node of ϕ(i) is indeed ϕ(i − 1). Otherwise,
the parent of ϕ(i) is the node labeled with findopen(i − 1) on lp from the two-stack based
algorithm. ◀



S. Chakraborty, S. Jo, G. Kim, and K. Sadakane 17:11

▶ Example 5. Figure 2 shows the representation of the Baxter permutation π =
(9, 8, 10, 1, 7, 4, 5, 6, 2, 3, 11). Using the representation, we can access lp[3] =“)” by refer-
ring lr[3] = l and E[3] = 2 by Lemma 3. Also, findopen(6) on lp computed by (1) computing
the position of the matching “(” of the parenthesis of lrp at the position i′ = 6+rankU (2, 6) = 8,
which is 5, and (2) returning 5 − rankU (2, 5 − 1) = 4. Note that lrp is not explicitly stored.
Finally, we can decode the label of the parent of ϕ(4) using findopen(3) on lp (ϕ(4) is the left
child of its parent since lr[3] = l), resulting in the value 2. Thus, ϕ(2) is the parent of ϕ(4).

Representation of alternating Baxter Permutation. Assuming π is an alternating permuta-
tion of size n, one can ensure that MinC(π) always forms a full binary tree by introducing, at
most, two dummy elements n + 1 and n + 2, and adding them to the leftmost and rightmost
positions of π, respectively [11, 12]. Specifically, we add the node ϕ(i + 1) as the leftmost
leaf of MinC(π) if π(1) < π(2), Similarly, we add the node ϕ(i + 2) as the rightmost leaf of
MinC(π) if π(n − 1) > π(n).

Since no node in MinC(π) has exactly one child in this case, we can optimize the string
E in the representation of Theorem 4 into a binary sequence of size at most n − 1, where
E[i] indicates whether the node ϕ(i) is a leaf node or not. Thus, we can store π using at
most 2n + o(n) bits. We summarize the result in the following corollary.

▶ Corollary 6. The strings lr and E give a (2n + o(n))-bit representation for the alternating
Baxter permutation π = (π(1), . . . , π(n)) of size n.

4 Computing the BP sequence of Cartesian trees

Let π be a Baxter permutation of size n. In this section, we describe how to to compute π(i)
and π−1(j) for i, j ∈ {1, 2, . . . , n} using the representation of Theorem 4. First in Section 4.1
we modify Cartesian trees so that inorders are assigned to all the nodes. Then we show in
Section 4.2 we can obtain the BP sequence of MinC(π) from our representation. By storing
the auxiliary data structure of [30], we can support tree navigational operations in Section 2.
Finally, in Section 4.4, we show that our data structure can also support the tree navigational
queries on MaxC(π) efficiently, which used in the results in the succinct representations of
mosaic floorplans and plane bipolar orientations.

To begin discussing how to support π(i) and π−1(j) queries, we will first show that the
representation of Theorem 4 can efficiently perform a depth-first traversal on MinC(π) using
its labels. We will establish this by proving the following lemma, which shows that three
key operations, namely (1) left_child_label(i): returns the label of the left child of ϕ(i),
(2) right_child_label(i): returns the label of the right child of ϕ(i), and (3) parent_label(i):
returns the label of the parent of ϕ(i) on MinC(π), can be supported in O(1) time.

▶ Lemma 7. The representation of Theorem 4 can support left_child_label(i),
right_child_label(i), and parent_label(i) in O(1) on MinC(π) in O(1) time.

Proof. The proof of Theorem 4 shows how to support parent_label(i) in O(1) time. Next,
to compute left_child_label(i), it is enough to consider the following two cases according to
Lemma 3: (1) If lr[i] = l and lp[i] is undefined, left_child_label(i) is i + 1, and (2) if lr[i] = r

and lp[i] = ‘(’, we can compute left_child_label(i) in O(1) time by returning findclose(i) on lp.
Similarly, right_child_label(i) can be computed in O(1) time using lr and rp analogously. ◀

Now we can compute ϕ(i + 1) from ϕ(i) without using the two stacks in O(1) time. We
denote this operation by next(i).
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1. If lr[i] = l and the left child of ϕ(i) exists, next(i) is the left child of ϕ(i).
2. If lr[i] = r and the right child of ϕ(i) exists, next(i) is the right child of v.
3. If lr[i] = l and the left child of ϕ(i) does not exist, next(i) is the left child of ϕ(j) where

j = findclose(i) on lp.
4. If lr[i] = r and the right child of ϕ(i) does not exist, next(i) is the left child of ϕ(j) where

j = findclose(i) on rp.

4.1 Computing inorders
First, we define the inorder of a node in a binary tree. Inorders of nodes are defined recursively
as follows. We first traverse the left subtree of the root node and give inorders to the nodes
in it, then give the inorder to the root, and finally traverse the right subtree of the root node
and give inorders. In [30], inorders are defined for only nodes with two or more children. To
apply their data structures to our problem, we modify a binary tree as follows. For each
leaf, we add two dummy children. If a node has only right child, we add a dummy left child.
If a node has only left child, we add a dummy right child. Then in the BP sequence B of
the modified tree, i-th occurrence of “)(” corresponds to the node with inorder i. Therefore
we can compute rank and select on “)(” in constant time using the data structure of [30]
if we store the BP sequence B of the modified tree explicitly. However, if we do so, we
cannot achieve a succinct representation of a Baxter permutation. We implicitly store B.
The details are explained next.

4.2 Implicitly storing BP sequences
We first construct B for MinC(π) and auxiliary data structures of [30] for tree navigational
operations. In their data structures, B is partitioned into blocks of length ℓ for some
parameter ℓ, and search trees called range min-max trees are constructed on them. In the
original data structure, blocks are stored explicitly, whereas in our data structure, they are
not explicitly stored and temporarily computed from our representation. If we change the
original search algorithm so that an access to an explicitly stored block is replaced with
decoding the block from our representation, we can use the range min-max trees as a black
box, and any tree navigational operation works using their data structure. Because the
original algorithms have constant query time, they do a constant number of accesses to
blocks. If we can decode a block in t time, A tree navigational operation is done in O(t)
time. Therefore what remains is, given a position of B, to extract a block of ℓ bits.

Given the inorder of a node, we can compute its label as follows. For each block, we store
the following. For the first bit of the block, there are four cases: (1) it belongs to a node in
the Cartesian tree. (2) it belongs to two dummy children for a leaf in the Cartesian tree. (3)
it belongs to the dummy left child of a node. (4) it belongs to the dummy right child of a
node. We store two bits to distinguish these cases. For case (1), we store the label and the
inorder of the node using log n bits, and the information that the parenthesis is either open
or close using 1 bit. For case (2), we store the label and the inorder of the parent of the two
dummy children, and the offset in the pattern “(()())” of the first bit in the block. For cases
(3) and (4), we store the label and the inorder of the parent of the dummy node and the
offset in the pattern “()”.

To extract a block, we first obtain the label of the first non-dummy node in the block. Then
from that node, we do a depth-first traversal using left_child_label(i), right_child_label(i),
and parent_label(i), and compute a sub-sequence of B for the block. During the traversal,
we also recover other dummy nodes. Because the sub-sequence is of length ℓ, there are O(ℓ)
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nodes and it takes O(ℓ) time to recover the block. To compute an inorder rank and select,
we use a constant number of blocks. Therefore it takes O(ℓ) time. The space complexity for
additional data structure is O(n log n/ℓ) bits. If we choose ℓ = ω(log n), the space is o(n).

To support other tree operations including RMin, NSV, and PSV queries on π, we use the
original auxiliary data structures of [30]. The space complexity is also O(n log n/ℓ) bits.

4.3 Converting labels and inorders
For the minimum Cartesian tree MinC(π) of Baxter permutation π, the label of the node
with inorder i is π(i). The inorder of the node with label j is denoted by π−1(j).

We showed how to compute the label of the node with given inorder i above. This
corresponds to computing π(i). Next we consider given label j, to compute the inorder
i = π−1(j) of the node with label j. Note that π(i) = j and π−1(j) = i hold.

We use next(·) to compute the inorder of the node with label j. Assume iℓ+1 ≤ j < (i+1)ℓ.
We start from the node ϕ(iℓ + 1) with label iℓ + 1 and iteratively compute next(·) until we
reach the node with label j. Therefore for i = 0, 1, . . . , n/ℓ, we store the positions in the
modified BP sequence for nodes ϕ(iℓ + 1) using O(n log n/ℓ) bits. If next(iℓ + k) is a child of
ϕ(iℓ + k), we can compute its position in the modified BP sequence using the data structure
of [30]. If next(iℓ + k) is not a child of ϕ(iℓ + k), we first compute p = findclose(iℓ + k) on lp
or rp. A problem is how to compute the node ϕ(p) and its inorder. To compute the inorder of
ϕ(p), we use pioneers of the BP sequence [19]. A pioneer is an open or close parenthesis whose
matching parenthesis belongs to a different block. If there are multiple pioneers between two
blocks, only the outermost one is a pioneer. The number of pioneers is O(n/ℓ) where ℓ is
the block size. For each pioneer, we store its position in the BP sequence. Therefore the
additional space is O(n log n/ℓ) bits. Consider the case we obtained p = findclose(v). If v

is a pioneer, the inorder of ϕ(p) is stored. If v is not a pioneer, we go to the pioneer that
tightly encloses v and ϕ(p), obtain its position in the BP sequence, and climb the tree to ϕ(p).
Because ϕ(p) and the pioneer belong to the same block, this takes O(ℓ) time. Computing a
child also takes O(ℓ) time. We repeat this O(ℓ) times until we reach ϕ(j). Therefore the time
complexity for converting the label of a node to its inorder takes O(ℓ2) time. The results are
summarized as follows.

▶ Theorem 8. For a Baxter permutation π of size n, π(i) and π−1(j) can be computed in
O(ℓ) time and O(ℓ2) time, respectively, using a 3n + O(n log n/ℓ) bit data structure. This is
a succinct representation of a Baxter permutation if ℓ = ω(log n). The data structure also
can support the tree navigational queries in Section 2 on MinC(π), RMin, PSV, and NSV
queries in O(ℓ) time.

Note that Theorem 8 also implies that we can obtain the (2n + o(n))-bit succinct data
structure of an alternating Baxter permutation of size n that support π(i) and π−1(j) can
be computed in O(ℓ) time and O(ℓ2) time, respectively, for any ℓ = ω(log n).

4.4 Navigation queries on Maximum Cartesian trees
In this section, we show the representation of Theorem 4 can also support the tree navigational
queries on MaxC(π) in the same time as queries on MinC(π), which will be used in the succinct
representations of mosaic floorplans and plane bipolar orientations.

Note that we can traverse the nodes in MaxC(π) according to the decreasing order of
their labels, using the same two-stack based algorithm as described in Section 3. Now, let
ϕ′(i) represent the node in MaxC(π) labeled with i. We then define sequences lr and E
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on MaxC(π) in a manner analogous to the previous definition (we denote them as lr′, and
E′, respectively). The only difference is that the value of i-th position of these sequences
corresponds to the node ϕ′(n − i + 1) instead of ϕ(i), since we are traversing from the node
with the largest label while traversing MaxC(π). Then by Theorem 4 and 8, it is enough to
show how to decode any O(log n)-size substring of lr′ and E′ from lr and E, respectively.

We begin by demonstrating that for any i ∈ [1, . . . , n − 1], the value of lr′[i] is l if and only
if lr[n − i] is r. As a result, our representation can decode any O(log n)-sized substring of lr′

in constant O(1) time. Consider the case where lr[i] is l (the case when lr[i] = r is handled
similarly). In this case, according to the two-stack based algorithm, ϕ(i + 1) is the left child
of ϕ(i1), where i1 ≤ i. Now, we claim that ϕ′(i) is the right child of its parent. Suppose,
for the sake of contradiction, that ϕ′(i) is a left child of ϕ′(i2). Then ϕ(i + 1) cannot be an
ancestor of ϕ(i), as there are no labels between i + 1 and i. Thus, i2 > i + 1, and there
must exist a lowest common ancestor of ϕ′(i) and ϕ′(i + 1) (denoted as ϕ′(k)). At this point,
ϕ′(i + 1) and ϕ′(i2) reside in the left and right subtrees rooted at ϕ′(k), respectively. Now
i3 ≤ i be a leftmost leaf of the subtree rooted at ϕ′(i). Then there exists a pattern 2 41 3
induced by (i + 1) − k and i3 − i2, which contradicts the fact that π is a Baxter permutation.

Next, we show that the following lemma implies that the representation can also decode
any O(log n)-size substring of E′ in O(1) time from E along with π(1) and π(n).

▶ Lemma 9. Given a permutation π, ϕ(i) has a left child if and only if π−1(i) > 1
and π(π−1(i) − 1) > i. Similarly, ϕ(i) has a right child if and only if π−1(i) < n and
π(π−1(i) + 1) > i.

Proof. We only prove that ϕ(i) has a left child if and only if π−1(i) > 1 and π(π−1(i)−1) < i

(the other statement can be proved using the same argument). Let i1 be π(π−1(i) − 1). From
the definition of the minimum Cartesian tree, if ϕ(i1) is at the left subtree of ϕ(i), it is clear
that i1 > i. Now, suppose i1 > i, but ϕ(i) does not have a left child. In this case, ϕ(i) cannot
be an ancestor of ϕ(i1). Thus, there must exist an element in π positioned between i1 and i,
which contradicts the fact that they are consecutive elements. ◀

As a conclusion, the data structure of Theorem 8 can support the tree navigational
queries in Section 2 on MaxC(π), and RMax, PSV, and NSV queries in ω(log n) time using
o(n)-bit auxiliary structures from the results in Section 4.2. We summarize the results in the
following theorem.

▶ Theorem 10. For a Baxter permutation π of size n, The succinct data structure of
Theorem 8 on π can support the tree navigational queries in Section 2 on MaxC(π), RMax,
PLV, and NLV queries in O(f1(n)) time for any f1(n) = ω(log n).

5 Succinct Data Structure of Separable Permutation

In this section, we present a succinct data structure for a separable permutation ρ =
(ρ(1), . . . , ρ(n)) of size n that supports ρ(i) and ρ−1(j) in O(1) time. The main idea of the
data structure is as follows. It is known that for the separable permutation ρ, there exists a
unique separable tree (v − h tree) Tρ of n leaves [7,33], which will be defined later. Since Tρ is
a labeled tree with at most 2n − 1 nodes, O(n log n) bits are necessary to store Tρ explicitly.
Instead, we store it using a tree covering where each micro-tree of Tρ is stored as an index of
the precomputed table that maintains all separable permutations whose separable trees have
at most ℓ2 nodes, where ℓ2 is a parameter of the size of the micro-tree of Tρ, which will be
decided later. After that, we show how to support the queries in Theorem 8 and 10 in O(1)
time using the representation, along with o(n)-bit auxiliary structures.
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i 1 2 3 4 5 6 7 8 9 10 11 12
ρ 2 1 9 10 11 12 8 4 6 5 7 3
B 1 0 1 1 1 0 1 1 1 0 0 1

Sρ = 1 9 12 8 4 5 7 3
ρ′ = 1 11 12 8 4 5 7 3
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Figure 3 An example of the representation of the separable permutation ρ =
(2, 1, 9, 10, 11, 12, 8, 4, 6, 5, 7, 3). Each tree within the red area represents a mini-tree of Tρ with
ℓ1 = 3.

5.1 Succinct Representation
Given a separable permutation ρ of size n, the separable tree Tρ of ρ is an ordered tree with
n leaves defined as follows [33]:

Each non-leaf node of Tρ is labeled either ⊕ or ⊖. We call a ⊕ node as an internal node
labeled with ⊕, and similarly, a ⊖ node as an internal node labeled with ⊖.
The leaf node of Tρ whose leaf rank (i.e., the number of leaves to the left) i has a label
ρ(i). In the rest of this section, we refer to it as the leaf ρ(i).
Any non-leaf child of ⊕ node is a ⊖ node. Similarly, any non-leaf child of ⊖ node is a ⊕
node.
For any internal node p ∈ Tρ, let ρp be a sequence of the labels of p’s children from left
to right, as replacing the label of non-leaf child of p to the label of the leftmost leaf node
in the rooted subtree at the node. Then if p is a ⊕ (resp. ⊖ node), ρp is an increasing
(resp. decreasing) subsequence of ρ.

See Figure 3 for an example. Szepienic and Otten [33] showed that for any separable
permutation of size n, there exists a unique separable tree of it with n leaves.

We maintain ρ through the tree covering algorithm applied to Tρ, with the parameters
for the sizes of mini-trees and micro-trees as ℓ1 = log2 n and ℓ2 = log n

6 , respectively. Here,
the precomputed table maintains all possible separable permutations whose corresponding
separable trees have at most ℓ2 nodes. Additionally, two special cases are considered: when
the micro-tree is a singleton ⊕ or ⊖ node. Since any separable permutation stored in the
precomputed table has a size at most ℓ2, there exist o(n) indices in the precomputed table.

The micro-trees of Tρ are stored as their corresponding indices in the precomputed table,
using n log(3 + 2

√
2) + o(n) ≃ 2.54n + o(n) bits in total. In the full version of the paper [8],

we consider how to support ρ(i) and ρ−1(j) in O(1) time. The data structure also supports
RMin, RMax, PSV, PLV, NSV, and NLV on ρ in O(log log n) time.

6 Future Work

We conclude with the following concrete problems for possible further work in the future:
(1) Can we improve the query times of π and π−1 for Baxter permutations? (2) can we
show any time/space trade-off lower bound for Baxter permutation similar to that of general
permutation [20]? and (3) are there any succinct data structures for other pattern-avoiding
permutations?
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Abstract
Generalized suffix trees are data structures for storing and searching a set of strings. Though many
string problems can be solved efficiently using them, their space usage can be large relative to the
size of the input strings. For a set of strings with n characters in total, generalized suffix trees
use O(n log n) bit space, which is much larger than the strings that occupy n log σ bits where σ

is the alphabet size. Generalized compressed suffix trees use just O(n log σ) bits but support the
same basic operations as the generalized suffix trees. However, for some sophisticated operations we
need to add auxiliary data structures of O(n log n) bits. This becomes a bottleneck for applications
involving big data. In this paper, we enhance the generalized compressed suffix trees while still
retaining their space efficiency. First, we give an auxiliary data structure of O(n) bits for generalized
compressed suffix trees such that given a suffix s of a string and another string t, we can find the
suffix of t that is closest to s. Next, we give a o(n) bit data structure for finding the ancestor of
a node in a (generalized) compressed suffix tree with given string depth. Finally, we give data
structures for a generalization of the document listing problem from arrays to trees. We also show
their applications to suffix-prefix matching problems.
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1 Introduction

Suffix trees are data structures for string matching [29]. In addition to the basic pattern
matching problem, they can also be used for other problems such as finding longest common
extensions, maximal pairs, approximate string matching, etc. [14]. They can be further
extended to generalized suffix trees (GSTs for short) storing suffixes of a set of strings, which
gives them many applications in bioinformatics such as longest common substrings, maximal
unique matches [5], and maximal exact matches [17]. Hereafter we do not distinguish suffix
trees and GSTs unless specified because GST is the suffix tree of the string obtained by
concatenating all the strings from the set.

Though suffix trees are the most basic data structures in string processing, one drawback
is their space usage. Though the suffix tree of a string uses O(n) machine words, where
n is the string length, that alone already requires huge memory. It was estimated that
for a human genome, which has about 3 billion characters, the suffix tree uses more than
40 GB of memory [16]. Therefore there has been much research on reducing the space
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requirement of suffix trees. There are two approaches; one is to omit some of the components
of suffix trees and the other is to compress the components. For the first approach, suffix
arrays [19], enhanced suffix arrays [1], and space efficient suffix trees [21] have been proposed
as space-efficient alternatives to the suffix trees. For the second approach, the compressed
suffix arrays [13] and compressed suffix trees [25] have been proposed for compressing the
respective standard structures. The first approach aims mainly at reduction of the practical
space usage as asymptotically the space usage remains the same; suffix arrays and enhanced
suffix arrays use O(n log n) bits of space for a string of length n – the same as the suffix
trees. The second approach, on the other hand, aims at improving the asymptotic bounds;
compressed suffix arrays and trees use O(n log σ) bits where σ is the size of the alphabet of
the string. These data structures are truly linear space data structures – the space is linear
to the actual input size – n log σ bits1 (the space needed to represent the string).

Though the compressed suffix trees support the same set of basic operations as the suffix
trees, some of auxiliary data structures for supporting extended operations still use O(n log n)
bit space, which dominates the space of the entire data structure.

1.1 Our contributions
In this paper, we enhance the generalized compressed suffix trees. First we add auxiliary
data structures which for a given suffix t and a string ID i allow finding the suffix of the
string i most similar to t. For two given suffixes it is easy to compute the length of their
longest common prefix using the suffix tree even if the suffixes belong to different strings.
However, if a suffix t of a string is fixed and the ID i of another string is given, finding the
suffix of the string i with the longest common prefix with s takes time due to the multiplicity
of the possible candidate suffixes.

▶ Theorem 1 (Closest colored suffixes). We are given a set of strings S1, S2, . . . , Sk on an
alphabet of size σ. The total length of the strings is n. There exists a data structure using
SIZESA(2n, σ) + O(n + k) bits so that given a suffix t of a string Sj and an index i, we can
obtain the suffix s of Si that has the maximum LCP with t in O(TIMESA · log log k) time,
where SIZESA(n, σ) is the size of a data structure storing a suffix array for a string of length
n on an alphabet of size σ, and TIMESA is the time for obtaining an entry of a suffix array
or its inverse.

Note that TIMESA also depends on n and σ in general, but we omit them because they are
fixed throughout the paper. If we use the data structure in the second row of Table 1, the
space and the time complexities become 2n log σ + O(n + k) bits and O(log n log log k) time,
respectively. An existing solution [18] has O(log log k) query time using O(n log n) bit space.
Our algorithm is faster than the original GST, which is O(TIMESA · log n) time.

Next we give a succinct index for weighted level ancestors in compressed suffix trees.

▶ Theorem 2 (Weighted level ancestors). By adding an auxiliary data structure of o(n) bits
to the compressed suffix tree, we can compute the nearest ancestor of a node with string depth
smaller than a given value in O(TIMESA · log log n) time.

This is faster than the original GST, which is O(TIMESA · log n) time. The proofs are given
in Section 3.

1 Throughout the paper the base of the logarithm is two.
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Table 1 Size in bits and query time of suffix arrays and compressed suffix arrays, where n is the
length of the string and σ is its alphabet size. Hk is the k-th order entropy of the string. Time for
obtaining an entry of the suffix array is denoted by TIMESA.

Index Space (SIZESA(n, σ)) Query time (TIMESA)
Suffix array [19] n log n O(1)
Compressed suffix array [13] n log σ + O(n) O(log n)
Compressed suffix array [13] O(ϵ−1n log σ) O(logϵ n)
FM-index [7] nHk + o(n log σ) O( log σ

log log n
)

We also give applications of these two enhancements in Section 4. Our proposed data
structures are used to solve the suffix-prefix matching problems [18] (see also [31] for
their approximate version). Existing solutions use O(n log n) bit space, whereas ours use
linear (O(n log σ) bit) space. For solving this problem, we generalize the document listing
problem [22] from arrays to trees providing data structures that are of independent interest.

2 Preliminaries

2.1 Suffix arrays, suffix trees, and their compression
A string S of length n on an alphabet A is an array S[1, n] of characters in A. We assume the
alphabet is an ordered set. We add a terminator $ at the end of the string, that is, S[n+1] = $,
which is smaller than any character in A. The character at position i in the string S is
denoted by S[i]. A substring of S is the concatenation of characters S[i], S[i+1], . . . , S[j] and
denoted by S[i, j]. Substrings of the form S[i, n] and S[1, i] are called suffixes and prefixes,
respectively. For two strings s, t, LCP(s, t) is defined to be the length of the longest common
prefix between them.

The suffix array [19] of a string S of length n is an integer array SA[0, n], where SA[i] = j

means that the suffix S[j, n] is lexicographically the i-th suffix among all the suffixes of S

(S[0] = n + 1). The (classic) suffix array uses n log n bits of space for the array SA, and
n log σ bits of space for the string S itself.

The suffix tree of a string is a compacted trie representing all the suffixes of the string [29].
The suffix tree has n + 1 leaves, each corresponding to a suffix of S (including the last suffix
S[n + 1, n + 1] = $). Each edge of the suffix tree has a string label. We define the string label
of a node as the concatenation of the labels of the edges between the root and the node. The
string label of the i-th leaf coincides with lexicographically the i-th suffix. The string depth
of an internal node v of the suffix tree is the length of the string label of v. For two suffixes
s and t, LCP(s, t) is equal to the string depth of the lowest common ancestor between their
corresponding leaves.

The suffix array can be compressed to O(n log σ) bits where σ = |A| so that each entry
SA[i] can be computed in polylog(n) time [13]. The inverse suffix array ISA[1, n + 1] of a
string is an integer array such that ISA[j] = i if and only if SA[i] = j. The inverse array can
be computed within the same time complexity as the suffix array. Let TIMESA denote the
time for computing a value of a suffix array or an inverse suffix array. The space and query
time complexities for compressed versions of the suffix arrays are shown in Table 1.

The compressed suffix tree [25] of a string S consists of the compressed suffix array
of S, a balanced parentheses (BP) representation [20, 23] of the compacted trie, and a
bit-vector storing the information about the string depths of nodes. The second and the third
components use 4n + o(n) bits and 2n + o(n) bits, respectively. Using these components, we
can compute the string depth of a node in O(TIMESA) time.
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Using the compressed suffix tree, we can support the following operations:
Finding the leaf corresponding to the lexicographically i-th suffix in constant time.
Finding the lowest common ancestor of two nodes in constant time.
Finding the level ancestor (the ancestor of a node with given depth) in constant time [23].
Note that this depth is not the string depth.
Computing the string depth of a node in O(TIMESA) time.
Computing the edge labels of length ℓ in O(TIMESA + ℓ) time.

Note that the compressed suffix tree of [25] supports weighted level ancestor queries w.r.t.
string depths in O(TIMESA · log n) time by a binary search using (unweighted) level ancestor
queries and string depth queries. If we can use O(n log n) bits of space we can support
this query in constant time [3]. In this paper we give an index supporting the queries in
O(TIMESA · log log n) time using additional o(n) bits to the compressed suffix trees.

2.2 Bit-vectors and rank/select dictionaries
A bit-vector is a string B[1, n] on alphabet {0, 1} supporting the following three operations.

access(B, i): returns B[i].
rankc(B, i): returns the number of c’s (c ∈ {0, 1}) in B[1, i].
selectc(B, i): returns the position of the i-th occurrence of c ∈ {0, 1}. If i > rankc(B, n),
we define selectc(B, i) = n + 1. We also define selectc(B, 0) = 0.

We can perform each of these operations in constant time using n + o(n) bits of space [24].
The predecessor predc(B, i) and the successor succc(B, i) are the positions of c closest to

i. They can be computed in constant time as predc(B, i) := selectc(B, rankc(B, i − 1)) and
succc(B, i) := selectc(B, rankc(B, i) + 1). Note that predc(B, i) < i < succc(B, i).

2.3 Generalized suffix arrays and trees
We are given a set of strings S1, S2, . . . , Sk on an alphabet of size σ. We concatenate them
into string S = S1$S2$ · · · Sk$. The generalized suffix array/tree of the set of the strings is
just the suffix array/tree of S with the following modification.

We create a bit-vector D of length n + k where n = |S1| + |S2| + · · · + |Sk|, and set
1’s for the positions of $’s in S. Then, given a position j in S, we can compute the ID d

of the string Sd containing the position j in constant time by d := rank1(D, j) + 1. We
define the document array A[0, n + k] as A[i] := rank1(D, SAS [i]) + 1. we do not store the
document array explicitly because it uses n log k bits and each entry can be computed from
the (compressed) suffix array in TIMESA time.

Sadakane [26] enhanced generalized compressed suffix trees to compute the number of
occurrences of a pattern in each of the strings efficiently. After creating (compressed) suffix
arrays (and inverse suffix arrays) of S and each Sd we can convert the rank rl of a suffix of
Sd into the rank rg in S and vice versa in O(tSA) time as follows.

rg = ISAS [SASd
[rl] + sd] (1)

rl = ISASd
[SAS [rg] − sd] (2)

where sd = |S1| + |S2| + · · · + |Sd−1| + d − 1. We can compute sd in constant time using
the bit-vector D, namely, sd = select1(D, d − 1). Recall that d is computed from rg by
d := rank1(D, rg) + 1. We call rg and rl as the global and the local rank of the suffix,
respectively.

Figure 1 shows the generalized suffix tree for a set of strings ACAA, ACAG, ACGC,
CACA. Note that we use the same example as [18]. Each string is appended with a terminator
$. To bound the degree of a node by σ + 1, we add an artificial node if a node has more than
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Figure 1 Generalized suffix tree for a set of strings ACAA, ACAG, ACGC, CACA. SA is the
suffix array of the concatenated string S, and A is the array storing ID’s of suffixes.

one edge with label starting from $. For example, the root node has an edge with label $
pointing to a node with four edges labeled $. We can distinguish $’s by their positions in S.
We define the string depth of an artificial node as that of its parent node. We can compute
it using the same algorithm as that for normal nodes.

2.4 LCP arrays
For a string T of length n and its suffix array SA, we define the LCP (longest common
prefix) array L[1, n] as

L[i] = LCP(T [SA[i − 1], n], T [SA[i], n]).

If we store L in plain form, we need n log n bits of space. However, if we have access to the
suffix array, we can compress it into 2n + o(n) bits so that any entry of L[i] is computed in
TIMESA + O(1) time [25].

The length of the LCP between two suffixes T [SA[p], n] and T [SA[q], n] of a string can
be obtained by minp<i≤q L[i]. The index i attaining the minimum value can be computed in
constant time using the 2n + o(n) bit data structure for range minimum queries [8]. We can
also compute it using the compressed suffix tree [25]. In this case, we use 4n + o(n) bits for
the tree topology of the suffix tree.

2.5 Rank and select data structures for large alphabets
Let T [1, n] be a string on alphabet A of size k. As a generalization of the case of bit-vectors,
we can define operations access(T, i), rankc(T, i), and selectc(T, i) for c ∈ A. The wavelet
tree [12] supports all the operations in O(log k) time using (n+o(n)) log k bit space. Golynski
et al. [11] gave a data structure supporting select in constant time and rank and access in
O(log log k) time using (n + o(n)) log k + 2n bit space2.

These data structures encode the string in a specific form. Therefore we cannot further
compress the string. Barbay et al. [2] considered another approach; they design succinct
indexes for abstract data types. Their results are summarized as follows3.

2 There are other variants.
3 The claim is slightly simplified from the original one.
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▶ Theorem 3 (Theorem 2.10 in [2]). Given support for select in f(n, k) time on a string S of
length n on an alphabet of size k, we can support access, rank, predecessor, and successor (for
any character) in O(f(n, k) log log k) time with a succinct index using O(n log k/ log log k)
bits of space.

Though this index uses asymptotically smaller space than the string itself, its size still
depends on the alphabet size k. In this paper we follow the abstract data type approach and
give a new index using less space (see Lemma 6).

2.6 Nearest marked ancestors
Let T be a rooted tree with some of the nodes marked. In the nearest marked ancestor
problem, for a given node v of T we want to find its closest marked ancestor. Tsur [28] gave
solutions for a generalized version of this problem – nearest colored ancestor – where each
node has a color and we find the nearest ancestor with a given color. In this paper we only
use the nearest marked ancestor queries, thus we provide a simplified statement.

▶ Theorem 4 (A simplified version of Theorem 1 of [28]). There exists a representation of T

that uses n + o(n) bits in addition to a 2n + o(n) bit representation of the tree topology that
allows for answering the nearest marked ancestor queries in O(1) time.

2.7 Weighted level ancestor queries
Consider a rooted tree with n nodes where each node has an integer weight in [0, U ] and
on any path from a leaf to the root, the weights are non-increasing. The weighted level
ancestor WA(v, w) of node v is the closest node on the path from v to the root that has
weight smaller than w. Kopelowitz and Lewenstein [15] gave a data structure using linear
space that answers a query in the same time complexity as finding the predecessor among n

values in [0, U ]. For the case of U = O(n), we obtain a data structure using O(n log n) bits of
space that answers a query in O(log log n) time. As shown above, for the case that weights
are equal to the string depths in a suffix tree, there is a data structure using O(n log n) bits
of space that supports the query in constant time [3]. In Section 3.3 we show how to reduce
the space at the cost of more expensive queries.

2.8 Tree Covering
Here we provide an overview of Farzan and Munro’s tree covering representation and its
application in creating a succinct tree data structure [6]. Their approach involves decomposing
the input tree into smaller units called “mini-trees”, which are further divided into “micro-
trees.” These micro-trees are stored efficiently in a compact precomputed table. By focusing
on the connections and links between these subtrees, the entire tree can be represented using
the shared roots of the mini-trees. The main result is the following theorem.

▶ Theorem 5 ([6]). For a rooted ordered tree with n nodes and a positive integer 1 ≤ ℓ ≤ n,
one can decompose the trees into subtrees satisfying the following conditions: (1) each subtree
contains at most 2ℓ nodes, (2) the number of subtrees is O(n/ℓ), (3) each subtree has at most
one outgoing edge, apart from those from the root of the subtree.

Note that to achieve this, we allow subtrees to share their root nodes, hence the name “tree
covering”. Theorem 5 applied with ℓ = log2 n creates a tree covering representation for a
tree with n nodes, resulting in O(n/ log2 n) mini-trees. The resulting tree over mini-trees,
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with O(n/ log2 n) nodes, can be represented in O(n/ log n) = o(n) bits. Theorem 5 can be
then applied to each mini-tree with ℓ1 = 1

6 log n, resulting in O(n/ log n) micro-trees. The
mini-tree over micro-trees is obtained by contracting each micro-tree into a node and adding
dummy nodes for micro-trees sharing a common root, and it has O(log n) vertices, thus,
it can be represented by O(log log n)-bit pointers. The total space for all mini-trees over
micro-trees is O(n log log n/ log n) = o(n) bits. Micro-trees are stored with two-level pointers
in a precomputed table, which occupies 2n + o(n) bits. This representation, supplemented
by auxiliary data structures requiring only o(n) bits, enables fundamental tree navigation
operations, such as accessing the parent, the i-th child, the lowest common ancestor, and
many more in O(1) time [6].

2.9 Document listing problems
The document listing problem [22] is, given an array of colors A[1, n] and an interval [i, j]
of the indices of the array, to enumerate all distinct colors in the sub-array A[i, j]. The
problem can be solved in optimal O(1 + k) time where k is the output size (the number of
distinct colors in A[i, j]), after O(n) time preprocessing for A. Namely, the preprocessing
first constructs another array P [1, n] such that P [i] = j if j < i is the largest index such that
A[i] = A[j], and P [i] = −1 if no such j exists, and then constructs a range minimum query
data structure for P . We can consider P to be a representation of linked lists connecting the
same colors.

A query for A[i, j] is done as follows. First we find the index m of the minimum value in
P [i, j]. If P [m] < i, we output A[m] and recurse for A[i, m − 1] and A[m + 1, j]. If P [m] ≥ i,
we terminate. If we have access to the array P in time t, the query time complexity is
O((1 + k)t).

The algorithm is extended so that it works without storing P explicitly [26]. Instead we
store a range minimum query data structure for P using 2n + o(n) bits. The query algorithm
is changed to work without accesses to P . Instead of checking if P [m] < i for finding answers
without duplicates, we use a bit array D whose length is the number of possible colors in A,
and set D[c] = 1 if color c is output. Therefore it can be checked in constant time if a color
is already output or not. After outputting all the answers, we clear the bits of D. To do this,
we need to keep the output in the memory.

3 Enhancing Generalized Compressed Suffix Trees

3.1 New predecessor data structures
Let T [1, n] be a string on alphabet A of size k. We give a simpler and more space-efficient
index than [2] by omitting support for the access operation, which can be done using a GST.
Our new index is summarized as follows.

▶ Lemma 6. Given support for select in f(n, k) time on a string S of length n on an alphabet
of size k, there is a succinct index using O(n + k) bits that supports rank, predecessor, and
successor for any character in O(f(n, k) log log k) time.

Proof. Since predecessors and successors can be computed using rank and select operations
as shown in Section 2.2, it is enough to show that we can compute ranks in O(f(n, k) log log k)
time. We use a similar approach to [2]. We partition T into blocks T1, T2, . . . , Tm (m = ⌈n/k⌉)
of length k each. Let Fc be a bit-vector storing frequencies of c ∈ A for each block using unary
codes. That is, Fc = 1fc(1)01fc(2)0 · · · 1fc(m)0 where fc(i) is the number of occurrences of c in
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T 1  2 3 4  1  4 1  1   4  2  3 2  3 4 1  4 2  3   2  3

1  2  3  4 T1 1  4  1  1 T2 4  2  3  2 T3 3  4  1  4 T4 2  3  2  3 T5

1  0                        1 1 1 0                      0                               1 0                         0          F1

1  0                        0                                1 1 0                        0                             1 1 0   F2

1  0                        0                                1 0                            1 0                         1 1 0   F3

1  0                        1 0                             1 0                            1 1 0                      0      F4

Figure 2 An example of our rank/select indexes of Lemma 6. The array T in the figure is the
same as the array A in Figure 1.

Ti. The total length of Fc for all c ∈ A is
∑k

c=1(fc +m) ≤ 2n+2k where fc =
∑m

i=1 fc(i). We
can compute the number of c’s in T1, . . . , Ti in f(n, k) time by select0(Fc, i) − i. We can also
obtain the block containing the j-th occurrence of c in f(n, k) time by select1(Fc, j) − j + 1.
Therefore given an index j of T , we can obtain the number p of occurrences of c in blocks
before the block containing j in f(n, k) time by p = select0(Fc, b) − b where b = ⌈j/k⌉ is the
index of the block. Then the problem is reduced to computing the rank of c in block Tb.

We assume that for each character c ∈ A, we can compute select in τ time, and show
that with this assumption we can compute rank in a block in O(τ log log k) time using an
auxiliary data structure of O(n) bits.

Let b be the index of the block containing T [j] (b = ⌈j/k⌉). If fc(b) ≤ log k, we can
compute rank in O(τ log log k) time by simply doing a binary search using select operations.
If fc(b) > log k, we choose every log k values of the positions of c’s in block Tb, and construct
the y-fast trie [30]. The space is O

(⌈
fc(b)
log k

⌉
· log k

)
bits for each character c. Because there

are less than k/ log k such c’s, the total space for block Tb is O
(∑

c

(
fc(b)
log k + 1

)
log k

)
= O(k)

bits, and the total space for all the blocks is O(n) bits. Using the y-fast trie, we can obtain
the predecessor among the samples in O(log log k) time, and then by a binary search we
can obtain the true predecessor in O(τ log log k) time. Successors and ranks are similarly
computed in O(τ log log k) time. ◀

3.2 Finding Closest Colored Suffixes
Given a suffix t of a string Si and the index j of another string Sj , we compute a suffix of Sj

that has the maximum LCP value with s.
We use the same framework as [18]. Let p and q be the lex-order of suffix s of Si

and the closest suffix t of Sj to t in the suffix array for S, respectively. Then there are
no suffixes of Sj whose lex-order in S is between p and q. Let A[1, n + k] be an array of
integers such that A[i] = d if lexicographically the i-th suffix in S belongs to Sd. That is,
d = rank1(D, SAS [i]) + 1 is the ID of the string containing the suffix, as shown in Section 2.3.
Then it holds that A[q] = d and for all i between p and q exclusive A[i] ̸= d. That is,
q is either the predecessor or the successor of p representing d. In their paper, the data
structure of [4] is used for computing predecessors and successors. We replace it with our
predecessor data structure of Lemma 6. To use it, we need to give an algorithm for computing
selectd(A, i).

▶ Lemma 7. We can compute selectd(A, i) in O(TIMESA) time.

Proof. We can compute selectd(A, i) by the following formula.

selectd(A, i) := ISAS [SASd
[i] + select1(D, d)]

This takes clearly O(TIMESA) time. ◀
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To compute the closest suffix we first compute the predecessor q1 and the successor q2 in
A, which correspond to suffixes s1 and s2 of Sj , then we decide which one is closer to t. We
compute the lengths of LCP(s1, t) and LCP(s2, t) and choose the larger one (if they are the
same, we choose one arbitrarily). The length of LCP(s1, t) is computed as follows.

Find the leaves of the suffix tree of S corresponding to s1 and t. They are lexicographically
the q1-th and p-th suffixes.
Find the lowest common ancestor v between the leaves.
Compute the string depth of v.

All this can be done in O(TIMESA) total time. The length of LCP(s2, t) is computed
similarly.

Now we give a proof of Theorem 1.

Proof. We construct compressed suffix trees for each of S1, S2, . . . , Sk, and the compressed suf-
fix tree for their concatenation S. The compressed suffix arrays of Si have size SIZESA(|Si|, σ)
for i = 1, 2, . . . , k and the total size is SIZESA(n, σ) bits. The compressed suffix array of
S uses additional SIZESA(n, σ) bits. The suffix tree structures are stored in O(n + k) bits.
Therefore the total space is SIZESA(2n, σ) + O(n + k) bits. We store the bit-vector D of
the lengths of the strings in n + k + o(n + k) bits. We also construct the predecessor data
structure of Lemma 6 for the document array A storing ID’s of suffixes in S. Note that we
do not store the document array A explicitly; each entry of A is computed in O(TIMESA)
time using the compressed suffix arrays of S (see Section 2.3).

For a query, we compute the global rank p of t in S using Equation 1 in O(TIMESA) time.
Then we compute the predecessor q1 and the successor q2 in A such that A[q1] = A[q2] = j

in O(TIMESA · log log k) time using Lemma 6 where f(n, k) = O(TIMESA). We compute
the LCP’s between the suffix at q1 and t and the suffix at q2 and t in O(TIMESA) time,
and choose the suffix with longer LCP. The query complexity is O(TIMESA · log log k) in
total. ◀

3.3 Succinct index for weighted level ancestor queries
We prove Theorem 2. The solution of Kopelowitz and Lewenstein [15] for weighted level
ancestor queries uses O(n log n) bit space and supports a query in O(log log n) time. Though
there are improved data structures [10, 3] that support a query in constant time for a suffix
tree, they also use O(n log n) bit space.

We give a succinct (o(n) bit) index for weighted level ancestors which can be used together
with a (generalized) compressed suffix tree. The query time is O(TIMESA log log n). The
basic idea is to decompose the tree into small components using the tree covering [6] so that
each component is a connected subgraph, called a mini tree, of the tree with O(log2 n) nodes.
The number of components is O(n/ log2 n). We create a tree, called tree over mini trees,
connecting the components and use the O(n log n) bit data structure (in our application we
use O((n/ log2 n) log n) = O(n/ log n) bits) for this new tree.

Given a query WA(v, w), we first find the mini tree containing v and check if the root
of the mini tree has weight smaller than w. If so, the answer is inside the mini tree, and
we can find it by a binary search using unweighted level ancestor queries. Because the mini
tree contains O(log2 n) nodes, the path length from v to the mini tree root is also O(log2 n).
Therefore the binary search takes O(log log n) steps and at each step we compute the string
depth of a node in O(TIMESA) time. If the root of the mini tree has weight larger than w,
we find the nearest mini tree whose root has weight smaller than w. This is done by using
the data structure of [15] in O(log log n) time. Finally we find the answer - the right node
of this mini tree through binary search. The total time complexity is O(TIMESA · log log n)
and the space complexity is o(n) bits in addition to that of the compressed suffix tree.
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3.4 Document listing problem in a rooted tree
We generalize the document listing problem from arrays to rooted trees, that is, given two
nodes of the tree with an ancestor-descendant relation we output all the distinct colors
appearing on the path connecting them. A single node can have one color, multiple colors,
or no color at all.

To solve this problem, we use the heavy-path decomposition of the rooted tree [27].
That is we decompose the tree with n nodes into heavy paths so that any root-to-leaf path
intersects O(log n) heavy paths.

First we give an O(n + k) bit representation of heavy paths. See Figure 3 for an example.
We assume the tree topology is given as a BP sequence. Its length is at most 4(n+k) because
the tree has n + k leaves and at most n + k − 1 internal nodes. We encode heavy edges using
bit-vector called “heavy”. We set heavy[i] = 1 iff the edge between the node with preorder i

and its parent is heavy. We mark a node if it is the head of a heavy path using a bit-vector of
length n, called “head”. Then by a nearest marked ancestor query we can find the preorder
of the head of the heavy path containing a given node and the distance between them in
constant time. We can give a total order for the heavy paths by the preorders of the head
nodes. Using the bit-vector “head”, we can give numbers from 1 to m ≤ n to heavy paths.
We can also store the lengths of the heavy paths using unary codes in at most m + n bits.
This is encoded in “path-len”. In Figure 3, the heavy path from node a to the 8-th leaf
from the left has the head at node a, and it is the first heavy path because the head has the
smallest preorder among all the five heavy paths. Its length 5 is encoded by the unary code
at the beginning of the bit-vector “path-len”.

Next we give an encoding of the colors of the nodes. For each heavy path, we encode the
number of colors in each node using unary codes. The first heavy path has nodes a, c, e, f
plus a leaf and the number of colors of them is 4, 2, 0, 1, and 0, respectively. The numbers
are encoded in bit-vector “multi” using n + u bits where u ≤ n is the total number of colors.
For other heavy paths, the numbers of colors are stored similarly. The array named “color”
stores the colors of nodes. Note that this array is constructed in the preprocessing phase
and deleted after we construct the range minimum query data structure for array P (see
Section 2.9). The range minimum query data structure uses O(n + u) bits. Note that in
the original algorithm for arrays, we set P [i] = −1 if there are no values j < i such that
A[j] = A[i], whereas in our algorithm for trees, we set P [i] = j if there exists j < i such that
color[j] = color[i] and the node with color[j] is the nearest such ancestor of the node with
color[i]. In the example, for the heavy path containing nodes g, h, and a leaf, the colors
of the nodes in the path are stored in color[8, 9], and the corresponding P values are 3, 4
because the root node has colors 3, 4 and therefore we store the indices of P storing the same
colors.

A document listing query is done as follows. We first give an algorithm for the case
P is explicitly stored. We are given the head h and the tail t nodes of a sub-path p on a
root-to-leaf path. First we partition the path into a set of heavy paths. This is done by
first obtaining the nearest marked node of the tail node, that is, the head of the heavy path
containing t. We go to the parent of the head node and repeat this process until we find the
heavy path containing h. This is done in O(log n) time because the sub-path p may contain
O(log n) heavy paths. Then for each heavy path which has an overlap with p, we find the
minimum value P [i] and choose the minimum among those values. We check whether the
value of P [i] is smaller than the index of h in the array color, and if it is, we output its
color and continue the process. The first minimum value P [i] is obtained in O(log n) time,
then we divide the heavy path containing P [i] into two. To efficiently output all distinct
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a b d g i
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1 2 3 4     1 4        1                       3    4         2

a c e f b d g h i

color
P -1-1-1-1    1 4        5                       3    4         2

Figure 3 A data structure for document listing problem in a rooted tree. Node c has colors 1,4
because there are two suffixes of S1 and S4 ending at the node. The heavy-path from the node
consists of nodes a, c, e, f, and a leaf, and it is represented by the boxes in the bit-vectors.

colors, we maintain divided paths using a Fibonacci heap [9]. Because O(log n + z) values
are stored in the Fibonacci heap where z is the output size, the query algorithm runs in
O(log n + z log(z + log n)) time using O(log n(z + log n)) bit space.

We modify the algorithm for the case where P is represented only through its range
minimum data structure. We compute the color of a suffix using a GST. In this case, we use
a similar algorithm to the one described in Section 2.9 using a bit array of length k to mark
output colors. First we obtain O(log n) paths representing p. Then for each path, we find
the position i of the minimum value of P . We compute the color color[i] in O(TIMESA) time
using the GST. If this color was not found yet, we output it and divide the path into two. It
is not necessary to find the minimum of the minimum values because duplication is checked
by a different mechanism. It is also not necessary to store the paths in a Fibonacci heap.
The time complexity is O(TIMESA(log n + z)) and the working space is O(log n(log n + z))
bits.

4 Application to Suffix-prefix Matching

In the Suffix-Prefix problem we are given a set of strings S1, . . . , Sk. We want to preprocess
this set of strings so that given i, j ∈ [1, k] we can answer query “what is the length of the
longest suffix of Si that is also a prefix of Sj” fast.

For any i, j ∈ [1, k], we define SPLi,j as the longest string that is both a suffix of Si and
a prefix of Sj . We consider the following variants [18]:

One-to-One(i, j): output SPLi,j .
One-to-All(i): output SPLi,j for every j ∈ [1, k].
Report(i, ℓ): output all distinct j ∈ [1, k] such that SPLi,j ≥ ℓ, where ℓ ≥ 0 is an integer.
Count(i, ℓ): output the number of distinct j ∈ [1, k] such that SPLi,j ≥ ℓ, where ℓ ≥ 0 is
an integer.
Top(i, K): output K distinct j ∈ [1, k] with the highest values of SPLi,j , breaking ties
arbitrarily.

ISAAC 2024
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Table 2 Time complexities for suffix-prefix problems. An existing solution uses O(n log n) bits
of space, while ours uses SIZESA(2n, σ) + O(n + k) bits of space. Typical values of SIZESA and
TIMESA are n log σ + O(n) and O(log n), respectively. The term z in the time complexity of the
Report and Count queries is the output size of the Report query.

Query Time ([18]) Time (ours)
One-to-One(i, j) O(log log k) O(TIMESA · log log n)
One-to-All(i) O(k) O(k · TIMESA · log log n)
Report(i, ℓ) O(log n/ log log n + z) O(TIMESA(log n + z))
Count(i, ℓ) O(log n/ log log n) O(TIMESA(log n + z))

We give compact data structures for these problems except for Top(i, K). The results
are summarized in Table 2.

4.1 Answering One-to-One and One-to-All queries
The base of the data structure consists of suffix trees STi of Si for each i ∈ [1, k] and a
generalized suffix tree ST of the whole set of strings. ST is additionally enhanced with a
rank-select queries data structure and the lowest common ancestor queries data structure. A
node v of ST is colored j if the string label of v is equal to a suffix of j. Note that a node
may have multiple colors.

Using Theorem 1 for the full string Si and j we obtain the location of the closest suffix
U of Sj in ST in O(TIMESA · log log k) time. We can convert the global rank of U to the
local rank in STj in O(TIMESA) time. Next, using the lowest common ancestor query for
Si and U in ST we can find the LCP of those two strings, that is the string depth of the
lowest common ancestor of the nodes representing them, in O(TIMESA) time. Next by using
the weighted level ancestor query in STj for the leaf representing U and the LCP length we
locate the node u of STj with the property that every ancestor of Si in ST marked with
color j is also an ancestor of u in STj , and every ancestor of u in STj is also an ancestor
of Si, in O(TIMESA · log log n) time. Thus we reduced the problem of finding the nearest
ancestor marked with color j in ST to finding the nearest marked ancestor in STj - that is
in a situation where all the marks have the same color.

For the topology of each STj , we use the nearest marked ancestor data structure [28].
The additional space is n + o(n) bits for all STj ’s, and the answer is obtained in constant
time. In summary, a One-to-One suffix-prefix query is done in O(TIMESA · log log n) time.

For a One-to-All query, we naively repeat One-to-One queries for each j ∈ [1, k]. Then
the time complexity is O(k · TIMESA · log log n).

4.2 Report and Count queries
As shown in [18], Report(i, ℓ) and Count(i, ℓ) are the same as Reportr(j, ℓ) and Countr(j, ℓ)
for the reversed strings Sr

1 , . . . , Sr
k. Let ST r be the generalized compressed suffix tree of the

set of the reversed strings, and let v be the nearest node to the root that is on the path
from the root node representing Sr

j (reversed sting Sj) and that has a string depth at least
ℓ. We color node u by color i if a suffix of Sr

i (without the terminator) ends at u. Then
Reportr(j, ℓ) is to output all distinct colors on the path from v to the leaf corresponding
to Sr

j . That is, Reportr(j, ℓ) corresponds to the document listing problem in a tree. The
node v is obtained in O(TIMESA · log log n) time using the weighted level ancestor query.
We use the algorithm from Section 3.4. Note that the arrays “color” and P are not stored
explicitly. By using range minimum queries on P , we obtain only the position in P of the
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minimum value. To obtain the color, we use the compressed suffix tree. If a node u has color
i, then u has an edge labeled $ and a leaf connected by the edge stores a suffix of Sr

i (nodes
f, g, h, and i in Figure 3). If u has multiple colors, we create a child w of u connected by an
edge labeled $ and create a leaf as a child of w for each color (nodes a and c in Figure 3).
Since we can obtain the global rank of the suffix using the BP sequence of the generalized
suffix tree, we can obtain the color in O(TIMESA) time. The total time complexity becomes
O(TIMESA(log n + z)) time. Count(j, ℓ) is done in the same time complexity as Report(j, ℓ).

For Top-K, we can use the observation in [18] that there exists an integer ℓ ∈ [0, n − 1]
such that Count(i, ℓ + 1) ≤ K < Count(i, ℓ). Therefore we can solve a Top-K query by a
binary search based on the value of Count(i, ℓ). Unfortunately the time for Count(j, ℓ) by
our algorithm depends on the value, hence such an algorithm for Top-K is inefficient.

5 Concluding Remarks

This paper has proposed auxiliary data structures to enhance generalized compressed suffix
trees (GSTs). By adding O(n) bits of space, we improved the time complexity for finding the
closest colored suffix from O(TIMESA · log n) to O(TIMESA · log log k) time, where k is the
number of strings and n is the total length of the strings, and TIMESA is the time to obtain
an entry of the suffix array. We also improved the time complexity for finding weighted level
ancestors in a compressed suffix tree from O(TIMESA · log n) to O(TIMESA · log log n) time.
Using these enhanced GSTs, we obtained linear space (O(n log σ) bits) data structures for
suffix-prefix queries for a set of strings. Future work will be to give time-efficient algorithms
for Count and Top-K queries using O(n) bits of space. A challenging open problem is to
obtain a weighted level ancestor data structure for suffix trees using O(n) bits of space
supporting a query in constant time.
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Abstract
Foucaud et al. [ICALP 2024] demonstrated that some problems in NP can admit (tight) double-
exponential lower bounds when parameterized by treewidth or vertex cover number. They showed
these first-of-their-kind results by proving conditional lower bounds for certain graph problems, in
particular, the metric-based identification problems (Strong) Metric Dimension. We continue
this line of research and highlight the usefulness of this type of problems, to prove relatively rare
types of (tight) lower bounds. We investigate fine-grained algorithmic aspects of classical (non-metric
based) identification problems in graphs, namely Locating-Dominating Set, and in set systems,
namely Test Cover. In the first problem, an input is a graph G on n vertices and an integer k, and
the objective is to decide whether there is a subset S of k vertices such that any two distinct vertices
not in S are dominated by distinct subsets of S. In the second problem, an input is a set of items U ,
a collection of subsets F of U called tests, and an integer k, and the objective is to select a set S of
at most k tests such that any two distinct items are contained in a distinct subset of tests of S.

For our first result, we adapt the techniques introduced by Foucaud et al. [ICALP 2024] to prove
similar (tight) lower bounds for these two problems.

Locating-Dominating Set (respectively, Test Cover) parameterized by the treewidth of the
input graph (respectively, the natural auxiliary graph) does not admit an algorithm running in
time 22o(tw)

· poly(n) (respectively, 22o(tw)
· poly(|U | + |F|))), unless the ETH fails.

This augments the short list of NP-Complete problems that admit tight double-exponential lower
bounds when parameterized by treewidth, and shows that “local” (non-metric-based) problems can
also admit such bounds. We show that these lower bounds are tight by designing treewidth-based
dynamic programming schemes with matching running times.

Next, we prove that these two problems also admit “exotic” (and tight) lower bounds, when
parameterized by the solution size k. We prove that unless the ETH fails,

Locating-Dominating Set does not admit an algorithm running in time 2o(k2) · poly(n), nor a
polynomial-time kernelization algorithm that reduces the solution size and outputs a kernel with
2o(k) vertices, and
Test Cover does not admit an algorithm running in time 22o(k)

· poly(|U | + |F|) nor a kernel
with 22o(k)

vertices.
Again, we show that these lower bounds are tight by designing (kernelization) algorithms with
matching running times. To the best of our knowledge, Locating-Dominating Set is the first
known problem which is FPT when parameterized by solution size k, where the optimal running
time has a quadratic function in the exponent. These results also extend the (very) small list of
problems that admit an ETH-based lower bound on the number of vertices in a kernel, and (for
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Test Cover) a double-exponential lower bound when parameterized by the solution size. Whereas
it is the first example, to the best of our knowledge, that admit a double exponential lower bound
for the number of vertices.
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1 Introduction

The article aims to study the algorithmic properties of certain identification problems in
discrete structures. In identification problems, one wishes to select a solution substructure
of an input structure (a subset of vertices, the coloring of a graph, etc.) so that the
solution substructure uniquely identifies each element. Some well-studied examples are, for
example, the problems Test Cover for set systems and Metric Dimension for graphs
(Problems [SP6] and [GT61] in the book by Garey and Johnson [39], respectively). This type
of problem has been studied since the 1960s both in the combinatorics community (see e.g.
Rényi [60] or Bondy [9]), and in the algorithms community since the 1970s [7, 10, 25, 55].
They have multiple practical and theoretical applications, such as network monitoring [59],
medical diagnosis [55], bioinformatics [7], coin-weighing problems [62], graph isomorphism [4],
games [19], machine learning [18] etc. An online bibliography on the topic with over 500
entries as of 2024 is maintained at [46].

In this article, we investigate fine-grained algorithmic aspects of identification problems
in graphs, namely Locating-Dominating Set, and in set systems, namely Test Cover.
Like most other interesting and practically motivated computational problems, identification
problems also turned out to be NP-hard, even in very restricted settings. See, for example,
[20] and [39], respectively. We refer the reader to “Related Work” towards the end of this
section for a more detailed overview on their algorithmic complexity.

To cope with this hardness, these problems have been studied through the lens of
parameterized complexity. In this paradigm, we associate each instance I with a parameter
ℓ, and are interested to know whether the problem admits a fixed parameter tractable (FPT)
algorithm, i.e., an algorithm with the running time f(ℓ)·|I|O(1), for some computable function
f . A parameter can either originate from the formulation of the problem itself or can be a
property of the input. If a parameter originates from the formulation of the problem itself,
then that is called a natural parameter. Otherwise, the parameters that are properties of the
input graph are called the structural parameters. One of the most well-studied structural
parameters is ‘treewidth’ (which, informally, quantifies how close the input graph is to a

https://doi.org/10.4230/LIPIcs.ISAAC.2024.19
https://arxiv.org/abs/2402.08346
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tree, and is denoted by tw). We refer readers to [26, Chapter 7] for a formal definition.
Courcelle’s celebrated theorem [21] states that the class of graph problems expressible in
Monadic Second-Order Logic (MSOL) of constant size admit an algorithm running in time
f(tw) ·poly(n). Hence, a large class of problems admit an FPT algorithm when parameterized
by the treewidth. Unfortunately, the function f is a tower of exponents whose height depends
roughly on the size of the MSOL formula. Hence, this result serves as a starting point to
obtain an (usually impractical) FPT algorithm.

Over the years, researchers have searched for more efficient problem-specific algorithms
when parameterized by the treewidth. There is a rich collection of problems that admit an
FPT algorithm with single- or almost-single-exponential dependency with respect to treewidth,
i.e., of the form 2O(tw) · nO(1) or 2O(tw log(tw)) · nO(1), (see, for example, [26, Chapter 7]).
There are a handful of graph problems that only admit FPT algorithms with double- or
triple-exponential dependence in the treewidth [8, 30, 31, 32, 42, 54]. In the respective articles,
the authors prove that this double- (respectively, triple-) dependence in the treewidth cannot
be improved unless the Exponential Time Hypothesis (ETH)1 fails.

All the double- (or triple-) exponential lower bounds in treewidth mentioned in the
previous paragraph are for problems that are #NP-complete, Σp

2-complete, or Πp
2-complete.

Indeed, until recently, this type of lower bounds were known only for problems that are
complete for levels that are higher than NP in the polynomial hierarchy. Foucaud et al. [36]
recently proved for the first time, that it is not necessary to go to higher levels of the
polynomial hierarchy to achieve double-exponential lower bounds in the treewidth. The
authors studied three NP-complete metric-based graph problems viz Metric Dimension,
Strong Metric Dimension, and Geodetic Set. They proved that these problems admit
double-exponential lower bounds in tw (and, in fact in the size of minimum vertex cover
size vc for the second problem) under the ETH. The first two of these three problems are
identification problems.

In this article, we continue this line of research and highlight the usefulness of identifica-
tion problems to prove relatively rare types of lower bounds, by investigating fine-grained
algorithmic aspects of Locating-Dominating Set and Test Cover, two classical (non-
metric-based) identification problems. This also shows that this type of bounds can hold for
“local” (i.e., non-metric-based) problems (the problems studied in [36] were all metric-based).
Apart from serving as examples for double-exponential dependence on treewidth, these prob-
lems are of interest in their own right, and possess a rich literature both in the algorithms
and discrete mathematics communities, as highlighted in “Related Work”.

Locating-Dominating Set
Input: A graph G on n vertices and an integer k.
Question: Does there exist a locating-dominating set of size k in G, that is, a set S of
V (G) of size at most k such that for any two different vertices u, v ∈ V (G) \ S, their
neighbourhoods in S are different, i.e., N(u) ∩ S ̸= N(v) ∩ S and non-empty?

Test Cover
Input: A set of items U , a collection F of subsets of U called tests, and an integer k.
Question: Does there exist a collection of at most k tests such that for each pair of
items, there is a test that contains exactly one of the two items?

1 The ETH roughly states that n-variable 3-SAT cannot be solved in time 2o(n)nO(1).
See [26, Chapter 14].
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As Test Cover is defined over set systems, for structural parameters, we define an
auxiliary graph in the natural way: A bipartite graph G on n vertices with bipartition ⟨R,B⟩
of V (G) such that sets R and B contain a vertex for every set in F and for every item in
U , respectively, and r ∈ R and b ∈ B are adjacent if and only if the set corresponding to r
contains the element corresponding to b.

The Locating-Dominating Set problem is also a graph domination problem. In the
classical Dominating Set problem, an input is an undirected graph G and an integer k,
and the objective is to decide whether there is a subset S ⊆ V (G) of size k such that for
any vertex u ∈ V (G) \ S, at least one of its neighbours is in S. It can also be seen as a
local version of Metric Dimension2 in which the input is the same and the objective is
to determine a set S of V (G) such that for any two vertices u, v ∈ V (G) \ S, there exists a
vertex s ∈ S such that dist(u, s) ̸= dist(v, s).

We demonstrate the applicability of the techniques from [36] to Locating-Dominating
Set and Test Cover. We adopt the main technique developed in [36] to our setting,
namely, the bit-representation gadgets and set representation gadget to prove the following
result.

▶ Theorem 1. Unless the ETH fails, Locating-Dominating Set (respectively, Test
Cover) parameterized by the treewidth of the input graph (respectively, the natural auxiliary
graph) does not admit an algorithm running in time 22o(tw) · poly(n).

We remark that the algorithmic lower bound of Theorem 1 holds true even with respect
to treedepth (and hence with respect to pathwidth), a parameter larger than treewidth. In
contrast, Dominating Set admits an algorithm running in time O(3tw · n2) [67, 52]. In
the full version of the paper, we prove that both Locating-Dominating Set and Test
Cover admit an algorithm with matching running time, by nontrivial dynamic programming
schemes on tree decompositions.

Theorem 1 adds Locating-Dominating Set and Test Cover to the short list of
NP-Complete problems that admit (tight) double-exponential lower bounds for treewidth.
Using the techniques mentioned in [36], two more problems, viz. Non-Clashing Teaching
Map and Non-Clashing Teaching Dimension, from learning theory were recently shown
in [14] to admit similar lower bounds.

Next, we prove that Locating-Dominating Set and Test Cover also admit “exotic”
lower bounds, when parameterized by the solution size k. First, note that both problems are
trivially FPT when parameterized by the solution size. Indeed, as any solution must have
size at least logarithmic in the number of elements/vertices (assuming no redundancy in the
input), the whole instance is a trivial single-exponential kernel for Locating-Dominating
Set, and double-exponential in the case of Test Cover. To see this, note that in both
problems, any two vertices/items must be assigned a distinct subset from the solution set.
Hence, if there are more than 2k of them, we can safely reject the instance. Thus, for
Locating-Dominating Set, we can assume that the graph has at most 2k + k vertices,
and for Test Cover, at most 2k items. Moreover, for Test Cover, one can also assume
that every test is unique (otherwise, delete any redundant test), in which case there are at
most 22k tests. Hence, Locating-Dominating Set admits a kernel with size O(2k), and
an FPT algorithm running in time 2O(k2) (See Proposition 7). We prove that both of these
bounds are optimal.

2 Note that Metric Dimension is also an identification problem, but it is inherently non-local in nature,
and indeed was studied together with two other non-local problems in [36], where the similarities
between these non-local problems were noticed.
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▶ Theorem 2. Unless the ETH fails, Locating-Dominating Set, parameterized by the
solution size k, does not admit

an algorithm running in time 2o(k2) · nO(1), nor
a polynomial time kernelization algorithm that reduces the solution size and outputs a
kernel with 2o(k) vertices.

To the best of our knowledge, Locating-Dominating Set is the first known problem to
admit such an algorithmic lower bound, with a matching upper bound, when parameterized
by the solution size. The only other problems known to us, admitting similar lower bounds,
are for structural parameterizations like vertex cover [1, 14, 36] or pathwidth [58, 61]. The
second result is also quite rare in the literature. The only results known to us about ETH-
based conditional lower bounds on the number of vertices in a kernel when parameterized by
the solution size are for Edge Clique Cover [27] and Biclique Cover [15]3. Theorem 2
also improves upon a “no 2O(k)nO(1) algorithm” bound from [5] (under W[2] ̸= FPT) and a
2o(k log k) ETH-based lower bound recently proved in [11].

Now, consider the case of Test Cover. As mentioned before, it is safe to assume that
|F| ≤ 2|U | and |U | ≤ 2k. By Bondy’s celebrated theorem [9], which asserts that in any
feasible instance of Test Cover, there is always a solution of size at most |U | − 1, we can
also assume that k ≤ |U | − 1. Hence, the brute-force algorithm that enumerates all the
sub-collections of tests of size at most k runs in time |F|O(|U |) = 2O(|U |2) = 22O(k) . Our next
result proves that this simple algorithm is again optimal.

▶ Theorem 3. Unless the ETH fails, Test Cover does not admit
an algorithm running in time 22o(k) · (|U | + |F|)O(1), nor
a polynomial time kernelization algorithm that reduces the solution size and outputs a
kernel with 22o(k) vertices.

This result adds Test Cover to the relatively rare list of NP-complete problems that
admit such double-exponential lower bounds when parameterized by the solution size and
the matching algorithm. The only other examples that we know of are Edge Clique
Cover [27], Distinct Vectors Problem [57], and Telephone Broadcast [66]. For
double-exponential algorithmic lower bounds with respect to structural parameters, please
see [33, 42, 45, 47, 48, 50, 51, 53].

The second result in the theorem is a simple corollary of the first result. Assume that
the problem admits a kernel with 22o(k) vertices. Then, the brute-force enumerating all the
possible solutions works in time

(22o(k)

k

)
· (|U | + |F|)O(1), which is 2k·2o(k) · (|U | + |F|)O(1),

which is 22o(k) · (|U | + |F|)O(1), contradicting the first result. To the best of our knowledge,
Test Cover is the first problem that admit a double exponential kernelization lower bound
for the number of vertices when parameterized by solution size, or by any natural parameter.

Related Work. Locating-Dominating Set was introduced by Slater in the 1980s [63, 64].
The problem is NP-complete [20], even for special graph classes such as planar unit disk
graphs [56], planar bipartite subcubic graphs, chordal bipartite graphs, split graphs and co-
bipartite graphs [35], interval and permutation graphs of diameter 2 [38]. By a straightforward
application of Courcelle’s theorem [22], Locating-Dominating Set is FPT for parameter
treewidth and even cliquewidth [23]. Explicit polynomial-time algorithms were given for
trees [63], block graphs [3], series-parallel graphs [20], and cographs [37]. Regarding the
approximation complexity of Locating-Dominating Set, see [35, 40, 65].

3 Additionally, Point Line Cover does not admit a kernel with O(k2−ϵ) vertices, for any ϵ > 0, unless
NP ⊆ coNP/poly [49].
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It was shown in [5] that Locating-Dominating Set cannot be solved in time 2o(n) on
bipartite graphs, nor in time 2o(

√
n) on planar bipartite graphs or on apex graphs, assuming

the ETH. Moreover, they also showed that Locating-Dominating Set cannot be solved
in time 2O(k)nO(1) on bipartite graphs, unless W[2] = FPT. Note that the authors of [5]
have designed a complex framework with the goal of studying a large class of identification
problems related to Locating-Dominating Set and similar problems.

In [12], structural parameterizations of Locating-Dominating Set were studied. It was
shown that the problem admits a linear kernel for the parameter max-leaf number, however
(under standard complexity assumptions) no polynomial kernel exists for the solution size,
combined with either the vertex cover number or the distance to a clique. They also provide
a double-exponential kernel for the parameter distance to the cluster. In the full version [11]
of [12], the same authors show that Locating-Dominating Set does neither admit a
2o(k log k)nO(1)-time nor an no(k)-time algorithm, assuming the ETH.

Test Cover was shown to be NP-complete by Garey and Johnson [39, Problem SP6]
and it is also hard to approximate within a ratio of (1 − ϵ) lnn [10] (an approximation
algorithm with ratio 1 + lnn exists by reduction to Set Cover [7]). As any solution has
size at least log2(n), the problem admits a trivial kernel of size 22k , and thus Test Cover
is FPT parameterized by solution size k. Test Cover was studied within the framework of
“above/below guarantee” parameterizations in [6, 24, 25, 41] and kernelization in [6, 24, 41].
These results have shown an intriguing behavior for Test Cover, with some nontrivial
techniques being developed to solve the problem [6, 25]. Test Cover is FPT for parameters
n−k, but W [1]-hard for parameters m−k and k− log2(n) [25]. However, assuming standard
assumptions, there is no polynomial kernel for the parameterizations by k and n− k [41],
although there exists a “partially polynomial kernel” for parameter n− k [6] (i.e. one with
O((n− k)7) elements, but potentially exponentially many tests). When the tests have all a
fixed upper bound r on their size, the parameterizations by k, n− k and m− k all become
FPT with a polynomial kernel [24, 41].

The problem Discriminating Code [16] is very similar to Test Cover (with the
distinction that the input is presented as a bipartite graph, one part representing the
elements and the other, the tests, and that every element has to be covered by some solution
test), and has been shown to be NP-complete even for planar instances [17].

Organization. Due to the space constraints, we present overviews of the reductions in this
extended abstract. Formal proofs for the arguments can be found in the full version of
the paper. We use the Locating-Dominating Set problem to demonstrate key technical
concepts regarding our lower bounds and algorithms. We present an overview of the arguments
about Locating-Dominating Set in Sections 3 and 4. The arguments regarding Test
Cover follow the identical line, and an overview is presented in Section 5. We conclude with
an open problem in Section 6.

2 Preliminaries

For a positive integer q, we denote the set {1, 2, . . . , q} by [q]. We use N to denote the
collection of all non-negative integers.

Graph theory. We use standard graph-theoretic notation, and we refer the reader to [28]
for any undefined notation. For an undirected graph G, sets V (G) and E(G) denote its set
of vertices and edges, respectively. We denote an edge with two endpoints u, v as uv. Unless
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otherwise specified, we use n to denote the number of vertices in the input graph G of the
problem under consideration. Two vertices u, v in V (G) are adjacent if there is an edge uv in
G. The open neighborhood of a vertex v, denoted by NG(v), is the set of vertices adjacent to
v. The closed neighborhood of a vertex v, denoted by NG[v], is the set NG(v) ∪ {v}. We say
that a vertex u is a pendant vertex if |NG(v)| = 1. We omit the subscript in the notation for
neighborhood if the graph under consideration is clear. For a subset S of V (G), we define
N [S] =

⋃
v∈S N [v] and N(S) = N [S] \ S. For a subset S of V (G), we denote the graph

obtained by deleting S from G by G− S. We denote the subgraph of G induced on the set
S by G[S].

Locating-Dominating Sets. A subset of vertices S in graph G is called its dominating set
if N [S] = V (G). A dominating set S is said to be a locating-dominating set if for any two
different vertices u, v ∈ V (G) \S, we have N(u) ∩S ̸= N(v) ∩S. In this case, we say vertices
u and v are distinguished by the set S. We say a vertex u is located by set S if for any vertex
v ∈ V (G) \ {u}, u and v are distinguished by S (equivalently N(u) ∩ S ≠ N(v) ∩ S). Note
that, if S locates u, then any superset S′ ⊃ S also locates u. By extension, a set X is located
by S if all vertices in X are located by S. We note the following simple observation (see also
[13, Lemma 5]).

▶ Observation 4. If S is a locating-dominating set of a graph G, then there exists a locating-
dominating set S′ of G such that |S′| ≤ |S| and that contains all vertices that are adjacent
with a pendant vertices (i.e. vertices of degree 1) in G.

Proof. Let u be a pendant vertex which is adjacent with a vertex v of G. We now look for a
locating dominating set S′ of G such that |S′| ≤ |S| and contains the vertex v. As S is a
(locating) dominating set, we have {u, v} ∩ S ̸= ∅. If v ∈ S, then take S′ = S. Therefore,
let us assume that u ∈ S and v ̸∈ S. Define S′ = (S ∪ {v}) \ {u}. It is easy to see that S′

is a dominating set. If S′ is not a locating-dominating set, then there exists w, apart from
u, in the neighbourhood of v such that both u and w are adjacent with only v in S′. As u
is a pendant vertex and v its unique neighbour, w is not adjacent to u. Hence, w was not
adjacent with any vertex in S′ \ {v} = S \ {u}. This, however, contradicts the fact that S is
a (locating) dominating set. Hence, S′ is a locating-dominating set and |S′| = |S|. Thus,
the result follows from repeating this argument for each vertex of G adjacent to a pendant
vertex. ◀

Parameterized complexity. An instance of a parameterized problem Π consists of an input
I, which is an input of the non-parameterized version of the problem, and an integer k,
which is called the parameter. Formally, Π ⊆ Σ∗ × N. A problem Π is said to be fixed-
parameter tractable, or FPT, if given an instance (I, k) of Π, we can decide whether (I, k)
is a Yes-instance of Π in time f(k) · |I|O(1). Here, f : N 7→ N is some computable function
depending only on k. A parameterized problem Π is said to admit a kernelization if given
an instance (I, k) of Π, there is an algorithm that runs in time polynomial in |I| + k and
constructs an instance (I ′, k′) of Π such that (i) (I, k) ∈ Π if and only if (I ′, k′) ∈ Π, and
(ii) |I ′| + k′ ≤ g(k) for some computable function g : N 7→ N depending only on k. If g(·) is
a polynomial function, then Π is said to admit a polynomial kernelization. For a detailed
introduction to parameterized complexity and related terminologies, we refer the reader to
the recent books by Cygan et al. [26] and Fomin et al. [34].
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3 Locating-Dominating Set Parameterized by Treewidth

We first present a bird’s eye overview of the dynamic programming algorithm. Let T =
(T, {Xt}t∈V (T )) be a nice tree decomposition of G. For every node t ∈ V (T ), consider the
subtree Tt of T rooted at t. Let Gt denote the subgraph of G that is induced by the vertices
that are present in the bags of Tt. For every node t ∈ T , we define a subproblem (or DP-state)
using a tuple [t, (Y,W ), (A,D),B]. Consider a partition (Y,W,Xt \ (Y ∪ W )) of Xt. The
first part denotes the vertices in the partial solution S. The second part denotes the vertices
in Xt that are dominated (but need not be located) by the solution vertices in Gt but that
are outside Xt. To extend this partial solution, we need to keep track of vertices that are
adjacent to a unique subset in Y . For example, suppose there is vertex u ∈ V (Gt) \ (S ∪Xt)
such that NGt

(u) ∩ S = A for some subset A ⊆ Y . Then u still needs to be located by S. It
means that there should not be a vertex, say v, in V (G) \ V (Gt) such that NGt

(v) ∩ S′ = A,
where S′ is an extension of the partial solution S. Hence, we need to keep track of all such
vertices by keeping track of the neighbourhood of all such vertices. We define A, which is a
subset of the power set of Y , to store all such sets that are the neighborhoods of vertices in
V (Gt) \ Xt. Similarly, we define D to store all such sets with respect to vertices that are
in Xt. Finally, we define B to store the pairs of vertices that need to be resolved by the
extension of the partial solution. We formalise these ideas in the full version of the paper to
prove the following theorem.

▶ Theorem 5. Locating-Dominating Set, parameterized by the treewidth tw of the input
graph admits an algorithm running in time 22O(tw) · nO(1).

In the remainder of this section, we prove the lower bound mentioned in Theorem 1
by presenting a reduction from a variant of 3-SAT called (3, 3)-SAT. In this variation, an
input is a boolean satisfiability formula ψ in conjunctive normal form such that each clause
contains at most 3 variables, and each variable appears at most 3 times. Using the ETH [43],
the sparcification lemma [44], and a simple reduction from 3-SAT, we have the following
result.

▶ Proposition 6. (3, 3)-SAT, with n variables and m clauses, does not admit an algorithm
running in time 2o(m+n), unless the ETH fails.

We highlight that every variable appears positively and negatively at least once. Otherwise,
if a variable appears only positively (respectively, only negatively) then we can assign it True
(respectively, False) and safely reduce the instance by removing the clauses containing this
variable. Hence, instead of the first, second, or third appearance of the variable, we use the
first positive, first negative, second positive, or second negative appearance of the variable.

Reduction. The reduction takes as input an instance ψ of (3, 3)-SAT with n variables and
outputs an instance (G, k) of Locating-Dominating Set such that tw(G) = O(log(n)).
Suppose X = {x1, . . . , xn} is the collection of variables and C = {C1, . . . , Cm} is the
collection of clauses in ψ. Here, we consider ⟨x1, . . . , xn⟩ and ⟨C1, . . . , Cm⟩ to be arbitrary
but fixed orderings of variables and clauses in ψ. For a particular clause, the first order
specifies the first, second, or third (if it exists) variable in the clause in a natural way. The
second ordering specifies the first/second positive/negative appearance of variables in X in a
natural way. The reduction constructs a graph G as follows.

To construct a variable gadget for xi, it starts with two claws {α0
i , α

1
i , α

2
i , α

3
i } and

{β0
i , β

1
i , β

2
i , β

3
i } centered at α0

i and β0
i , respectively. It then adds four vertices

x1
i ,¬x1

i , x
2
i ,¬x2

i , and the corresponding edges, as shown in Figure 1. Let Ai be the collec-
tion of these twelve vertices and we define A = ∪n

i=1Ai. Define Xi := {x1
i ,¬x1

i , x
2
i ,¬x2

i }.
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Figure 1 For the sake of clarity, we do not explicitly show the pendant vertices adjacent to
vertices in V . The variable and clause gadgets are on the left-side and right-side of V , respectively.
In this example, we consider a clause Cj = xi ∨ ¬xi+1 ∨ xi+2. Moreover, suppose this is the second
positive appearance of xi and the first negative appearance of xi+1, and xi corresponds to c1

j and
xi+1 corresponds to c2

j . Suppose V contains 6 vertices indexed from top to bottom, and the set
corresponding to these two appearances are {1, 3, 4} and {3, 4, 6} respectively. The star boundary
denote the vertices that we can assume to be in any locating-dominating set, without loss of generality.
The square boundary corresponds to selection of other vertices in S. In the above example, it
corresponds to setting both xi and xi+1 to True. On the clause side, the selection corresponds to
selecting xi to satisfy the clause Cj .

To construct a clause gadget for Cj , the reduction starts with a star graph centered
at γ0

j and with four leaves {γ1
j , γ

2
j , γ

3
j , γ

4
j }. It then adds three vertices c1

j , c
2
j , c

3
j and the

corresponding edges shown in Figure 1. Let Bj be the collection of these eight vertices
and B = ∪m

j=1Bj .
Let p be the smallest positive integer such that 4n ≤

(2p
p

)
. Define Fp as the collection of

subsets of [2p] that contains exactly p integers (such a collection Fp is called a Sperner
family). Define set-rep :

⋃n
i=1 Xi → Fp as an injective function by arbitrarily assigning

a set in Fp to a vertex xℓ
i or ¬xℓ

i , for every i ∈ [n] and ℓ ∈ [2]. In other words, every
appearance of a literal is assigned a distinct subset in Fp.
The reduction adds a connection portal V , which is a clique on 2p vertices v1, v2, . . . , v2p.
For every vertex vq in V , the reduction adds a pendant vertex uq adjacent to vq.
For each vertex xℓ

i ∈ X where i ∈ [n] and ℓ ∈ [2], the reduction adds edges (xℓ
i , vq) for

every q ∈ set-rep(xℓ
i). Similarly, it adds edges (¬xℓ

i , vq) for every q ∈ set-rep(¬xℓ
i).

For a clause Cj , suppose variable xi appears positively for the ℓth time as the rth variable
in Cj . For example, xi appears positively for the second time as the third variable in Cj .
Then, the reduction adds edges across B and V such that the vertices cr

j and xℓ
i have

the same neighbourhood in V , namely, the set {vq : q ∈ set-rep(xℓ
i)}. Similarly, it adds

edges for the negative appearance of the variables.

This concludes the construction of G. The reduction sets k = 4n+ 3m+ 2p and returns
(G, k) as the reduced instance of Locating-Dominating Set.
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We now provide an overview of the proof of correctness in the reverse direction. The
crux of the correctness is: Without loss of generality, all the vertices in the connection portal
V are present in any locating-dominating set S of G. Consider a vertex, say x1

i , on the
“variable-side” of S and a vertex, say c1

j , on the “clause-side” of S. If both of these vertices
have the same neighbors in the connection portal and are not adjacent to the vertices in
S \ V , then at least one of x1

i or c1
j must be included in S.

More formally, suppose S is a locating-dominating set of G of size at most k = 4n +
3m + 2p. Then, we prove that S must have exactly 4 vertices from each variable gadget
and exactly 3 vertices from each clause gadget. Further, S contains either {αi

0, β
i
0, x

1
i , x

2
i } or

{αi
0, β

i
0,¬x1

i ,¬x2
i }, but no other combination of vertices in the variable gadget corresponding

to xi. For a clause gadget corresponding to Cj , S contains either {γ0
j , c

2
j , c

3
j}, {γ0

j , c
1
j , c

3
j},

or {γ0
j , c

1
j , c

2
j}, but no other combination. These choices imply that c1

j , c2
j , or c3

j are not
adjacent to any vertex in S \ V . Consider the first case and suppose c1

j corresponds to the
second positive appearance of variable xi. By the construction, the neighborhoods of x2

i

and c1
j in V are identical. This forces a selection of {αi

0, β
i
0, x

1
i , x

2
i } in S from the variable

gadget corresponding to xi, which corresponding to setting xi to True. Hence, a locating
dominating set S of size at most k implies a satisfying assignment of ψ.

Sketch of Proof of Theorem 1. Note that since each component of G − V is of constant
order, the tree-width of G is O(|V |). By the asymptotic estimation of the central binomial
coefficient,

(2p
p

)
∼ 4p

√
π·p [2]. To get the upper bound of 2p, we scale down the asymptotic

function and have 4n ≤ 4p

2p = 2p. Since we choose the value of p as small as possible such
that 2p ≥ 4n, we choose p = log(n) + 3. This ensures us that p = O(log(n)). And hence,
|V | = O(log(n)) which implies tw(G) = O(log n). The remaining arguments are standard for
proving the conditional lower bound under ETH. ◀

4 Locating-Dominating Set Parameterized by the Solution Size

In this section, we study the parameterized complexity of Locating-Dominating Set when
parameterized by the solution size k. First, we formally prove that the problem admits a
kernel with O(2k) vertices, and hence a simple FPT algorithm running in time 2O(k2). Next,
we prove that both results mentioned above are optimal under the ETH.

▶ Proposition 7. Locating-Dominating Set admits a kernel with O(2k) vertices and an
algorithm running in time 2O(k2) + O(k log n).

Proof. Slater proved that for any graph G on n vertices with a locating-dominating set of
size k, we have n ≤ 2k + k − 1 [64]. Hence, if n > 2k + k − 1, we can return a trivial No
instance (this check takes time O(k log n)). Otherwise, we have a kernel with O(2k) vertices.
In this case, we can enumerate all subsets of vertices of size k, and for each of them, check in
quadratic time if it is a valid solution. Overall, this takes time

(
n
k

)
n2; since n ≤ 2k + k − 1,

this is
(2O(k)

k

)
· 2O(k), which is 2O(k2). ◀

To prove Theorem 2, we present a reduction that takes as input an instance ψ, with n

variables, of 3-SAT and returns an instance (G, k) of Locating-Dominating Set such
that |V (G)| = 2O(

√
n) and k = O(

√
n). By adding dummy variables in each set, we can

assume that
√
n is an even integer. Suppose the variables are named xi,j for i, j ∈ [

√
n]. The

reduction constructs graph G as follows:
It partitions the variables of ψ into

√
n many buckets X1, X2, . . . , X√

n such that each
bucket contains exactly

√
n many variables. Let Xi = {xi,j | j ∈ [

√
n]} for all i ∈ [

√
n].
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Figure 2 Suppose an instance ψ of 3-SAT has n = 9 variables and 4 clauses. We do not show
the third variable bucket and explicit edges across A and bit-rep(A) for brevity.

For every Xi, it constructs set Ai of 2
√

n new vertices, Ai = {ai,ℓ | ℓ ∈ [2
√

n]}. Each
vertex in Ai corresponds to a unique assignment of variables in Xi. Let A be the
collection of all the vertices added in this step.
For every Xi, the reduction adds a path on three vertices b◦

i , b′
i, and b⋆

i with edges
(b◦

i , b
′
i) and (b′

i, b
⋆
i ). Suppose B is the collection of all the vertices added in this step.

For every Xi, it makes b◦
i adjacent with every vertex in Ai.

For every clause Cj , the reduction adds a pair of vertices c◦
j , c

⋆
j . For a vertex ai,ℓ ∈ Ai

for some i ∈ [
√
n], and ℓ ∈ [2

√
n], if the assignment corresponding to vertex ai,ℓ satisfies

clause Cj , then it adds edge (ai,ℓ, c
◦
j ).

The reduction adds a bit-representation gadget4 to locate set A. Once again, informally
speaking, it adds some supplementary vertices such that it is safe to assume these vertices
are present in a locating-dominating set, and they locate every vertex in A. More precisely:

First, set q := ⌈log(|A|)⌉ + 1. This value for q allows to uniquely represent each integer
in [|A|] by its bit-representation in binary (starting from 1 and not 0).
For every i ∈ [q], the reduction adds two vertices yi,1 and yi,2 and edge (yi,1, yi,2).
For every integer q′ ∈ [|A|], let bit(q′) denote the binary representation of q′ using q
bits. Connect ai,ℓ ∈ A with yi,1 if the ith bit in bit((i+ (ℓ− 1) ·

√
n)) is 1.

It adds two vertices y0,1 and y0,2, and edge (y0,1, y0,2). It also makes every vertex in
A adjacent with y0,1.
Let bit-rep(A) be the collection of the vertices yi,1 for all i ∈ {0} ∪ [q] added in this
step.

Finally, the reduction adds a bit-representation gadget to locate set C. However, it adds
the vertices in such a way that for any pair c◦

j , c
⋆
j , the supplementary vertices adjacent to

them are identical.

4 With the problem-specific adaptations, the bit-representation gadgets resembles the gadget used in [29].
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The reduction sets p := ⌈log(|C|/2)⌉ + 1 and for every i ∈ [p], it adds two vertices zi,1
and zi,2 and edge (zi,1, zi,2).
For every integer j ∈ [|C|/2], let bit(j) denote the binary representation of j using q
bits. Connect c◦

j , c
⋆
j ∈ C with zi,1 if the ith bit in bit(j) is 1.

It adds two vertices z0,1 and z0,2, and edge (z0,1, z0,2). It also makes every vertex in C
adjacent with y0,1.
Let bit-rep(C) be the collection of the vertices zi,1 for all i ∈ {0} ∪ [p] added in this
step.

This completes the reduction. See Figure 2 for an illustration. Please check this. The
reduction sets

k = |B|/3 + (⌈log(|A|)⌉ + 1 + 1) + ⌈(log(|C|/2)⌉ + 1 + 1) +
√
n = O(

√
n)

as |B| = 3
√
n, |A| =

√
n · 2

√
n, and |C| = O(n3), and returns (G, k) as a reduced instance.

We present a brief overview of the proof of correctness in the reverse direction. Suppose
S is a locating-dominating set of graph G of size at most k. Note that b⋆

i , yi,2 and zi,2 are
pendant vertices for appropriate i. We argue that it is safe to consider that vertices b′

i, yi,1,
and zi,1 are in S. This already forces |B|/2 + ⌈log(|A|)⌉ + 2 + ⌈log(|C|/2)⌉ + 2 many vertices
in S. The remaining

√
n many vertices need to locate vertices in pairs (b◦

i , b⋆
i ) and (c◦

j , c⋆
j )

for every i ∈ [
√
n] and j ∈ [|C|]. Note that the only vertices that are adjacent with b◦

i but
are not adjacent with b⋆

i are in Ai. Also, the only vertices that are adjacent with c◦
j but are

not adjacent with c⋆
j are in Ai and correspond to an assignment that satisfies Cj . Hence, any

locating-dominating set should contain at least one vertex in Ai (which will locate b◦
i from

b⋆
i ) such that the union of these vertices resolves all pairs of the form (c◦

j , c⋆
j ), and hence

corresponds to a satisfying assignment of ψ.

Proof of Theorem 2. Assume there exists an algorithm, say A, that takes as input an
instance (G, k) of Locating-Dominating Set and correctly concludes whether it is a
Yes-instance in time 2o(k2) · |V (G)|O(1). Consider algorithm B that takes as input an instance
ψ of 3-SAT, uses the reduction above to get an equivalent instance (G, k) of Locating-
Dominating Set, and then uses A as a subroutine. The correctness of algorithm B follows
from the correctness of the reduction and of algorithm A. From the description of the reduction
and the fact that k =

√
n, the running time of algorithm B is 2O(

√
n) + 2o(k2) · (2O(

√
n))O(1) =

2o(n). This, however, contradicts the ETH. Hence, Locating-Dominating Set does not
admit an algorithm with running time 2o(k2) · |V (G)|O(1) unless the ETH fails.

For the second part of Theorem 2, assume that such a kernelization algorithm exists.
Consider the following algorithm for 3-SAT. Given a 3-SAT formula on n variables, it uses
the above reduction to get an equivalent instance of (G, k) such that |V (G)| = 2O(

√
n) and k =

O(
√
n). Then, it uses the assumed kernelization algorithm to construct an equivalent instance

(H, k′) such that H has 2o(k) vertices and k′ ≤ k. Finally, it uses a brute-force algorithm,
running in time |V (H)|O(k′), to determine whether the reduced instance, equivalently the
input instance of 3-SAT, is a Yes-instance. The correctness of the algorithm follows from the
correctness of the respective algorithms and our assumption. The total running time of the
algorithm is 2O(

√
n)+(|V (G)|+k)O(1)+|V (H)|O(k′) = 2O(

√
n)+(2O(

√
n))O(1)+(2o(

√
n))O(

√
n) =

2o(n). This, however, contradicts the ETH. ◀

5 Test Cover Parameterization by the Solution Size

In this section, we present a reduction that is very close to the reduction used in the proof of
Theorem 2 to prove Theorem 3.
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For notational convenience, instead of specifying an instance of Test Cover, we specify
the auxiliary graph as mentioned in the definition. The reduction takes as input an instance
ψ, with n variables and m clauses, of 3-SAT and returns a reduced instance (G, ⟨R,B⟩, k) of
Test Cover and k = O(log(n) + log(m)) = O(log(n)), using the sparcification lemma [44].
The reduction constructs graph G as follows.

The reduction adds some dummy variables to ensure that n = 22q for some positive
integer q which is power of 2. This ensures that r = log2(n) = 2q and s = n

r both are
integers. It partitions the variables of ψ into r many buckets X1, X2, . . . , Xr such that
each bucket contains s many variables. Let Xi = {xi,j | j ∈ [s]} for all i ∈ [r].
For every Xi, the reduction constructs a set Ai of 2s many red vertices, that is, Ai =
{ai,ℓ | ℓ ∈ [2s]}. Each vertex in Ai corresponds to a unique assignment of the variables in
Xi. Moreover, let A = ∪r

i=1Ai.
Corresponding to each Xi, let the reduction add a blue vertex bi and the edges (bi, ai,ℓ)
for all i ∈ [r] and ℓ ∈ [2s]. Let B = {bi | i ∈ [r]}.
For every clause Cj , the reduction adds a pair of blue vertices c◦

j , c
⋆
j . For a vertex ai,ℓ ∈ Ai

with i ∈ [r], and ℓ ∈ [2s], if the assignment corresponding to vertex ai,ℓ satisfies the clause
Cj , then the reduction adds the edge (ai,ℓ, c

◦
j ). Let C = {c◦

j , c
⋆
j | j ∈ [m]}.

The reduction adds a bit-representation gadget to locate set C. However, it adds the
vertices in such a way that for any pair c◦

j , c
⋆
j , the supplementary vertices adjacent to

them are identical.
The reduction sets p := ⌈log(m)⌉ + 1 and for every i ∈ [p], it adds two vertices, a red
vertex zi,1 and a blue vertex zi,2, and edge (zi,1, zi,2).
For every integer j ∈ [m], let bit(j) denote the binary representation of j using p bits.
Connect c◦

j , c
⋆
j ∈ C with zi,1 if the ith bit in bit(j) is 1.

It add two vertices z0,1 and z0,2, and edge (z0,1, z0,2). It also makes every vertex in C

adjacent with z0,1. Let bit-rep(C) be the collection of all the vertices added in this
step.

The reduction adds an isolated blue vertex b0.

This completes the construction. The reduction sets k = r+ 1
2 |bit-rep(C)| = O(log(n))+

O(log(m)) = O(log(n)), and returns (G, ⟨R,B⟩, k) as an instance of Test Cover. We refer
to Figure 3 for an illustration.

We present a brief overview of the proof of correctness for the backward direction (⇐).
Suppose R′ is a set of tests of the graph G of order at most k. Since b0 is an isolated blue
vertex of G, it implies that the set R′ dominates and locates every pair of vertices in B \ {b0}.
The blue vertices in bit-rep(C) are pendant vertices that are adjacent with red vertices in
bit-rep(C). Hence, all the red vertices in bit-rep(C) are in R′. The remaining r many
vertices need to locate vertices in pairs (c◦

j , c⋆
j ), for every j ∈ [m], which have the same

neighbourhood in bit-rep(C). To do so, note that the only vertices adjacent to c◦
j and not

to c⋆
j are in Ai and corresponds to an assignment satisfying clause Cj . Hence, for every

j ∈ [m], the set R′ should contain at least one vertex {ai,ℓ} in order to locate c◦
j , c⋆

j , where
(ai,ℓ, c

◦
j ) is an edge for some i ∈ [r] and ℓ ∈ [2s]. Moreover, in order to dominate the vertices

of B, for each i ∈ [r], the set R′ must have a vertex from each Ai. Hence, the set R′ is forced
to contain exactly one vertex from each Ai. Concatenating the assignments corresponding
to each ai,ℓ in R′, we thus obtain a satisfying assignment of ψ. Proof of Theorem 3 follows
from the arguments that are standard to proving such lower bounds.
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Figure 3 An illustrative example of the graph constructed by the reduction in Section 5. Red
(squared) nodes denote the tests whereas blue (filled circle) nodes the elements.

6 Conclusion

We presented several results that advance our understanding of the algorithmic complexity of
Locating-Dominating Set and Test Cover, which we showed to have very interesting
and rare parameterized complexities. Moreover, we believe the techniques used in this
article can be applied to other identification problems to obtain relatively rare conditional
lower bounds. The process of establishing such lower bounds boils down to designing
bit-representation gadgets and set-representation gadgets for the problem in question.

Apart from the broad question of designing such lower bounds for other identific-
ation problems, we mention an interesting problem left open by our work. Can our
tight double-exponential lower bound for Locating-Dominating Set parameterized by
treewidth/treedepth be applied to the feedback vertex set number? The question could also
be studied for other related parameters.
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Abstract
The research about scheduling with calibrations was initiated from the Integrated Stockpile Evaluation
(ISE) program which tests nuclear weapons periodically. The tests for these weapons require
calibrations that are expensive in the monetary sense. This model has many industrial applications
where the machines need to be calibrated periodically to ensure high-quality products, including
robotics and digital cameras. In 2013, Bender et al. (SPAA ’13) proposed a theoretical framework for
the ISE problem. In this model, a machine can only be trusted to run a job when it is calibrated and
the calibration remains valid for a time period of length T , after which it must be recalibrated before
running more jobs. The objective is to find a schedule that completes all jobs by their deadlines
and minimizes the total number of calibrations. In this paper, we study the scheduling problem
with calibrations on multiple parallel machines where we consider unit-time processing jobs with
release times and deadlines. We propose a dynamic programming algorithm with polynomial running
time when the number of machines is constant. Then, we propose another dynamic programming
approach with polynomial running time when the length of the calibrated period is constant. Also,
we propose a PTAS, that is, for any constant ϵ > 0, we give a (1 + ϵ) - approximation solution with
m machines.
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Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.20

1 Introduction

The original motivation for scheduling with calibrations came directly from the Integrated
Stockpile Evaluation (ISE) program which tests nuclear weapons periodically [6]. The tests
for these weapons require calibrations that are expensive. This motivation can be extended
to the scenarios where the machines need to be calibrated periodically to ensure high-quality
products, such as robotics and digital cameras [17, 4, 27]. In this model, a machine must be
calibrated before it runs a job. When the machine is calibrated at time t, it stays calibrated
for a time period of length T , after which it must be recalibrated to run more jobs. We
refer to the time interval [t, t + T ] as the calibration interval and no job can be started or be
processed on a machine outside the times sitting in a calibration interval. In the ideal model,
calibrating a machine is instantaneous, meaning that the machine can run a job immediately
after being calibrated and the machine can switch from uncalibrated to calibrated status
instantaneously. The objective is to assign the jobs to the machines using the minimum
number of calibrations.
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Methodologies have been introduced about performing a calibration in different scenarios
[20, 23, 26], as well as determining the time period of a calibration [16, 18]. On the other hand,
there is quite a lot of research work about scheduling algorithms [5]. In 2013, Bender et al. [3]
proposed a theoretical framework for scheduling with calibrations. They considered unit-time
jobs with release times and deadlines, aiming at minimizing the number of calibrations. In
the single-machine setting, they proposed a greedy, optimal, polynomial-time algorithm
called Lazy-Binning where the algorithm delays the start of a calibration interval for as long
as possible, until delaying it further would make it impossible to find a feasible schedule.
For the multiple machine setting, they proposed the Lazy-Binning algorithm on multiple
machines and showed it is a 2-approximation algorithm, while the complexity status still
remains open.

Later, Fineman and Sheridan [12] considered the non-preemptive jobs with non-unit
processing times and generalized the problem with resource-augmentation [15] in the sense
that an approximate solution can be obtained if we speed up the machines and/or have
more machines. They worked on multiple machine setting without preemption, showed the
relationship of the problem with the classical machine-minimization problem [19] and proved
that if there is an s-speed α-approximation algorithm for the machine-minimization problem,
then it would give an s-speed O(α)-machine O(α)-approximation solution for the calibration
minimization problem.

Angel et al. [2] developed different results on several generalizations of this problem. They
considered the jobs of non-unit processing times on a single machine with preemption, and
proposed an optimal greedy algorithm, which extends the idea of the Lazy Binning algorithm.
Also, they extended the model to allow many types of calibrations where different types of
calibrations have different interval lengths and costs, and proved that the problem is NP-hard.
At last, they considered a more realistic case where calibrating a machine takes a fixed
amount of time, and proposed a dynamic programming approach to solve the problem. Chau
et al. [7] showed a 3-approximation polynomial time algorithm when jobs have unit processing
times. Also, they showed a (3/(1 − ε))-approximation pseudo-polynomial time algorithm
and a (18/(1 − ε))-approximation polynomial time algorithm for the arbitrary processing
time case. Chau et al. [9] showed that the scheduling problem with batch calibrations can
be solved in polynomial time. Also, they proposed some fast approximation algorithms for
several special cases. Chen and Zhang [11] considered online scheduling with calibration while
calibrating a machine will require certain time units. They gave an asymptotically optimal
algorithm for this problem when all the jobs have unit processing times, and improved the
competitive ratio for the special case that calibrating a machine is instantaneous.

While the above works are about minimizing the number of calibrations, Chau et al. [8]
worked on the trade-off between weighted flow time and calibration cost for unit-time jobs.
They integrated the objective function with these two criteria, and gave several online
approximation results on different settings and also a dynamic programming method for
the offline problem. Wang [24] worked on the scheduling of minimizing total time slot
cost with calibration requirements. They considered jobs of identical processing times, and
proposed three different dynamic programs for different scenarios. Chen et al. [10] studied the
scheduling problem with multiple types of calibrations and proposed constant approximation
algorithms for several types of calibrations.

In this paper, we work on the original problem proposed by Bender et al. [3] in which
jobs have unit processing times with release times and deadlines. We abbreviate this
problem as P |rj , pj = 1, dj , T |#Calibrations with machine calibrations, where we adopt the
classical three-field notation in scheduling of Graham et al. [13]. We propose two dynamic
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programming approaches to solve the problem with polynomial running time when (i) the
number of machines is constant, (ii) or the valid length of a calibration is constant. Moreover,
when the number of machine and the valid length of a calibration are both inputs, we present
a PTAS. Our results are summarized in Table 1. It is worth noting that the currently
best result for this problem is a 2-approximation algorithm by Bender et al. [3], and the
complexity status still remains open.

Table 1 A summary of the results of scheduling with calibrations on multiple machines.

Algorithm Approximation Ratio Time Complexity Remark
Section 3 1 O(n8+6m) m is constant, T is input
Section 4 1 O(n8m3T ) m is input, T is constant
Section 5 1 + ϵ O(n17+18⌈1/ϵ⌉) Both m, T are input

Bender et al. [3] 2 Poly(n, m) Lazy-binning approach

Transforming a dynamic programming formulation into a PTAS (polynomial time approx-
imation scheme) has been studied decades ago [14, 21]. Woeginger [25] proposed a general
technique and gave some conditions to identify whether a dynamic programming formulation
could be transformed into an FPTAS. Schuurman and Woeginger [22] summarized the meth-
ods into three main categories, structuring the input, structuring the output and structuring
the execution of an algorithm.

For our problem, it is not straightforward to directly apply Schuurman and Woeginger’s
[22] method to get an FPTAS. Therefore, in this paper, we show a different approach to
transform the dynamic program formulation into a PTAS, which lies in the category of
structuring the output. In Section 2 we present the structure of an optimal schedule of
this problem. Then in Section 3 we propose a dynamic programming approach to solve the
problem. In Section 4 we propose another dynamic programming approach for the case when
T is constant. In Section 5 we give a PTAS algorithm. We conclude our results in Section 6.

2 Formulation

We are given a set J of n jobs, where each job j ∈ J has release time rj , deadline dj and
processing time pj = 1. We have m identical parallel machines which can be trusted to run
a job only when calibrated. The calibration remains valid for a time period of length T . The
objective is to find a schedule that completes all jobs before their deadlines such that the
number of calibrations is minimized. We assume that all the input are non-negative integers.

A feasible solution includes the schedule of calibrations (i.e., when to start a calibration
on each machine) and the schedule of jobs (i.e., when and on which machine to start a job).
We assume all the inputs are integers and both calibrations and jobs should start at times
which are also integers. We denote the time interval (t − 1, t] as time slot t and t is called
active if some job is scheduled in this time slot. We sort the jobs by non-decreasing order of
their deadlines, and non-decreasing order of release times if two or more jobs have the same
deadline. The jobs are indexed from 1 to n, and any job j ∈ J has index j ∈ [1, n]. As a
matter of fact, once the schedule of calibrations is fixed, the schedule of jobs can be obtained
by applying the classical Earliest-Deadline-First (EDF) scheduling algorithm, in which for
any time slot, the job of the earliest deadline has the highest priority to be considered to
schedule whenever a machine is available (i.e., calibrated).

ISAAC 2024
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Figure 1 An illustration for Lemma 1.

▶ Lemma 1 (EDF). There exists an optimal schedule such that for any two jobs i, j with
i < j, if ri ≤ tj then ti ≤ tj where ti, tj are the corresponding starting times of job i and j

in the optimal schedule respectively.

Proof. As job i has smaller index than job j, i.e., i < j, we have di ≤ dj . Suppose ti > tj

in the optimal schedule, and then we have ri ≤ tj < ti < di ≤ dj , which implies that by
swapping the schedule of the two jobs i and j (schedule job i at time tj and job j at time
ti), the new schedule is still feasible and follows EDF scheduling policy. In order to prove
that another optimal schedule can be obtained after a finite number of the above swapping
process, we only need to show that a certain value of the schedule decreases after the swapping
process. Especially, after swapping, the value (i − ti)2 + (j − tj)2 strictly decreases since
(i − ti)2 + (j − tj)2 > (i − tj)2 + (j − ti)2. Therefore, we will eventually obtain an optimal
schedule satisfying the statement. ◀

▶ Definition 2. Let Ψ =
⋃

j∈J,s∈[0,n]{dj − s}, Φ =
⋃

j∈J,t∈Ψ,s∈[0,n] {rj + s, t + s} and
Φ(j) = {t | rj < t ≤ dj , t ∈ Φ}, ∀j ∈ J .

One would find that |Ψ| = O(n2). Also |Φ| = O(n2) since for each t ∈ Ψ we have t = dj − s

for some j ∈ J, s ∈ [0, n] and the number of possible values of dj − s + s′ for s′ ∈ [0, n] is
bounded by O(n2). The following lemma is from the work by Angel et al. [1].

▶ Lemma 3 ([1]). There always exists an optimal schedule such that
i.) each calibration starts at a time in Ψ.
ii.) ∀j ∈ J , job j finishes at a time in Φ(j).

3 Dynamic Programming Approach

In this section we introduce a dynamic programming approach to solve the problem. Assume
that the calibrations on the same machine never overlap with each other and we look for
the optimal solution which follows EDF scheduling policy. We focus on the problem within
a specific time interval [t1, t2) and consider the jobs that are released during this interval,
where t1, t2 are the possible job completion times. Lemma 1 shows a very important property
that once job j is scheduled at time slot t in the optimal solution, the remaining jobs (whose
index is less than j) could be partitioned into two groups such that they must be scheduled
during time intervals [t1, t) and [t, t2) in the optimal solution, respectively (more details in
later analysis). Therefore, we could split the problem into sub-problems. In the sub-problem,
we need to mark the calibrations that cross the boundary of the time interval [t1, t2), where
we use vectors defined in the following.

Given time slot t, some machines may be calibrated at slot t and others may not. We
use notation nul to represent the situation that the machine is not calibrated at some
time slot (nul represents NULL in programming). In order to mark the calibrations on
each machine that cover time slot t (there could be at most m such calibrations), we use
a vector γ = ⟨γ1, γ2, ..., γm⟩ to represent the starting times of these calibrations where
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γk ∈ {nul} ∪ (Ψ ∩ [t − T, t)) indicates the starting time of the calibration on machine k. Let
Γ(t) = {⟨γ1, γ2, ..., γm⟩ | γk ∈ {nul} ∪ (Ψ ∩ [t − T, t)), ∀k ∈ [1, m]} be the set of all possible
vectors, with respect to time slot t.

▶ Definition 4. Let J(j, t1, t2), ∀j ∈ J be the subset of jobs whose index is at most j and
release time is between t1 and t2, i.e., J(j, t1, t2) = {i | i ≤ j, ri ∈ [t1, t2), i ∈ J}

▶ Definition 5. Let f(j, t1, t2, q, u, v) be the minimum number of calibrations to schedule jobs
J(j, t1, t2) on m machines where u = ⟨u1, u2, ..., um⟩, u − T ∈ Γ(t1), v = ⟨v1, v2, ..., vm⟩ ∈
Γ(t2), t1 ∈ Φ, t2 ∈ Φ, q ∈ [0, m] on the condition that

i.) jobs J(j, t1, t2) are only scheduled during time interval [t1, t2).
ii.) time intervals [t1, uk) and [vk, t2) have already been calibrated on machine k, ∀k ∈ [1, m].
iii.) q other jobs (not from J(j, t1, t2)) have already been assigned to time slot t2.

In the definition, we use vector u (resp. v) to mark the calibration ending times (resp.
starting times) of the calibrations that cross the boundary of interval [t1, t2), i.e., covering
time slot t1 (resp. t2), where u − T ∈ Γ(t1) (resp. v ∈ Γ(t2) ). We use parameter q to reserve
q machines at slot t2 in order to schedule the jobs (not from J(j, t1, t2)) that are assigned to
slot t2.

We consider the starting time of job j and suppose job j is scheduled at time slot t in the
optimal schedule (refer to Figure 2). If a job from J(j − 1, t1, t2) is released before t, then
it must be scheduled before (or at) time slot t by Lemma 1. Therefore, the remaining jobs
J(j − 1, t1, t2) can be partitioned into two groups: jobs J(j − 1, t1, t) and jobs J(j − 1, t, t2).
For jobs J(j − 1, t1, t), they will not be scheduled after time t as argued, and for jobs
J(j − 1, t, t2) they cannot be scheduled before t because of the job release time. Hence the
original problem could be divided into two sub-problems. Moreover, we have to enumerate
the calibrations (i.e., the calibration starting times) on each machine that cover time slot t

in the optimal schedule, in order to schedule job j at time slot t. Specifically, we use vector
x = ⟨x1, x2, ..., xm⟩ ∈ Γ(t) to indicate the starting times of the calibrations on all machines
and correspondingly y = ⟨y1, y2, ..., ym⟩ = x + T as the calibration ending times.

...

...

t1 t2t

...

q

u vx y

j

Figure 2 An illustration for Proposition 7.

In the following, we define the operations that is related to nul.

▶ Definition 6. For any x ∈ R, we define the min and max functions min{nul, x},
min{x, nul}, max{nul, x}, max{x, nul} to be x, the operations x + nul, x − nul, nul −
nul, min{nul, nul} to be nul, and the intervals [x, nul), [nul, x) to be ∅.

We define min (or max, analogously) function on two vectors γ, λ to be β = min{γ, λ}
where βk = min{γk, λk}, ∀k ∈ [1, m] (recall that γk or λk might be nul). We define operator
+ (or −, analogously) on a vector λ and a number x to be β = λ + x where βk = λk + x.
And we define operator < (or ≤, >, ≥, analogously) to be β = (λ < x) where βk = λk if
λk ̸= nul, λk < x and otherwise βk = nul.
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Let function δ(λ) =
∑

λk ̸=nul,k∈[1,m] 1 on vector λ be the function that indicates the
number of real values in vector λ.

▶ Proposition 7. For the case J(j, t1, t2) = ∅, we set f(j, t1, t2, q, u, v) to be 0 if at least q

machines are calibrated at time slot t2 providing u and v, and otherwise ∞. If j ̸∈ J(j, t1, t2)
we have f(j, t1, t2, q, u, v) = f(j − 1, t1, t2, q, u, v). If j ∈ J(j, t1, t2) and Φ(j) ∩ (t1, t2] = ∅,
we have f(j, t1, t2, q, u, v) = ∞. Otherwise we have f(j, t1, t2, q, u, v) =

min
t∈Φ(j)∩(t1,t2]



∞ , if t = t2, q = m

f(j − 1, t1, t2, q + 1, u, v) , if t = t2, 0 < q < m

min
cond.

δ(x)

+f(j − 1, t1, t, 1, u, v′)
+f(j − 1, t, t2, q, u′, v) , if t < t2 or q = 0

where cond. represents x ∈ Γ(t), y = x + T, u′ = max{y, u ≥ t}, v′ = min{x, v < t}.

Proof. For the base cases, if J(j, t1, t2) = ∅, no job needs to be scheduled, hence we only
need to guarantee that at least q machines are calibrated at time slot t2. If j ̸∈ J(j, t1, t2), we
would have J(j, t1, t2) = J(j − 1, t1, t2). If j ∈ J(j, t1, t2), Φ(j) ∩ (t1, t2] = ∅, it is impossible
to schedule job j during interval (t1, t2].

In the dynamic programming equation, we allow calibrations to overlap with each other
on the same machine, and we guarantee that for each time slot, the number of jobs that are
assigned to this time slot is at most the number of machines that are calibrated during this
time slot. Firstly, we try every possibility (specifically, job starting time) to schedule job j.
Secondly, we follow the scheduling policy that whenever a time slot is active, we try every
possibility of the calibrations (specifically, calibration starting times) on each machine that
cover this time slot. Depending on the time slot t where job j is scheduled, we divide the
analysis into three cases.
Case 1) t = t2, q = m. In this case, there are already q jobs assigned to time slot t2.
Therefore it is infeasible to assign job j to time slot t2.
Case 2) t = t2, 0 < q < m. In this case, job j is assigned to time slot t2. Since q > 0,
i.e., some job is already scheduled at time slot t2, by our approach the calibration decision
on time slot t2 is already made, which means that we do not need to enumerate again the
calibrations that cover time slot t2. Therefore we just schedule job j at slot t2 and recurse to
the sub-problem f(j − 1, t1, t2, q + 1, u, v) where we reserve q + 1 machines at time slot t2.
Case 3) t < t2 or q = 0. If t < t2, time slot t is not yet active as we only reserve time slot
t2 for other jobs. If t = t2, q = 0, no job is reserved at time slot t2 by definition. Therefore, in
this case time slot t is not yet active and we enumerate the calibrations that cover time slot
t, i.e., vector x ∈ Γ(t). Once we fix time slot t and vector x, we partition the remaining jobs
J(j − 1, t1, t2) into two groups: jobs J(j − 1, t1, t) and jobs J(j − 1, t, t2). Because jobs in
J(j − 1, t1, t) will not be scheduled after time t in the optimal solution by Lemma 1 and jobs
in J(j − 1, t, t2) cannot be scheduled before t because of the job release time, the two groups
of jobs must be scheduled during interval [t1, t) and [t, t2) respectively. The only issue left is
to determine the calibrations that cross the boundary of the intervals. For the calibrations
that intersect with interval [t1, t) and cover time slot t, they must come from the calibrations
with starting time x or v. Hence we define v′ = min{x, v < t} to include as many calibrated
slots on each machine as possible for interval [t1, t) and define the first sub-problem to be
f(j − 1, t1, t, 1, u, v′), in which we reserve one machine at time slot t for the schedule of job
j. Note that v′ follows the definition of the sub-problem, i.e., v′ ∈ Γ(t). Symmetrically, we
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define vector u′ = max{y, u ≥ t} to include as many calibrated slots on each machine as
possible for interval [t, t2) and we have u′ − T ∈ Γ(t). We define the sub-problem to be
f(j − 1, t, t2, q, u′, v). As we have tried every possibility of time slot t, vector x, at least one
try is the same as the optimal solution. Hence, we obtain two partial schedules from two
sub-problems respectively and then schedule job j at time slot t. Job j is feasible because
the first sub-problem has reserved a time slot for job j at slot t by definition. ◀

Time Complexity. The dynamic program has table size O(n2|Φ|2|Ψ|2m). Constructing
the solution from the sub-problems takes O(|Φ||Ψ|m) steps. In total, the running time is
O(n2|Φ|3|Ψ|3m) = O(n8+6m). When m is constant, i.e., the number of machines is constant,
our dynamic programming approach has polynomial running time.

4 When T is Constant

The algorithm in Section 3 is exponential on the number of machines (i.e., m). When m is
input and T is constant, we introduce another dynamic programming approach in this section
with polynomial running time. Since all jobs have unit processing times, the scheduling
between two different time slots is independent once the calibration scheme and the starting
time of each job are determined. That is, for a certain time slot t, a job processed on this
slot and any two available (i.e., calibrated) machines on this slot, it makes no difference to
schedule the job on either of the two machines for the schedule of any other time slot t′.
This inspires us that we do not need to distinguish machines, but only need to distinguish
calibrations with different starting times. When T is constant, we can use this to optimize
the table’s cardinality in the dynamic programming approach to a polynomial of n and m.

▶ Definition 8. Assume that the calibrations on the same machine never overlap. To mark
the status of calibrations at time slot t, we use a vector ct = ⟨ct,1, ct,2, ..., ct,T ⟩ to represent
the numbers of calibrations distinguished by the number of remaining time slots that kept
the machine calibrated, where ct,k ∈ {0, 1, 2, . . . , m} indicates the number of calibrations that
makes the machine available at time slot t, t + 1, . . . , t + k − 1.

We define function ι on vector ct and an integer x as ι(ct, x) = ct+x where ct+x,k = ct,k−x

if k − x ∈ [1, T ], and otherwise 0, ∀k ∈ [1, T ]. We define max function on two vectors γ, λ

to be β = max{γ, λ} where βk = max{γk, λk}, ∀k ∈ [1, T ].
Let C(t) = {⟨ct,1, ct,2, ..., ct,T ⟩ | ct,k ∈ {0, 1, 2, . . . , m}, ∀k ∈ [1, T ] ∧

∑T
k=1 ct,k ≤ m} be

the set of all possible vectors, with respect to time slot t. One would find |C(t)| = O(mT ).

▶ Definition 9. We define f(j, t1, t2, q, ct1 , ct2) to be the minimum number of calibrations to
schedule jobs J(j, t1, t2) on m machines where ct1 ∈ C(t1), ct2 ∈ C(t2), t1 ∈ Φ, t2 ∈ Φ, q ∈
[0, m] on the condition that

i.) jobs J(j, t1, t2) are only scheduled during time interval [t1, t2).
ii.) machines have already been calibrated according to ct1 and ct2 .
iii.) q other jobs (not from J(j, t1, t2)) have already been assigned to time slot t2.

▶ Proposition 10. For the case J(j, t1, t2) = ∅, we set f(j, t1, t2, q, ct1 , ct2) to be 0 if
there are at least q available machines on time slot t (i.e., q ≤

∑T
k=1 ct2,k), and otherwise

∞. If j ̸∈ J(j, t1, t2), we have f(j, t1, t2, q, ct1 , ct2) = f(j − 1, t1, t2, q, ct1 , ct2). If j ∈
J(j, t1, t2) and Φ(j) ∩ (t1, t2] = ∅, we have f(j, t1, t2, q, ct1 , ct2) = ∞. Otherwise we have
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f(j, t1, t2, q, ct1 , ct2) =

min
t∈Φ(j)∩(t1,t2]



∞ , if t = t2, q = m

f(j − 1, t1, t2, q + 1, ct1 , ct2) , if t = t2, 0 < q < m

min
cond.

∑T
k=1 ct,k

+f(j − 1, t1, t, 1, ct1 , ċt)
+f(j − 1, t, t2, q, c̈t, ct2) , if t < t2 or q = 0

where cond. stands for ċt = max{ι(ct1 , t − t1), ct}, c̈t = max{ι(ct2 , t − t2), ct} where
ct, ċt, c̈t ∈ C(t).

Proof. The structure of the proof is similar to Proposition 7. Beyond the base cases, we first
try every possible starting time t to schedule job j. Then we follow the scheduling policy
that whenever a time slot is active, we try every possibility of ct. Depending on the time
slot t where job j is scheduled, we divide the analysis into three cases.
Case 1) t = t2, q = m. In this case, all the available machines are already reserved, therefore
it is infeasible to assign job j to time slot t2.
Case 2) t = t2, 0 < q < m. In this case, job j is assigned to time slot t2. Since q > 0, the
calibration setting on time slot t2 is already determined, we only need to choose an unoccupied
machine for job j at slot t2 and recurse to the sub-problem f(j − 1, t1, t2, q + 1, ct1 , ct2).
Case 3) In this case, job j can be scheduled at time slot t, and time slot t is not yet active
so far. We enumerate the calibrations that cover time slot t, i.e., vector ct ∈ C(t). As argued
in Proposition 7, when job j is scheduled at time slot t, jobs J(j − 1, t1, t) and J(j − 1, t, t2)
should be scheduled during intervals (t1, t] and (t, t2] respectively. Then We determine the
calibrations that cross the boundary of the intervals. We define ċt = max{ι(ct1 , t − t1), ct}
to include all the calibrations in ct1 or ct and restrict ċt ∈ C(t) to avoid the situation where
the number of available machines exceeds m. We reserve one machine for the job j at
time slot t in the first sub-problem f(j − 1, t1, t, 1, ct1 , ċt). Symmetrically, we define vector
c̈t = max{ι(ct2 , t − t2), ct} and the second sub-problem to be f(j − 1, t, t2, q, c̈t, ct2). As
we have tried every possibility of time slot t, vector ct, at least one try is the same as the
optimal solution. ◀

Time Complexity. The dynamic program has table size O(n2|Φ|2|C|2). Constructing
the solution from the sub-problems takes O(|Φ||C|) steps. In total, the running time is
O(n2|Φ|3|C|3) = O(n8m3T ). When T is constant, our dynamic programming approach has
polynomial running time.

Connection with Section 3. When m is input, the dynamic programming approach in
Section 3 has exponential running time, while the running time of the approach in this
section is polynomial on n and m. However, this running time is exponential on T . When T

is constant, our proposed dynamic programming approach has polynomial running time.

5 PTAS

In this section, we extend the dynamic programming approach in Section 3 and present a
PTAS. In other words, for any constant ϵ > 0, we give a (1 + ϵ) - approximation solution with
m machines. The high level idea of the PTAS is to compress the vectors by decreasing the
number of possible distinct starting times of calibrations so that the dynamic programming
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has polynomial running time. We propose a compression method by delaying the calibrations
in the optimal solution and prove that in the approximation solution, for each time slot t the
corresponding vector set Γ(t) has polynomial cardinality. More specifically, we prove that
given (1 + ϵ)m machines there exists a (1 + ϵ) - approximation solution such that for any
time slot t, the number of distinct starting times (and ending times) of the calibrations that
cover time slot t is at most 2⌈1/ϵ⌉ + 1. At last, we use a modified dynamic programming
algorithm to find that (1 + ϵ) - approximation solution without using the extra ϵm machines.

τ1 τ1 + T

OPT

PTAS

extra calibrations

Figure 3 An illustration for Lemma 11 to show the transformation of the calibrations in the
optimal solution. For each group of calibrations, after delaying the calibrations the affected jobs are
depicted within a rectangle. We move the affected jobs in each rectangle into the extra machines,
without changing the job starting time. As the time interval covered by each rectangle is disjoint
with other rectangles, the new schedule of the jobs from two rectangles is independent of each other.

▶ Lemma 11. There exists a (1 + ϵ) - approximation solution on (1 + ϵ)m machines such
that for any time slot t, the number of distinct starting times (and ending times) of the
calibrations that cover time slot t is at most 2⌈1/ϵ⌉+1, and there are at most m jobs scheduled
at time slot t.

Proof. Consider the optimal solution that satisfies Lemma 1 and Lemma 3, in which no
two calibrations overlap with each other on the same machine. We show how to transform
the optimal solution into another solution satisfying the statement, shown in Figure 3. In
our approach, we maintain the schedule of the jobs as in the optimal schedule and only
change the schedule of calibrations. Hence, in the new schedule there are at most m jobs
scheduled at any time slot. Assume that in the optimal solution the calibrations are sorted
in non-decreasing order of their starting times (regardless of the machines). We define block
to be the set of consecutive calibrations satisfying the property that the largest difference of
their starting times is less than T and the set is maximal in the sense that adding one more
calibration will violate the property. We partition the calibrations in the optimal solution
into many disjoint blocks starting from the first calibration. The transformation works in
many phases where in each phase we work on one block.

Suppose in the current phase the block contains l calibrations. First, we will delay these
l calibrations so that the number of distinct starting times of these calibrations is at most
⌈1/ϵ⌉ (skip the phase and do nothing if l ≤ ⌈1/ϵ⌉). This process will cause the infeasibility
of some jobs because of the delay of calibrations. We construct a feasible schedule of jobs by
creating an extra of ⌊ϵl⌋ calibrations on the extra ϵm machines and rescheduling the affected
jobs on the extra machines.

Let τi be the starting time of the i-th calibration in the block, we have τ1 ≤ τ2 ≤ ... ≤
τl < τ1 + T . Note that l ≤ m because each of these calibrations covers time slot τ1 + T .
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Step 1. (Partition) We partition the calibrations in the block into ⌈1/ϵ⌉ groups such that
each group contains at most ⌈ϵl⌉ consecutive calibrations. One would find that the partition
is feasible as ⌈1/ϵ⌉ · ⌈ϵl⌉ ≥ l. Note that the maximum calibration starting time in one group
is no larger than the minimum calibration starting time in the next group.

Step 2. (Delay) For each group of calibrations, let τ be the latest calibration starting time,
then we delay the calibrations in this group so that they have identical starting time τ .

Step 3. (Augment) We add an extra group of ⌊ϵl⌋ calibrations once with identical starting
time τ1 on the extra ϵm machines.

Step 4. (Transform) For the calibrations that are delayed in each group, we reschedule
the corresponding affected jobs on the extra machines, without changing the starting time of
any job.

Analysis. We show that the new schedule of jobs is feasible. First, we claim that the number
of the affected jobs which start at a time t ∈ [τ1, τ1 + T ) in the optimal solution is at most
⌈ϵl⌉ − 1. In total we have created an extra of ⌊ϵl⌋ calibrations. For each group of calibrations,
let ta, tb be the smallest and largest calibration starting time, respectively. There is at least
one calibration that is not delayed, hence we delay at most ⌈ϵl⌉ − 1 calibrations in this group.
The affected jobs caused by the delay of the calibrations in this group must have job starting
time within [ta, tb). In other words, in the optimal solution any affected job that starts at a
time within [ta, tb) must be scheduled in a calibration from this group (i.e., not from other
groups), because the maximum calibration starting time in one group is no larger than the
minimum calibration starting time in the next group by Step 1. Therefore, ∀t ∈ [τ1, τ1 + T ),
the total number of the affected jobs which start at time t is at most ⌈ϵl⌉ − 1, because we
delay at most ⌈ϵl⌉ − 1 calibrations in this group. Since ⌈ϵl⌉ − 1 ≤ ⌊ϵl⌋, we conclude that the
new schedule of jobs is feasible.

Now, we prove the lemma. Suppose in total there are b phases and let τ ′
1, τ ′

2, ..., τ ′
b be the

starting times of the extra calibrations in each phase. Then we have τ ′
i+1 − τ ′

i ≥ T, ∀i ∈ [1, b)
according to the above process. In one phase, we process l calibrations and we create ⌊ϵl⌋
extra calibrations, which implies that the final solution is (1 + ϵ)-approximation since we
never consider a calibration twice in different phases. Moreover Lemma 3 holds for the new
solution because we do not change the starting time of any job and the starting time of
the extra calibrations in each phase is the same as one of the calibrations from the block in
the optimal solution. And note that in the new solution, calibrations might overlap with
each other on the same machines. In each phase, we partition the calibrations into ⌈1/ϵ⌉
groups and the calibrations in each group have identical starting time, hence the number
of distinct starting times of the calibrations is at most ⌈1/ϵ⌉ + 1 in each phase, including
the extra calibrations. In other words, for each interval [τ ′

i , τ ′
i+1) the number of distinct

starting times of the calibrations that start during this interval in the new solution is at most
⌈1/ϵ⌉ + 1. Consider an arbitrary time slot t from [τ ′

i , τ ′
i+1) and the calibrations that cover

slot t in the new solution. These calibrations must have starting times in (τ ′
i−1, τ ′

i+1) since
τ ′

i+1 − τ ′
i−1 ≥ 2T . Therefore, the total number of distinct starting times of the calibrations

that cover time slot t is at most 2⌈1/ϵ⌉ + 1 (the extra calibrations in phase i − 1 will not cover
time slot t). Also, the total number of distinct ending times of the calibrations that cover
time slot t is at most 2⌈1/ϵ⌉ + 1, because all calibrations have identical length. Eventually,
the lemma is proved. ◀
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Vector Compression

Lemma 11 shows that for each optimal solution, there is a corresponding (1+ϵ)-approximation
solution on (m + ϵm) machines with the property that the number of distinct starting times
of the calibrations that cover each time slot t is bounded by a constant. In the following, we
propose a method to find a (1 + ϵ)-approximation solution with m machines, which is based
on the dynamic programming in the previous section. We first propose the algorithm with
(m + ϵm) machines (which we refer to as resource-augmentation version), while guaranteeing
that for any time slot there are at most m jobs scheduled. Note that the extra ϵm machines is
due to the extra additional calibrations as shown in Figure 3. Therefore, we then transform the
resource-augmentation solution to a solution that only requires m machines by rescheduling
the calibration without changing the schedule of jobs.

Let h = 2⌈1/ϵ⌉ + 1, m′ = m + ⌊ϵm⌋ and we assume m′ < n (a trivial solution could be
found when the optimal schedule uses m′ machines with m′ ≥ n). Previously in Section 3,
for the calibrations that cover time slot t, we use vector γ = ⟨γ1, γ2, ..., γm⟩ ∈ Γ(t) to mark
the calibration starting time on each machine. Similar to Section 4, in the modified dynamic
programming for PTAS, we discard the information of the mapping from calibrations to
machines and only mark the starting times of the calibrations that cover time slot t. In other
words, for each calibration, we do not need to know the corresponding machine on which the
calibration takes effect. We focus on the solution on m′ machines and use configurations to
mark the calibration starting times.

▶ Definition 12. We define a configuration to be a pair of vectors ⟨α, η⟩ where α =
⟨α1, α2, ..., αh⟩, η = ⟨η1, η2, ..., ηh⟩ and for each i ∈ [1, h], αi ∈ {nul} ∪ Ψ indicates the
starting time of a calibration, ηi ∈ [0, m′] indicates the number of the calibrations that share
the same starting time αi. We define A = {⟨α1, α2, ..., αh⟩ | αi ∈ {nul}∪Ψ, ∀i ∈ [1, h]} to be
the set of all possible vectors α. Given time slot t, we define A(t) = {⟨α1, α2, ..., αh⟩ | αi ∈
{nul} ∪ (Ψ ∩ [t − T, t)), ∀i ∈ [1, h]}, where αi indicates the starting time of a calibration
which covers time slot t. Let B = {η |

∑h
i=0 ηi ≤ m′, ηi ∈ [0, m′], ∀i ∈ [1, h]} be the set of all

possible vectors η.

In total we have at most nh|Ψ|h configurations as |A| ≤ |Ψ|h and |B| ≤ (m′ +1)h ≤ nh, which
implies that the total number of possible configurations is polynomial in n. Given time slot t,
and two configurations ⟨α̇, η̇⟩ and ⟨α̈, η̈⟩, we use ∪t as the notation of the process that merges
these two configurations into a new configuration ⟨α, η⟩ where ⟨α, η⟩ = ⟨α̇, η̇⟩ ∪t ⟨α̈, η̈⟩ such
that each calibration from the new configuration covers time slot t. In the merging process,
we first identify the distinct starting times of the calibrations from the two configurations that
cover time slot t, then for each distinct starting time, we count the number of calibrations
that share the same starting time. We guarantee that α ∈ A(t) and η ∈ B for the new
configuration ⟨α, η⟩ after the merging process. In other words, we will discard the new
configuration if it is not valid (either the number of distinct calibration starting times is
beyond h or η ̸∈ B).

▶ Definition 13. We define f#(j, t1, t2, q, ⟨α̌, η̌⟩, ⟨α̂, η̂⟩) to be the minimum number of extra
necessary calibrations to schedule jobs J(j, t1, t2) on m′ machines where j ∈ J, t1 ∈ Φ, t2 ∈
Φ, q ∈ [0, m], α̌ ∈ A(t1), α̂ ∈ A(t2), η̌ ∈ B, η̂ ∈ B on the condition that

i.) jobs in J(j, t1, t2) are only scheduled during time interval (t1, t2].
ii.) calibrations indicated by configurations ⟨α̌, η̌⟩ and ⟨α̂, η̂⟩ have already been selected to

be assigned to machines.
iii.) q other jobs (not from J(j, t1, t2)) have already been assigned at time slot t2.
iv.) there are at most m jobs scheduled at any time slot.
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In dynamic programming, we allow the overlap of calibrations and we guarantee that at each
time slot, we assign at most m jobs into this slot.

▶ Proposition 14. Let F # = f#(j, t1, t2, q, ⟨α̌, η̌⟩, ⟨α̂, η̂⟩). For the base case J(j, t1, t2) = ∅,
we set F # to be 0 if time slot t2 is covered by at least q calibrations given by config-
urations ⟨α̌, η̌⟩ and ⟨α̂, η̂⟩, otherwise ∞. If j ̸∈ J(j, t1, t2), we have F # = f#(j −
1, t1, t2, q, ⟨α̌, η̌⟩, ⟨α̂, η̂⟩). If j ∈ J(j, t1, t2) and Φ(j) ∩ (t1, t2] = ∅, we have F # = ∞.
Otherwise, we have F # =

min
t∈Φ(j)∩(t1,t2]



∞ , if t = t2, q = m

f#(j − 1, t1, t2, q + 1, ⟨α̌, η̌⟩, ⟨α̂, η̂⟩) , if t = t2, 0 < q < m

min
cond.

∑h
i=0 ηi

+f#(j − 1, t1, t, 1, ⟨α̌, η̌⟩, ⟨α̇, η̇⟩)
+f#(j − 1, t, t2, q, ⟨α̈, η̈⟩, ⟨α̂, η̂⟩) , if t < t2 or q = 0

where cond. stands for ⟨α̇, η̇⟩ = ⟨α, η⟩ ∪t ⟨α̂, η̂⟩, ⟨α̈, η̈⟩ = ⟨α, η⟩ ∪t ⟨α̌, η̌⟩ where α, α̇, α̈ ∈
A(t) and η, η̇, η̈ ∈ B.

Proof. Similar to Proposition 7, we maintain the invariant that whenever a time slot becomes
active (i.e., we reserve a time slot for a job), we enumerate all the calibrations that cover
this time slot (excluding the calibrations that have already been selected). For example, for
time slot t which is not active at the moment, even some calibrations from configurations
⟨α̌, η̌⟩, ⟨α̂, η̂⟩ might already cover time slot t. We enumerate the remaining calibrations that
could cover time slot t (i.e., configuration ⟨α, η⟩ with α ∈ A(t), η ∈ B) when we plan to
assign a job to time slot t. Note that the actual calibrations that cover time slot t come from
configurations ⟨α̌, η̌⟩, ⟨α̂, η̂⟩ and ⟨α, η⟩. In the dynamic programming, we enumerate the
time slot t in which job j ∈ J(j, t1, t2) is scheduled in the optimal schedule.
Case 1) If t = t2, q = m, we cannot assign job j to time slot t because there are already
other m jobs assigned to time slot t.
Case 2) t = t2, 0 < q < m. In this case, time slot t has already become active since
q > 0. Hence, the calibrations that cover time slot t2 has already been enumerated (in other
words, we do not need to enumerate it again). Also, job j could be assigned to time slot t2
because q < m. Therefore, we just assign job j to time slot t and reduce to the sub-problem
f#(j − 1, t1, t2, q + 1, ⟨α̌, η̌⟩, ⟨α̂, η̂⟩). Especially, if q = 0, no job has been assigned to time
slot t, i.e., time slot t is not active, then we have to enumerate the calibrations that cover
time slot t, which is handled in Case 3). If t < t2, time slot t is not active because we only
reserve time slot t2 for the q other jobs.
Case 3) In this case, job j can be scheduled at time slot t, and no job has been assigned
to time slot t so far. We enumerate the calibrations that cover time slot t, which is the
configuration ⟨α, η⟩ with α ∈ A(t), η ∈ B. As argued in Proposition 7, when job j is scheduled
at time slot t, jobs J(j − 1, t1, t) and J(j − 1, t, t2) should be scheduled during intervals (t1, t]
and (t, t2] respectively. Hence we reduce to sub-problems f#(j − 1, t1, t, 1, ⟨α̌, η̌⟩, ⟨α̇, η̇⟩) and
f#(j − 1, t, t2, q, ⟨α̈, η̈⟩, ⟨α̂, η̂⟩) where ⟨α̇, η̇⟩ = ⟨α, η⟩ ∪t ⟨α̂, η̂⟩, ⟨α̈, η̈⟩ = ⟨α, η⟩ ∪t ⟨α̌, η̌⟩ by
reserving a calibrated machine at time slot t for job j. Because we enumerate all possible
configurations ⟨α, η⟩ with α ∈ A(t), η ∈ B, we are able to reach the schedule that is the
same as the optimal schedule. ◀

Time complexity. The modified dynamic program has table size O(n2|Φ|2(|A||B|)2). Con-
structing the solution from the sub-problems takes O(|Φ||A||B|) steps. In total the time
complexity is O(n2|Φ|3(|A||B|)3) = O(n2|Φ|3n3h|Ψ|3h) = O(n17+18⌈1/ϵ⌉).
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▶ Lemma 15. There exists a (1 + ϵ) - approximation solution on m machines.

Proof. By Lemma 11 and the algorithm in Proposition 14, we can obtain a (1 + ϵ) -
approximation solution σ on m′ machines while guaranteeing that there are at most m jobs
scheduled at any time slot. In the following, we transform σ to an (1 + ϵ) - approximation
solution σ′ on m machines, without changing the schedule of jobs. In solution σ, we consider
the earliest time slot t such that more than m machines are calibrated at time slot t.
Case 1) If no such time slot t exists, we then assign the calibrations to m machines via
Round-Robin method, as proposed in [3], and obtain a feasible solution on m machines.
Case 2) Otherwise, there must be some calibration starting at time t − 1, we then delay
this calibration by one more time slot. Note that jobs are still feasible since there are at
most m jobs scheduled at time slot t. We repeat the above process until Case 1) occurs and
Case 1) eventually will occur since the sum of the calibration starting time is increasing after
each delay operation. Thus, we finish the proof. ◀

Connection with Section 4. Note that in Section 3 we directly record the calibration times
on each machine in the dynamic program, while in Section 4 and this section we propose
different methods for vector compression to ensure a polynomial space of the proposed
dynamic programs. Specifically, in Section 4, for a fixed time slot t, the number of possible
distinct calibration starting times within interval [t, t + T ) is constant since T is constant,
instead, in this section when T is input, we apply the calibration delaying operation to ensure
the polynomial number of distinct calibration starting times within interval [t, t + T ).

6 Conclusion

We study the scheduling problem with calibrations on multiple machines where we consider
the schedule of unit-time processing jobs with release times and deadlines such that the total
number of calibrations is minimized. We propose two dynamic programming approaches to
solve the problem with running time O(n8+6m) and O(n8m3T ) respectively. Thus when m is
constant or T is constant, we can give an algorithm of polynomial running time. Moreover,
we present a PTAS, which has running time O(n17+18⌈1/ϵ⌉). This approach very likely works
only on the case that the jobs have identical processing time. It would be worth challenging
to tackle the open problem proposed by Bender et al. [3] about the complexity status on
multiple machines with jobs of unit processing times.
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Abstract
In this paper, we study a multicut-mimicking network for a hypergraph over terminals T with a
parameter c. It is a hypergraph preserving the minimum multicut values of any set of pairs over T

where the value is at most c. This is a new variant of the multicut-mimicking network of a graph
in [Wahlström ICALP’20], which introduces a parameter c and extends it to handle hypergraphs.
Additionally, it is a natural extension of the connectivity-c mimicking network introduced by
[Chalermsook et al. SODA’21] and [Jiang et al. ESA’22] that is a (hyper)graph preserving the
minimum cut values between two subsets of terminals where the value is at most c.

We propose an algorithm for a hypergraph that returns a multicut-mimicking network over
terminals T with a parameter c having |T |cO(r log c) hyperedges in p1+o(1) + |T |(cr log n)Õ(rc)m time,
where p and r are the total size and the rank, respectively, of the hypergraph.
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1 Introduction

Graph sparsification is a fundamental tool in theoretical computer science. By reducing
the size of a graph while preserving specific properties, such as the value of an objective
function or its approximation, graph sparsification significantly enhances computational
efficiency. This is particularly crucial for practical applications with limited resources and
for handling large-scale data in real-world problems. Due to these advantages, various types
of sparsification results have been presented over the decades, including spanners [4, 9], flow
sparsification [6, 15], and cut sparsification [5]. Additionally, their applications have been
widely studied, such as in designing dynamic algorithms [11]. In this paper, we focus on
graph sparsification specifically tailored for hypergraph separation and cut problems.

Hypergraph separation and cut problems have garnered significant attention due to
their extensive applications and theoretical challenges. These problems are particularly
compelling because hypergraphs offer more accurate modeling of many complex real-world
scenarios compared to normal graphs. Examples include VLSI layout [1], data-pattern-
based clustering [23], and social tagging networks [25]. The transition from graph to
hypergraph separation problems opens up new avenues for research, driven by the need
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to address the unique properties and complexities inherent in hypergraphs. Researchers
have thus increasingly focused on developing graph algorithms and theoretical frameworks
for hypergraph problems, such as the small set expansion problem in hypergraphs [19],
spectral sparsification in hypergraphs [2, 13], and connectivity-c mimicking problem in
hypergraphs [10]. This growing interest underscores the critical importance of hypergraph
separation and cut problems in both theoretical and practical applications.

One of the key problems in (hyper)graph sparsification is the mimicking problem. It aims
to find a graph that preserves minimum cut sizes between any two subsets of vertices called
terminals. A cut between two sets of vertices is a set of edges whose removal disconnects the
given two sets. Kratsch et al. [14] showed that there is a mimicking network with O(τ3) edges,
where τ is the number of edges incident to terminals. Chalermsook et al. [3] introduced a
constraint version, called connectivity-c mimicking problem, that aims to preserve minimum
cut sizes between every two subsets of terminals where the size is at most c, and they showed
that there is such a graph with O(kc4) edges, which was later improved to O(kc3) [16], where
k is the number of terminals. This result was extended to hypergraphs by Jiang et al. [10].

A crucial variant of the mimicking problem is the multicut-mimicking problem. A multicut
of pairs of vertices is a set of (hyper)edges whose removal disconnects each given pair. Studies
have shown that the multicut problem is highly beneficial in various applications, including
network design, optimization, and security, where maintaining specific connectivity while
minimizing resources is necessary compared to cut problems [12]. It is already known that
the problem is NP-hard even for graphs [8, 20]. A multicut-mimicking network for a set
of terminals in a (hyper)graph is a (hyper)graph that preserves the size of the minimum
multicut for any set of pairs of terminals. Kratsch et al. [14] proposed a method to obtain
a multicut-mimicking network by contracting edges in a graph except at most τO(k) edges,
where k and τ are the numbers of terminals and incident edges to terminals, respectively.
Wahlström [24] refined this method and reduced the number of edges to τO(log τ).

Unlike the mimicking problem, there is no existing result for the constraint version
of multicut-mimicking network problem, even for graphs. We further study the multicut-
mimicking problem by introducing a parameter c. Precisely, we present an algorithm to
compute a hypergraph, that preserves the size of the minimum multicut for any set of pairs
of terminals where the size is at most c, with a linear size in the number of terminals while
the previous best-known result for multicut-mimicking network, without the parameter c,
has an exponential size [14]. It will allow for more refined control over the sparsification
process, enabling the construction of smaller and more efficient networks. For instance, this
notion in mimicking problem was utilized for a dynamic connectivity problem [11].

Our result. In this paper, we study vertex sparsifiers for multiway connectivity with a
parameter c > 0. Our instance (G, T, c) consists of an undirected hypergraph G, terminal
set T ⊆ V (G), and a parameter c. Precisely, we construct a hypergraph that preserves
minimum multicut values over T where the value is at most c. It is the first result for the
multicut-mimicking networks adapting the parameter c even for graphs.

Previously, the best-known multicut-mimicking network had a quasipolynomial size in the
total degree of terminals in T [24], specifically |∂T |O(log |∂T |). By introducing the parameter
c, we demonstrate that a multicut-mimicking network for (G, T, c) exists with a size linear
in |T |. This allows us to utilize the near-linear time framework of Jiang et al. [10] to find
a mimicking network using the expander decomposition of Long and Saranurak [18]. Our
result is summarized in Theorem 1. Here, m = |E(G)| and r is the rank of G.
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▶ Theorem 1. For (G, T, c), we can compute a multicut-mimicking network of at most
kcO(r log c) hyperedges in p1+o(1)+k(cr log c log n)O(rc)m time, where k = |T | and p =

∑
e∈E |e|.

Outline. Our work extends the framework from connectivity-c mimicking networks for
hypergraphs, introduced by Jiang et al. [10], to multicut-mimicking networks, as well as adapt-
ing methods from multicut-mimicking networks for graphs, introduced by Wahlström [24], to
hypergraphs with a parameter c. While we broadly follow the previous approaches, we extend
the concepts and methods used in the previous studies to fit the multicut-mimicking problem
in hypergraphs with the parameter c. This extension allows us to handle the complexities of
hypergraphs effectively.

We introduce notions used in this paper in Section 2 and illustrate an efficient algorithm
to compute a small-sized multicut-mimicking network outlined in Theorem 1 in Section 3.
We give an upper bound for the size of minimal multicut-mimicking networks of hypergraphs
in Section 4, which is a witness for the performances of our algorithm outlined in Theorem 1.

2 Preliminaries

A hypergraph G is a pair (V (G), E(G)), where V (G) denotes the set of vertices and E(G) is
a collection of subsets of V (G) referred to as hyperedges. If the context is clear, we write V

and E. The rank of G is defined as the size of its largest hyperedge. For a vertex v ∈ V , a
hyperedge e is said to be incident to v if v ∈ e. For a vertex set X ⊂ V , let ∂GX denote the
set of hyperedges in E containing at least one vertex from X and one from V \ X, and let
E(X) denote the set of hyperedges fully contained in X. Additionally, we let G/e denote the
contraction of a hyperedge e in G obtained by merging all vertices in e into a single vertex
and modifying the other hyperedges accordingly. A path in a hypergraph is defined as a
sequence of hyperedges such that any two consecutive hyperedges contain a common vertex.

Consider a partition (X1, . . . , Xs) of a vertex set X ⊆ V . We call each subset Xi a
component of this partition. Additionally, the cut of (X1, . . . , Xs) in G is defined as the
set of hyperedges of G intersecting two different components. We let [a] = {1, . . . , a} and
[a, b] = {a, . . . , b} for integers a < b. Furthermore, let |X| denote the number of elements of
a set X. For a hyperedge e ∈ E(G), we let |e| to denote the number of vertices in e.

In this paper, an instance (G, T, c) consists of a hypergraph G, a set T ⊆ V (G), and a
positive constant c. We refer to the vertices in T as terminals. For a set R of pairs of T , a
multicut of R in G is a set of hyperedges F ⊂ E(G) such that every connected component
in G \ F contains at most one element of every pair {t, t′} ∈ R. We construct a multicut-
mimicking network H of (G, T, c) that is a hypergraph obtained from G by contraction
of hyperedges which preserves the size of minimum multicut for all set R of pairs over T

where the size is at most c. Precisely, if a multicut F of R exists in G with |F | ≤ c, then a
multicut F ′ of R exists in H with |F ′| ≤ |F |. We say H is minimal if no contraction H/e is
a multicut-mimicking network of (G, T, c). Analogously, we define a minimal instance. We
address the multicut-mimicking problem by utilizing multiway cuts.

2.1 Multiway Cuts and Essential Edges
We refer to a partition of terminals T as a terminal partition. For a terminal partition
T , a hyperedge set F is termed a multiway cut of T if any two terminals from different
components in T are not connected in G \ F . Furthermore, if there is no multiway cut of
size less than |F |, then F is called a minimum multiway cut of T in G. Let min-cutG(T )

ISAAC 2024
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(a) (b) (c)

e

Figure 1 Sketch of Lemma 3. For a multiway cut F of a terminal partition T and X ⊂ V ,
illustrated in (a), let T ′ be the terminal partition of TX in (Ĝ[X], TX , cX) according to G \ F . Then
we can modify F as excluding e if e is non-essential in (Ĝ[X], TX , cX), illustrated in (b-c).

denote the minimum multiway cut size of the partition in G. A hyperedge e ∈ E(G) is said
to be essential for (G, T, c) if there exists a terminal partition T with min-cutG(T ) ≤ c such
that every minimum multiway cut of T in G contains e. Otherwise, e is non-essential.

Multicuts and multiway cuts in graphs are closely related [24, Proposition 2.2]. We observe
that this close relation also holds in hypergraphs. Briefly, a contraction of a non-essential
hyperedge is a multicut-mimicking network by Lemma 2, proved in the full version.

▶ Lemma 2. For a hyperedge e of G, G/e is a multicut-mimicking network for (G, T, c) if
and only if e is non-essential for (G, T, c).

A multicut-mimicking network is minimal if and only if every hyperedge is essential. Note
that we cannot contract multiple non-essential hyperedges simultaneously. This is because
even if two hyperedges e and e′ are non-essential in (G, T, c), the contraction G/{e, e′} might
not be a multicut-mimicking network of (G, T, c) even for a graph G, not a hypergraph. In this
paper, we construct a multicut-mimicking network by finding and contracting non-essential
hyperedges one by one.

2.2 Restricted Hypergraphs and Subinstances
The subinstance (Ĝ[X], TX , cX) of (G, T, c) for X ⊂ V (G) is constructed as follows. Refer to
Figure 1 (a-b). For each hyperedge e ∈ ∂X, we insert a vertex ae, and we choose an arbitrary
terminal te in e ∩ (X ∩ T ). If no such terminal exists, we insert a new vertex te. We refer to
ae, te as the anchored terminals of e, and (e ∩ X) ∪ {ae, te} as the restricted hyperedge of e,
denoted by eX . We obtain Ĝ[X] from G through the following: i) add the anchored terminals
of the hyperedges in ∂X, ii) replace the hyperedges in ∂X with their restricted hyperedges,
and iii) delete the vertices V \ X and the hyperedges E(V \ X). We call it the restricted
hypergraph of G for X. Let TX denote the set of all terminals in T ∩ X and the anchored
terminals, and cX = min{c, |TX |}. All subinstances preserve all essential hyperedges in the
original instance by Lemma 3. Figure 1 sketches its proof, and details are in the full version.

▶ Lemma 3. If a hyperedge e is non-essential in a subinstance (Ĝ[X], TX , cX), then e is
also non-essential in the original instance (G, T, c). Furthermore, e is not in ∂GX.

3 Efficient Algorithm for Computing Multicut-Mimicking Networks

In this section, we design an algorithm to compute a minimal multicut-mimicking network
for (G, T, c), where G is a hypergraph. We broadly follow the approach of Jiang et al. [10].
Since their original algorithm was designed for mimicking networks, not multicut-mimicking
networks, we need to modify their algorithm. First, we introduce their algorithm briefly.
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Jiang et al. [10] designed an algorithm to find a connectivity-c mimicking network for
hypergraphs using the expander decomposition of Long and Saranurak [18]. Precisely, they
designed an algorithm to find a connectivity-c mimicking network of size linear in |T | for an
expander G with terminals T , and then, they extended it for a general hypergraph using the
expander decomposition. For a parameter ϕ > 0, a hypergraph G (and instance (G, T, c)) is
called a ϕ-expander if either E(X) or E(V \ X) has at most ϕ−1|∂X| hyperedges for any
vertex set X ⊂ V (G). The following explains the key idea of their and our algorithm.

Recall that contracting a non-essential hyperedge obtains a smaller mimicking network by
Lemma 2. Generally, a non-essential hyperedge can be found by comparing every terminal
partition and subset of hyperedges, which is time-consuming. However, if we suppose
that the given instance is an expander, then we can do this more efficiently by comparing
useful terminal partitions and their minimum multiway cuts instead of whole partitions and
hyperedge subsets. We adapt concepts used in the previous research such as useful terminal
partitions to suit our needs, and we newly introduce the concept core of a multiway cut
which refers to a small-sized vertex set including whole hyperedges of the multiway cut.

Useful terminal partitions, connected multiway cuts, and cores. Assume that the instance
(G, T, c) is a ϕ-expander and G is a connected hypergraph. For a multiway cut F in G, we
define the core of F as the union C of connected components X in G\F with |E(X)| ≤ ϕ−1|F |.
The definition of an expander guarantees that at most one component in G \ F has more
than ϕ−1|F | hyperedges. Therefore, the multiway cut F includes all hyperedges ∂C and is
contained in E(C) ∪ ∂C. We say F is a connected multiway cut in (G, T, c) if it is a minimum
multiway cut of some terminal partition with |F | ≤ c and T ∩ C is connected in Ĝ[C], where
C is the core of F and Ĝ[C] is the restricted hypergraph defined in Section 2.2. A terminal
partition is said useful if every minimum multiway cut of it is a connected multiway cut.

Since every core of connected multiway cuts has a small number of vertices and hyperedges
in ϕ-expander, we can enumerate all of them efficiently. Additionally, since a core includes its
corresponding multiway cut, we can also enumerate all connected multiway cuts and useful
partitions. Details are in Section 3.1. The most interesting property is that comparing all
useful partitions is sufficient to find a non-essential hyperedge.

▶ Lemma 4. A hyperedge e ∈ E is essential for (G, T, c) if and only if there is a useful
partition such that every minimum multiway cut for it contains e.

Proof. The “if” direction is trivial since it is consistent with the definition of essential. For
the “only if” direction, we assume that e is essential for (G, T, c). Let T be a terminal
partition minimizing min-cutG(T ) of which every minimum multiway cut involves e. In the
following, we show that T is a useful partition by contradiction. Figure 2 illustrates this
proof.

Assume that T is not a useful partition for (G, T, c), and let F be a minimum multiway
cut of T which is not a connected multiway cut. If the core of F is V (G), then F is a
connected multiway cut. Therefore, the core is the complement of some connected component
X in G \ F . Let C be the connected component in G − X that intersects the hyperedge
e. Refer to Figure 2(a). Then we decompose the multiway cut F into Fe and F̄ where
Fe = F ∩ E(C ∪ X) and F̄ = F \ Fe. By the construction, we have Fe ⊊ F and e ∈ Fe. We
construct a minimum multiway cut of T excluding e that completes the proof.

Let T ′ be the terminal partition according to G \ Fe. Since Fe ⊊ F and we chose T
as minimizing min-cutG(T ) while any minimum multiway cut of T contains e, there is a
multiway cut F ′ of T ′ excluding e. We claim that F ′ ∪ F̄ is a minimum multiway cut of T
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e

(a) (b) (c)

Figure 2 Illustration of the proof of Lemma 4. (a) Illustration of the terminal partition T and
the vertex partition according to G \ F . The middle gray area is X. The right three red areas form
C. (b) Illustration of the terminals partition T ′ and the partition of G \ F ′. (c) Illustration of the
partition G \ (F ′ ∪ F̄ ). F ′ ∪ F̄ is a multiway cut of T excluding e.

excluding e which contradicts and completes the proof. Refer to Figure 2(b-c). Note that
the multiway cut has a size at most |F | and excludes e by construction. Thus, it is sufficient
to show that there is no path in G \ (F ′ ∪ F̄ ) between two components in T .

Consider a path π in G between two terminals in different components in T . Note that π

is not a path in G \ F , and thus, π is not in G \ Fe or G \ F̄ . Recall that F ′ is the multiway
cut of the terminal partition according to G \ Fe. That means π is not in G \ F ′ if it is not
in G \ Fe. Therefore, there is no path in G \ (F ′ ∪ F̄ ) between two components in T . ◀

3.1 Useful Terminal Partitions in Expanders
In this section, we explain how to efficiently enumerate all useful terminal partitions and
their minimum multiway cuts. Then, we explain how to compute a multicut-mimicking
network for an expander using the enumerated list along with Lemma 4. Here, the instance
(G, T, c) is a ϕ-expander and G is a connected hypergraph.

The key is based on Observation 5, proved in the full version. Briefly, cores in a ϕ-expander
have a small number of vertices and hyperedges. The observation enables us to find all cores
of connected multiway cuts and subsequently enumerate all useful partitions. However, it is
possible to enumerate terminal partitions that are not useful. Therefore, we need to prune
the enumerated lists for useful terminal partitions and their minimum multiway cuts.

▶ Observation 5. For a connected multiway cut F and its core C, the restricted hypergraph
Ĝ[C] is connected and has at most (3ϕ−1 + 1)|F | hyperedges.

Enumerating connected multiway cuts. Jiang et al. [10, EnumerateCutsHelp] designed an
algorithm to enumerate all connected vertex sets C with |∂C| ≤ c, |E(C)| ≤ M , and t ∈ C

in the ϕ-expander G when a vertex t ∈ V (G) and two integers c, M are given as an input.
This algorithm takes (r(M + c))O(rc) time. Additionally, the number of returned connected
vertex sets is at most (r(M + c))O(rc). We use this algorithm along with Observation 5 for
enumerating all connected multiway cuts. Details are in the full version. Briefly, we find all
connected vertex set C with C ∩ T ̸= ∅, |∂C| ≤ c, and |E(C)| ≤ (3ϕ−1 + 1)c. Then we can
enumerate every connected multiway cut from c sized subsets of E(C) ∪ ∂C by Observation 5.

In conclusion, we enumerate |T |(rcϕ−1)O(rc) multiway cuts including all connected mul-
tiway cuts of size at most c in |T |(rcϕ−1)O(rc) time. At most |T |(rcϕ−1)O(rc) terminal
partitions of T are contributed by the enumerated multiway cuts since each multiway cut of
size c generates at most rc connected components. They include all useful partitions.

Pruning useful terminal partitions. To check whether a terminal partition is useful or not,
we need to verify if C ∩ T is connected in Ĝ[C] for each core C of its minimum multiway
cuts. Specifically, it is sufficient to check the inclusion-wise minimal cores among them. For
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this, we utilize important cuts ∂R, which inclusion-wise maximizes R ⊂ V while maintaining
the size of the cut ∂R. The definition aligns with our needs as outlined in Lemma 6, proved
in the full version.

For two disjoint vertex sets A and B, let R be a vertex set containing A while excluding
B. We say ∂R is an important cut of (A, B) if there is no R′ ⊋ R excluding B with
|∂R′| ≤ |∂R|. This definition holds even if A = ∅. In a directed graph, an important cut is
defined analogously by setting ∂R as the outgoing arcs from R to V \ R. Furthermore, there
is an FPT algorithm for enumerating all important cuts in a directed graph [7].

▶ Lemma 6. For a terminal partition T with min-cutG(T ) ≤ c, the following are equivalent:
(i) T is a useful terminal partition of T , and
(ii) Every minimum multiway cut F of T is a connected multiway cut if some component

T ′ in T and important cut R of (T ′, T \ T ′) satisfy ∂R ⊂ F , |E(R)| ≥ cϕ−1, and
F ∩ E(R) = ∅.

We construct an auxiliary directed graph Dinc to enumerate important cuts in G. For
instance (G, T, c), the vertex set of Dinc is the union of V (G) and two copies Ein and Eout of
E(G). For a hyperedge e in E(G), we use ein and eout to denote the copies of e in Ein and
Eout, respectively, and we insert one arc from ein to eout. For each v ∈ V (G) and e ∈ E(G)
with v ∈ e, we insert 2c parallel arcs from v to ein and from eout to v. Important cuts in G

correspond one-to-one with those in Dinc. Details are in the full version.
We can enumerate all important cuts of G by applying the FPT algorithm for Dinc. There

are at most 2O(rc) number of important cuts in G, and they can be enumerated in 2O(rc)m

time [7], where m = |E(G)|. By Lemma 6, we can prune all useful terminal partitions in
|T |(rcϕ−1)O(rc)m time among the |T |(rcϕ−1)O(rc) enumerated candidates.

Lemma 7 summarizes this section, details are in the full version. In the remainder,
we give an algorithm to compute a minimal multicut-mimicking network for ϕ-expander
using it.

▶ Lemma 7. There are |T |(rcϕ−1)O(rc) useful partitions and their minimum multiway cuts
in a ϕ-expander (G, T, c). We can enumerate all of them in |T |(rcϕ−1)O(rc)m time.

Algorithm for ϕ-expanders. By Lemma 4 and Lemma 7, we can recursively find and
contract a non-essential hyperedge efficiently for a ϕ-expander (G, T, c) until every hyperedge
in the instance is essential. The algorithm is outlined in the following lemma. Recall that a
minimal multicut-mimicking network H of (G, T, c) is a multicut-mimicking network so that
every hyperedge in (H, T, c) is essential. Here, m = |E(G)| and r is the rank of G.

▶ Lemma 8. For a ϕ-expander (G, T, c), we can find a minimal multicut-mimicking network
in |T |(rcϕ−1)O(rc)m time. Moreover, it has at most |T |cO(r log c) hyperedges.

Sketch of the proof. We demonstrate that a minimal multicut-mimicking network has at
most |T |cO(r log c) hyperedges in Section 4 which is one of our main contributions. We sketch
an algorithm to compute a minimal multicut-mimicking network, details are in the full
version.

If m ∈ O(cϕ−1), then we can obtain such a multicut-mimicking network by enumerating
all multiway cuts of size at most c. In the following, we consider the other case that
m ≥ 3cϕ−1 + c. At the beginning of the algorithm, we enumerate all important cuts and
their minimum multiway cuts by applying Lemma 7. Since there are at most k(rcϕ−1)O(rc)

multiway cuts and each multiway cut consists at most (rc)O(rc) useful partitions, we visit
a hyperedge and check whether it is non-essential in the current instance in k(rcϕ−1)O(rc)

time by Lemma 4. If it is non-essential, we contract it before we move to another hyperedge.
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After we contract a non-essential hyperedge, we do not need to call the algorithm outlined
in Lemma 7 again. Precisely, deleting multiway cuts which include the contracted hyperedge
among the already enumerated ones is sufficient while more than (3cϕ−1 + c) hyperedges are
left. This is because no new connected multiway cut occurs or disappears by contracting
a non-essential hyperedge if the number of remaining hyperedges exceeds (3cϕ−1 + c). Its
detailed proof is in the full version. If all remaining hyperedges are essential, then we return
the current instance as a solution. For the other case that the number of them is at most
(3cϕ−1 + c), we apply the algorithm for m ∈ O(cϕ−1) explained before. In conclusion, we
can obtain a minimal multicut-mimicking network in the time complexity in Lemma 8. ◀

3.2 Near-Linear Time Algorithm for General Hypergraphs
In this section, we obtain a multicut-mimicking network for a general instance (G, T, c), by
recursively calling MimickingExpander. The submodule MimickingExpander computes a small
multicut-mimicking network based on the expander decomposition of Long and Saranurak [18]
and the algorithm for a ϕ-expander with ϕ > 0 outlined in Lemma 8. However, its return is
not sufficiently small, and thus, we obtain a much smaller solution by applying it recursively.

MimickingExpander(G; T, c). We let n = |V (G)|, m = |E(G)|, and ϕ−1 =
4rcMr log c log3 n, where the multicut-mimicking network returned by Lemma 8 has at most
kcMr log c hyperedges for an expander with k terminals. When the submodule is called, we
first decompose the vertex set V (G) into the vertex partition (V1, . . . , Vs) so that the size of
the cut of (V1, . . . , Vs) is at most ϕm log3 n and each Ĝ[Vj ] is a ϕ-expander for j ∈ [s]. There
is a p1+o(1) time algorithm computing such a vertex partition [18], where p =

∑
e∈E |e|.

Every subinstance (Ĝ[Vj ], Tj , cj) is a ϕ-expander, where cj = min{c, |Tj |} and Tj is the
union of T ∩ Vj and anchored terminals in Ĝ[Vj ]. For each (Ĝ[Vj ], Tj , cj), we construct a
multicut-mimicking network Hj by Lemma 8. Finally, we return the multicut-mimicking
network H by gluing H1, . . . , Hs. Precisely, we merge all restricted hyperedges having a
common anchored terminal and remove all anchored terminals not in V . The following
lemma summarizes the performance of this submodule, proved in the full version.

▶ Lemma 9. MimickingExpander(G; T, c) returns a multicut-mimicking network of (G, T, c)
with (|T |cO(r log c) + (m/2)) hyperedges in (p1+o(1) + |T |(cr log c log n)O(rc)m) time.

Overall algorithm. For an instance (G, T, c), we initialize G0 = G and obtain the multicut-
mimicking network Gi by MimickingExpander(Gi−1; T, c) for i ∈ [⌈log m⌉], inductively. Finally,
we return G⌈log m⌉. This algorithm corresponds to Theorem 1. Details are in the full version.

▶ Theorem 1. For (G, T, c), we can compute a multicut-mimicking network of at most
kcO(r log c) hyperedges in p1+o(1)+k(cr log c log n)O(rc)m time, where k = |T | and p =

∑
e∈E |e|.

4 Bound for Minimal Instances

To complete the proof of Lemma 8 (and Theorem 1), we need to show that a minimal
multicut-mimicking network for an expander (G, T, c) has at most |T |cO(r log c) hyperedges.
This section demonstrates it for not only expanders but also general instances. Precisely, we
show the following theorem in this section. Here, r is the rank of G.

▶ Theorem 10. Every minimal instance (G, T, c) has at most |T |cO(r log c) hyperedges.
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In this section, we consider the scenario that every terminal in T has degree one in G. It
is sufficient since the other case can be reduced to this scenario by inserting c + 1 dummy
terminals instead of each terminal t in T that are adjacent only to t. This reduction does not
increase the rank or the parameter c while increasing the number of terminals by at most c

times. However, this increase does not affect the asymptotic complexity in Theorem 10. The
following explains the previous works and introduces the notions used in this section.

We broadly follow the approach of Wahlström [24]. He utilized the framework of Kratsch
et al. [14] for multicut-mimicking networks in graphs without the parameter c. We incorporate
the unbreakable concept to address the parameter c. Additionally, we slightly modify the
dense concept used in the previous work to account for hypergraphs.

Unbreakable and dense. For a subinstance (Ĝ[X], TX , cX) with respect to X ⊂ V (G),
the terminal set TX includes T ∩ X and up to two anchored terminals for each restricted
hyperedge e ∈ ∂GX. Hence, |TX | ≤ 2|∂GX| + |T ∩ X|. We denote the value 2|∂GX| + |T ∩ X|
as capT (X; G), or capT (X) if the context is clear. Furthermore, we define the following:

Unbreakable: An instance (G, T, c) is said to be d-unbreakable for d > 0 if |T ∩ X| ≤ d

for any vertex set X ⊆ V (G) with |T ∩ X| ≤ |T \ X| and |∂X| ≤ c.
Dense: An instance (G, T, c) is said to be α-dense for α > 0 if |E(X)| ≤ (capT (X))α for
any vertex set X ⊆ V with 0 < |E(X)| ≤ |E(V \ X)| and |∂X| ≤ c.

Wahlström [24] also used the concept of dense defining it based on the vertices instead of
E(·). Since he addressed graphs, it was guaranteed that |E(X)| = Ω(|X|) by using connective
assumption. However, this is not for hypergraphs. Thus, we slightly modify the definition.

In Section 4.2, we prove Theorem 10 for unbreakable and dense instances using the notions
introduced in Section 4.1. Section 4.3 explains how to extend this proof for general instances.

4.1 Matroids and Representative Sets
We use the notion of matroids and representative sets as in the previous work, which is a
generalization of the notion of linear independence in vector spaces. Formally, a matroid
(S, I) consists of a universe set S and an independent set I ⊆ 2S with ∅ ∈ I satisfying:

If B ∈ I and A ⊆ B, then A ∈ I, and
If A, B ∈ I with |A| < |B|, then there exists x ∈ B \ A such that A ∪ {x} ∈ I.

For a matroid (S, I), its rank is the size of the largest set in I. It is said to be representable
if there is a matrix over a field whose columns are indexed by the elements of S such that:
F ⊂ S is in I if and only if the columns indexed by F are linearly independent over the field.

Representative sets. Kratsch et al. [14] introduced a framework for computing non-essential
vertices using the notion of representative sets. We employ the framework. For this purpose,
we introduce two operations: truncation and direct sum along with Lemma 11. For a matroid
(S, I) and an integer r > 0, the r-truncation of (S, I) is defined as a matroid (S, I ′) such
that F ⊆ S is contained in I ′ if and only if |F | ≤ r and F ∈ I. Note that an r-truncation
has rank at most r. For matroids M1, . . . , Ms over disjoint universes with Mi = (Si, Ii) for
i ∈ [s], their direct sum is defined as a matroid (S, I) such that S is the union of all Si, and
a subset F of S is in I if and only if F can be decomposed into s disjoint subsets, each of
which is independent in Mi. The direct sum of matroids also satisfies the matroid axioms.

For a matroid (S, I) and two subsets A, B of S, we say A extends B if A ∩ B = ∅ and
A ∪ B ∈ I. For J ⊆ 2S , a subset J ∗ of J is called a representative set if for any set B ⊆ S,
there is a set A∗ ∈ J ∗ that extends B when there is a set A ∈ J that extends B.
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▶ Lemma 11 ([14, Lemma 3.4]). Let M1 = (S1, I1), . . . , Ms = (Ss, Is) be matroids repre-
sented over the same finite field and with pairwise disjoint universe sets. Let J be a collection
of sets containing one element from Si for each i ∈ [s]. Then, some representative set of J
in the direct sum of all matroids Mi has a size at most the product of the ranks of all Mi.

Uniform and (hyperedge) gammoids. We use two classes of representable matroids: uniform
matroids and gammoids. They, along with their truncation and direct sum, are representable
over any large field [7, 14, 17, 21, 22].

Uniform matroid: For a set S and an integer r > 0, the uniform matroid on S of rank
r is the matroid in which the universe set is S and the independent set consists of the
sets containing at most r elements in S.
Gammoid: For a directed graph D = (V, A) and two subsets S and U of V , a gammoid
defined on (D, S, U) is a matroid (U, I) where I consists of the sets X ⊆ U such that
there are |X| pairwise vertex-disjoint paths in D from S to X.

In this paper, we define and use hyperedge gammoids to handle hypergraphs.

Hyperedge gammoid: For a hypergraph G and a terminal set T ⊂ V (G), we consider
a directed graph Dsplit defined as follows. First, we start from the undirected graph Dsplit

of which the vertex set is E(G) and ee′ ∈ E(Dsplit) for two e, e′ in E(G) (and V (Dsplit))
if and only if e ∩ e′ is not empty. Then, we replace each undirected edge with two-way
directed arcs. Furthermore, we insert a copy Esink of E(G) into V (Dsplit). We call the copy
in Esink of a hyperedge e ∈ E(G) a sink-only copy of e, and denote it by sink(e). We insert
one-way arcs from e′ to sink(e) on Dsplit for every e′ ∈ E(G) where e′ ∩ e is not empty.
The hyperedge gammoid of (G, T ) is the gammoid on (Dsplit, ∂GT ⊂ E(G), E(G) ∪ Esink).

Recall that a path of a hypergraph is defined as a sequence of hyperedges such that any
two consecutive hyperedges contain a common vertex. If a path starts or ends at a hyperedge
containing a terminal t, we say that it starts or ends at t to make the description easier. For
a subset F of E(G) ∪ Esink, let FE be the set of hyperedges e of E(G) where e or sink(e) is
contained in F . Even if F contains both e and sink(e), e appears in FE exactly once.

▶ Observation 12. F ⊆ E(G) ∪ Esink is independent in the hyperedge gammoid of (G, T ) if
and only if there exist |F | pairwise edge-disjoint paths from T to FE in G with two exceptions:

Two paths can end at e ∈ E(G) if e ∈ F and sink(e) ∈ F , and
One path can pass through e while another path ends at e if e /∈ F but sink(e) ∈ F .

4.2 Essential Hyperedges in Unbreakable and Dense Instances
Assume that (G, T, c) is d-unbreakable and α-dense with c ≤ d ≤ |T | and α ≥ 35r log d,
where r is the rank of G. In this section, we show that (G, T, c) contains at most |T |dα−1

essential hyperedges which directly implies Theorem 10 for O(c)-unbreakable and Θ(r log c)-
dense instances. Precisely, if there are more than |T |dα−1 hyperedges, then at least one is
non-essential, and thus, the instance is not minimal. Here, k = |T | and r is the rank of G.

The following matroids would be a witness for our claim with i0 = 30r:
One uniform matroid on E of rank (κ + c), where κ = (d/2)α−i0−2,
One (k + c + 1)-truncation M0 of the hyperedge gammoid of (G, T ), and
i0 copies M1, . . . , Mi0 of the (d + c + 1)-truncation of the hyperedge gammoid of (G, T ),
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For a hyperedge e, its appearance in the universe sets of the uniform matroid on E is
denoted by eu. In the universe set of Mi for i ∈ [0, i0], ei and sinki(e) denote the hyperedge
and its sink-only copy, respectively. Note that sink-only copies have no outgoing arc in Dsplit,
where the hyperedge gammoid is defined on the directed graph Dsplit, refer to Section 4.1.

Let M denote the direct sum of the (i0 + 2) matroids described above. For a hyperedge
e ∈ E(G), let J(e) = {eu}∪{sink0(e), . . . , sinki0(e)}. Then, we let J ∗ be the representative set
of {J(e) | e ∈ E(G)} outlined in Lemma 11. The set J ∗ consists of all essential hyperedges.

▶ Lemma 13. J ∗ contains all J(ē) where ē is an essential hyperedge for (G, T, c).

Proof. We fix an essential hyperedge ē and show that J(ē) is in J ∗. To do this, we construct
an independent set in M extended by J(ē), but not extended by J(e) for any hyperedge e ̸= ē.
Let T be a terminal partition with min-cutG(T ) ≤ c such that every minimum multiway
cut of T includes ē. We fix a minimum multiway cut F of T in G, and let (V0, . . . , Vs)
be the vertex partition according to G \ F . We assume that the component V0 maximizes
|T ∩ V0| among V0, . . . , Vs, and V1 maximizes |E(V1)| among V1, . . . , Vs. Additionally, the
other components V2, . . . , Vs are sorted in the decreasing order of capT (·) values. Let Esmall
denote the union of E(Vi0+1), E(Vi0+2), . . . , E(Vs).

Then we consider the following sets whose union will be a witness showing that J(ē)
is in any representative set of {J(e) | e ∈ E(G)}. Let Au denote the subset {eu | e ∈
(Esmall ∪ F ) \ {ē}} of the universe set of the uniform matroid on E of rank κ + c. Let Ag

i

be the subset {ei | e ∈ F ∪ ∂(T ∩ Vi)} of the universe set of Mi for i ∈ [0, i0]. We need to
demonstrate three assertions: (i) Au is extended by {(ē)u} in the uniform matroid on E of
rank κ + c, (ii) Ag

i is extended by {sinki(ē)} in Mi for i ∈ [0, i0], and (iii) any J(e) with
e ̸= ē cannot extend A = Au ∪ (∪i∈[0,i0]A

g
i ) in M. By combining these assertions, we can

conclude that A is extended in M by J(ē) only, which completes the proof of Lemma 13.

Assertion (i). Recall that the size of F is at most c. Then Au is extended by {(ē)u} in the
uniform matroid on E of rank κ + c if |Esmall| ≤ κ because ē is not in (Esmall ∪ F ) \ {ē}.

We first show that
∑

j∈[s] capT (Vj) ≤ (3d + 2rc). Note that every component Vj has at
most d terminals of T for j ∈ [s] because (G, T, c) is d-unbreakable. Precisely, if a component
Vj has more than d terminals, then V0 also contains more than d terminals since we chose
V0 as containing the most terminals, and thus, the d-unbreakable property is violated from
|Vj ∩ T |, |T \ Vj | > d. Let x be the smallest index in [s] such that

∑
j∈[x] |T ∩ Vj | > d. By

choosing x in this manner, the total size of T ∩ Vj for all indices 1 ≤ j < x is at most d, and
for all indices j > x is also at most d due to the d-unbreakable property. Due to |T ∩ Vx| ≤ d,
we have

∑
j∈[s] |T ∩ Vj | ≤ 3d. Moreover, since each hyperedge in F can intersect at most r

components and capT (Vj) = 2|∂GVj | + |T ∩ Vj |, we have
∑

j∈[s] capT (Vj) ≤ (3d + 2rc).
Now we focus on the components Vi0+1, . . . , Vs as follows. Since (G, T, c) is α-dense,

|E(Vj)| ≤ (capT (Vj))α for j ∈ [2, s] by the α-dense property.1 Thus, the ordering capT (V2) ≥
· · · ≥ capT (Vs) implies that capT (Vj) ≤ (3d + 2rc)/(j − 1). Therefore, we have

|Esmall| =
∑

j∈[i0+1,s]

|E(Vj)| ≤
∑

j∈[i0+1,s]

(
3d + 2rc

i0

)α

≤
∑

j∈[i0+1,s]

(
d

4

)α

≤ (d/4)α · rc ≤ (d/2)α+1 · (1/2)α−1
r ≤ (d/2)α−i0−2 = κ.

1 |E(Vj)| = min{|E(Vj)|, |E(V \ Vj)|} ≤ capT (Vj)α for j ∈ [2, s].

ISAAC 2024



21:12 Mimicking Networks for Constrained Multicuts in Hypergraphs

The inequalities follow from i0 = 30r, s ≤ rc, and the assumption we made at the beginning
of this subsection: c ≤ d ≤ k and α ≥ 35r log d ≥ (i0 + 2) log d.2 It implies |Au| ≤ κ + c − 1
due to (ē)u /∈ Au. Therefore, {(ē)u} extends Au in the uniform matroid on E of rank κ + c.

Sketch of Assertions (ii-iii). Details are in the full version. Briefly, Assertions (ii-iii)
holds since there are |F | + 1 pairwise edge-disjoint paths from T \ Vi to F in G for each
component Vi if we allow using ē ∈ F twice while there is no path from T \ Vi to E(Vi)
excluding F . Recall that ē is essential. Therefore, {sinki(e)} extends Ag

i if and only if e = ē

by Observation 12 along with the Menger’s theorem for hypergraphs [26]. ◀

Lemma 14 holds by Lemma 11 and Lemma 13. The detailed proof is in the full version.

▶ Lemma 14. If (G, T, c) is d-unbreakable and α-dense with α ≥ 35r log d, c ≤ d ≤ k, and
m > kdα−1, then there is a non-essential hyperedge.

4.3 Non-Essential Hyperedge in a General Instance
In this section, we show that a minimal multicut-mimicking network of (G, T, c) has at most
|T |cO(r log c) hyperedges. For this achievement, we start by assuming that (G, T, c) has more
than |T |cΩ(r log c) hyperedges, and find a subinstance that has a non-essential hyperedge.
Note that the obtained hyperedge is also non-essential in (G, T, c) by Lemma 3, and thus,
(G, T, c) is not minimal by Lemma 2. Note that we can find a 5c-unbreakable subinstance
(G′, T ′, c) of |T ′|cΩ(r log c) hyperedges [10]. Details are in the full version. In the following,
we suppose that (G, T, c) is a 5c-unbreakable with |T |cΩ(r log c) hyperedges.

We recursively find a subinstance until it satisfies the conditions in Lemma 14. Then it
has a non-essential hyperedge, furthermore, it is also non-essential in the original instance.
Note that constructing a subinstance might increase the size of a hyperedge by inserting two
anchored terminals for a restricted hyperedge. However, it increases the hyperedge size only
if the hyperedge has less than two terminals. Additionally, once increased hyperedge has
two (anchored) terminals. Thus, the rank is increased by at most one even if we obtain a
subinstance recursively. We fix r as the rank of the original instance to avoid confusion.

Construction of non-minimal instance. We suppose that (G, T, c) is d-unbreakable with
d = min{5c, |T |}. Then we show that if G has more than |T |dα(c)−1 hyperedges, (G, T, c)
has a non-essential hyperedge by inductively along m, where α(c) = 35(r + 2) log(5c). Recall
that r is a fixed constant so that the rank of (G, T, c) is at most r + 1, and α is the constant
derived from c only. For simplicity, we use α to denote α(c) when the context is clear. If
(G, T, c) is α-dense, then it has a non-essential hyperedge by Lemma 14.

When (G, T, c) is not α-dense, there is a witness vertex set X ⊆ V with 0 < |E(X)| ≤
|E(V \ X)|, |∂X| ≤ c, and |E(X)| > (capT (X))α.3 If |X ∩ T | > |T \ X|, we replace X with
V \ X. Note that the following inequalities still hold: |∂X| ≤ c, |E(X)| > (capT (X))α, and
|E(V \ X)| > 0. The first one holds since ∂X = ∂(V \ X), and the second one holds since
|T ∩ X| and capT (X) are decreased by the replacement while |E(X)| is increased. The last
holds since we chose X so that E(X), E(V \X) ̸= ∅. Additionally, the size of T ∩X is at most d

since our instance is d-unbreakable. We move to the subinstance (Ĝ[X], TX , cX) with respect
to X, where cX = min{c, |TX |} and TX is the union of terminals T ∩ X and the anchored
terminals. Recall that the size of TX is at most capT (X; G) = |T ∩ X| + 2|∂X| ≤ d + 2c.
Lemma 15, proved in the full version, ensures the safeness of this inductive proof.

2 Precisely, these assumption give us r ·
(

1
2

)α−1 ≤
(

d
2

)−i0−3 which implies the last inequality.
3 (G, T, c) is α-dense if |E(Y )| ≤ (capT (Y ))α for any Y ⊆ V with 0 < |E(Y )| ≤ |E(V \ Y )| and |∂Y | ≤ c.
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▶ Lemma 15. (Ĝ[X], TX , cX) is dX-unbreakable with dX = min{5cX , |TX |}. Additionally,
Ĝ[X] has more than |TX |dα′−1

X hyperedges but less than |E(G)|, where α′ = α(cX).

We recursively obtain a subinstance until it becomes α-dense. Note that k, d, m, and α

change during the recursion while the rank is always at most r + 1, where k and m denote
the number of terminals and hyperedges, respectively, in the current instance. However,
Lemma 15 guarantees that m > kdα−1 holds at each step. Moreover, m is strictly decreased.
Thus, we always reach a d-unbreakable and α-dense instance satisfying the conditions of
Lemma 14, and it has a non-essential hyperedge. It is easy to show that the hyperedge is
also non-essential in the original instance by applying Lemma 3 recursively.

Therefore, a d-unbreakable instance (G, T, c) with m > |T |dα(c)−1 and d = min{5c, |T |}
has a non-essential hyperedge. This section proves Theorem 10.

▶ Theorem 10. Every minimal instance (G, T, c) has at most |T |cO(r log c) hyperedges.

References
1 Charles J. Alpert and Andrew B. Kahng. Recent directions in netlist partitioning: A survey.

Integration, 19(1-2):1–81, 1995. doi:10.1016/0167-9260(95)00008-4.
2 Nikhil Bansal, Ola Svensson, and Luca Trevisan. New notions and constructions of sparsification

for graphs and hypergraphs. In Proceedings of the 60th Annual Symposium on Foundations of
Computer Science (FOCS 2019), pages 910–928, 2019. doi:10.1109/FOCS.2019.00059.

3 Parinya Chalermsook, Syamantak Das, Yunbum Kook, Bundit Laekhanukit, Yang P. Liu,
Richard Peng, Mark Sellke, and Daniel Vaz. Vertex sparsification for edge connectivity. In
Proceedings of the 32nd ACM-SIAM Symposium on Discrete Algorithms (SODA 2021), pages
1206–1225, 2021. doi:10.1137/1.9781611976465.74.

4 Shiri Chechik and Christian Wulff-Nilsen. Near-optimal light spanners. ACM Transactions on
Algorithms (TALG), 14(3):1–15, 2018. doi:10.1145/3199607.

5 Chandra Chekuri and Chao Xu. Minimum cuts and sparsification in hypergraphs. SIAM
Journal on Computing, 47(6):2118–2156, 2018. doi:10.1137/18M1163865.

6 Yu Chen and Zihan Tan. On (1 + ε)-approximate flow sparsifiers. In Proceedings of the 35th
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2024), pages 1568–1605, 2024.
doi:10.1137/1.9781611977912.63.

7 Marek Cygan, Fedor V. Fomin, Łukasz Kowalik, Daniel Lokshtanov, Dániel Marx, Marcin
Pilipczuk, Michał Pilipczuk, and Saket Saurabh. Parameterized algorithms, volume 4(8).
Springer, 2015. doi:10.1007/978-3-319-21275-3.

8 Elias Dahlhaus, David S. Johnson, Christos H. Papadimitriou, Paul D. Seymour, and Mihalis
Yannakakis. The complexity of multiterminal cuts. SIAM Journal on Computing, 23(4):864–
894, 1994. doi:10.1137/S0097539792225297.

9 Arnold Filtser and Shay Solomon. The greedy spanner is existentially optimal. In Proceedings
of the 35th ACM Symposium on Principles of Distributed Computing (PODC 2016), pages
9–17, 2016. doi:10.1145/2933057.2933114.

10 Han Jiang, Shang-En Huang, Thatchaphol Saranurak, and Tian Zhang. Vertex sparsifiers for
hyperedge connectivity. In Proceedings of the 30th Annual European Symposium on Algorithms
(ESA 2022), pages 70:1–70:13, 2022. doi:10.4230/LIPICS.ESA.2022.70.

11 Wenyu Jin and Xiaorui Sun. Fully dynamic s-t edge connectivity in subpolynomial time.
In Proceedings of the 62nd Annual Symposium on Foundations of Computer Science (FOCS
2022), pages 861–872. IEEE, 2022.

12 Jörg Hendrik Kappes, Markus Speth, Gerhard Reinelt, and Christoph Schnörr. Higher-order
segmentation via multicuts. Computer Vision and Image Understanding, 143:104–119, 2016.
doi:10.1016/J.CVIU.2015.11.005.

ISAAC 2024

https://doi.org/10.1016/0167-9260(95)00008-4
https://doi.org/10.1109/FOCS.2019.00059
https://doi.org/10.1137/1.9781611976465.74
https://doi.org/10.1145/3199607
https://doi.org/10.1137/18M1163865
https://doi.org/10.1137/1.9781611977912.63
https://doi.org/10.1007/978-3-319-21275-3
https://doi.org/10.1137/S0097539792225297
https://doi.org/10.1145/2933057.2933114
https://doi.org/10.4230/LIPICS.ESA.2022.70
https://doi.org/10.1016/J.CVIU.2015.11.005


21:14 Mimicking Networks for Constrained Multicuts in Hypergraphs

13 Michael Kapralov, Robert Krauthgamer, Jakab Tardos, and Yuichi Yoshida. Spectral hy-
pergraph sparsifiers of nearly linear size. In Proceedings of the 62nd Annual Symposium on
Foundations of Computer Science (FOCS 2022), pages 1159–1170, 2022.

14 Stefan Kratsch and Magnus Wahlström. Representative sets and irrelevant vertices: New tools
for kernelization. Journal of the ACM, 67(3):1–50, 2020. doi:10.1145/3390887.

15 Robert Krauthgamer and Ron Mosenzon. Exact flow sparsification requires unbounded size.
In Proceedings of the 34th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA
2023), pages 2354–2367, 2023. doi:10.1137/1.9781611977554.CH91.

16 Yang P Liu. Vertex sparsification for edge connectivity in polynomial time. In Proceedings
of the 14th Innovations in Theoretical Computer Science Conference (ITCS 2023), pages
83:1–83:15, 2023. doi:10.4230/LIPICS.ITCS.2023.83.

17 Daniel Lokshtanov, Pranabendu Misra, Fahad Panolan, and Saket Saurabh. Deterministic
truncation of linear matroids. ACM Transactions on Algorithms (TALG), 14(2):1–20, 2018.
doi:10.1145/3170444.

18 Yaowei Long and Thatchaphol Saranurak. Near-optimal deterministic vertex-failure connec-
tivity oracles. In Proceedings of the 63rd Annual Symposium on Foundations of Computer
Science (FOCS 2022), pages 1002–1010, 2022. doi:10.1109/FOCS54457.2022.00098.

19 Anand Louis and Yury Makarychev. Approximation algorithms for hypergraph small set
expansion and small set vertex expansion. Approximation, Randomization, and Combinatorial
Optimization. Algorithms and Techniques, page 339, 2014.

20 Dániel Marx. Parameterized graph separation problems. Theoretical Computer Science,
351(3):394–406, 2006. doi:10.1016/J.TCS.2005.10.007.

21 Dániel Marx. A parameterized view on matroid optimization problems. Theoretical Computer
Science, 410(44):4471–4479, 2009. doi:10.1016/J.TCS.2009.07.027.

22 James Oxley. Matroid theory. In Handbook of the Tutte Polynomial and Related Topics, pages
44–85. Chapman and Hall/CRC, 2022.

23 Muhammet Mustafa Ozdal and Cevdet Aykanat. Hypergraph models and algorithms for
data-pattern-based clustering. Data Mining and Knowledge Discovery, 9:29–57, 2004. doi:
10.1023/B:DAMI.0000026903.59233.2A.

24 Magnus Wahlström. Quasipolynomial multicut-mimicking networks and kernels for multiway
cut problems. ACM Transactions on Algorithms (TALG), 18(2):1–19, 2022. doi:10.1145/
3501304.

25 Zi-Ke Zhang and Chuang Liu. A hypergraph model of social tagging networks. Journal of
Statistical Mechanics: Theory and Experiment, 2010(10):P10005, 2010.

26 Alexander Aleksandrovich Zykov. Hypergraphs, volume 29(6). IOP Publishing, 1974.

https://doi.org/10.1145/3390887
https://doi.org/10.1137/1.9781611977554.CH91
https://doi.org/10.4230/LIPICS.ITCS.2023.83
https://doi.org/10.1145/3170444
https://doi.org/10.1109/FOCS54457.2022.00098
https://doi.org/10.1016/J.TCS.2005.10.007
https://doi.org/10.1016/J.TCS.2009.07.027
https://doi.org/10.1023/B:DAMI.0000026903.59233.2A
https://doi.org/10.1023/B:DAMI.0000026903.59233.2A
https://doi.org/10.1145/3501304
https://doi.org/10.1145/3501304


On HTLC-Based Protocols for Multi-Party
Cross-Chain Swaps
Emily Clark
University of California, Riverside, CA, USA

Chloe Georgiou
University of California, Riverside, CA, USA

Katelyn Poon
University of California, Riverside, CA, USA

Marek Chrobak
University of California, Riverside, CA, USA

Abstract
In his 2018 paper, Herlihy introduced an atomic protocol for multi-party asset swaps across different
blockchains. Practical implementation of this protocol is hampered by its intricacy and computational
complexity, as it relies on elaborate smart contracts for asset transfers, and specifying the protocol’s
steps on a given digraph requires solving an NP-hard problem of computing longest paths. Herlihy
left open the question whether there is a simple and efficient protocol for cross-chain asset swaps in
arbitrary digraphs. Addressing this, we study HTLC-based protocols, in which all asset transfers are
implemented with standard hashed time-lock smart contracts (HTLCs). Our main contribution is
a full characterization of swap digraphs that have such protocols, in terms of so-called reuniclus
graphs. We give an atomic HTLC-based protocol for reuniclus graphs. Our protocol is simple and
efficient. We then prove that non-reuniclus graphs do not have atomic HTLC-based swap protocols.
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1 Introduction

In 2018, Herlihy [9] introduced a model for multi-party asset swaps across different blockchains,
where an asset swap is represented by a strongly connected directed graph, with each vertex
corresponding to one party and each arc representing a pre-arranged asset transfer between
two parties. The goal is to design a protocol to implement the transfer of all assets. The
protocol must guarantee, irrespective of the behavior of other parties, that each honest party
will end up with an outcome that it considers acceptable. The protocol should also discourage
cheating, so that any coalition of parties cannot improve its outcome by deviating from the
protocol. These two conditions are called safety and strong Nash equilibrium, respectively. A
protocol that satisfies these conditions is called atomic.

In this model, Herlihy [9] developed an atomic protocol for asset swaps in arbitrary
strongly connected digraphs. While this result is a significant theoretical advance, its
practical implementation is hampered by its intricacy and high computational complexity,
as it relies on elaborate smart contracts for asset transfers, and specifying the protocol’s
steps on a given digraph requires solving an NP-hard problem of computing longest paths. It
also uses a cryptographic scheme with nested digital signatures that may reveal the graph’s
topology to all parties, raising concerns about privacy.
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Herlihy [9] also mentions a simpler protocol that uses only standard smart contracts
called hashed time-lock contracts (HTLC’s), that require only one secret/hashlock pair and a
time-out mechanism (see [19, 16]). This protocol, however, works correctly only for special
types of digraphs that we call bottleneck graphs. This raises a natural question, already posed
in [9]: Is there a simple and efficient protocol for multi-party asset swaps that is atomic and
works on all strongly connected digraphs?

Our contributions. Motivated by this question, we study HTLC-based protocols, which
are allowed to exchange assets only via HTLC’s. As it turns out, the class of digraphs that
have such protocols is much broader than bottleneck digraphs; in fact, we give a complete
characterization of digraphs that admit HTLC-based protocols. We call them reuniclus
graphs. Roughly, a reuniclus graph can be thought of as a tree of biconnected components,
each being an induced bottleneck subgraph. In this terminology, our main contribution can
be stated as follows:

▶ Theorem 1. A swap digraph G has an atomic HTLC-based protocol if and only if G is a
reuniclus digraph.

The sufficiency condition is proved by providing an atomic HTLC-based protocol for
reuniclus digraphs. The protocol itself is simple and efficient. Also, testing whether a given
graph is a reuniclus graph and, if it is, computing the specification of the protocol for each
party can be accomplished in linear time. (The key ingredient is the algorithm from [12] that
can be used to recognize bottleneck graphs.) Our most technically challenging contribution
is the proof of the necessity condition. This requires showing that the atomicity assumption
implies some structural properties of the underlying graph. By carefully exploiting this
approach, we prove that each digraph with an atomic protocol must have the reuniclus
structure.

Our asset-swap model is in fact a slight generalization of the one in [9], as it uses a
relaxed definition of the preference relation, which allows each party to customize some of
their preferences.

Related work. The problem of securely exchanging digital products between untrustful
parties has been studied since 1990s under the name of fair exchange. As simultaneous
exchange is not feasible in a typical electronic setting, protocols for fair exchange rely on a
trusted party – see for example [15, 7, 3, 1, 2]. In the model from [9], smart contracts play
the role of trusted parties.

With users now holding assets on a quickly growing number of different blockchains,
cross-chain interoperability tools became necessary to allow these users to trade their assets.
An atomic swap concept was one of the proposed tools to address this issue. The concept
itself and some early implementations of asset-swap protocols (see, for example [18]) predate
the work of Herlihy [9].

In recent years there has been intensive research activity on asset-swap protocols. The
preference relation of the participants in the model from [9] is very rudimentary, and some
refinements of this preference model were studied in [4, 11]. Some proposals [14, 20] address
the issue of “ grieving”, when one party needs to wait for the counter-party to act, while
its assets are locked and unaccessible. Other directions of study include investigations of
protocol’s time and space complexity [11], privacy issues [6], security enhancements [13], and
generalizations of swaps to more complex transactions [10, 17, 8].



E. Clark, C. Georgiou, K. Poon, and M. Chrobak 22:3

2 Multi-Party Asset Swaps

The multi-party asset swap problem we address is this: There is a set V of parties, each with
a set of assets that it wishes to exchange for some other assets. Suppose that there is a
way to reassign assets from each current owner to their new owner in such a way that each
party would receive exactly their desired assets. This reassignment is called a multi-party
asset swap. The goal is now to arrange the transfers of these assets. The challenge is that
some parties may deviate from the protocol, attempting to improve their outcome, or even
behave irrationally. To address this, the asset-swap protocol must satisfy the following
safety property in addition to correctness: an outcome of any honest party (that follows the
protocol) must be guaranteed to be acceptable (not worse than its initial holdings), even if
other parties deviate from the protocol or collaboratively attempt to cheat.

Let G = (V, A) be a digraph with vertex set V and arc set A, without self-loops or parallel
arcs. By N in

v we denote the set of in-neighbors of v, by Ain
v its set of incoming arcs, Nout

v are
the out-neighbors of v and Aout

v are its outgoing arcs. Other graph notation and terminology
is standard.

Clearing service. We assume the existence of a market clearing service, where each party
submits its proposed exchange (the collections of its current and desired assets). If a swap is
possible, the clearing service constructs a digraph G = (V, A) representing this swap. Each
arc (u, v) of G represents the intended transfer of one asset from its current owner u (the
seller) to its new owner v (the buyer). For simplicity, we assume that any party can transfer
only one asset to any other party, and we identify assets with arcs, so (u, v) denotes both
an arc of G and the asset of u to be transferred to v. The service ensures that G satisfies
the assumptions of the swap protocol, and it informs each party of the protocol’s steps.
Importantly, we do not assume that the parties trust the market clearing service.

Secrets and hashlocks. We allow each party v to create a secret value sv, and convert it
into a hashlock value hv = H(sv), where H() is a one-way permutation. The value of sv is
secret, meaning that no other party has the capability to compute sv from hv. The hashlock
values can be made public.

Hashed time-lock contracts (HTLCs). Asset transfers are realized with smart contracts,
which are simply pieces of code running on a blockchain. The contracts used in our model
are called hashed time-lock contracts, or HTLCs, for short, and are defined as follows: Each
contract is associated with an arc (u, v) of G, and is used to transfer the asset (u, v) from u

to v. It is created by u, with u providing it with the asset, timeout value τ , and a hashlock
value h. Once this contract is created, the possession of the asset is transferred from u to the
contract. The counter-party v can access the contract to verify its correctness; in particular,
it can learn the hashlock value h. There are two ways in which the asset can be released: (1)
One, v can claim it. To claim it successfully, v must provide a value s such that H(s) = h

not later than at time τ . When this happens, the smart contract transfers the asset to v,
and it gives s to u. (2) Two, the contract can expire. As soon as the current time exceeds τ ,
and if the asset has not been claimed, the contract returns the asset to u.

Further overloading notation and terminology, we will also refer to the contract on arc
(u, v) as “contract (u, v)”. If this contract has hashlock hx of a party x (where x may be
different from u and v), we will say that it is protected by hashlock hx or simply protected by
party x.

ISAAC 2024
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Protocols. In an execution of P there is no guarantee that all parties actually follow P.
When we refer to an honest or conforming party u, we mean that u follows P, except when
it can infer that not all parties follow P. From that point on, u may behave arbitrarily (but
still rationally).

In an HTLC-based protocol, all asset transfers are implemented with HTLCs, and no other
interaction between the parties is allowed. Each party can create one secret/hashlock pair.
These hashlock values are distributed via smart contracts (or can simply be made public).

Outcomes. For each party v, v’s outcome associated with an execution of a protocol P is
specified by the sets of assets that are relinquished and acquired by v. Thus such an outcome
is a pair ω =

〈
ωin | ωout

〉
, where ωin ⊆ Ain

v and ωout ⊆ Aout
v . To reduce clutter, instead of

arcs, in
〈
ωin | ωout

〉
we can list only the corresponding in-neighbors and out-neighbors of v;

for example, instead of ⟨{(x, v), (y, v)} | {(v, z)}⟩ we will write ⟨x, y | z⟩.
An outcome ω =

〈
ωin | ωout

〉
of some party u is called acceptable if in this outcome u

retains all its own assets or it gains all incoming assets. That is, either ωin = Ain
v or ωout = ∅.

The following two types of outcomes are particularly significant: Dealv =
〈
Ain

v | Aout
v

〉
represents an outcome where all prearranged asset transfers involving v are completed, and
NoDealv = ⟨∅ | ∅⟩ represents an outcome where none of the prearranged asset transfers
involving v is completed. We will skip the subscript v in these notations whenever v is
understood from context1.

For a set C of parties, its set Ain
C of incoming arcs consists of arcs (u, v) with u /∈ C

and v ∈ C. The set Aout
C of outgoing arcs is defined analogously. With this, the concept of

outcomes and its properties extend naturally to sets of parties (“coalitions”). For example,
an outcome of C is acceptable if it either contains all incoming arcs of C or does not contain
any outgoing arcs of C.

The preference relation. A preference relation of a party v is a partial order on the set
of all outcomes for v that satisfies the following three properties: (p1) If ωin

1 ⊆ ωin
2 and

ωout
1 ⊇ ωout

2 , then ω2 is preferred to ω1 ; (p2) If ω is unacceptable then NoDeal is preferable
to ω; (p3) Deal is better than NoDeal. These are natural: (p1) says that it is better to
receive more assets and relinquish fewer assets, and without (p3) v would have no incentive
to participate in the protocol. The preference relation captures rational behavior, leading to
the definition of Nash equilibrium property, below.

Protocol properties. Following [9], we define the following properties of a swap protocol P:
Liveness: P is live if each party ends up in Deal, providing that all parties follow P.
Safety: P is safe if each honest party ends up in an acceptable outcome, independently of

the behavior of other parties.
Strong Nash Equilibrium: P has the strong Nash equilibrium property if for any set C of

parties, if all parties outside C follow P then the parties in C cannot improve the outcome
of C by deviating from P.

Atomicity: P is called atomic if it’s live, safe, and has the strong Nash equilibrium property.

The lemma below is a mild extension of the one in [9]. The point of the lemma is that, in
Herlihy’s preference model, the strong Nash equilibrium property comes for free. The strong
connectivity assumption is necessary for the safety property to hold, see [9]. (See the full
paper for the easy proof.)

1 Herlihy [9] defines other types of outcomes: Discount, FreeRide and Underwater, but these are not
essential – see the full version of the paper.
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▶ Lemma 2. Assume that digraph G is strongly connected. If a protocol P is live and safe
then P is atomic.

3 An Atomic Protocol for Reuniclus Digraphs

In this section we give an atomic asset-swap protocol for reuniclus digraphs. First, in
Section 3.1, we describe an atomic protocol for bottleneck digraphs called Protocol BDP.
This protocol is mostly equivalent to the simplified protocol from [9, Section 4.6]. We include
it here, because it serves as a stepping stone to our full protocol for reuniclus digraphs that
is presented in Section 3.2.

3.1 Protocol BDP for Bottleneck Digraphs

Protocol BDP for leader ℓ:
At time 0: Create a secret sℓ and com-
pute hℓ = H(sℓ). For each arc (ℓ, v),
create contract with hashlock hℓ and
timeout τℓv = D∗ + D+

v .
At time D∗: Claim all incoming assets
using secret sℓ.

Protocol BDP for a follower u:
At time D−

u : For each arc (u, v), create
contract with hashlock h and timeout
τuv = D∗ + D+

v .
At time D∗ + D+

u : Let s be the secret
obtained from the contract for some
claimed outgoing assets. Use s to claim
all incoming assets.

Figure 1 Protocol BDP, for the leader on the left, and for the followers on the right. Each
bullet-point step takes one time unit. In the description we tacitly assume that u aborts if it detects
any deviation from the protocol.

A vertex v in a digraph G is called a bottleneck vertex if it belongs to each cycle of G.
If G is strongly connected and has a bottleneck vertex then we refer to G as a bottleneck
digraph.

We now describe Protocol BDP for a bottleneck digraph G. One bottleneck vertex of G is
designated as the leader. This leader, denoted ℓ, creates its secret/hashlock pair (sℓ, hℓ). The
other vertices are called followers. Protocol BDP has two phases. The first phase, initiated
by ℓ, creates all contracts. Each follower waits for all the incoming contracts to be created,
and then creates the outgoing contracts. For followers, the timeout values for all incoming
contracts are strictly larger than the timeout values for all outgoing contracts. In the second
phase the assets are claimed, starting with ℓ claiming its incoming assets. Now the process
proceeds backwards. For each follower v, when any of its outgoing assets is claimed, v learns
the secret value sℓ, and it can now claim its incoming assets.

The detailed description of this protocol is given in Figure 1. In the protocol, D−
v denotes

the maximum distance from ℓ to v, defined as the maximum length of a simple path from ℓ

to v. In particular, D−
ℓ = 0. The values D−

y are used in contract creation times. By D∗ we
denote the maximum length of a simple cycle in G, so D∗ = maxz∈Nin

ℓ
D−

z + 1.
In the timeout values, the notation D+

v is the maximum distance from v to ℓ. Naturally,
we have maxz∈Nout

ℓ
D+

z + 1 = D∗. Note that, for each v, the timeouts of all incoming
contracts (u, v) are equal to D∗ + D+

v , exactly when v claims them. Also, if v ̸= ℓ then
D∗ + D+

v is larger than the timeout D∗ + D+
w of each outgoing contract (v, w).

▶ Theorem 3. If G is a bottleneck digraph, then Protocol BDP is an atomic swap protocol
for G.
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The safety property should be intuitive: The leader protects its outgoing assets, so it will
lose these assets only if it first claims its incoming assets. If a follower loses an outgoing
asset, it has at least one time unit to claim its incoming assets. The formal proof is similar
(in fact, easier) to that for reuniclus graphs and omitted. (See the full version.)

3.2 Protocol RDP for Reuniclus Digraphs
Reuniclus digraphs. A strongly connected digraph G is called a reuniclus digraph if there
are vertices b1, b2, ..., bp ∈ G, induced subgraphs G1, G2, ..., Gp of G, and a rooted tree K
whose nodes are b1, b2, ..., bp, such that: (rg1) Each digraph Gj is a bottleneck subgraph,
with bj being its bottleneck vertex. We call Gj a bottleneck component of G and the home
component of bj . (rg2) If i ̸= j, then Gi ∩ Gj = {bj} if bi is the parent of bj in K, and
Gi ∩ Gj = ∅ otherwise.

We refer to K as the control tree of G. (See Figure 2 for an example.) We extend the
tree terminology to relations between bottleneck components, or between bottleneck vertices
and components, in a natural fashion. Intuitively, a reuniclus graph G can be divided into
bottleneck components. Overlaps are allowed only between two components if one is the
parent of the other in the control tree K, in which case the overlap is just a single vertex
that is the bottleneck of the child component.

k u

b

j

x

d

z

y

h

c

BU X

Y

f

Z
g

b

u x

y z

Figure 2 An example of a reuniclus graph (left) and its control tree (right). The bottleneck
components (circled) are B, U , X, Y and Z. Their designated bottleneck vertices are b, u, x, y

and z.

From the definition, the set of all bottleneck vertices in G forms a feedback vertex set of
G. These bottleneck vertices are articulation vertices of G. Each bottleneck component may
consist of several biconnected components that share the same bottleneck vertex.

Protocol RDP. Protocol RDP can be thought of as a hierarchical extension of Protocol BDP.
Each bottleneck vertex bj is called the leader of Gj . It creates a secret/hashlock pair (sj , hj),
and its hashlock hj is used to transfer assets within Gj , while the transfer of assets in the
descendant components of bj is “delegated” to the children of bj in K. We assume that the
root component of K is G1, and its bottleneck b1 is called the main leader, denoted also by ℓ.
All non-leader vertices are called followers.

Protocol RDP has two phases: contract creation and asset claiming. In the first phase, at
time 0 all leaders create the outgoing contracts within their home bottleneck components.
Then the contracts are propagated within the bottleneck components, to some degree inde-
pendently; except that each leader bj creates its outgoing contracts in its parent component
Gi only after all its incoming contracts, both in Gi and Gj , are created. This ensures that at
that time all contracts in its descendant components will be already created.



E. Clark, C. Georgiou, K. Poon, and M. Chrobak 22:7

Protocol RDP for a leader bj ∈ Gi ∩ Gj :
At time 0: Generate secret sj and compute hj = H(sj). For each arc (bj , v) in Gj ,
create contract with hashlock hj and timeout τbjv = B∗ + D+

v .
At time B−

bj
: For each arc (bj , v) in Gi create its contract with hashlock h and timeout

τbjv = B∗ + D+
v .

At time B∗ + D+
bj

: Claim all incoming assets, using secret s in Gi and secret sj in Gj .

Figure 3 Protocol RDP for a sub-leader bj , namely the bottleneck vertex of Gj that also belongs
to its parent component Gi. Recall that B−

u denotes the maximum distance from some leader to u

along a path that satisfies conditions (i)-(iii), and that B∗ = B−
ℓ . D+

v is the maximum length of a
simple path from v to ℓ. We assume that bj aborts when it detects any deviation from the protocol.

In the asset claiming phase, the main leader ℓ is the first to claim the incoming contracts.
The behavior of followers is the same as in Protocol BDP: they claim the incoming assets one
step after all their outgoing assets were claimed. The behavior of all non-main leaders is more
subtle. Each such sub-leader bj waits until all its outgoing assets in the parent component
are claimed, and then it claims all of its incoming assets.

The full protocol for non-main leaders bj is given in Figure 3. Figure 4 shows timeout
values for the reuniclus graph in Figure 2. In what follows we explain some notations used in
the protocol.

As before, we use notation D+
y for the maximum distance from y to ℓ in G. We also

need the concept analogous to the maximum distance from a leader, but this one is a little
more subtle than for bottleneck graphs, because we now need to consider paths whose initial
bottleneck vertex can be repeated once on the path. Formally, if v ∈ Gi, then B−

v denotes
the maximum length of a path with the following properties: (i) it starts at some leader bj

that is a descendant of bi (possibly bj = bi), (ii) it ends in v, and (iii) it does not repeat
any vertices, with one possible exception: it can only revisit bj , and if it does, it either ends
or leaves Gj (and continues in the parent component of bj). (This can be interpreted as a
maximum path length in a DAG obtained by splitting each leader into two vertices, one with
the outgoing arcs into its home component and the other with all other arcs.) For example,
in the graph in Figure 2, one allowed path for v = u is x − y − z − d − g − x − j − u.

These values can be computed using auxiliary values B−
uv defined for each edge (u, v).

Call an edge (u, v) a bottleneck edge if u is a bottleneck vertex, say u = bj , and v ∈ Gj .
That is, bottleneck edges are the edges from bottleneck vertices that go into their home
components. First, for each bottleneck edge (bj , v) let B−

bjv = 0. Then, for each vertex u and
each non-bottleneck edge (u, v) let B−

u = B−
uv = max(x,u) B−

xu + 1, where the maximum is
over all edges (x, u) entering u. By B∗ we denote the value of B−

ℓ .
The values B−

z determine contract creation times. As shown in Figure 3, each leader
bj creates its contracts in its home component at time 0. Each other contract (u, v) will
be created at time B−

u . The last contract will be created by some in-neighbor of ℓ at time
step B∗ − 1. Then ℓ will initiate the contract claiming phase at time B∗. Analogous to
Protocol BDP, each party u will claim its incoming contracts at time B∗ + D+

u , which is its
timeout value.

▶ Theorem 4. If G is a reuniclus digraph, then Protocol RDP is an atomic swap protocol
for G.

Proof. According to Lemma 2, it is sufficient to prove only the liveness and safety properties.
Liveness. The liveness property is quite straightforward. Each party u ̸= ℓ has exactly
one time unit, after its last incoming contract is created, to create its outgoing contracts.
This will complete the contract creation at time B∗ − 1. Thus at time B∗ leader ℓ can claim
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Figure 4 Timeout values and hashlocks for Protocol RDP for the graph in Figure 2. The main
leader is ℓ = b. We have B∗ = 9 (this is the length of path y − c − y − z − d − g − x − j − u − b).

its incoming assets. For any other party u, each incoming asset (x, u) of u has timeout
τxu = B∗ + D+

u . If u is a follower then all the outgoing assets of u will be claimed before
time τxu, and if u is a non-main leader then all of u’s outgoing assets in its parent component
will be claimed before time τxu. So u can claim all incoming assets at time τxu.

Safety. The proof of the safety condition for the main leader ℓ and pure followers is the
same as in Protocol BDP for bottleneck digraphs. So here we focus only on non-main leaders.

Let bj be a non-main leader whose parent component is Gi. Assume that bj follows the
protocol. So, according to Protocol RDP, bj will create its outgoing contracts in Gj at time 0.
Before creating its outgoing contracts in Gi, bj checks if all incoming contracts are created.
If any of its incoming contracts is not created or not valid, bj will abort without creating its
outgoing contracts in Gi. Thus its outcome will be NoDeal.

We can thus assume that all incoming contracts of bj are created and correct; in particular
all incoming contracts in Gj have hashlock hj and all incoming contracts in Gi have the same
hashlock h (which may or may not be equal to hi). Then bj creates its outgoing contracts in
Gi, as in the protocol. We now need to argue that if any of bj ’s outgoing assets is successfully
claimed then bj successfully claims all its incoming assets.

Suppose that some outgoing asset of bj , say (bj , w) is successfully claimed by w. Two
cases arise, depending on whether w is in Gi or Gj .

If w ∈ Gi then from contract (bj , w) will provide bj with some secret value s for which
H(s) = h, because bj used h for its outgoing contracts in Gi. At this point, bj has both
secret values s and sj , and the timeout of all incoming contracts of bj is greater than the
timeout of (bj , w). Therefore bj has the correct secrets and at least one time unit to claim
all incoming contracts, and its outcome will be Deal or Discount, thus acceptable.

In the second case, w ∈ Gj , the home component of bj . For w to successfully claim
(bj , w), it must have the value of sj . But, as bj follows the protocol, it releases sj only when
claiming all incoming assets. So at this time bj already has all incoming assets. Therefore in
this case the outcome of bj is also either Deal or Discount. ◀

4 A Characterization of Digraphs that Admit HTLC-Based Protocols

This section proves Theorem 1. By straightforward inspection, Protocol RDP from Section 3.2
is HTLC-based: each party creates at most one secret/hashlock pair, and all contracts are
transferred using HTLC’s. This already proves the (⇐) implication in Theorem 1.

It remains to prove the (⇒) implication, namely that the existence of an atomic HTLC-
based protocol implies the reuniclus property of the underlying graph. We divide the proof
into two parts. First, in Section 4.1 we establish some basic properties of HTLC-based
protocols. Using these properties, we then wrap up the proof of the (⇒) implication in
Section 4.2.
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4.1 Basic Properties of HTLC-Based Protocols
Let P be an HTLC-based protocol for a strongly connected digraph G, and for the rest of
this section assume that P is atomic. We now establish some fundamental properties that
must be satisfied by P.

Most of the proofs of protocol properties given below use the same fundamental approach,
based on an argument by contradiction: we show that if P did not satisfy the given property
then there would exist a (non-conforming) execution of P in which some parties, by deviating
from P, would force a final outcome of some conforming party to be unacceptable, thus
violating the safety property.

For illustration, we include the proofs for Lemma 5 and for some other theorems and
corollaries later in the section. See the full version [5] for the missing proofs.

▶ Lemma 5. If some party successfully claims an incoming asset at some time t, then all
contracts in the whole graph must be placed before time t.

Proof. Assume that a party v successfully claims an asset (u, v) at time t. Towards con-
tradiction, suppose that there is some arc (x, y) for which the contract is still not placed
at time t. Since G is strongly connected, there is a path y = u1, u2, ..., up = u from y to u

in G. Let also u0 = x and up+1 = v. Now consider an execution of P in which all parties
except x are conforming, x follows P up to time t − 1, but later it never creates contract
(x, y). This execution is indistinguishable from the conforming execution up until time t − 1,
so at time t node v will claim contract (u, v). Since the first asset on path u0, u1, ..., up+1 is
not transferred and the last one is, there will be a party uj on this path, with 1 ≤ j ≤ p,
for which asset (uj−1, uj) is not transferred but (uj , uj+1) is. But then the outcome of uj is
unacceptable even though uj is honest, contradicting the safety property of P. ◀

Lemma 5 is important: it implies that P must consist of two phases: the contract creation
phase, in which all parties place their outgoing contracts (by the liveness property, all
contracts must be created), followed by the asset claiming phase, when the parties claim
their incoming assets.

▶ Lemma 6. Suppose that at a time t a party v creates an outgoing contract protected by a
party different than v. Then all v’s incoming contracts must be created before time t.

Consider now the snapshot of of P right after the contract creation phase, when all
contracts are already in place but none of the assets are yet claimed. Lemma 6 implies the
following:

▶ Corollary 7.
(a) If on some path each contract except possibly the first is not protected by its seller, then

along this path the contract creation times strictly increase.
(b) Each cycle must contain a contract protected by its seller.

Next, we establish some local properties of P; in particular we will show that for each
party v there is at most one other party that protects contracts involving v.

▶ Lemma 8. If a party v has an incoming contract protected by some party x different from
v then:
(a) Party v has at least one outgoing contract protected by x;
(b) All contracts involving v are protected either by v or by x.
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▶ Lemma 9. Let P = u1, u2, ..., uk be a simple path whose last contract is protected by some
party z /∈ {u1, u2, ..., uk−1}. Then for each i = 1, ..., k − 1, contract (ui, ui+1) is protected by
one of the parties ui+1, ui+2, ..., uk−1, z. Consequently, each contract on P is not protected
by its seller.

▶ Lemma 10. If all incoming contracts of a party v are protected by v then all outgoing
contracts of v are also protected by v.

Intuitively, if v had an outgoing contract protected by some other party x but not an
incoming contract protected by x, then this outgoing contract would be “redundant” for
v, since v does not need the secret from this contract to claim an incoming contracts. The
lemma shows that the issue is not just redundancy – this is in fact not even possible if the
protocol is atomic.

▶ Lemma 11. If a party v has an outgoing contract protected by some party x different from
v then it has an incoming contract protected by x.

▶ Lemma 12. A party v has an incoming contract protected by v if and only if it has an
outgoing contract protected by v.

The theorem below summarizes the local properties of the contracts involving a party v.

▶ Theorem 13. Consider the contracts involving a party v, both incoming and outgoing.
(a) For each party x (which may or may not be v), v has an incoming contract protected by

x if and only if v has an outgoing contract protected by x.
(b) If there are any contracts protected by v, then at least one incoming contract protected by

v has a smaller timeout than all outgoing contracts protected by v.
(c) There is at most one party x ̸= v that protects a contract involving v. For this x, all

timeouts of the outgoing contracts protected by x are smaller than all timeouts of the
incoming contracts (no matter what party protects them).

Proof.
(a) This part is just a restatement of the properties established earlier. For x = v, the

statement is the same as in Lemma 12. For x ̸= v, if v has an incoming contract protected
by x then, by Lemma 8, it must have an outgoing contract protected by x, and if v

has an outgoing contract protected by x then, by Lemma 11, it must have an incoming
contract protected by x.

(b) Let (v, w) be an outgoing contract protected by v whose timeout value τvw is smallest.
Consider any path P from w to v with all contracts on P protected by v. (This path must
exist. To see this, starting from w follow contracts protected by v. By Corollary 7(b),
eventually this process must end at v.) Then part (b) of Theorem 13 implies that along
this path timeout values must decrease, so its last contract (u, v) must satisfy τuv < τvw.
Thus, by the choice of w, the timeout value of (u, v) is smaller than all timeout values of
the outgoing contracts protected by v.

(c) Let x ̸= v. If v has an incoming contract protected by x then, by Lemma 8, all contracts
involving v but not protected by v are protected by x. If v has an outgoing contract
protected by x then Lemma 11 implies that some incoming contract is protected by x.

We now consider the claims about the timeout values. Let (v, w) be an outgoing contract
protected by x, and let (u, v) be an incoming contract. Towards contradiction, suppose that
in P the timeouts of these contracts satisfy τuv ≤ τvw. Denote by t∗ the first step of P after
the contract creation phase. We consider two cases, depending on whether (u, v) is protected
by x or v.
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Case 1: contract (u, v) is protected by x. We consider an execution of P where all parties
follow P until time t∗ − 1. Then, starting at time t∗, we alter the behavior of some parties, as
follows: all parties other than v, w and x will abort the protocol, x will provide its secret sx

to w, and w will claim asset (v, w) at time τvw. This way, the earliest v can claim asset (u, v)
is at time τvw + 1, which is after timeout τuv. Thus v ends up in an unacceptable outcome,
giving us a contradiction, which completes the proof of (b).
Case 2: contract (u, v) is protected by v. We can assume that its timeout τuv is minimum
among all incoming contracts protected by v. (Otherwise, in the argument below replace
(u, v) by the incoming contract protected by v that has minimum timeout.) Let (v, y) be any
outgoing contract protected by v. From part (b), we have that τuv < τvy. Let also (z, v) be
any incoming contract protected by x.

We now consider an execution of P where all parties follow the protocol until time t∗ − 1.
At time t, all parties other than u, w, x, y, z abort the protocol, and x gives its secret sx to
w. As time proceeds, v may notice that some parties do not follow the protocol, so, even
though v is honest, from this time on it is not required to follow the protocol. We show that
independently of v’s behavior, it can end up in an unacceptable outcome, contradicting the
safety property of P.

To this end, we consider two possibilities. If v does not claim (u, v) at or before time τuv,
then w can claim (v, w) at time τvw, so v will lose asset (v, w) without getting asset (u, v).
On the other hand, if v claims (u, v), then u can give secret sv to y who can then claim asset
(v, y), and w will not claim asset (v, w), so v will not be able to claim asset (z, v), as it will
not have secret sx. In both cases, the outcome of v is unacceptable. ◀

We now use the above properties to establish some global properties of P. The first
corollary extends Corollary 7, and is a direct consequence of Theorem 13(b).

▶ Corollary 14. If on some path each contract except possibly the first is not protected by the
seller, then along this path the timeout values strictly decrease.

The next corollary follows from Corollaries 7 and 14.

▶ Corollary 15. Let P be a path such that all contracts on P except possibly the first are
protected by a party x that is not an internal vertex of P . Then all contract creation times
along P strictly increase and all timeout values strictly decrease.

▶ Corollary 16.
(a) Let (u, v) be a contract protected by some party x other than v. Consider a path P

starting with arc (u, v), that doesn’t contain x as an internal vertex and on which each
contract is not protected by its seller. Then all contracts along P are protected by x.

(b) Let (u, v) be a contract protected by some party x other than u. Consider a path P ending
with arc (u, v), that doesn’t contain x as an internal vertex and on which each contract
is not protected by its buyer. Then all contracts along P are protected by x.

Proof.
(a) The corollary follows easily by repeated application of Theorem 13. Let (v, w) be the

second arc on P . By the assumption, (v, w) is not protected by v, and since v has an
incoming contract protected by x and x ̸= v, Theorem 13 implies that contract (v, w)
must be also protected by x. If w = x, this must be the end of P . If w ≠ x, then w has
an incoming contract protected by x, so we can repeat the same argument for w, and so
on. This implies part (a).

(b) The proof for this part is symmetric to that for part (a), with the only difference being
that we proceed now backwards from u along P . ◀
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▶ Theorem 17.
(a) Let P be a simple path starting at a vertex x whose last contract is protected by x. Then

all contracts on P are protected by x.
(b) Let Q be a simple path ending at a vertex x whose first contract is protected by x. Then

all contracts on Q are protected by x.

Proof. (a) Let P = u1, u2, ..., up+1, where u1 = x and (up, up+1) is protected by x. The
proof is by contradiction. Suppose that P violates part (a), namely it contains a contract not
protected by x. (In particular, this means that p ≥ 2.) We can assume that among all simple
paths that violate property (a), P is shortest. (Otherwise replace P in the argument below
by a shortest violating path.) Then (up−1, up) is not protected by x, because otherwise the
prefix of P from x to up would be a violating path shorter than P . So (up−1, up) is protected
by up. Using Lemma 9, each contract on the path u1, u2, ..., up is not protected by the seller.
Since (up, up+1) is protected by x and x ≠ up, each contract on P is not protected by its
seller.

x

u3 u4

u5

u6

u7

u8
u9

u4
u5 u8

u8

u8

xx
xx

x

P

P'

u2 u4
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Figure 5 Illustration of the proof of Theorem 17(a). Path P is marked with solid arrows, path
P ′ is marked with dashed arrows. Here, p = 8 and u1 = x. The labels on edges show the parties
that protect them.

Next, we claim that there is a simple path P ′ from up+1 to x whose all contracts are
protected by x. If up+1 = x, this is trivial, so assume that up+1 ̸= x. Then, since up+1 has
an incoming contract protected by x and x ̸= up+1, up+1 must have an outgoing contract
(up+1, w) protected by x. If w = x, we are done. Else, we repeat the process for w, and so
on. Eventually, extending this path we must end at x, for otherwise we would have a cycle
with all contracts protected by x but not containing x, contradicting Corollary 7(b). This
proves that such path P ′ exists. Since all contracts on P ′ are protected by x, they are not
protected by their sellers.

Finally, let C be the cycle obtained by combining paths P and P ′. (See Figure 5.) Then
every contract on C is not protected by its seller, contradicting Corollary 7, completing the
proof. ◀

4.2 Proof of the (⇐) Implication in Theorem 1
In this section we use the protocol properties established in the previous section to prove
necessary conditions for a digraph to admit an atomic HTLC protocol. We start with
protocols that use only one common hashlock for the whole graph. (See the full version for
the missing proofs.)

▶ Lemma 18. Suppose that G has an atomic HTLC protocol P in which only one party
creates a secret/hashlock pair. Then G must be a bottleneck graph.

We now consider the general case, when all parties are allowed to create secret/hashlock
pairs. The lemma below establishes the (⇒) implication in Theorem 1.
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▶ Lemma 19. Suppose that G has an atomic HTLC protocol P. Then G must be a reuniclus
digraph.

Proof. Recall what we have established so far in Section 4.1. From Theorem 13(c) we know
that, for each party u, all contracts involving u are protected either by u or by just one other
party. Using this property, we define the control relation on parties, as follows: If u has
any contracts protected by some other party x, we will say that x controls u. Let K be a
digraph whose vertices are the parties that created secret/hashlock pairs, and each arc (u, x)
represents the control relation, meaning that x controls u. We want to prove that K is a tree.

Each node in K has at most one outgoing arc. This property already implies that each
connected component of K is a so-called 1-tree, namely a graph that has at most one cycle.
So in order to show that K is actually a tree, it is sufficient to show the two claims below.

▷ Claim 20. K does not have any cycles.

We now prove Claim 20. Towards contradiction, suppose that K has a cycle C =
v1, v2, ..., vk, vk+1, where vk+1 = v1. Consider any arc (vi, vi+1) on C. This arc represents
that vi+1 controls vi. So, in G, vi has an outgoing contract protected by vi+1. Let Pi be
any path in G starting with this contract and ending at vi+1. Then Theorem 17(b) gives us
that all contracts on Pi are protected by vi+1. Combining these paths P1, ..., Pk we obtain a
cycle C ′ in G. Then in C ′, each contract is not protected by its seller, which would contract
Corollary 7(b). This completes the proof of Claim 20.

▷ Claim 21. K has only one tree.

From Claim 20 we know that each (weakly) connected component of K is a tree. The
roots of these trees have the property that their contracts are not protected by any other
party. To prove Claim 21, suppose towards contradiction that K has two different trees,
and denote by r and r′ the roots of these trees. Since r, r′ are roots of trees, all contracts
involving r are protected by r and all contracts involving r′ are protected by r′. Consider
any simple path P = u1, u2, ..., uk from u1 = r to r′ = uk. Since the last contract on P is
protected by r′ and r′ is not in {u1, u2, ..., uk−1}, Lemma 9 implies that all contracts on this
path are not protected by their sellers. But this contradicts the fact that (u1, u2) is protected
by u1. This completes the proof of Claim 21.

We now continue with the proof of the theorem. Denote by b1, b2, ..., bp the nodes of K.
For each bj , define Gj to be the subgraph induced by the contracts protected by bj . That
is, for each contract (u, v) protected by bj we add vertices u, v and arc (u, v) to Gj . The
necessary properties (rg1) and (rg2) follow from our results in Section 4.1. It remains to
show that subgraphs G1, G2, ..., Gp, together with tree K, satisfy conditions (rg1) and (rg2)
that characterize reuniclus graphs.

Consider some u ̸= bj that is in Gj . By the definition of Gj , u is involved in a contract
protected by bj . Then Theorem 13 gives us that u has both an incoming and outgoing
contract protected by bj . Take any path P starting at an outgoing contract of u protected
by bj and ending at bj . Then Theorem 17(b) implies that all contracts on P are protected
by bj . By the same reasoning, there is a path P ′ starting at bj and ending with an incoming
contract of u protected by bj . Then, by Theorem 17(a) all contracts on P ′ are protected by
bj . This gives us that Gj is strongly connected. And, by Corollary 7, Gj cannot contain a
cycle not including bj . Therefore Gj is a bottleneck graph with bj as its bottleneck.

We also need to prove that Gj is in fact an induced subgraph, that is, if u, v ∈ Gj and G

has an arc (u, v), then (u, v) ∈ Gj as well. That is, we need to prove that (u, v) is protected
by bj . Suppose, towards, contradiction, that (u, v) is protected by some bi ≠ bj . Then both
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u and v are involved in contracts protected by both bi and bj , and this implies that u = bi

and v = bj , or vice versa. And this further implies that bi would be protected by bj and vice
versa, which would be a cycle in K, contradicting that K is a tree. This completes the proof
of property (rg1).

Finally, consider property (rg2). If a vertex u is not any of designated bottleneck vertices
b1, b2, ..., bp, then, by Theorem 13, all its contracts are protected by the same party, which
means that it belongs to exactly one graph Gj . On the other hand, if u = bj , then again by
Theorem 13, it is involved only in contracts protected by itself and one other party, say bi.
But then it belongs only to Gj and Gi, completing the proof of (rg2). ◀

5 Final Comments

We have provided a full characterization of digraphs for which there exist atomic HTLC-based
protocols for asset swaps, by proving that these digraphs are exactly the class of reuniclus
graphs. Our work raises several natural open problems and leads to new research directions,
including the following:

One natural extension of HTLCs would be to allow multiple hashlocks in a contract. We
can show that there are non-reuniclus graphs that have atomic protocols based on such
contracts, and that there are strongly connected digraphs that don’t, although at this
time we do not have a full characterization of digraphs that admit such protocols.
A further extension would be to allow different hashlocks in the same contract have
different timeouts. What types of graphs can be handled with such protocols?
More generally, are there any simple generalizations of HTLCs that lead to atomic
protocols for arbitrary graphs?
Herlihy’s method requires computing longest paths in graphs in order to specify the
protocol’s steps on a given digraph. Are longest paths truly necessary to assure the safety
property in arbitrary graphs? If so, it would be interesting to prove this, say via some
sort of computational-hardness result.
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Abstract
An abstract topological graph (AT-graph) is a pair A = (G, X ), where G = (V, E) is a graph
and X ⊆

(
E
2

)
is a set of pairs of edges of G. A realization of A is a drawing ΓA of G in the plane

such that any two edges e1, e2 of G cross in ΓA if and only if (e1, e2) ∈ X ; ΓA is simple if any two
edges intersect at most once (either at a common endpoint or at a proper crossing). The AT-graph
Realizability (ATR) problem asks whether an input AT-graph admits a realization. The version of
this problem that requires a simple realization is called Simple AT-graph Realizability (SATR).
It is a classical result that both ATR and SATR are NP-complete [16, 19].

In this paper, we study the SATR problem from a new structural perspective. More precisely,
we consider the size λ(A) of the largest connected component of the crossing graph of any realization
of A, i.e., the graph C(A) = (E, X ). This parameter represents a natural way to measure the level
of interplay among edge crossings. First, we prove that SATR is NP-complete when λ(A) ≥ 6. On
the positive side, we give an optimal linear-time algorithm that solves SATR when λ(A) ≤ 3 and
returns a simple realization if one exists. Our algorithm is based on several ingredients, in particular
the reduction to a new embedding problem subject to constraints that require certain pairs of edges
to alternate (in the rotation system), and a sequence of transformations that exploit the interplay
between alternation constraints and the SPQR-tree and PQ-tree data structures to eventually arrive
at a simpler embedding problem that can be solved with standard techniques.
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1 Introduction

A topological graph Γ is a geometric representation of a graph G = (V,E) in the plane such
that the vertices of G are mapped to distinct points and the edges of G are simple curves
connecting the points corresponding to their end-vertices. For simplicity, the geometric
representations of the elements of V and E in Γ are called vertices and edges of Γ, respectively.
It is required that: (i) any intersection point of two edges in Γ is either a common endpoint or
a crossing (a point where the two edges properly cross); (ii) any two edges of Γ have finitely
many intersections and no three edges pass through the same crossing point. Additionally,
we say that Γ is simple if adjacent edges never cross and any two non-adjacent edges cross
at most once. The crossing graph C(Γ) of a topological graph Γ is a graph whose vertices
correspond to the edges of Γ (and hence of G) and two vertices are adjacent if and only if
their corresponding edges cross in Γ.

An abstract topological graph (AT-graph) is a pair A = (G,X ) such that G = (V,E) is
a graph and X ⊆

(
E
2
)

is a set of pairs of edges of G. We say that A is realizable if there
exists a topological graph ΓA isomorphic to G such that any two edges e and e′ of G cross
(possibly multiple times) in ΓA if and only if (e, e′) ∈ X . The topological graph ΓA is called
a realization of A. Note that, by definition, A is realizable if and only if the crossing graph
of any realization ΓA of A is isomorphic to the graph (E,X ). Since such a crossing graph
only depends on A (i.e., it is the same for any realization of A), we denote it by C(A).

The AT-graph Realizability (ATR) problem asks whether an AT-graph A = (G,X )
is realizable. The Simple AT-graph Realizability (SATR) problem is the version of
ATR in which the realization of A is required to be simple; if such a realization exists, then
A is said to be simply realizable. Since the introduction of the concept of AT-graphs [18],
establishing the complexity of the ATR (and of the SATR) problem has been the subject of
an intensive research activity, also due to its connection with other prominent problems in
topological and geometric graph theory. Clearly, if X = ∅, both the ATR and the SATR
problems are equivalent to testing whether G is planar, which is solvable in linear time [3, 15].
However, for X ̸= ∅, a seminal paper by Kratochvíl [16] proves that ATR is NP-hard and
that this problem is polynomially equivalent to recognizing string graphs. We recall that a
graph S is a string graph if there exists a system of curves (called strings) in the plane whose
crossing graph is isomorphic to S. In the same paper, Kratochvíl proves the NP-hardness of
the Weak AT-graph Realizability (WATR) problem, that is, deciding whether a given
AT-graph A = (G,X ) admits a realization where a pair of edges may cross only if it belongs
to X . He also proves that recognizing string graphs remains polynomial-time reducible to
WATR. Subsequent results focused on establishing decision algorithms for WATR; it was
first proven that this problem belongs to NEXP [25] and then to NP [24]. This also implies the
NP-completeness of recognizing string graphs (which is polynomial-time reducible to WATR)
and of ATR (which is polynomially equivalent to string graph recognition). Concerning
the simple realizability setting for AT-graphs, it is known that the SATR problem remains
NP-complete, still exploiting the connection with recognizing string graphs [19, 20]. On the
positive side, for those AT-graphs A = (G,X ) for which G is a complete n-vertex graph,
SATR is solvable in polynomial-time, with an O(n6)-time algorithm [21, 22]. Refer to [21]
for the complexity of other variants of ATR, and to [11] for a connection with the popular
Simultaneous Graph Embedding problem.

Our contributions. In this paper, we further investigate the complexity of the simple
realizability setting, i.e., of the SATR problem. We remark that focusing on simple drawings
is a common scenario in topological graph theory, computational geometry, and graph
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drawing (see, e.g., [9, 12, 14, 26]), because avoiding crossings between adjacent edges, as well
as multiple crossings between a pair of non-adjacent edges, is a requirement for minimal edge
crossing layouts. Specifically, we study the simple realizability problem for an AT-graph A

from a new structural perspective, namely looking at the number of vertices of the largest
connected component of the crossing graph C(A), which we denote by λ(A). This parameter
is a natural measure of the level of interplay among edge crossings. Namely, SATR is trivial
on instances for which λ(A) ≤ 2, that is, instances in which the number of crossings is
unbounded but each edge is crossed at most once. On the other hand, the problem becomes
immediately nontrivial as soon as λ(A) ≥ 3. Precisely, our results are as follows:

We prove that Simple AT-graph Realizability is NP-complete already for instances A
for which λ(A) = 6 (which, in fact, implies the hardness for every fixed value of λ(A) ≥ 6);
see Section 3. A consequence of our result is that, unless P = NP, the problem is not
fixed-parameter tractable with respect to λ(A) and, thus, with respect to any graph
parameter bounded by λ(A), such as the maximum node degree, the treewidth or even
the treedepth. As the results in [16, 19, 20], our hardness proof uses a reduction from
3-Connected Planar 3-SAT. However, the reduction in [16] does not deal with the
simplicity of the realization, whereas the reduction in [19, 20] may lead to instances A
for which λ(A) is greater than six and, actually, is even not bounded by a constant.
We prove that Simple AT-graph Realizability can be solved efficiently when λ(A) ≤ 3.
More precisely, we give an optimal O(n)-time testing algorithm, which also finds a simple
realization if one exists; see Section 4. We remark that the only polynomial-time algorithm
previously known in the literature for the SATR problem is restricted to complete graphs
and has high complexity [21, 22]. Our algorithm is based on several ingredients, including
the reduction to a new embedding problem subject to constraints that require certain
pairs of edges to alternate (in the rotation system), and a sequence of transformations that
exploit the interplay between alternation constraints and the SPQR-tree [7, 8] and PQ-
tree [3, 4] data structures to eventually arrive at a simpler embedding problem that can be
solved with standard techniques. We remark that the alternation constraints we encounter
in our problem are rather opposite to the more-commonly encountered consecutivity
constraints [1, 2, 13, 23] and cannot be handled straightforwardly with PQ-trees.

For proofs of lemmas and theorems marked with (⋆) we refer to the full version [5].

2 Basic Definitions and Tools

For basic definitions about graphs and their drawings, refer to [6, 10]. We only consider
simple realizations and thus we often omit the qualifier “simple” when clear from the context.

Let A = (G,X ) be an AT-graph, with G = (V,E), and let ΓA be a realization of A.
A face of ΓA is a region of the plane bounded by maximal uncrossed portions of the
edges in E. A set E′ ⊆ E of k edges pairwise crossing in ΓA is a k-crossingof ΓA.
As we focus on simple realizations, we assume that the edges in E′ are pairwise non-
adjacent in G. For a k-crossing E′, denote by V (E′) the set of 2k endpoints of the k

edges in E′. The arrangement of E′, denoted by CE′ , is the arrangement of the curves
representing the edges of E′ in ΓA. A k-crossing E′ is untangled if, in the arrangement CE′ ,
all 2k vertices in V (E′) are incident to a common face (see Fig. 1b); otherwise, it is tangled
(see Fig. 1a). The next lemma will turn useful in Section 4.

▶ Lemma 1 (⋆). An AT-graph A with λ(A) ≤ 3 admits a simple realization if and only if it
admits a simple realization in which all 3-crossings are untangled.
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Figure 1 Illustrations for the proof of Lemma 1. (a) A schematic representation of a simple
realization ΓA of an AT-graph A with a tangled 3-crossing E′ = {e1, e2, e3}. (b) The simple
realization Γ′

A obtained from ΓA, where E′ is untangled. (c) The curves forming e1 in Γ′
A.

Proof Sketch. Let A be an AT-graph with λ(A) ≤ 3 and let ΓA be a simple realization of
A that contains a tangled 3-crossing E′. We show how to obtain a new simple realization Γ′

A

of A that coincides with ΓA except for the drawing of one of the edges in E′ and such that
E′ is untangled (refer to Fig. 1). Repeating such a transformation for each tangled 3-crossing
yields the desired simple realization of A with no tangled 3-crossings.

Since ΓA is simple and |E′| = 3, the arrangement CE′ in ΓA splits the plane into two faces,
a bounded face f and an unbounded face h. Let e1 = (u1, v1), e2 = (u2, v2), and e3 = (u3, v3)
be the edges in E′. Since E′ is tangled, assume w.l.o.g. that f contains an endpoint of two
edges of E′ (and thus h contains the remaining four endpoints), that such endpoints are v1
and v2, and that traversing e2 from u2 to v2, we see u1 to the left at the intersection between
e2 and e1. Let Gf (resp. Gh) be the subgraph of G formed by the vertices and edges of G
in the interior of f (resp. of h). Let Q be a closed curve passing through v1 and v2 that
encloses the drawing of Gf in ΓA, without intersecting any other vertex or edge. To obtain
Γ′

A, replace the drawing of e1 in ΓA with the union of four curves λ1, λ3, λ3, λ4 defined as
shown in Fig. 1c by following the drawing of e1, e2 and Q. Moving on e2 from u2 to v2, we
now see u1 to the right at the intersection of e2 with e1. Hence, all the endpoints of the
edges in E′ lie in the same face of CE′ in Γ′

A, i.e., E′ is untangled in Γ′
A. ◀

3 NP-completeness for AT-Graphs with λ(A) ≥ 6

In this section, we show that the SATR problem is NP-complete for an AT-graph A even
when the largest component of the crossing graph C(A) has bounded size; specifically, when
λ(A) = 6 (see Theorem 6). We will exploit a reduction from the NP-complete problem
3-Connected Planar 3-SAT [17].
Let φ be a Boolean formula in conjunctive normal form. The variable-clause graph Gφ of φ
is the bipartite (multi-)graph that has a node for each variable and for each clause, and an
edge between a variable-node and a clause-node if a positive or negated literal of the variable
appears in the clause. If each clause of φ has exactly three literals corresponding to different
variables and Gφ is planar and triconnected, then φ is an instance of 3-Connected Planar
3-SAT. Observe that in this case Gφ is a simple graph. Our proof exploits several gadgets
described hereafter, which are then combined to obtain the desired reduction.

Intuitively, in the instance Aφ of SATR corresponding to φ, we encode truth values into
the clockwise or counter-clockwise order in which some edges cross suitable cycles of the
subgraphs (called “variable gadgets”) representing the variables of φ in Aφ. These edges
connect the variable gadgets to the subgraphs (called “clause gadgets”) representing those
clauses that contain a literal of the corresponding variable. Only if at least one of the
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Figure 2 (a,b) The split gadget S : The clockwise circular order of the edges leaving the gadget
is either b1, f1, b2, f2, b3, f3 (a) or f1, b1, f2, b2, f3, b3 (b). (c) The variable gadget Vv. The dashed
edges belong to the variable cycle of v in the skeleton Hφ.

literals appearing in a clause gadget encodes a true value, the clause gadget admits a simple
realization. We start by describing the “skeleton” of Aφ, that is the part of Aφ that encloses
all the gadgets and ensures that they are properly connected. Next, we describe the “split
gadget” which, in turn, is used to construct the variable gadget. If a variable v has literals
in k clauses, we have k pairs of edges leaving the corresponding variable gadget and entering
the k clause gadgets. The clause gadgets always receive three truth values, corresponding to
the three literals of the corresponding clause.

Skeleton. Arbitrarily choose a planar embedding Eφ of Gφ. The skeleton Hφ of φ is
a 4-regular 3-connected plane graph obtained from Eφ as follows. For each degree-k variable v
of φ, the graph Hφ contains a k-cycle formed by the sequence of edges (ev,c1 , ev,c2 , . . . , ev,ck

),
which we refer to as the variable cycle of v, where c1, . . . , ck are the clause-nodes of Gφ

adjacent to v in the clockwise order in which they appear around v in Eφ.
For each clause c of φ, the graph Hφ contains a 3-cycle formed by the sequence of
edges (ec,v1 , ec,v2 , ec,v3), which we refer to as the clause cycle of c, where v1, v2, v3 are
the variable-nodes of Gφ adjacent to c in the clockwise order in which they appear around c

in Eφ.
For each edge (vi, cj) of Gφ, the graph Hφ contains two edges, which we refer to as the pipe
edges of the edge (vi, cj), connecting the endpoints of evi,cj

and ecj ,vi
without crossings.

▶ Lemma 2 (⋆). The skeleton Hφ obtained from Eφ is triconnected.

Split gadget. The split gadget S is the AT-graph defined as follows; refer to Figs. 2a and 2b.
The underlying graph of S consists of six connected components: (1) a 3-cycle formed by the
edges l1, l2, and l3, which we call outer cycle of S; (2) a 3-cycle formed by the vertices v1, v2,
and v3 (filled white in Figs. 2a and 2b) such that, for i = 1, 2, 3, the vertex vi is the endpoint
of the two paths formed by the sequence of edges (ai, bi, ci, di) (red paths in Figs. 2a and 2b)
and (ei, fi, gi, hi) (blue paths in Figs. 2a and 2b); (3) four length-3 paths π1,3, π2,3, ψ1,3,
and ψ2,3. We denote the first, intermediate, and last edge of a length-3 path p as p′, p′′,
and p′′′, respectively. The crossing graph C(S) of S consists of several connected components.
Next, we describe the eight non-trivial connected components of C(S), i.e., those that are not
isolated vertices, determined by the following crossings of the edges of S: (i) For j = 1, 2, 3,
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Figure 3 Illustrations for the existence of simple realizations of the clause gadget Qc together
with the clause cycle of c (dashed edges) when for at least one pair fv, bv, with v ∈ {x, y, z}, we
have that bv precedes fv along ec,v, while traversing the clause cycle of c clockwise.

edge lj crosses both bj and fj ; (ii) For j = 1, 2, edge π′′
j,3 crosses ψ′′

j,3; (iii) For j = 1, 2, edge
cj crosses gj and π′

j,3, further gj crosses ψ′
j,3; finally (iv) edge c3 crosses g3, π′′′

1,3, and π′′′
2,3,

further g3 crosses ψ′′′
1,3 and ψ′′′

2,3.

▶ Lemma 3 (⋆). In any simple realization of S, the circular (clockwise or counterclock-
wise) order of the edges crossing the outer cycle of S is either b1, f1, b2, f2, b3, f3
or f1, b1, f2, b2, f3, b3.

Variable gadget. For each variable v of degree k in φ and incident to clauses c1, c2, . . . , ck

in Gφ, the variable gadget Vv is an AT-graph defined as follows; refer to Fig. 2c. Assume,
w.l.o.g., that c1, c2, . . . , ck appear in this clockwise order around v in Eφ. The underlying graph
of Vv is composed of k split gadgets S1, S2, . . . , Sk. For each split gadget Si, with i = 1, . . . , k,
rename the edges aj and ej of Si as ai

j and ei
j , respectively, with j ∈ {1, 2, 3}. For i = 1, . . . , k,

we identify the edges ai
j and ai+1

j+1 and the edges ei
j and ei+1

j+1, where k + 1 = 1. The
crossing graph C(Vv) of Vv consists of all vertices and edges of the crossing graphs of Si,
with i = 1, . . . , k. Moreover, for i = 1, . . . , k, it contains a non-trivial connected component
consisting of the single edge (ai

2, e
i
2) (which coincides with (ai+1

3 , ei+1
3 ), i+ 1 = 1 when i = k).

▶ Lemma 4 (⋆). In any simple realization of Vv together with the variable cycle of v in which
both ai

1 and ei
1 cross ev,ci

, for i = 1, . . . , k, the clockwise circular order of the edges crossing
the variable cycle of v in Vv is either a1

1, e1
1, a2

1, e2
1,. . . , ak

1 , ek
1 or e1

1, a1
1, e2

1, a2
1,. . . , ek

1 , ak
1 .

In the proof of Theorem 6, the two circular orders for the edges
⋃k

i=1{ai
1, e

i
1} of Vv

considered in Lemma 4 will correspond to the two possible truth assignment of the variable v.

Clause gadget. For each clause c in φ, the clause gadget Qc is the AT-graph, whose
construction is inspired by a similar gadget used in [19], defined as follows; see Fig. 3. The
underlying graph of Qc consists of six length-3 paths: For v ∈ {x, y, z}, we have a path formed
by the edges (av, bv, cv) (red paths in Fig. 3) and a path formed by the edges (ev, fv, gv)
(blue paths in Fig. 3). The crossing graph C(Qc) of Qc consists of one non-trivial connected
component formed by the triangles (cx, cy, cz) and (gx, gy, gz), and the edges (cx, gz), (cy, gx),
and (cz, gy).

▶ Lemma 5 (⋆). The clause gadget Qc admits a simple realization together with the clause
cycle of c in which, for v ∈ {x, y, z}, both bv and fv cross ec,v, and in which the edges ec,x, ec,y,
and ec,z appear in this order when traversing clockwise the clause cycle of c if and only
if for at least one pair fv, bv, with v ∈ {x, y, z}, we have that bv precedes fv along ec,v

when traversing the clause cycle of c clockwise.
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Based on Lemma 5, we associate the True value with a literal of a variable v ∈ {x, y, z}
appearing in c when bv precedes fv along ec,v while traversing the clause cycle of c clockwise,
and False otherwise; see Fig. 3. We can finally prove the main result of the section.

▶ Theorem 6 (⋆). SATR is NP-complete for instances A with λ(A) = 6.

Proof Sketch. The membership in NP is obvious. We give a reduction from the NP-complete
problem 3-Connected Planar 3-SAT [17]. Let φ be an instance of 3-Connected
Planar 3-SAT. We construct an instance Aφ = (G′,X ′) of SATR that is simply realizable
if and only if φ is satisfiable. We initialize G′ = Hφ and X ′ = ∅. Then, for each variable v,
we extend Aφ to include Vv as follows: For each clause ci that contains a literal of v, add
to X ′ the pair of edges {ai

1, ev,ci
} and {ei

1, ev,ci
}, where ai

1 and ei
1 belong to Vv, and ev,ci

belongs to Hφ. Also, for each clause c, we extend Aφ to include Qc as follows: For each
variable v ∈ {x, y, z} whose literals belong to c, we add to X ′ the pair of edges {fv, ec,v}
and {bv, ec,v}, where fv and bv belong to Qc, and ec,v belongs to Hφ. Finally, for each
occurrence of a literal of a variable v to a clause ci, we identify edges of Vv with edges of Qv

as follows: If v appears as a positive (resp. negated) literal in ci, then we identify the edge
ai

1 of Vv with the edge ay (resp. ey) of Qv and we identify the edge ei
1 of Vv with the edge ey

(resp. ay) of Qv. Observe that we do not allow the edges ai
1 and ei

1 to cross. Clearly, Aφ can
be constructed in polynomial time. The equivalence between Aφ and φ immediately follows
from Lemmata 4 and 5, and from the fact that, by Lemma 2, in any simple realization of
Aφ, all the variable cycles and all the clause cycles maintain the same circular orientation.
Finally, note that the size of the largest connected component of C(Aφ) is six. ◀

We remark that the NP-hardness of Theorem 6 holds for instances whose crossing graph
is planar, and has maximum degree 3 and treewidth 3. Moreover, it implies that SATR is
NP-complete when λ(A) ≥ k, for any k ≥ 6. Finally, since our reduction yields instances
whose size is linear in the size of the input (planar) 3-SAT formula, we have the following.

▶ Corollary 7 (⋆). Unless ETH fails, SATR has no 2o(
√

n)-time algorithm, where n is the
number of vertices of the input AT-graph.

4 A Linear-Time Algorithm for AT-Graphs with λ(A) ≤ 3

In this section we show that the problem SATR can be solved in linear-time for AT-graphs A
with λ(A) ≤ 3; see Theorem 13. We first give a short high-level overview of the overall
strategy but note that proper definitions will only be given later in the detailed description
of the algorithm. The first step is to reduce SATR to a constrained embedding problem
where each vertex v may be equipped with alternation constraints that restrict the allowed
orders of its incident edges around v. Next, we further reduce to the biconnected variant of
the embedding problem which leads to new types of alternation constraints. It will turn out
that many of these constraints can be transformed into constraints that can be expressed in
terms of PQ-trees and are therefore easier to handle. Finally, we show that, when no further
such transformations are possible, all the remaining alternation constraints have a simple
structure that allows for an efficient test.

We now start with reducing SATR to a constrained embedding problem. Let A = (G,X )
be an n-vertex AT-graph such that λ(A) ≤ 3. We construct from G an auxiliary graph H

as follows. For each connected component X of C(A) that is not an isolated vertex, denote
by E(X) the set of edges of G corresponding to the vertices of X, and by V (X) the vertices
of G that are end-vertices of the edges in E(X). Remove from G the edges in E(X)
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Figure 4 (a) A K3-crossing. (b) A P3-crossing. A circular order of the neighbors around a crossing
vertex vX satisfying (c) a K3-constraint but not a P3-constraint, (d) a P3- but not a K3-constraint.

and add a crossing vertex vX adjacent to all vertices in V (X); see Fig. 4. Since no two
crossing vertices are adjacent, the graph H does not depend on the order in which we apply
these operations. The edges incident to vX are partitioned into pairs of edges where two
edges (a, vX) and (b, vX) form a pair if (a, b) is an edge of G corresponding to a vertex
of X. We call (a, vX) and (b, vX) the portions of (a, b) and say that (a, vX) and (b, vX) stem
from (a, b) . Note that since λ(A) ≤ 3, a crossing vertex vX has either degree 4 or 6. In the
first case X is a K2 and in the latter case X is either an induced 3-path P3 or a triangle K3.
If X = K2, we color its two vertices red and blue, respectively. If X = K3 we color its three
vertices red, blue, and purple, respectively. If X = P3, its vertex of degree 2 is colored purple,
whereas we color red and blue the remaining two vertices, respectively. Based on Lemma 1,
we observe the following.

▶ Observation 8 (⋆). If A admits a simple realization, then H is planar.

Observation 8 gives an immediate necessary condition for the realizability of A, which
is, however, not sufficient. Indeed, a planar embedding of H obtained from contracting
edges in a realization of A satisfies an additional property: for each crossing vertex vX the
portions stemming from two distinct edges e, f of G alternate around vX if and only if the
two vertices corresponding to e, f in X are adjacent. To keep track of this requirement, we
equip every crossing vertex vX with an alternation constraint that (i) colors its incident
edges with colors r(ed), b(lue), p(urple) so that a portion of an edge in G gets the same
color as the corresponding vertex in X, and (ii) specifies which pairs of colors must alternate
around v; see Fig. 4 for an example. For a K2-constraint there are no purple edges, and
red and blue must alternate. For a K3-constraint all pairs of colors must alternate. For a
P3-constraint, red and purple as well as purple and blue must alternate, whereas red and blue
must not alternate. Each component X of C(A) with the coloring described above naturally
translates to a constraint for vX . For X = K2, we obtain a K2-constraint, for X = P3 we get
a P3-constraint, and for X = K3 we get a K3-constraint; see Fig. 4. The auxiliary graph H

with alternation constraints is feasible if it admits a planar embedding that satisfies the
alternation constraints of all vertices. Thus, we have the following.

▶ Lemma 9. An AT-graph A = (G,X ) with λ(A) ≤ 3 is simply realizable if and only if the
corresponding auxiliary graph H with alternation constraints is feasible.

To find such an embedding, we decompose the graph into biconnected components. It
turns out that this may create additional types of alternation constraints that stem from
the constraints described above, but do not fall into the category of an existing class of
constraints. For the sake of exposition, we introduce these constraints now, even though they
will not be part of an instance obtained by the above reduction from SATR.

Let v be a vertex of degree 5 and let c be a color. For a C-constraint (C ∈ {K3, P3,K2})
as defined above, we define a corresponding C−c-constraint of v, which (i) colors the edges
incident to v such that each color occurs at most twice but color c occurs only once and
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Figure 5 Circular orders of edges incident to a vertex v satisfying (a) a K−r
3 - and a P −r

3 -
constraint, (b) a P −p

3 - but not a K−p
3 -constraint, (c) a K−p

3 - but not a P −p
3 -constraint,(d) a P

−(p,r)
3 -

but not a K
−(p,r)
3 -constraint , (e) a P

−(b,r)
3 - and a K

−(b,r)
3 -constraint.
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Figure 6 Circular orders of edges around a vertex v allowing to insert two edges of distinct colors
(dashed) so that every color occurs twice and a (a−b) K3-constraint, (c−e) P3-constraint is satisfied.

(ii) requires that in the rotation, it is possible to insert an edge of color c so that the
original C-constraint is satisfied; see Fig. 5. Observe that a K−c

2 -constraint is always satisfied
and is thus not needed. Since the colors of a K3-constraint are entirely symmetric, we
may assume without loss of generality that c = r in this case. For P3-constraints, only red
and blue are symmetric, i.e., we may assume without loss of generality that either c = p

or c = r. In particular, the K−r
3 -constraint and the P−r

3 -constraint both require that purple
and blue alternate around v, whereas the position of the red edge is arbitrary; see Fig. 5(a).
Thus the K−r

3 -constraint and the P−r
3 -constraint are equivalent. For a P−p

3 -constraint to be
fulfilled, red and blue must not alternate and the purple edge either has to be between the
two red edges or between the two blue edges; see Fig. 5(b).

Now let v be a vertex of degree 4 and let c, c′ be two colors. For a C-constraint, we define
a corresponding C−c,c′-constraint of v, which (i) colors the edges incident to v such that
the colors distinct from c and c′ occur twice but colors c and c′ occur only once if c ̸= c′, or
not at all if c = c′, and (ii) requires that in the rotation, it is possible to insert two edges of
color c and c′, respectively, so that the original C-constraint is satisfied. Since the colors
of a K3-constraint are entirely symmetric, we may assume w.l.o.g. that either c = c′ = r

or c = r, c′ = b in this case. For P3-constraints, only red and blue are symmetric, we may
hence assume without loss of generality that (c, c′) ∈ {(r, r), (p, p), (r, p), (r, b)}. Observe
that a K−c,c′

2 -constraint is always satisfied and is thus not needed. The same holds for
a K−r,b

3 -constraint, a P−r,b
3 -constraint and a P−r,p

3 -constraint; see Fig. 6. Also, note that
a K−r,r

3 -constraint and a P−r,r
3 -constraint are both equivalent to a K2-constraint, while

a P−p,p
3 -constraint requires that red and blue do not alternate around v.
Finally for a C-constraint, we define a corresponding C−(c,c′)-constraint of v, which (i)

colors the edges incident to v such that the colors distinct from c and c′ occur twice
but colors c and c′ occur only once if c ≠ c′, or not at all if c = c′, and (ii) requires
that in the rotation, it is possible to insert an edge of color c and an edge of color c′

consecutively, so that the C-constraint is satisfied; see Fig. 5(d), (e) for examples. This
type of constraints is motivated as follows. Let v be a cut vertex in a graph G. The cut
components of v in G are the subgraphs of G induced by v together with the maximal
subsets of the vertices of G that are not disconnected by the removal of v. Note that
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the edges belonging to two different cut components cannot alternate around v without
resulting in a crossing and observe that a K−(c,c′)

2 -constraint with c ̸= c′ is always satisfied
and is thus not needed. Also note that a C−(c,c)-constraint cannot be satisfied, since every
C-constraint requires that every color alternates with at least one of the remaining colors.
Since the colors of a K3-constraint are entirely symmetric, we may assume without loss
of generality that either c = c′ = r or c = r, c′ = b in this case. For P3-constraints, only
red and blue are symmetric, i.e., we may assume without loss of generality that (c, c′) ∈
{(r, r), (p, p), (r, p), (r, b)}. In particular, a K−(r,b)

3 -constraint and a P−(r,b)
3 -constraint both

require the consecutivity of the two purple edges and are thus equivalent; see Fig. 5(e). For
a P

−(r,p)
3 -constraint to be fulfilled, the two blue edges must not occur consecutively (see

Fig. 5(d)); i.e., the two blue edges have to alternate with the two remaining edges. Thus
a P−(p,r)

3 -constraint is equivalent to a K2-constraint. By the above discussion we may assume
that only K3, P3, K−r

3 , P−p
3 , K2, P−p,p

3 and K
−(r,b)
3 constraints occur.

The Alternation-Constrained Planarity (ACP) problem has as input a graph H with
alternation constraints and asks whether H is feasible. By Lemma 9, there is a linear-time
reduction from SATR with λ(A) ≤ 3 to ACP. Next, we further reduce ACP to 2-connected
ACP, which is the restriction of ACP to instances for which H is 2-connected.

▶ Lemma 10 (⋆). There is a linear-time algorithm that either recognizes that an instance H
of ACP is a no-instance or computes a collection H1, . . . ,Hk of instances of 2-connected
ACP, such that H is a yes-instance if and only if Hi is a yes-instance for every 1 ≤ i ≤ k.

Proof Sketch. Our reduction strategy considers one cut vertex at a time and splits the
graph at that vertex into a collection of smaller connected components. The reduction
consists of applying this cut vertex split until all cut vertices are removed or we find out
that H is a no-instance. Consider an instance H of ACP and one of its cut vertices v
with cut components H1, . . . ,Hl. In the cut components, let every vertex except v preserve
its alternation constraint (if any). Now the goal is to find out which constraints have to
be assigned to the copies of v in the cut components such that H is a yes-instance if and
only if each Hi is a yes-instance. We denote by E(v) the edges incident to v in H and
by Ei(v) the edges incident to v in Hi, for 1 ≤ i ≤ l. Without loss of generality assume
that |Ei(v)| ≥ |Ej(v)| for 1 ≤ i < j ≤ l. We encode the distribution of edges from E(v)
among the cut components as a split-vector (|E1(v)|, |E2(v)|, . . . , |El(v)|).

If v has no alternation constraint, H is feasible if and only if each cut component Hi,
with i = 1, . . . , l, is and hence all copies of v remain unconstrained. Otherwise, v has an
alternation constraint C. This implies |E(v)| ≤ 6 and thus the edges in E(v) are distributed
among at least two and at most six cut components. Note that the edges belonging to two
different cut components cannot alternate around v without resulting in a crossing. Thus, H
is a no-instance if C ∈ {K3,K

−r
3 ,K2} and there are two cut components containing a pair

of edges of the same color from E(v), respectively. If C ∈ {P3, P
−p
3 }, the same holds if one

cut component contains both purple edges, whereas a distinct cut component contains both
red or both blue edges. In the following, we assume that the above does not apply.

Now we consider cases based on the split-vectors. If |E1(v)| ≤ 3, H is either a no-instance,
or we can always arrange the cut components around v such that C is satisfied. In all positive
cases, it suffices to leave each copy of v unconstrained. It remains to consider the remaining
split-vectors with |E1(v)| ≥ 4. Here we only describe the case (5, 1); the remaining cases can
be found in the full version [5].
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(b)(a) (c)

Figure 7 The PQ-trees representing alternation constraints of degree-4 vertices. (a) K2-constraint,
(b) P −p,p

3 -constraint, and (c) K
−(r,b)
3 -constraint.

Case: (5, 1). Let C ∈ {K3, P3} be the constraint of v and let c be the color of the edge
of E(v) in H2. To merge embeddings of H1 and H2 to a planar embedding of H such
that the C-constraint is satisfied, it is necessary that the embedding of H1 allows to insert
an edge of color c such that the C-constraint is satisfied. Thus, it is necessary that the
order of edges around v in H1 satisfies a C−c-constraint. Note that if the C−c-constraint is
satisfied, it is guaranteed that the embeddings of H1 and H2 can be merged such that the
original C-constraint is satisfied. Therefore, it is necessary and sufficient to equip the copy
of v in H1 with a C−c-constraint whereas the copy of v in H2 remains unconstrained.
Note that we may assume that after a linear-time preprocessing every edge in H is labeled with
the block it belongs to. Then, for a cut vertex v a split as described above takes O(deg(v))-time.
When no cut vertex is left, we return the resulting alternation-constrained blocks of H. ◀

Algorithm for the Embedding Problem. In the following we assume familiarity with the
PQ-tree [4, 3] and SPQR-tree data structures [7]. We define a more general problem General
Alternation-Constrained Planarity (GACP) whose input is a graph H where vertices
of degree 4, 5, or 6 may be equipped with an alternation constraint or with a (synchronized)
PQ-tree (but not both). The question is whether H admits a planar embedding such that
all alternation constraints are satisfied (i.e., H is feasible) and the order of edges around
a vertex with a PQ-tree B is compatible with B. The 2-connected GACP problem is
the restriction of GACP to input graphs that are 2-connected. Clearly, every instance of
(2-connected) ACP is an instance of (2-connected) GACP. For our purpose, however,
it will turn out that PQ-tree constraints are easier to handle. Thus, given an instance
of ACP we aim to construct an equivalent instance of GACP, where as many alternation
constraints as possible are replaced by PQ-trees. In particular, alternation constraints of
degree-4 vertices can be replaced by the PQ-trees shown in Fig. 7, see the full version [5] for
details. Hence we may assume from now on that no vertex with an alternation constraint in
H has degree 4; i.e., all these vertices have degree 5 or 6.

Let v be a vertex with alternation constraints. We call two edges e, f incident to v a
consecutive edge pair, if they are consecutive (around v) in every planar embedding of H
that satisfies all constraints. In the full version [5] we show that, with the exception of K−r

3 ,
an alternation constraint at a vertex incident to a consecutive edge pair can be replaced by a
PQ-tree. The overall strategy of the remaining section consists of three steps. In Step 1 we
identify consecutive edge pairs in H with the help of the SPQR-tree of H and replace the
corresponding alternation constraints by PQ-trees. By doing this exhaustively and using a
special operation described in [5] to remove the K−r

3 -constraints, we end up with an instance
whose alternation constraints are all K3-constraints and every vertex with such a constraint
appears in the skeletons of exactly two P -nodes and one S-node in the SPQR-tree. In Step 2,
we handle such constraints by considering them on a more global scale. We show that they
form cyclic structures, where either the constraints cannot be satisfied or can be dropped
and satisfied irrespective of the remaining solution. Eventually, we arrive at an instance with
only (synchronized) PQ-trees as constraints, which we solve with standard techniques in
Step 3.
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For the rest of this section let H be an instance of 2-connected GACP and let T be
the SPQR-tree of H. We begin with Step 1 and identify consecutive edge pairs.

▶ Lemma 11 (⋆). Let H be an instance of 2-connected GACP and let T be the SPQR-tree
of H. A vertex v with alternation constraint C in H is incident to a consecutive edge pair if

(i) there is a skeleton in T with a virtual edge containing exactly two edges from E(v) or
(ii) there is a skeleton in T with a virtual edge containing all but two edges from E(v) or
(iii) v appears in the skeleton of an R-node in T .

Since we immediately replace alternation constraints by PQ-trees whenever we find a
consecutive edge pair, we assume from now on that no vertex with alternation constraint
different from K−r

3 satisfies one of the conditions of Lemma 11. Let µ be a node of T and let
v be a vertex of its skeleton incident to the virtual edges e1, . . . , ek. Then the distribution
vector (d1, . . . , dk) of v, with di ≥ di+1 for every 1 ≤ i < k, contains for each virtual edge ei

the number di of edges from E(v) contained in ei.
Consider a vertex v with alternation constraint different from K−r

3 in H. Assume that v
appears in an S-node ν in T . Since the vertices in the skeleton of an S-node have degree 2, v
also appears in at least one other node µ adjacent to ν in T . Note that µ is a P -node since
there are no two adjacent S-nodes in an SPQR-tree. Hence, we may assume in the following
that every vertex with alternation constraint appears in a P -node µ. Recall that the vertices
in the skeleton of a P -node have degree at least 3; i.e., the edges of E(v) are distributed
among at least three virtual edges. Since by assumption no virtual edge contains exactly two
edges from E(v) or all but two edges from E(v), the only possible distributions without a
consecutive edge pair are (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1) and (3, 1, 1, 1).

In the first two cases it can be shown that we can get rid of the alternation constraint C
of v as it is either always possible to reorder the children of µ according to C in a realization
of H without C or H without C (and thus H) is not realizable. Similar techniques allow us to
show that we can get rid of (i) P3-constraints, (ii) K−r

3 -constraints and of (iii) K3-constraints
of poles of P -nodes such that the other pole is either unconstrained or has a PQ-tree. The
proofs are deferred to the full version [5]. Hence, we may assume that only K3-constraints
occur and that every vertex v with K3-constraint appears in the skeleton of a P -node ν in T
with distribution vector (3, 1, 1, 1), whose pole distinct from v also has a K3-constraint. This
concludes Step 1.

Now move to Step 2. Let v be a vertex with K3-constraint. The three edges from E(v)
contained in the same virtual edge in the skeleton of ν must have pairwise distinct colors;
otherwise, H is a no-instance. Since there are no two adjacent P -nodes in an SPQR-tree and
by assumption no vertex with alternation constraint appears in an R-node, v also appears in
an S-node with distribution vector (3, 3). Let µ be an S-node in T that contains v. Since
there are no two adjacent S-nodes in an SPQR-tree, for each neighbor u of v in the skeleton
of µ, there is a P -node adjacent to µ in T with poles v, u. Thus, by assumption, the neighbors
of v in the skeleton of µ also have a K3-constraint. Iteratively, it follows that every vertex in
the skeleton of µ has a K3-constraint and shares a P -node with each of its two neighbors.

Consider an S-node µ in T that contains alternation-constrained vertices v0, . . . , vk−1
in this order; see Fig. 8. In the following, we consider the indices of the vertices and edges
in µ modulo k. For every 0 ≤ i < k, we denote the virtual edge between vi and vi+1 by ei

and let νi be the P -node adjacent to µ in T with poles vi, vi+1. Note that for every i, the
virtual edge e in the skeleton of νi that contains three edges from E(vi) also contains three
edges from E(vi+1), since e is the virtual edge representing µ. Thus, if we fix the order of
the three edges from E(vi) in ei, this fixes the order of the three edges from E(vi+1) in ei.
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Figure 8 An S-node µ and an adjacent P -node ν.

Since vi+1 has an alternation constraint, this also fixes the order of the edges from E(vi+1)
in ei+1. In this way, a fixed order of the three edges from E(v1) in e1 implies an order of the
edges from E(vk−1) in ek−1, which in turn implies an order on the three edges from E(v1)
in ek−1. If there exists an order of the three edges from E(v1) in e1 that implies an order of
the remaining edges from E(v1) in ek−1 such that the K3-constraint is satisfied, we obtain an
equivalent instance by removing all K3-constraints of vertices in the skeleton of µ, since we
can reorder the parallels adjacent to ν independently of the remaining graph. Otherwise, H
is a no-instance. By the discussion above, we have the following.

▶ Lemma 12. Let µ be an S-node in T that contains vertices with K3-constraint. There
is an O(deg(µ))-algorithm that either recognizes that H is a no-instance, or computes an
equivalent instance by removing all K3-constraints of vertices in the skeleton of µ.

Now we may assume that our graph H does not contain alternation constraints and start
with Step 3. To solve such an instance, we expand each vertex with its associated PQ-tree, if
any, into a gadget that allows the same circular orders of its incident edges as the PQ-tree
(essentially a P-node becomes a normal vertex, whereas a Q-node expands into a wheel as
described in [13]). Embedding the resulting graph H⋆ and then contracting the gadgets back
into single vertices already ensures that for each vertex of H the order of its incident edges
is represented by its PQ-tree. Since our synchronized PQ-trees only involve Q-nodes, it then
suffices to ensure that synchronized Q-nodes are flipped consistently. To this end, observe
that each wheel is 3-connected and hence its embedding is determined by a single R-node in
the SPQR-tree of H⋆. This allows us to express such constraints in a simple 2-SAT formula
of linear size, similar to, e.g., [1, 13]. Therefore, we obtain the following.

▶ Theorem 13 (⋆). Let A = (G,X ) be an n-vertex AT-graph such that λ(A) ≤ 3. There
exists an O(n)-time algorithm that decides whether A is a positive instance of SATR and
that, in the positive case, computes a simple realization of A.

5 Conclusions and Open Problems

We proved that deciding whether an AT-graph A is simply realizable is NP-complete,
already when the size λ(A) of the largest connected components of the crossing graph C(A)
satisfies λ(A) ≤ 6. On the other hand, we described an optimal linear-time algorithm that
solves the problem when λ(A) ≤ 3. This is the first efficient algorithm for the Simple
AT-graph Realizability problem that works on general graphs.

An open problem that naturally arises from our findings is filling the gap between
tractability and intractability: What is the complexity of Simple AT-graph Realizability
if λ(A) is 4 or 5? A first issue is that Lemma 1 only allows to untangle cliques of size 3 and
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it is not clear whether a similar result can be proved for components of size 4. Furthermore,
contracting larger crossing structures yields more complicated alternation constraints and it
is not clear whether they can be turned into PQ-trees, similar to the case of components
of size 3. We therefore feel that different techniques may be necessary to tackle the cases
where 4 ≤ λ(A) ≤ 5.

Another interesting direction is to study alternative structural parameters under which
the problem can be tackled, and which are not ruled out by our hardness result, as discussed
in the introduction; for example the vertex cover number of C(A). Finally, one can try to
extend our approach to the “weak” setting (i.e., the Weak AT-graph Realizability
problem), still requiring a simple realization.
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Abstract
We study Clustered Planarity with Linear Saturators, which is the problem of augmenting
an n-vertex planar graph whose vertices are partitioned into independent sets (called clusters) with
paths – one for each cluster – that connect all the vertices in each cluster while maintaining planarity.
We show that the problem can be solved in time 2O(n) for both the variable and fixed embedding case.
Moreover, we show that it can be solved in subexponential time 2O(

√
n log n) in the fixed embedding

case if additionally the input graph is connected. The latter time complexity is tight under the
Exponential-Time Hypothesis. We also show that n can be replaced with the vertex cover number
of the input graph by providing a linear (resp. polynomial) kernel for the variable-embedding (resp.
fixed-embedding) case; these results contrast the NP-hardness of the problem on graphs of bounded
treewidth (and even on trees). Finally, we complement known lower bounds for the problem by
showing that Clustered Planarity with Linear Saturators is NP-hard even when the number
of clusters is at most 3, thus excluding the algorithmic use of the number of clusters as a parameter.
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1 Introduction

The representation of graphs with a hierarchical structure has become an increasingly crucial
tool in the analysis of networked data across various domains. Indeed, by recursively grouping
vertices into clusters exhibiting semantic affinity, modern visualization tools allow for the
visualization of massive graphs whose entire visualization would otherwise be impossible.
Clustered graphs, where a graph’s vertex set is partitioned into distinctive subsets, natur-
ally originate in various and diverse fields such as knowledge representation [35], software
visualization [41], visual statistics [10], and data mining [40], only to name a few.

Formally, a flat clustered graph (for short, clustered graph or c-graph) is a pair C = (G,V)
where G is a graph and V = {V1, . . . , Vk} is a partition of the vertex set of G into sets Vi

called clusters. The graph G is the underlying graph of C. A pivotal criterion for a coherent
visualization of a clustered graph stems from the classical notion of graph planarity. A
c-planar drawing of a clustered graph C = (G,V) is defined as a planar drawing of G,
accompanied by a representation of each cluster Vi ∈ V as a region Di homeomorphic to a
closed disc, such that regions associated with different clusters are disjoint, the drawing of the
subgraph of G induced by the vertices of each cluster Vi lies in the interior of Di, and each
edge crosses the boundary of a region at most once. The problem of testing for the existence
of a c-planar drawing of a clustered graph, called C-Planarity Testing, was introduced
by Lengauer [37] (in an entirely different context) and then rediscovered by Feng, Cohen, and
Eades [23]. Determining the complexity of the problem has occupied the agenda of the Graph
Drawing community for almost three decades [2,6,7,9,11,14–16,18,19,21,26,29,30,32–34,43].
The seemingly elusive goal of settling the question regarding the computational complexity
of this problem has only been recently addressed by Fulek and Tóth [27], who presented a
polynomial-time algorithm running in O(n8) time (and in O(n16) time for the version of the
problem in which a recursive clustering of the vertices is allowed. It is worth pointing out
that, even before a polynomial-time solution for the C-Planarity problem was presented,
Cortese and Patrignani [17] established that the problem retains the same complexity on
both flat and general (i.e., recursively clustered) instances. Subsequently, a more efficient
algorithm running in quadratic time has been presented by Bläsius, Fink, and Rutter [8].

Patrignani and Cortese studied independent c-graphs, i.e., c-graphs where each of the
clusters induces an independent set [17]. A characterization given by Di Battista and Frati [21]
implies that an independent c-graph is c-planar if and only if the underlying graph can be
augmented by adding extra edges, called saturating edges, in such a way that the resulting
graph has a planar embedding and each cluster induces a tree in the resulting graph. Angelini
et al. [4] considered a constrained version of c-planarity, called Clustered Planarity
with Linear Saturators (for short, CPLS), which takes as input an independent c-graph
and requires that each cluster induces a path (instead of a tree) in the augmented graph.
They proved that the CPLS problem is NP-complete for c-graphs with an unbounded number
of clusters, regardless of whether the input graph is equipped with an embedding or not.
The problem fits the paradigm of augmenting planar graphs with edges in such a way that
the resulting graph remains planar, while achieving some other desired property, which is a
central question in Algorithmic Graph Theory [1, 12,13,24,36,42].

Although CPLS is a topological problem, it stems from a geometric setting within
intersection-link representations, a form of hybrid representations for locally-dense globally-
sparse graphs [4]. Specifically, see also [3], given a c-graph C = (G,V) whose every cluster
induces a clique, the Clique Planarity problem asks to compute a clique planar rep-
resentation of C, i.e., a drawing of C in which each vertex v ∈ V (G) is represented as a
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(a) (b) (c)

Figure 1 (a) A partial clique planar representation focused on a cluster. (b) Canonical represent-
ation of the cluster in (a). A linear saturation of the vertices of the cluster corresponding to (b).

translate R(v) of a given rectangle R, each intra-cluster edge (u, v) is represented by an inter-
section between R(u) and R(v), and each inter-cluster edge (u, v) is represented by a Jordan
arc connecting the boundaries of R(u) and R(v) that intersects neither the interior of any
rectangle nor the representation of any other inter-cluster edge. Notably, the authors showed
that a c-graph whose every cluster induces a clique admits a clique planar representation
if and only if it admits a so-called canonical representation, where the vertices are squares
arranged in a “linear fashion”; see Fig. 1. This allowed them to establish the equivalence
between CPLS and Clique Planarity. In particular, they proved that a c-graph C whose
every cluster induces a clique is a yes-instance of Clique Planarity if and only if the
c-graph obtained by removing all intra-cluster edges from C is a yes-instance of CPLS.

Our Contribution. In this paper, we study the CPLS problem from a computational
perspective, in both the fixed embedding as well as the variable embedding setting. In
the fixed embedding case, the underlying graph of the c-graph comes with a prescribed
combinatorial embedding, which must be preserved by the output drawing. Instead, in
the variable embedding setting, we are allowed to select the embedding of the underlying
graph. To distinguish these two settings, we refer to the former problem (i.e., where a fixed
embedding is provided as part of the input) as CPLSF. Our main results are as follows.
(1) In Section 3 we give exact single-exponential and sub-exponential algorithms for the
problems. In particular, both CPLS and CPLSF can be solved in 2O(n) time. Moreover,
we obtain a subexponential 2O(

√
n log n) algorithm for CPLSF when the underlying graph is

connected; this result is essentially tight under the Exponential Time Hypothesis [31]. In
both cases, the main idea behind the algorithms is to use a divide-and-conquer approach
that separates the instance according to a hypothetical separator in the solution graph.
(2) In Section 4 we obtain polynomial kernels (and thus establish fixed-parameter tractability)
for both CPLS and CPLSF with respect to the vertex cover number of the underlying graph.
Interestingly, while being provided with an embedding allowed us to design a more efficient
exact algorithm for CPLSF, in the parameterized setting the situation is reversed: we obtain
a linear kernel for CPLS, but for CPLSF the size of the kernel is cubic in the vertex cover
number. Combining the former result with our exact algorithm for CPLS allows us to obtain
an algorithm that runs in single-exponential time with respect to the vertex cover number.
(3) In Section 5 we observe that the CPLS problem is NP-complete on trees and even a
disjoint union of stars. Since stars have treedepth, pathwidth, and treewidth one, this charts
an intractability border between the vertex cover number parameterization used in Section 4
and other parameters. Then we prove that the problem is NP-complete even for c-graphs
having at most 3 clusters, thus strengthening the previously known hardness result for an
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unbounded number of clusters. This result combined with the equivalence between CPLS
and Clique Planarity shows that Clique Planarity is NP-complete for instances with
a bounded number of clusters, which solves an open problem posed in [3, OP 4.3].

Full proofs and further details for paragraphs marked with (⋆) can be found in the full
version of the paper [39].

2 Preliminaries

For a positive integer k, we denote by [k] the set {1, . . . , k}. We use standard terminology in
the context of graph theory [22] and graph drawing [20]. An embedded graph GE is a planar
graph G equipped with an embedding E . A noose N of an embedded graph GE is a simple
closed curve in some drawing Γ of GE that

(i) intersects G only at vertices and
(ii) traverses each face of Γ at most once.

Given a subgraph H of G, we denote by E(H) the embedding of H obtained from E by
restricting it to H. The vertex cover number of a graph G is the smallest size of a vertex
cover in G. We assume basic familiarity with the parameterized complexity framework, and
in particular with the notion of kernelization [25].

Clustered Planarity with Linear Saturators. Let C be a c-graph. We say that C has a fixed
embedding if the underlying graph of C is an embedded graph, and has a variable embedding
otherwise. We say that C is an embedded c-graph if C has a fixed embedding.

Let C = (G, {V1, . . . , Vk}) be an independent c-graph, i.e., for every i ∈ [k], Vi is an
independent set of G. We say that G can be linearly saturated if there exist sets Z1, . . . , Zk

of non-edges of G such that
(i) H = (V (G), E(G) ∪ Z) for Z =

⋃k
i=1 Zi is planar,

(ii) for every i ∈ [k], each edge in Zi connects two vertices of Vi in H, and
(iii) for every i ∈ [k], the graph H[Vi] is a path.
For i ∈ [k], the edges in Zi are the saturating edges of cluster Vi, and H is the linear
saturation of G via Z1, . . . , Zk. We now define the Clustered Planarity with Linear
Saturators (for short, CPLS) and the Fixed Embedding Clustered Planarity with
Linear Saturators (for short, CPLSF) problems.

▶ CPLS: Given an independent c-graph (G,V), does there exist a linear saturation of G?
▶ CPLSF: Given an independent embedded c-graph (GE ,V), does there exist a linear
saturation H of G that admits an embedding E ′ for which E ′(G) coincides with E?

To devise exact algorithms for the CPLS and CPLSF problem, it will be useful to consider
a more general setting. A c-graph is paths-independent if each of its clusters induces a
collection of paths; the notion of a linear saturator for a paths-independent c-graph is
the same as that of an independent c-graph. We now define the Clustered Planarity
with Linear Saturators Completion (for short, CPLS-Completion) and the Fixed
Embedding Clustered Planarity with Linear Saturators Completion (for short,
CPLSF-Completion) problem as the generalizations of CPLS and CPLSF, respectively, where
the input is a paths-independent c-graph. Observe that in case of CPLS (resp., CPLSF),
H[Vi] = H[Zi] as every cluster induces an independent set in G; this is, however, not
necessarily true in the case of CPLS-Completion (resp., CPLSF-Completion).



G. Da Lozzo, R. Ganian, S. Gupta, B. Mohar, S. Ordyniak, and M. Zehavi 24:5

3 Exact Algorithms for CPLS and CPLSF

This section details our exact single- and sub-exponential algorithms for CPLS and CPLSF.

Proof Ideas. We aim to solve the problem via a divide-and-conquer approach, where at
each iteration, we “split” the current instance of the problem into simpler (and, in particular,
substantially smaller) sub-instances of the problem. To understand how to perform the split,
consider an (unknown) solution Z, and the graph H = (V (G), E(G) ∪ Z). As this graph
is planar, there exists a noose N that intersects only O(

√
|V (G)|) vertices of H and does

not intersect any edges of H, such that both the interior and the exterior of N contain a
constant fraction (roughly between 1/3 to 2/3) of the vertices of G [38]. Thus, naturally, we
would like to split our problem instance into two instances, one corresponding to the interior
and boundary of N , and the other corresponding to the exterior and boundary of N (so, the
boundary is common to both). However, two issues arise, which we describe next.

The first (simpler) issue is that we do not know N since we do not know Z. However,
since N intersects only few vertices, we can simply “guess” N by guessing the set U of
intersected vertices, and the cyclic order ρ in which N intersects them. By guessing, we
mean that we iterate over all possible options, and aim to find at least one that yields a
solution (if a solution exists). Having U and ρ at hand, we still do not know the interior
and exterior of N , and therefore, we still do not know how to create the two simpler
sub-instances. Thus, we perform additional guesses: We guess the set I of vertices drawn
(with respect to the planar drawing of H) strictly inside N and thereby also the set O of
vertices drawn strictly outside N . Additionally, for the set of edges having both endpoints
in U , we guess a partition {Ein, Eout} that encodes which of them are drawn inside N

and which of them are drawn outside N . Specifically for the fixed embedding case, we
non-trivially exploit the given embedding to perform the guesses of I,O and {Ein, Eout} in a
more sophisticated manner that yields only subexponentially many guesses.

The second (more complicated) issue is that we cannot just create two instances: One for
the subgraph of G induced by I ∪ U (and without the edges in Eout) and the other for the
subgraph of G induced by O∪U (and without the edges in Ein) and solve them independently.
The two main concerns are the following: First, we need a single planar drawing for the entire
(unknown) graph H and so the drawings of the two graphs in the two sub-instances should be
“compatible”. Second, we may not need to (and in some cases, in fact, must not) add edges to a
graph in any of the two sub-instances to connect all vertices in the same cluster in that graph
into a single path. Instead, we need to create a collection of paths, so that the two collections
that we get, one for each of the two sub-instances, will together yield a single path.

To handle the second concern, we perform additional guesses. Specifically, we guess some
information on how the (solution) cluster paths in H “behave” when they are restricted to
the interior of N – we guess a triple (M,P,D) which encodes, roughly speaking, a pairing M
between some vertices in U that are connected by the cluster paths only using the interior
of N , the set of vertices P through which the cluster paths enter the interior of N and “do not
return”, and the set of vertices D that are incident to two edges in Z drawn in the interior.
Now, having such a guess at hand, we handle both concerns by defining a special graph that
augments the graph induced by G[U∪O] (with the edges in Ein removed) so that the solutions
returned for the corresponding sub-instance will have to be, in some sense, “compatible” with
(M,P,D) as well as draw O and Eout outside N while preserving the order ρ. The definition
of this augmented graph is, perhaps, the most technical definition required for the proof,
as it needs to handle both concerns simultaneously. Among other operations performed to
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24:6 Exact Algorithms for Clustered Planarity with Linear Saturators

obtain this augmented graph, for the first concern, we add extra edges between vertices in M ,
attach pendants on P , and treat vertices in D as if they belong to their own clusters, and for
the second concern, we triangulate the result in a careful manner.

The Variable-Embedding Case. Towards solving CPLS, we recursively solve the more
general problem mentioned earlier, namely, CPLS-Completion. Additionally, we suppose that
some of the vertices of the input graph can be marked, and that we are not allowed to add
edges incident to marked vertices. To avoid confusion, we will denote this annotated version
by CPLS-Completion*. The rest of this section is devoted to the proof of the following.

▶ Theorem 1. Let C = (G,V) be an n-vertex paths-independent c-graph. It can be tested
whether C is a positive instance of CPLS-Completion* in 8n+O(

√
n log n) = 2O(n) time.

We start with the following definition.

▶ Definition 2 (Non-Crossing Matchings and the Partition MatPenDel). Let C = (G,V) be
a paths-independent c-graph. Let ρ be a cyclic ordering of some subset U of V (G). A matching
M is a non-crossing matching of ρ if it is a matching in the graph H = (U, {{a, b} : a, b ∈ U})
such that for every pair of edges {a, b}, {c, d} ∈ M , when we traverse U in the cyclic order
ρ, starting with a, we either encounter b before both c and d, or we encounter both c and d
before b. Denote by MatPenDel(V, ρ) (which stands for Matching, Pendants and Deleted)
the set of all triples (M,P,D) such that:

M is a non-crossing matching of ρ such that each edge of M matches only vertices in the
same cluster, and
P,D ⊆ U \ V (M) are disjoint sets, where V (M) is the set of vertices matched by M .

Intuitively, ρ will represent a cyclic balanced separator of G, i.e., a noose in a drawing of
the solution graph that separates the solution graph into two almost equally sized subgraphs,
M will represent path segments between pairs of vertices on ρ, P (“pendants”) will represent
vertices through which the paths leave ρ never to return,1 and D will represent degree-2
vertices on the aforementioned path segments (which will be, in a sense, deleted when we
“complement” the triple). This will be formalized in Definition 5 ahead.

▶ Observation 3. Let C = (G,V) be a paths-independent c-graph. Let ρ be a cyclic or-
dering of some subset U of V (G). Then, |MatPenDel(V, ρ)| = 2O(|U |). Moreover, the set
MatPenDel(V, ρ) can be computed in time 2O(|U |).

We formalize the notion of a partial solution as follows.

▶ Definition 4 (Partial Solution). Let C = (G,V) be a paths-independent c-graph. A cluster
path is a path all of whose vertices belong to the same cluster in V. A partial solution for
C is a set S of vertex-disjoint cluster paths. Note that S can contain several cluster paths
whose vertices belong to the same cluster. We say that S is properly marked if every edge in
S incident to a marked vertex also belongs to G.

Next, we formalize how a triple in MatPenDel captures information on a partial solution
(see Fig. 2a). For intuition, think of S as if it consisted of paths that contain vertices only
from the exterior (or only from the interior) of a cyclic separator.

1 Thus, for a (non-partial) solution, P contains at most 2 vertices per cluster, though we do not need to
formally demand this already in Definition 5.
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Figure 2 (a) Example for Definition 5: The paths in S are drawn as black curves, and the
vertices in U are marked by disks. We have M = {{a, b}, {c, e}, {f, i}}, P = {m, o, r}, D =
{d, g, h, j, k, l, n, p, q} and U \ (V (M) ∪ P ∪ D) = {s, t}. (b) Example for Definition 7: The
vertices in U are marked by disks, and their association with the clusters is indicated by col-
ors. Suppose Min = {{a, b}, {c, e}, {f, i}}, Pin = {m, o, r}, Din = {d, g, h, j, k, l, n, p, q} and
U \ (V (Min) ∪ Pin ∪ Din) = {s, t}, and Mout = {{f, o}, {i, m}, {r, a}}, Pout = {c, e}, Dout = {s, t}
and U \ (V (Mout) ∪ Pout ∪ Dout) = {b, d, g, h, j, k, l, n, p, q}. Then, the triples Tin = (Min, Pin, Din)
and Tout = (Mout, Pout, Dout) are complementary, and GTin,Tout is a subgraph of the illustrated graph
induced by {a, b, c, e, f, i, m, o, r}. The pendants are the endpoints of the edges going inside or
outside the cycle (the vertex b, for example, is not adjacent to a pendant, while the vertex c is).

▶ Definition 5 (Extracting a Triple from a Partial Solution). Let C = (G,V) be
a paths-independent c-graph. Let U ⊆ V (G) and let S be a partial solution. Then,
ExtractTriple(U,S) = (M,P,D) is defined as follows:

M has an edge between the endpoints of every path in S that has both endpoints in U ,
P ⊆ U consists of the vertices of degree 1 in S belonging to U that are not in V (M),2 and
D ⊆ U consists of the vertices of degree 2 in S belonging to U .

Further, S is compatible with a cyclic ordering ρ of U if M is a non-crossing matching of ρ.

We have the following immediate observation, connecting Definitions 2 and 5.

▶ Observation 6. Let C = (G,V) be a paths-independent c-graph. Let ρ be a cyclic or-
dering of some subset U of V (G). Let S be a partial solution compatible with ρ. Then,
ExtractTriple(U,S) ∈ MatPenDel(V, ρ).

We will be interested, in particular, in triples which are complementary (see Fig. 2b),
which intuitively means that partial solutions for the inside and the outside described by the
two triples can be combined to a solution for the whole graph:

▶ Definition 7 (Complementary Triples in MatPenDel). Let C = (G,V) be a paths-
independent c-graph. Let ρ be a cyclic ordering of some subset U of V (G). Then, Tin =
(Min, Pin, Din), Tout = (Mout, Pout, Dout) ∈ MatPenDel(V, ρ) are complementary if:
1. Din ⊆ U \ (V (Mout) ∪ Pout ∪Dout), and Dout ⊆ U \ (V (Min) ∪ Pin ∪Din).3

2. Let GTin,Tout denote the graph on vertex set V (Mout) ∪ Pout ∪ V (Min) ∪ Pin and edge set
Min ∪Mout, such that for every vertex in Pin, and similarly, for every vertex in Pout, we

2 In other words, for every path in S having precisely one endpoint in U , P contains the endpoint in U .
3 The reason why we write ⊆ rather than = is that some vertices in, e.g., U \ (V (Mout) ∪ Pout ∪ Dout) can

be the endpoints of solution paths. For example, consider the vertex b in Fig. 2b.
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24:8 Exact Algorithms for Clustered Planarity with Linear Saturators

add a new vertex attached to it and belonging to the same cluster.4 Then, this graph is a
collection of paths, such that all vertices in its vertex set that belong to the same cluster
in V also belong to the same (single) path, and all vertices that belong to the same path
also belong to the same cluster.

The utility of complementary triples is in the following definition, which specifies when a
partial solution S for the inner part satisfying ExtractTriple(U,S) = Tout can be combined
with any partial solution S ′ for the outer part that satisfies ExtractTriple(U,S ′) = Tin.

▶ Definition 8 (Partial Solution Compatible with (Tin, I, Ein)). Consider (G,V), a cyclic
ordering ρ of some U ⊆ V (G), Tin = (Min, Pin, Din) ∈ MatPenDel(V, ρ), I ⊆ V (G) \ U , and
Ein ⊆ E(G[U ]). Then, a partial solution S is compatible with (Tin, I, Ein) if:
1. ExtractTriple(U,S) = Tout and Tin are complementary.
2. Let G′

in = G[I ∪ U ] − (E(G[U ]) \ Ein) and Gin = G′
in − Din. We have that S contains

all and only the vertices in Gin, and all (but not necessarily only)5 edges in Gin between
vertices in the same cluster.

3. There exists a planar drawing φin of G′
in ∪ E(S) with an inner-face whose boundary

contains U (with, possibly, other vertices) ordered as by ρ.
4. Each path in S satisfies one of the following conditions: (a) it consists of all vertices of a

cluster in V that belong to Gin, and has no endpoint in U , or (b) it has an endpoint in U .

Towards the statement that will show the utility of compatibility (in Lemma 10 ahead),
we need one more definition, which intuitively provides necessary conditions for obtaining a
solution for (G,V) from a partial solution that is compatible with (Tin, I, Ein).

▶ Definition 9 (Sensibility of (Tin, I, Ein)). Consider (G,V), a cyclic ordering ρ of some
U ⊆ V (G), Tin = (Min, Pin, Din) ∈ MatPenDel(V, ρ), I ⊆ V (G) \ U , and Ein ⊆ E(G[U ]).
Then, (Tin, I, Ein) is sensible if:
1. There is no edge {u, v} ∈ E(G) with v ∈ I and u ∈ O for O = V (G) \ (I ∪ U).
2. No vertex in Din is adjacent in G′

in = G[I ∪ U ] − (E(G[U ]) \ Ein) to a vertex in the
same cluster in V. Additionally, no vertex in U \ (V (Min) ∪ Pin ∪ Din) is adjacent in
G′

out = G[O ∪ U ] − Ein for O = V (G) \ (I ∪ U) to a vertex in the same cluster in V.
3. No cluster in V has non-empty intersection with both I ∪ (U \Din) and O ∪Din but not

with V (Min) ∪ Pin.

We show that compatible solutions yield solutions to CPLS-Completion* in MatPenDel.

▶ Lemma 10. Consider (G,V), a cyclic ordering ρ of some U ⊆ V (G), Tin = (Min, Pin, Din) ∈
MatPenDel(V, ρ), I ⊆ V (G) \ U , and Ein ⊆ E(G[U ]). Suppose that (Tin, I, Ein) is sensible.
Additionally, consider

a properly marked partial solution Sin compatible with (Tin, I, Ein), and
a properly marked partial solution Sout compatible with ExtractTriple(U,Sin) = (Tout, O,

Eout) where O = V (G) \ (I ∪ U) and Eout = E(G[U ]) \ Ein.
Then, Z = E(Sin ∪Sout)\E(G) is a solution to (G,V) as an instance of CPLS-Completion*.

The crucial tool used to partition an instance of CPLS-Completion* into two smaller
instances is the augmented graph (AugmentGraph((G,V), ρ, (M,P,D))), which is illustrated
in Fig. 3 and intuitively ensures that a solution for the given graph is compatible with the
triple (T, P,D). The central statement about augmented graphs is the following.

4 So, if a vertex belongs to both Pin and Pout, we attach two new vertices to it.
5 As the paths in S can contain edges that are not edges in G.
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Figure 3 Example of an augmented graph. The vertices in U are marked by disks,
and the clusters in V are {{a, b, p, q, r, s, t}, {c, d, e}, {f, g, h, i, l, m, n, o}, {j, k}}. Suppose M =
{{a, b}, {c, e}, {f, i}}, P = {m, o, r}, D = {d, g, h, j, k, l, n, p, q} and U \ (V (M) ∪ P ∪ D) = {s, t}.
Newly added vertices to the augmented graph are marked by squares, vertices belonging to their
own singleton clusters are yellow or purple, and the other clusters are: (i) a, b, r, s, t and the two
neighboring squares drawn inside the cycle (blue); (ii) {c, e} and the neighboring square drawn inside
the cycle (green); (iii) {f, i, m, o} and the three neighboring squares drawn inside the cycle (black).

▶ Lemma 11. Consider (G,V), a cyclic ordering ρ of some U ⊆ V (G), Tin = (Min, Pin, Din) ∈
MatPenDel(V, ρ), I ⊆ V (G) \ U , and Ein ⊆ E(G[U ]). Let Zin ̸=NULL6 be a solution
to the instance (GA,VA) =AugmentGraph(G′

in, ρ, Tin) of CPLS-Completion* (where
G′

in = G[I ∪ U ] − (E(G[U ]) \ Ein)). Then, in polynomial time, we can compute a partial
solution compatible with (Tin, I, Ein) that is marked properly.

Using the ideas outlined at the beginning of the section, we can now use Lemmas 10
and 11 to show Theorem 1.

Fixed Embedding. By building on the ideas for the variable-embedding case, we also provide
a single-exponential algorithm for CPLSF, which becomes subexponential if additionally the
input graph is connected. While the single-exponential algorithm is almost identical to our
algorithm for CPLS, the subexponential algorithm uses connectivity together with the fixed
embedding to reduce the number of guesses during the initial phase of the algorithm.

▶ Theorem 12. CPLSF-Completion (and thus also CPLSF) can be solved in time 2O(n).
Moreover, it can be solved in time 2O(

√
n log n) if the input graph is connected.

4 The Kernels

In this section we provide kernelization algorithms for CPLS and CPLSF parameterized by
the vertex cover number k of the input graph G. Assume that X is a vertex cover of G of
size k; we will deal with computing a suitable vertex cover in the proofs of the main theorems
of this section. As our first step, we construct the set Z consisting of the union of X with all
vertices of degree at least 3 in G. Since G can be assumed to be planar, we have:

▶ Lemma 13 ([25, Lemma 13.3]). |Z| ≤ 3k.

6 We use NULL to algorithmically represent the non-existence of a solution (particularly in pseudocode).
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Note that each vertex in V (G)\Z now has 0, 1 or 2 neighbors in Z. For each subset Q ⊆ Z

of size at most 2, let the neighborhood type TQ consist of all vertices in V (G) \ Z whose
neighborhood in Z is precisely Q. Moreover, for i ∈ {0, 1, 2} we let Ti =

⋃
Q⊆Z,|Q|=i TQ

contain all vertices outside of Z with degree i. At this point, our approach for dealing with
CPLS and CPLSF will diverge.

The Fixed-Embedding Case. We will begin by obtaining a handle on vertices with precisely
two neighbors in Z. However, to do so we first need some specialized terminology. To make
our arguments easier to present, we assume w.l.o.g. that the input instance I is equipped
with a drawing D of G that respects the given embedding.

Let G2 be the subgraph of G induced on Z ∪ T2, where T2 is the set of all vertices in
V (G) \ Z with precisely two neighbors in Z. Let D2 be the restriction of D to G2, and
observe that D2 only differs from D by omitting some pendant and isolated vertices. Let
a face in D2 be special if it is incident to more than 2 vertices of Z, and clean otherwise;
notice that the boundary of a clean face must be a C4 which has precisely two vertices of Z
that lie on opposite sides of the C4 and which contains only vertices in T0 ∪ T1 in its interior.

▶ Lemma 14. The number of special faces in D2 is upper-bounded by 9k, and the number of
vertices in T2 that are incident to at least one special face is upper-bounded by 36k.

For a pair {a, b} ⊆ Z, we say that a set P of clean faces is an (ab)-brick if (1) the only
vertices of Z they are incident to are a and b, and (2) P forms a connected region in D2,
and (3) P is maximal with the above properties. Since the boundaries of every clean face
in P consists of a, b, and two degree-2 vertices, this in particular implies that the clean faces
in P form a sequence where each pair of consecutive faces shares a single degree-2 vertex;
this sequence may either be cyclical (in the case of a and b not being incident to any special
faces; we call such bricks degenerate), or the first and last clean face in P are adjacent to
special faces. Observe that a degenerate brick may only occur if |Z| = 2.

▶ Observation 15. The total number of bricks in D2 is upper-bounded by 24k.

In the next lemma, we use Observation 15 to guarantee the existence of a brick with
sufficiently many clean faces to support a safe reduction rule.

▶ Lemma 16. Assume |T2| ≥ 420k + 1, where k is the size of a provided vertex cover of
G. Then we can, in polynomial time, either correctly determine that I is a no-instance or
find a vertex v ∈ T2 with the following property: I is a yes-instance if and only if so is the
instance I ′ obtained from I by removing v.

Our next goal will be to reduce the size of T1. To do so, we will first reduce the total
number of clusters occurring in the instance – in particular, while by now we have the tools
to reduce the size of G2 (and hence also the number of clusters intersecting V (G2) = T2 ∪Z),
there may be many other clusters that contain only vertices in T1 and T0. Let Vi be a cluster
which does not intersect V (G2) = T2 ∪Z. Observe that if Vi contains vertices in more than a
single face of D2, then I must be a no-instance; for the following, we shall hence assume that
this is not the case. In particular, for a cluster Vi such that all of its vertices are contained
in a face f of D, we define its type t(i) as follows. ti is the set which contains f as well as all
vertices v on the boundary of f fulfilling the following condition: each v ∈ t(i) is adjacent to
a pendant vertex a ∈ Vi where a is drawn in f . An illustration of types is provided in Fig. 4.

For the next lemma, let τ be the set of all types occurring in I.

▶ Lemma 17. If |V (G2)| = α and D2 has β faces, then |τ | ≤ 7α+ 8β or I is a no-instance.



G. Da Lozzo, R. Ganian, S. Gupta, B. Mohar, S. Ordyniak, and M. Zehavi 24:11

s1

s2

s3

s4s5

s6

s7

Figure 4 An illustration of cluster types in a depicted face f . In this example, individual clusters
are marked by colors and none of the vertices s1, . . . , s7 belong to any of the colored clusters. The
types of the red, blue, yellow and green clusters are {f, s5, s6, s7}, {f, s1, s3, s4, s5, s7}, {f, s2} and
{f, s1, s2, s4}, respectively. Note that the depicted example cannot occur in a yes-instance since the
curves for, e.g., the blue and red clusters would need to cross each other.

Lemma 17 allows us to bound the total number of cluster types in the instance via
Lemma 18 below. The proof relies on a careful case analysis that depends on the size of
the cluster types of the considered clusters; for cluster types of size at least 4 we directly
obtain a contradiction with planarity, but for cluster types of size 2 or 3 we identify “rainbow
patterns” that must be present and allow us to simplify the instance.

▶ Lemma 18. Assume there are three distinct clusters, say V1, V2 and V3, which do not
intersect V (G2) and all have the same type of size at least 2. Then we can, in polynomial
time, either correctly identify that I is a no-instance or find a non-empty set A ⊆ T1 with the
following property: I is a yes-instance iff so is the instance I ′ obtained from I by removing A.

Having bounded the number of cluster types (Lemma 17) and the number of clusters of
each type (Lemma 18), it remains to bound the number of vertices in each of the clusters.

▶ Lemma 19. Let a ∈ V (G2) and f be a face of D2 incident to a, and let k be the size of a
provided vertex cover of G. Assume a cluster Vi contains at least 2k + 3 vertices in T1 that
are adjacent to a and lie in f . Then we can, in polynomial time, either correctly identify
that I is a no-instance, or find a vertex q ∈ Vi ∩ T1 such that I is a yes-instance if and only
if so is the instance I ′ obtained by deleting q.

We now have all the ingredients required to obtain our polynomial kernel:

▶ Theorem 20. CPLSF has a cubic kernel when parameterized by the vertex cover number.

The Variable-Embedding Case. For CPLS, we establish the following result:

▶ Theorem 21 (⋆). CPLS has a linear kernel when parameterized by the vertex cover
number.

Proof Sketch. One can immediately observe that the vertices in T0 are irrelevant. On a
high level, we can then proceed by devising reduction rules that result in a new instance that
does not contain large clusters; however it may still happen that there are many clusters
occurring in the instance. To deal with this, we group all the clusters together depending
on the “neighborhood types” of the vertices they contain. A second level of analysis and
reduction then allows us to deal with each group of clusters; there, the most difficult case
surprisingly arises when dealing with instances containing many clusters, each consisting of
precisely two pendant vertices. ◀
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As an immediate consequence of Theorem 21 and Theorem 1, we can obtain an improved
asymptotic running time for solving CPLS:

▶ Corollary 22. CPLS can be solved in time 2O(k) · nO(1), where k and n are the vertex
cover number and the number of vertices of the input graph, respectively.

5 NP-completeness

The CPLS problem was shown NP-complete for instances with an unbounded number of
clusters, even when the underlying graph is a subdivision of a 3-connected planar graph [4].
It is a simple exercise to see that CPLS is NP-complete for trees and for forests of stars (see
the Full Version). We establish the NP-completeness of CPLS and CPLSF when restricted to
instances with up to three clusters, which we refer to as CPLS-3 and CPLSF-3, respectively.

The proof is based on a reduction from a specialized and still NP-complete version of the
Bipartite 2-Page Book Embedding (B2PBE) problem [5]. Let G = (Ub, Ur, E) be a
bipartite planar graph, where the vertices in Ub and Ur are called black and red, respectively.
A bipartite 2-page book embedding of G is a planar embedding E of G in which the vertices
are placed along a Jordan curve ℓE , called spine of E , the black vertices appear consecutively
along ℓE , and each edge lies entirely in one of the two regions of the plane, called pages,
bounded by ℓE . The B2PBE problem asks whether a given bipartite graph admits a bipartite
2-page book embedding. We will reduce from the B2PBE with Prescribed End-vertices
(B2PBE-PE) problem. Given a bipartite planar graph G = (Ub, Ur, E) and a quadruple
(bs, bt, rs, rt) ∈ Ub × Ub × Ur × Ur, B2PBE-PE asks whether G admits a bipartite 2-page
book embedding E in which the vertices bs, bt, rs, and rt appear in this counter-clockwise
order along the spine of E . Let G+ be a planar supergraph of G whose vertex set is Ub ∪ Ur

and whose edge set is E ∪ E(σ), where σ is a cycle that traverses all the vertices of Ub (and,
thus, also of Ur) consecutively. A cycle σ exhibiting the above properties is a connector of G.
By [5, Lemma 2.1] and the definition of connector, we have the following.

▶ Lemma 23. A bipartite graph G = (Ub, Ur, E) with distinct vertices bs, bt ∈ Ub and
rs, rt ∈ Ur is a positive instance of B2PBE-PE iff it admits a connector σ in which bt and rt

immediately precede rs and bs, respectively, counter-clockwise along σ.

Next, we sketch a reduction from B2PBE-PE, which is NP-complete even for 2-connected
graphs, to CPLS-3. As B2PBE-PE remains NP-complete even for instances with a fixed
embedding (see [5] for details), the reduction also works if the target problem is CPLSF-3.

▶ Lemma 24. B2PBE-PE ≤P
m CPLS-3.
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Figure 5 Illustrations for the gadget Q and P.
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Figure 6 Illustrations for the proof of Lemma 24. (a) A planar embedding Eσ of a bipartite graph
G together with a connector σ of G. The edges of σ are dashed. (b) A planar embedding of the
linear saturation of the underlying graph of the independent c-graph C, obtained from Eσ.

Proof Sketch. In our reduction from B2PBE-PE to CPLS-3, we will use the originating
gadget Q in Fig. 5a and the traversing gadget P in Fig. 5c. These are independent c-graphs
with three clusters: red, blue, and black. Let W be a graph with 4 labeled vertices bs, bt, rb,
and rt. The PQ-merge of W is the graph obtained by taking the union of W , GQ, and GP ,
identifying the vertices bt and rs of W with the vertices b′

t and r′
s of GQ, respectively, and

identifying the vertices bs and rt of W with the vertices b′
s and r′

t of GP , respectively.
Given a connected bipartite planar graph G = (Ub, Ur, E) and an ordered quadruple

(bs, bt, rs, rt) ∈ Ub ×Ub ×Ur ×Ur, we construct an independent c-graph C = (H, {Vb, Vr, Vc})
with three clusters (red, black, and blue) as follows. First, we initialize the underlying
graph H of C to be the PQ-merge of G (which is well-defined, since G contains the 4 distinct
vertices bs, bt, rs, and rt.). Also, we initialize Vb = Ub ∪ {b∗, b⋄}, Vr = Ur ∪ {r∗, r⋄}, and
Vc = {α, β, λ, µ, ν, χ, ψ, ω}. Second, we subdivide, in H, each edge e of E(G) with a dummy
vertex ce and assign the vertex ce to Vc.

Clearly, the above reduction can be carried out in polynomial time in the size of G. In the
Full Version, we show that C is a positive instance of CPLS-3 if and only if (G, bs, bt, rs, rt) is
a positive instance of B2PBE-PE. The crux of the proof relies on the property that, in any
planar embedding of a linear saturation of the underlying graph of C, the end-vertices of the
path saturating the red cluster must be r∗ and r⋄, the end-vertices of the path saturating the
blue cluster must be α and ω, and the end-vertices of the path saturating the black cluster
must be b∗ and b⋄. This allows us to turn an embedding of G together with its connector
(Fig. 6a) into a linear saturation of the underlying graph of C (Fig. 6b), and vice versa. ◀

Lemma 24 and the fact that CPLS and CPLSF clearly lie in NP imply the main result
of the section, which is summarized in the following and rules out the existence of FPT
algorithms for CPLS and CPLSF parameterized by the number of clusters, unless P = NP.

▶ Theorem 25. CPLS and CPLSF are NP-complete even when restricted to instances with
at most three clusters.

ISAAC 2024
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6 Conclusions

This paper established upper and lower bounds that significantly expand our understanding
of the limits of tractability for finding linear saturators in the context of clustered planarity.

We remark that, prior to this research, the problem was not known to be NP-complete
for instances with O(1) clusters. Our NP-hardness result for instances of CPLS with three
clusters narrows the complexity gap to its extreme (while also solving the open problem posed
in [3, OP 4.3] about the complexity of Clique Planarity for instances with a bounded
number of clusters), and animates the interest for the remaining two cluster case.
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Abstract
A geometric t-spanner G on a set S of n point sites in a metric space P is a subgraph of the complete
graph on S such that for every pair of sites p, q the distance in G is a most t times the distance d(p, q)
in P . We call a connection between two sites a link. In some settings, such as when P is a simple
polygon with m vertices and a link is a shortest path in P , links can consist of Θ(m) segments and
thus have non-constant complexity. The spanner complexity is a measure of how compact a spanner
is, which is equal to the sum of the complexities of all links in the spanner. In this paper, we study
what happens if we are allowed to introduce k Steiner points to reduce the spanner complexity. We
study such Steiner spanners in simple polygons, polygonal domains, and edge-weighted trees.

Surprisingly, we show that Steiner points have only limited utility. For a spanner that uses k

Steiner points, we provide an Ω(nm/k) lower bound on the worst-case complexity of any (3 − ε)-
spanner, and an Ω(mn1/(t+1)/k1/(t+1)) lower bound on the worst-case complexity of any (t − ε)-
spanner, for any constant ε ∈ (0, 1) and integer constant t ≥ 2. These lower bounds hold in all
settings. Additionally, we show NP-hardness for the problem of deciding whether a set of sites in a
polygonal domain admits a 3-spanner with a given maximum complexity using k Steiner points.

On the positive side, for trees we show how to build a 2t-spanner that uses k Steiner points
of complexity O(mn1/t/k1/t + n log(n/k)), for any integer t ≥ 1. We generalize this result
to forests, and apply it to obtain a 2

√
2t-spanner in a simple polygon with total complexity

O(mn1/t(log k)1+1/t/k1/t + n log2 n). When a link in the spanner can be any path between two
sites, we show how to improve the spanning ratio in a simple polygon to (2k + ε), for any constant
ε ∈ (0, 2k), and how to build a 6t-spanner in a polygonal domain with the same complexity.
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25:2 The Complexity of Geodesic Spanners Using Steiner Points

1 Introduction

Consider a set S of n point sites in a metric space P . In applications such as (wireless)
network design [3], regression analysis [19], vehicle routing [12, 26], and constructing TSP
tours [6], it is desirable to have a compact network that accurately captures the distances
between the sites in S. Spanners provide such a representation. Formally, a geometric
t-spanner G is a subgraph of the complete graph on S, so that for every pair of sites p, q

the distance dG(p, q) in G is at most t times the distance d(p, q) in P [24]. The quality of
a spanner can be expressed in terms of the spanning ratio t and a term to measure how
“compact” it is. Typical examples are the size of the spanner, that is, the number of edges
of G, its weight (the sum of the edge lengths), or its diameter. Such spanners are well
studied [4, 8, 10, 18]. For example, for point sites in Rd and any constant ε > 0 one can
construct a (1 + ε)-spanner of size O(n/εd−1) [25]. Similar results exist for more general
spaces [9, 20, 21]. Furthermore, there are various spanners with other desirable spanner
properties such as low maximum degree, or fault-tolerance [7, 22, 23, 25].

When the sites represent physical locations, there are often other objects (e.g. buildings,
lakes, roads, mountains) that influence the shortest path between the sites. In such settings, we
need to explicitly incorporate the environment. We consider the case where this environment
is modeled by a polygon P with m vertices, and possibly containing holes. The distance
between two points p, q ∈ P is then given by their geodesic distance: the length of a shortest
path between p and q that is fully contained in P . This setting has been considered before.
For example, Abam, Adeli, Homapou, and Asadollahpoor [1] present a (

√
10 + ε)-spanner of

size O(n log2 n) when P is a simple polygon, and a (5+ε)-spanner of size O(n
√

h log2 n) when
the polygon has h > 1 holes. Abam, de Berg, and Seraji [2] even obtain a (2 + ε)-spanner of
size O(n log n) when P is actually a terrain. To avoid confusion between the edges of P and
the edges of G, we will from hereon use the term links to refer to the edges of G.

As argued by de Berg, van Kreveld, and Staals [15], each link in a geodesic spanner may
correspond to a shortest path containing Ω(m) polygon vertices. Therefore, the spanner
complexity, defined as the total number of line segments that make up all links in the spanner,
more appropriate measures how compact a geodesic spanner is. In this definition, a line
segment that appears in multiple links is counted multiple times: once for each link it appears
in. The above spanners of [1, 2] all have worst-case complexity Ω(mn), hence de Berg, van
Kreveld, and Staals present an algorithm to construct a 2

√
2t-spanner in a simple polygon

with complexity O(mn1/t + n log2 n), for any integer t ≥ 1. By relaxing the restriction of
links being shortest paths to any path between two sites, they obtain, for any constant
ε ∈ (0, 2t), a relaxed geodesic (2t + ε)-spanner in a simple polygon, or a relaxed geodesic
6t-spanner in a polygon with holes, of the same complexity. These complexity bounds are
still relatively high. De Berg, van Kreveld, and Staals [15] also show that these results are
almost tight. In particular, for sites in a simple polygon, any geodesic (3 − ε)-spanner has
worst-case complexity Ω(nm), and for any constant ε ∈ (0, 1) and integer constant t ≥ 2, a
(t − ε)-spanner has worst-case complexity Ω(mn1/(t−1) + n).

Problem Statement. A very natural question is then if we can reduce the total complexity
of a geodesic spanner by allowing Steiner points. That is, by adding an additional set S
of k vertices in G, each one corresponding to a (Steiner) point in P . For the original sites
p, q ∈ S we still require that their distance in G is at most t times their distance in P , but
the graph distance from a Steiner point p′ ∈ S to any other site is unrestrained. Allowing
for such Steiner points has proven to be useful in reducing the weight [5, 17] and size [22]
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Figure 1 A spanner in a simple polygon that uses two Steiner points (red squares). By adding
the two Steiner points, the spanner has a small spanning ratio and low complexity, as we no longer
need multiple links that pass through the middle section of P .

of spanners. In our setting, it allows us to create additional “junction” vertices, thereby
allowing us to share high-complexity subpaths. See Figure 1 for an illustration. Indeed, if
we are allowed to turn every polygon vertex into a Steiner point, Clarkson [11] shows that,
for any ε > 0, we can obtain a (1 + ε)-spanner of complexity O((n + m)/ε). However, the
number of polygon vertices m may be much larger than the number of Steiner points we can
afford. Hence, we focus on the scenario in which the number of Steiner points k is (much)
smaller than m and n.

Our Contributions. Surprisingly, we show that in this setting, Steiner points have only
limited utility. In some cases, even a single Steiner point allows us to improve the complexity
by a linear factor. However, we show that such improvements are not possible in general.
First of all, we show that computing a minimum cardinality set of Steiner points for sites in
a polygonal domain that allow for a 3-spanner of a certain complexity is NP-hard. Moreover,
we show that there is a set of n sites in a simple polygon with m = Ω(n) vertices for which
any (2 − ε)-spanner (with k < n/2 Steiner points) has complexity Ω(mn2/k2). Similarly, we
give a Ω(mn/k) and Ω(mn1/(1+t)/k1/(1+t)) lower bound on the complexity of a (3 − ε)- and
(t − ε)-spanner with k Steiner points. Hence, these results dash our hopes for a near linear
complexity spanner with “few” Steiner points and constant spanning ratio.

These lower bounds actually hold in a more restricted setting. Namely, when the metric
space is simply an edge-weighted tree that has m vertices, and the n sites are all placed in
leaves of the tree. In this setting, we show that we can efficiently construct a spanner whose
complexity is relatively close to optimal. In particular, our algorithm constructs a 2t-spanner
of complexity O(mn1/t/k1/t + n log(n/k)). The main idea is to partition the tree into k

subtrees of roughly equal size, construct a 2t-spanner without Steiner points on each subtree,
and connect the spanners of adjacent trees using Steiner points. The key challenge that we
tackle, and one of the main novelties of the paper, is to make sure that each subtree contains
only a constant number of Steiner points. We carefully argue that such a partition exists, and
that we can efficiently construct it. Constructing the spanner takes O(n log(n/k) + m + K)
time, where K is the output complexity. This output complexity is either the size of the
spanner (O(n log(n/k))), in case we only wish to report the endpoints of the links, or the
complexity, in case we wish to explicitly report the shortest paths making up the links. An
extension of this algorithm allows us to deal with a forest as well.

This algorithm for constructing a spanner on an edge-weighted tree turns out to be the
crucial ingredient for constructing low-complexity spanners for point sites in polygons. In
particular, given a set of sites in a simple polygon P , we use some of the techniques developed
by de Berg, van Kreveld, and Staals [15] to build a set of trees whose leaves are the sites,
and in which the distances in the trees are similar to the distances in the polygon. We then
construct a 2t-spanner with k Steiner points on this forest of trees using the above algorithm,
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and argue that this actually results into a 2
√

2t-spanner with respect to the distances in the
polygon. The main challenge here is to argue that the links used still have low complexity,
even when they are now embedded in the polygon. We prove that the spanner (with respect to
the polygon) has complexity O(mn1/t(log k)1+1/t/k1/t + n log2 n), and can be constructed in
time O(n log2 n + m log n + K). If we allow a link in the spanner to be any path between two
sites (or Steiner points), then we obtain for any constant ε ∈ (0, 2k) a relaxed (2t+ε)-spanner
of the same complexity. For k = O(1) our spanners thus match the results of de Berg, van
Kreveld, and Staals [15]. Finally, we extend these results to polygonal domains, where we
construct a similar complexity relaxed 6t-spanner in O(n log2 n + m log n log m + K) time.

Organization. We start with our results on edge-weighted trees in Section 2. To get a feel
for the problem, we first establish lower bounds on the spanner complexity in Section 2.1. In
Section 2.2 we present the algorithm for efficiently constructing a low complexity 2t-spanner,
in the full version [13] we extend it to a forest. In Section 3, we show how to use these results
to obtain a 2

√
2t-spanner for sites in a simple polygon P . In Section 4 we further extend our

algorithms to the most general case in which P may even have holes. In the full version of
the paper [13] we show that computing a minimum cardinality set of Steiner points with
which we can simultaneously achieve a particular spanning ratio and maximum complexity
is NP-hard. In Section 5 we pose some remaining open questions. Omitted proofs can be
found in the full version [13].

2 Steiner spanners for trees

In this section, we consider spanners on an edge-weighted rooted tree T . We allow only
positive weights. The goal is to construct a t-spanner on the leaves of the tree that uses k

Steiner points, i.e. the set of sites S is the set of leaves. We denote by n the number of leaves
and by m the number of vertices in T . The complexity of a link between two sites (or Steiner
points) p, q ∈ T is the number of edges in the shortest path π(p, q), and the distance d(p, q)
is equal to the sum of the weights on this (unique) path. We denote by T (v) the subtree of
T rooted at vertex v. For an edge e ∈ T with upper endpoint v1 (endpoint closest to the
root) and lower endpoint v2, we denote by T (e) := T (v2) ∪ {e} the subtree of T rooted at v1.

The Steiner points are not restricted to the vertices of T , but can lie anywhere on the
tree. To be precise, for any δ ∈ (0, 1) a Steiner point s can be placed on an edge (u, v) of
weight w. This edge is then replaced by two edges (u, s) and (s, v) of weight δw and (1 − δ)w.
Observe that this increases the complexity of a spanner on T by at most a constant factor as
long as there are at most a constant number of Steiner points placed on a single edge. The
next lemma states that it is indeed never useful to place more than one Steiner point on the
interior of an edge.

▶ Lemma 1. If a t-spanner G of a tree T has more than one Steiner point on the interior of
an edge e = (u, v), then we can modify G to obtain a t-spanner G′ that has no Steiner points
on the interior of e without increasing the complexity and number of Steiner points.

Proof. Let S denote the set of Steiner points of G and let S(e) ⊆ S the subset of Steiner
points that lie on e. We assume that each Steiner point is used by a path πG(p, q) for some
sites p, q, otherwise we can simply remove it. We define the set of Steiner points of G′ as
S ′ = (S \ S(e)) ∪ {u, v}. Observe that |S ′| ≤ |S|. To obtain G′, we replace each link (p, s)
with s ̸∈ S ′ by (p, u) if (p, s) intersects u and by (p, v) if (p, s) intersects v. Links between
Steiner points on e are simply removed. Finally, we add the link (u, v) to G′.
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Figure 2 (a) Our construction for an Ω(mn2/k2) lower bound on the complexity of any (2 − ε)-
spanner. (b) A more detailed version of the comb of a pitchfork highlighted in the orange disk, which
is also used for our Ω(mn1/(t+1)/k1/(t+1)) lower bound on the complexity of any (t − ε)-spanner.
(c) Our construction for an Ω(nm/k) lower bound on the complexity of any (3 − ε)-spanner.

We first argue that the spanning ratio of G′ is as most the spanning ratio of G. Consider
a path between two sites p, q in G. If this path still exists in G′, then dG(p, q) = dG′(p, q). If
not, then the path must visit e. Let (p1, s1) and (p2, s2) denote the first and last link in the
path that connect to a Steiner point in the interior of e (possibly s1 = s2). If π(p, q) does not
intersect the open edge e, then these links are replaced by (p1, u) and (p2, u) (or symmetrically
by (p1, v) and (p2, v)) in G′. This gives a path in G′ via u such that dG′(p, q) < dG(p, q). If
π(p, q) does intersect e, i.e. p and q lie on different sides of e, then, without loss of generality,
the links (p1, s1) and (p2, s2) are replaced by (p1, u), (u, v), and (p2, v). Again, this gives a
path in G′ such that dG′(p, q) ≤ dG(p, q).

Finally, what remains is to argue that the complexity of the spanner does not increase.
Each link that we replace intersects either u or v, thus replacing this link by a link up to u

or v reduces the complexity by one. Because each Steiner point on e occurs on at least one
path between sites in G, we replace at least two links. This decreases the total complexity by
at least two, while including the edge (u, v) increases the complexity by only one. ◀

▶ Corollary 2. Any spanner G on a tree T can be modified without increasing the spanning
ratio and complexity such that no edge contains more than one Steiner point in its interior.

2.1 Complexity lower bounds
In this section, we provide several lower bounds on the worst-case complexity of any (t − ε)-
spanner that uses k Steiner points, where t is an integer constant and ε ∈ (0, 1). When Steiner
points are not allowed, any (2 − ε)-spanner in a simple polygon requires Ω(n2) edges [1]
and Ω(mn2) complexity. If we allow a larger spanning ratio, say (3 − ε) or even (t − ε), the
worst-case complexity becomes Ω(mn) or Ω(mn1/(t−1)), respectively [15]. As the polygons
used for these lower bounds are very tree-like, these bounds also hold in our tree setting.
Next, we show how much each of these lower bounds is affected by the use of k Steiner points.

▶ Lemma 3. For any constant ε ∈ (0, 1), there exists an edge-weighted tree T for which any
(2 − ε)-spanner using k < n/2 Steiner points has complexity Ω(mn2/k2).

Proof sketch. The tree in Figure 2(a) is used to show this bound. Each of the k pitchforks
that does not contain a Steiner point contributes Ω(mn2/k3) complexity to the spanner. ◀
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(a) (b)

s1 s2
p`

S1 S2S0

Figure 3 (a) The sets Si defined by the two (red square) Steiner points. (b) For any spanner
on S1, every link to a Steiner point can be replaced by a link of smaller complexity, while increasing
the spanning ratio by at most one. Here, the dashed links can be replaced by the green links.

▶ Lemma 4. For any constant ε ∈ (0, 1), there exists an edge-weighted tree T for which any
(3 − ε)-spanner using k < n/2 Steiner points has complexity Ω(mn/k).

Proof sketch. The tree in Figure 2(c) is used to show this lower bound. ◀

▶ Lemma 5. For any constant ε ∈ (0, 1) and integer constant t ≥ 2, there exists an edge-
weighted tree T for which any (t − ε)-spanner using k < n Steiner points has complexity
Ω(mn1/(t+1)/k1/(t+1)).

Before we prove Lemma 5, we first discuss a related result in a simpler metric space.
Let ϑn be the 1-dimensional Euclidean metric space with n points v1, . . . , vn on the x-axis at
1, 2, . . . , n. A link (vi, vj) has complexity |i − j|. Dinitz, Elkin, and Solomon [16] give a lower
bound on the total complexity of any spanning subgraph of ϑn, given that the link-radius is
at most ρ. The link-radius (called hop-radius in [16]) ρ(G, r) of a graph G with respect to a
root r is defined as the maximum number of links needed to reach any vertex in G from r.
The link-radius of G is then minr∈V ρ(G, r). The link-radius is bounded by the link-diameter,
which is the minimum number of links that allow reachability between any two vertices.

▶ Lemma 6 (Dinitz et al. [16]). For any sufficiently large integer n and positive integer
ρ < log n, any spanning subgraph of ϑn with link-radius at most ρ has complexity Ω(ρ·n1+1/ρ).

Proof of Lemma 5. Consider the tree construction illustrated in Figure 2(b). This edge-
weighted tree T has the shape of a comb of width w and height h with n teeth separated by
corridors of complexity M = Θ(m/n) each. Each leaf at the bottom of a comb tooth is a site.

Any spanning subgraph of ϑn of complexity C and link-diameter ρ is in one-to-one
correspondence with a (ρ + 1 − ε)-spanner of complexity C · m/n in T [15]. Lemma 6 then
implies that any (t − ε)-spanner has worst-case complexity Ω(mn1/(t−1)).

When a set S of k Steiner points is introduced, we consider the at most k + 1 sets
S0, . . . , Sk of consecutive sites that have no Steiner point between them; see Figure 3(a).
We can replace any link (p, q) where p, q ∈ S ∪ S and π(p, q) intersects a Steiner point s

by the links (p, s) and (s, q). Corollary 2 implies that this increases the complexity by only
a constant factor. From now on, we thus assume there are no such links. We claim the
following for any (t − ε)-spanner G on S = S0 ∪ · · · ∪ Sk.

▷ Claim 7. Let Ci be the complexity of the subgraph of G induced by Si and the at most
two Steiner points sℓ and sr bounding Si from the left and right, respectively. Then, we can
construct a (t + 2 − ε)-spanner G′

i on Si that has complexity at most Ci.

Proof of Claim. Let pℓ and pr denote the leftmost and rightmost site in Si. We replace each
link (p, sℓ) (or (p, sr)), p ∈ Si, by the link (p, pℓ) (resp. (p, pr)). If there is a link (sℓ, sr),
it is replaced by (pℓ, pr). Any path in G between p, q ∈ Si that visits either sℓ and/or sr
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corresponds to a path via pr and/or pℓ in G′
i. The length of the path increases by 2h when

visiting pr or pℓ, so by at most 4h when visiting both. As d(p, q) ≥ 2h, the spanning ratio
increases by at most two. ◁

These changes in the spanner only decrease the complexity of the subspanner on Si.
Notice also that if we apply them to each of the sets Si, each link of G is changed by only
one of the subspanners G′

i. Thus, we consider the minimum complexity of any (t + 2 − ε)-
spanner on these sites. By applying Lemma 6, we find that the worst-case complexity of any
(t + 2 − ε)-spanner on these |Si| sites is Ω(m/n · |Si|1+1/(t+1)). The complexity of G is at least
the sum of the complexities of these G′

i spanners over all Si, so m
n

∑k
i=0 Ω

(
|Si|1+1/(t+1)),

where
∑k

i=0 |Si| = Θ(n). Using a logarithmic transformation and induction, we see that this
sum is minimized when |Si| = Θ(n/k) for all i ∈ 0, . . . , k. So,

m

n

k∑
i=0

Ω
(

|Si|1+1/(t+1)
)

≥ m

n

k∑
i=0

Ω
(

(n/k)1+1/(t+1)
)

= Ω
(

mn1/(t+1)/k1/(t+1)
)

. ◀

2.2 A low complexity Steiner spanner
In this section, we describe how to construct low complexity spanners for edge-weighted
trees. The goal is to construct a 2t-spanner of complexity O(mn1/t/k1/t + n log n) that uses
at most k Steiner points. We first show that the spanner construction for a simple polygon
of [15] can be used to obtain a low complexity spanner for a tree (without Steiner points).

▶ Lemma 8 (de Berg et al. [15]). For any integer t ≥ 1, we can build a 2t-spanner for an
edge-weighted tree T of size O(n log n) and complexity O(mn1/t + n log n) in O(n log n + m)
time.

Spanner construction. Given an edge-weighted tree T , to construct a Steiner spanner G
for T , we start by partitioning the sites in k sets S1, . . . Sk by an in-order traversal of the
tree. The first ⌈n/k⌉ sites encountered are in S1, the second ⌈n/k⌉ in S2, etc. After this, the
sites are reassigned into k new disjoint sets S′

1, . . . S′
k. For each of these sets, we consider a

subtree T ′
i ⊆ T whose leaves are the set S′

i. There are four properties that we desire of these
sets and their subtrees.
1. The size of S′

i is O(n/k).
2. The trees T ′

i cover T , i.e.
⋃

i T ′
i = T .

3. The trees T ′
i are disjoint apart from Steiner points.

4. Each tree T ′
i contains only O(1) Steiner points.

As we prove later, these properties ensure that we can construct a spanner on each subtree T ′
i

to obtain a spanner for T . We obtain such sets S′
i and the corresponding trees T ′

i as follows.
We color the vertices and edges of the tree T using k colors {1, . . . , k} in two steps. In

this coloring, an edge or vertex is allowed to have more than one color. First, for each set
Si, we color the smallest subtree that contains all sites in Si with color i. After this step,
all uncolored vertices have only uncolored incident descendant edges. Second, we color the
remaining uncolored edges and vertices. These edges and their (possibly already colored)
upper endpoints are colored in a bottom-up fashion. We assign each uncolored edge and its
upper endpoint the color with the lowest index i that is assigned also to its lower endpoint.

After coloring T , we for i ∈ {1, . . . , k} place a Steiner point si at the root of tree Ti

formed by all edges and vertices of color i. This may place multiple Steiner points at the same
vertex. We may abuse notation, and denote by si the vertex occupied by Steiner point si.
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(a) (b)

T ′
1

T ′
3

T ′
2

T ′
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T ′
2 T ′
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Figure 4 The tree Ti is the subtree whose edges and vertices have color i. A Steiner point (square)
is placed at the root of Ti. The shaded areas show the trees T ′

i . The examples show the case when
the Steiner points are (a) at different vertices or (b) share a vertex.

For each Steiner point si, we define a subtree T ′
i ⊆ T . The sites in T ′

i will be the set S′
i.

The tree T ′
i is a subtree of T (si). When si is the only Steiner point at the vertex, then

T ′
i = T (si) \

⋃
j(T (sj) \ {sj}) for sj a descendant of si. In other words, we look at the tree

rooted at si up to and including the next Steiner points, see Figure 4(a). When si is not
the only Steiner point at the vertex, we include only subtrees T (e) of si (up to the next
Steiner points) that start with an edge e that has color i and no color j > i. See Figure 4(b).
Whenever si has the lowest or highest index of the Steiner points at si, we also include all
T (e′) that start with an edge e′ of color j < i or j > i, respectively. This generalizes the
scheme for when si is the only Steiner point at the vertex.

By creating T ′
i in this way, si is not a leaf of T ′

i . We therefore adapt T ′
i by adding an

edge of weight zero between the vertex at si and a new leaf corresponding to si. On each
subtree T ′

i , we construct a 2t-spanner using the algorithm of Lemma 8. These k spanners
connect at the Steiner points, which we formally prove in the spanner analysis.

Analysis. To prove that G is indeed a low complexity 2t-spanner for T , we first show that
the four properties stated before hold for S′

i and T ′
i . We often apply the following lemma,

that limits the number of colors an edge can be assigned by our coloring scheme.

▶ Lemma 9. An edge can have at most two colors.

Proof. First, observe that an edge can receive more than one color only in the first step of
the coloring. Suppose for contradiction that there is an edge e in T that has three colors
i < j < ℓ. Let v be the lower endpoint of e. Then there must be three sites pi ∈ Si, pj ∈ Sj ,
pℓ ∈ Sℓ in T (v). Because these sets are defined by an in-order traversal, pi must appear
before pj in the traversal. Similarly, pj appears before pℓ. Additionally, there must be a
site p′

j ∈ Sj in T \ T (v), otherwise the color j would not be assigned to e. The site p′
j must

appear before pi or after pℓ in the traversal. In the first case, pi must be in Sj as it appears
between two sites in Sj . In the second case, we find pℓ ∈ Sj , also giving a contradiction. ◀

We prove properties 1, 2, and 3 in the full version [13].

▶ Lemma 10. There are at most five Steiner points in T ′
i .

Proof sketch. By definition, si is in T ′
i , so we want to show that there are at most four

other Steiner points in T ′
i . Note that a Steiner point can occur in T ′

i only if its path to si

does not encounter any other Steiner point. In this proof sketch we show there are at most
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Figure 5 Notation used in Lemma 10. In T ′
i [j] are all subtrees that start with an edge of color j.

two Steiner points in subtrees T (e) for which the edge e, which is incident to si in T ′
i , does

not have color i. In the full proof we use similar techniques to bound the number of Steiner
points in subtrees for which e does have color i by two as well.

Let T ′
i [j] be the subtree of T ′

i rooted at si that is the union of T (e) ∩ T ′
i for all edges e

incident to si of color j ̸= i and not of color i as well, see Figure 5(a). We argue that this
subtree is non-empty for at most two colors j. Consider such an edge e. Because e does not
have color i and e ∈ T ′

i , it must be that sj is above si in T . Thus, the parent edge of si in T

must also be colored j. By Lemma 9, the parent edge of si in T can be assigned at most two
colors, so T ′

i [j] is non-empty for at most two colors.
Next, we prove that T ′

i [j] contains at most one Steiner point other than si. We assume
that i < j, the proof for i > j is symmetric. Assume for contradiction that T ′

i [j] contains
two Steiner points sx and sy, x < y; see Figure 5(b). As shown before, there is a site of Sj

in T \ T (si). As i < j, this implies that i < x < y < j. Let e′ be the first edge on π(si, sx)
that is not on π(si, sy), i.e. the first edge after the paths diverge. Let c be a color of e′ and
let v and w be the upper and lower endpoint of e′. The tree T (w) does not contain any sites
of Sj , as these appear in the traversal after the sites of Sx. It follows that Sc is before Sj in
the in-order traversal, in other words i < c < j. The parent edge of si cannot be colored c,
as a site of Sc would then appear either before a site in Si or after a site in Sj in the in-order
traversal. It follows that sc is on the path π(v, si). If sc ̸= si, this contradicts the assumption
that this path does not contain a Steiner point. If sc = si, then i < c implies that the subtree
starting with an edge of color j is in not T ′

i , which is a contradiction. We conclude that
there are at most two Steiner points in the subtrees T ′

i [j] in total for all j ̸= i. ◀

We are now ready to prove that our algorithm computes a spanner with low complexity.

▶ Lemma 11. The spanner G is a 2t-spanner for T of size O(n log(n/k)) and complexity
O(mn1/t/k1/t + n log(n/k)).

Proof. To bound the size and complexity of the spanner, we first consider the number of
leaves ni and vertices mi in each subtree T ′

i . As ni is equal to |S′
i| plus the number of

Steiner points in T ′
i , properties 1 and 4 (Lemma 10) imply that ni = O(n/k) + 5 = O(n/k).

Property 3 states the subtrees T ′
i are disjoint apart from their shared Steiner points, so∑

mi = O(m). By Lemma 8, G has size
∑k

i=1 O
(

n
k log

(
n
k

))
= O

(
n log

(
n
k

))
and complexity∑k

i=1 O
(

mi

(
n
k

)1/t + n
k log

(
n
k

))
= O

(
mn1/t

k1/t + n log
(

n
k

))
.

What remains is to show that G is a 2t-spanner. Let p, q ∈ S be two leaves in T . If p, q ∈ S′
i

for some i ∈ {1, . . . , k} then the shortest path π(p, q) is contained within T ′
i . The 2t-spanner

on T ′
i implies that dG(p, q) ≤ 2td(p, q). If there is no such set S′

i that contains both sites,
consider the sequence of vertices v1, . . . , vℓ where π(p, q) exits some subtree T ′

i . Let v, w be
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two consecutive vertices in this sequence. Without loss of generality, assume that w ∈ T (v),
and let sx be the Steiner point at v for which w ∈ T ′

x (properties 2 and 3 imply sx exists).
Then the 2t-spanner on T ′

x ensures that dG(v, w) ≤ 2td(v, w). It follows that dG(p, q) ≤
dG(p, v1) + dG(v1, v2) + · · · + dG(vℓ, q) ≤ 2t(d(p, v1) + d(v1, v2) + · · · + d(vℓ, q)) = 2td(p, q). ◀

▶ Theorem 12. Let T be a tree with n leaves and m vertices, and t ≤ 1 be any integer
constant. For any 1 ≤ k ≤ n, we can build a 2t-spanner G for T using at most k Steiner points
of size O(n log(n/k)) and complexity O(mn1/t/k1/t + n log(n/k)) in O(n log(n/k) + m + K)
time, where K is the output size.

A forest spanner. The tree spanner can be extended to a spanner for a forest F . As F
is disconnected, we cannot require all sites to have a path between them in the spanner.
Instead, we say that G is a t-spanner for F if G is a t-spanner for every tree in F .

▶ Theorem 13. Let F be a forest with n leaves and m vertices, and t ≤ 1 be any integer
constant. For any 1 ≤ k ≤ n, we can build a 2t-spanner G for F using at most k Steiner points
of size O(n log(n/k)) and complexity O(mn1/t/k1/t + n log(n/k)) in O(n log(n/k) + m + K)
time, where K is the output size.

3 Steiner spanners in simple polygons

We consider the problem of computing a t-spanner using k Steiner points for a set of n point
sites in a simple polygon P with m vertices. We measure the distance between two points in
p, q in P by their geodesic distance, i.e. the length of the shortest path π(p, q) fully contained
within P . A link (p, q) in the spanner is the shortest path π(p, q), and its complexity is
the number of segments in this path. Lower bounds for trees straightforwardly extend to
polygonal instances. Again, we aim to obtain a spanner of complexity close to the lower bound.

▶ Lemma 14. The lower bounds of Lemmata 3, 4, and 5 also hold for simple polygons.

Spanner construction. Next, we describe how to obtain a low-complexity spanner in a
simple polygon using at most k Steiner points. In our approach, we combine ideas from [2]
and [15] with the forest spanner of Theorem 13. We first give a short overview of the approach
to obtain a low complexity 2

√
2t-spanner [15], and then discuss how to combine these ideas

with the forest spanner to obtain a low complexity Steiner spanner.
We partition the polygon P into two subpolygons Pℓ and Pr by a vertical line segment λ

such that roughly half of the sites lie in either subpolygon. For the line segment λ, we then
consider the following weighted 1-dimensional space. For each site p ∈ S, let pλ be the
projection of p: the closest point on λ to p. The (weighted 1-dimensional distance) between
two sites pλ, qλ is defined as dw(pλ, qλ) := d(p, pλ) + d(pλ, qλ) + d(q, qλ). In other words,
the sites in the 1-dimensional space are weighted by the distance to their original site in P .
For this 1-dimensional space we construct a t-spanner Gλ, and for each link (pλ, qλ) in Gλ

we add the link (p, q) to the spanner G. Finally, we process the subpolygons Pℓ and Pr

recursively. De Berg, van Kreveld, and Staals [15] show that this gives a
√

2t-spanner in a
simple polygon. To obtain a spanner of complexity O(mn1/t + n log2 n), they construct a
1-dimensional 2t-spanner Gλ using the approach of Lemma 8, resulting in a 2

√
2t-spanner.

In our case, we require information on the paths from the sites to their projection instead
of only their distance to decide where to place the Steiner points. This information is
captured in the shortest path tree SPT λ of the segment λ, which is the union of all shortest
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λ

p

p

λ
SPT i,j

Figure 6 The shortest path tree of λ in P ′ and its SPT i,j . The grey nodes and edges are not
included in SPT i,j , but can be assigned to a T ′

i as indicated by the colored backgrounds. The
squares show the Steiner points in SPT i,j and P ′. The sites in P ′ are colored as the trees T ′

i .

paths from the vertices of P to their closest point on λ. Additionally, we include all sites in
S in the tree SPT λ. The segment λ is split into multiple edges at the projections of the sites,
see Figure 6. The tree SPT λ is rooted at the lower endpoint of λ and has O(m + n) vertices.

We adapt the algorithm to build a spanner in P as follows. Instead of computing a
1-dimensional spanner directly in each subproblem in the recursion, we first collect the
shortest path trees of all subproblems. Let SPT i,j denote the shortest path tree of the j-th
subproblem at the i-th level of the recursion. We exclude all vertices from SPT i,j that have
no site as a descendant. This ensures that all leaves of the tree are sites. Let F = ∪i,jSPT i,j

be the forest consisting of all trees. A site in S or vertex of P can occur in multiple trees
SPT i,j , but they are seen as distinct sites and vertices in the forest F . We call a tree SPT i,j

large if 0 ≤ i ≤ log k and small otherwise. In other words, the trees created in the recursion
up to level log k are large. We then partition F into two forests Fs and Fℓ containing the
small and large trees. For each tree in Fs we directly apply the 2t-spanner of Lemma 8 that
uses no Steiner points to obtain a spanner Gs. For the forest Fℓ we apply Theorem 13 to
obtain a 2t-spanner Gℓ for Fℓ. Let GF = Gs ∪ Gℓ. A Steiner point in GF corresponds to either
a vertex of P or a point on λ. Let S denote the set of Steiner points. To obtain a spanner G
in the simple polygon, we add a link (p, q), p, q ∈ S ∪ S, to G whenever there is a link in GF
between (a copy of) p and q.

▶ Lemma 15. The graph G is a 2
√

2t-spanner for the sites S in P of size O(n log2 n).

Complexity analysis. To bound the complexity of the links in G, we have to account for the
complexity of links generated by both Gs and Gℓ. Bounding the complexity of Gs is relatively
straightforward, but to bound the complexity of Gℓ we first prove a lemma on the structure
of a shortest path in P between sites in Fℓ.

Let T be a tree in Fℓ and let P ′ be the corresponding subpolygon of the subproblem. We
consider the shortest path between two sites that are assigned to the same subtree T ′

i of T by
the forest algorithm. It can be that this shortest path uses vertices of P ′ that were excluded
from T , as they had no site as a descendant. For the analysis, we do include these vertices
in T and assign them to subtrees T ′

j as in Section 2.2; see Figure 6. The following lemma
states that the complexity of a shortest path between two sites in the same subtree T ′

i is
bounded by the number of vertices in T ′

i . We use this to bound the complexity in Lemma 17.

▶ Lemma 16. A shortest path π(p, q) in P ′ between sites p, q ∈ T ′
i uses vertices in T ′

i only.
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(a) (b)

rλ

λ

r′

r

A

B

πr

p1

r

r′ r′
p2

r

p3

Figure 7 (a) The extended path πr separates the polygon into P ′
r = A ∪ B and P ′

¬r. (b) Sites
p1...3 correspond to the respective subcases (i–iii) based on the structure of the polygon around r′.

Proof. Assume for contradiction that r is a highest vertex in T used by π(p, q) that is not
in T ′

i . First, consider the case that r is the root of T . Recall that this means r is the bottom
endpoint of λ, and thus lies on the boundary of P ′. As r is on π(p, q), it must be that p

and q lie in different subpolygons, and at least one of them lies below the horizontal line
through r. This implies that si = r, which is a contradiction.

Next, consider the case that r is not the root of T . Let r′ be the parent of r. If r′ is in T ′
i ,

then it must be a leaf. We consider the following partition of P ′. Recall that rλ denotes
the closest point on λ to r. We extend the shortest path π(r, rλ) to the boundary of P ′ by
extending the first and last line segments of the path to obtain a path πr, see Figure 7(a).
Let ∂P ′ denote the boundary of P ′. We define P ′

r to be the closed polygon bounded by ∂P ′

and πr that contains the polygon edges incident to r, and P ′
¬r := P ′ \ P ′

r. Because r is a
reflex vertex of P ′, P ′

r is well-defined. Without loss of generality, we assume that P ′
r contains

the part of λ above rλ, as in Figure 7(a). If both p and q are in P ′
¬r, then r /∈ π(p, q). It

follows that p and/or q are in P ′
r. Without loss of generality, assume that p ∈ P ′

r.
We distinguish two cases based on the location of p, see Figure 7(a). Either p ∈ A, where

A ⊂ P ′
r is bounded by the extension segment starting at r and ∂P ′, or p ∈ B, where B ⊂ P ′

r

is bounded by π(r, rλ), the extension segment starting at rλ, and ∂P ′.
If p ∈ A, then p is a descendant of r in T . As p and q are in T ′

i and r is not, it must be
that q is also a descendant of r. It follows that q ∈ A, but this means that r is not a reflex
vertex on π(p, q), which contradicts it being a shortest path.

If p ∈ B, the previous paragraph implies that q /∈ A. Additionally, q /∈ B as well, as r

would then not be a reflex vertex in π(p, q). It follows that q ∈ P ′
¬r. Next, we make a

distinction on whether r′ is a vertex of P ′ or not. First, assume that r′ is not a vertex of P ′,
and thus r′ ∈ λ. Because p ∈ B, pλ must be at or above r′. Because q ∈ P ′

¬r, qλ must be
below r′. This implies that the path in T from p to q visits r′, which contradicts p, q ∈ T ′

i .
Next, we assume that r′ is a vertex of P ′. We distinguish three different subcases based

on the shape of the polygon around r′, see Figure 7(b), and find a contradiction in each case:
(i) The edges of P ′ incident to r′ are in P ′

¬r. As r is on π(p, q), q must be a descendant
of r′. It follows that the Steiner point si is located on the path in T from q to r′, so p is
also a descendant of r′. It follows that p is on the segment rr′. However, for r to be on
π(p, q), q must then be in A, which is a contradiction.

(ii) The edges of P ′ incident to r′ are in P ′
r, and r′ is on π(p, pλ). In this case, p is a

descendant of r′. This again implies that q is a descendent of r′, which contradicts q ∈ P ′
¬r.

(iii) The edges of P ′ incident to r′ are in P ′
r, and r′ is not on π(p, pλ). The path

π(p, q) either intersects the boundary of B twice, which is not allowed as both are shortest
paths, or visits r′ as well. However, this implies that q ∈ A, which is a contradiction. ◀

▶ Lemma 17. The spanner G has complexity O(mn1/t(log k)1+1/t/k1/t + n log2 n).



S. de Berg, T. Ophelders, I. Parada, F. Staals, and J. Wulms 25:13

Proof. To bound the complexity of the links in G generated by Gs we apply Lemma 8 directly.
As Lemma 8 corresponds to the algorithm to construct a low complexity spanner in a polygon
using the shortest path tree, the complexity bound also holds in the simple polygon setting.
Using

∑2i

j=0 mi,j = O(m), where mi,j is the number of vertices in SPT i,j , the complexity is

O(log n)∑
i=log k

2i∑
j=0

O

(
mi,j

( n

2i

)1/t

+ n

2i
log

( n

2i

))
= O

(
mn1/t

k1/t
+ n log2 n

)
.

For Fℓ, the algorithm of Lemma 8 is used as a subroutine on every subtree T ′
i . Lemma 16

implies that the complexity bound of Theorem 13 also holds for links in P . Recall that the
number of sites in Fℓ is O(n log k). A vertex of P can occur in at most two subproblems at each
level of the recursion that partitions P , thus the number of vertices in Fℓ is O((m + n) log k).
As the n sites are equally divided over all subproblems at level i, the complexity of the links
in G generated by Gℓ given by Theorem 13 is improved to

O

(
m log k(n log k)1/t

k1/t
+ n log k log

(
n log k

k

))
= O

(
mn1/t(log k)1+1/t

k1/t
+ n log2 n

)
. ◀

▶ Theorem 18. Let S be a set of n point sites in a simple polygon P with m vertices, and t ≥ 1
be any integer constant. For any 1 ≤ k ≤ n, we can build a geodesic 2

√
2t-spanner with at

most k Steiner points, of size O(n log2 n) and complexity O(mn1/t(log k)1+1/t/k1/t +n log2 n)
in O(n log2 n + m log n + K) time, where K is the output size.

A relaxed geodesic (2k + ε)-spanner. In a more recent version of the paper by de Berg,
van Kreveld, and Staals [14, 15] they show how to apply the refinement proposed by Abam,
de Berg, and Seraji [2] to improve the spanning ratio to (2k + ε) for any constant ε ∈ (0, 2k).
They make two changes in their approach. First, instead of using the shortest path between
two sites as a link they allow a link to be any path between two sites. They call such a spanner
a relaxed geodesic spanner. Second, for each split of the polygon they construct spanners on
several sets of sites in the 1-dimensional weighted space. Using the same adaptations, we
obtain a relaxed (2k + ε)-spanner of complexity O(mn1/t(log k)1+1/t/k1/t + n log2 n).

4 Steiner spanners in polygonal domains

If the polygon contains holes, the spanner construction in the previous section no longer
suffices. In particular, we may need a different type of separator, and shortest paths in P

are no longer restricted to vertices in some subtree (Lemma 16 does not hold). De Berg, van
Kreveld, and Staals [15] run into similar problems when generalizing their low complexity
spanner, and solve them as follows. There are two main changes in their construction. First,
the separator is no longer a line segment, but a balanced separator that consists of at most
three shortest paths that partition the domain into two subdomains Pr and Pℓ. They then
construct a spanner Gλ on the 1-dimensional space containing the projections of the sites for
each shortest path in the separator. Second, the links that are included in the spanner are
no longer shortest paths, but consist of at most three shortest paths, resulting in a relaxed
geodesic spanner. In contrast to the simple polygon, using a 1-dimensional spanner with
spanning ratio t results in a spanning ratio in P of 3t [15].

To construct a low complexity spanner using k Steiner points, we use our simple polygon
approach with the adaptions of [15]. The number of trees, and thus the number of sites and
vertices in the trees, increases by a constant factor, as we create at most three shortest path
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trees at each level. To bound the complexity, we can no longer apply Lemma 16. However, the
links that are added to G are shortest paths in the shortest path tree. Therefore, the bound
on the complexity of GF directly translates to a bound on the complexity of G. As in the
simple polygon case, we obtain a spanner of complexity O(mn1/t(log k)1+1/t/k1/t + n log2 n).

▶ Theorem 19. Let S be a set of n point sites in a polygonal domain P with m ver-
tices, and t ≥ 1 be any integer constant. For any k ≤ n, we can build a relaxed
geodesic 6t-spanner with at most k Steiner points, of size O(n log n log(n/k)) and com-
plexity O(mn1/t(log k)1+1/t/k1/t + n log2 n) in O(n log2 n + m log n log m + K) time, where
K is the output size.

5 Future work

On the side of constructing low-complexity spanners, an interesting direction for future work
would be to close the gap between the upper and lower bounds, both with and without using
Steiner points. We believe it might be possible to increase the n1/(t+1) term to n1/t (or even
n1/(t−1)) in Lemma 5. On the side of the hardness, many interesting open questions remain,
such as: Is the problem still hard in a simple polygon? Can we show hardness for other
spanning ratios and/or a less restricted complexity requirement? Is the problem even in NP?
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Abstract
Boundary labeling is a technique in computational geometry used to label dense sets of feature points
in an illustration. It involves placing labels along an axis-aligned bounding box and connecting
each label with its corresponding feature point using non-crossing leader lines. Although boundary
labeling is well-studied, semantic constraints on the labels have not been investigated thoroughly.
In this paper, we introduce grouping and ordering constraints in boundary labeling: Grouping
constraints enforce that all labels in a group are placed consecutively on the boundary, and ordering
constraints enforce a partial order over the labels. We show that it is NP-hard to find a labeling
for arbitrarily sized labels with unrestricted positions along one side of the boundary. However, we
obtain polynomial-time algorithms if we restrict this problem either to uniform-height labels or to a
finite set of candidate positions. Finally, we show that finding a labeling on two opposite sides of
the boundary is NP-complete, even for uniform-height labels and finite label positions.
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1 Introduction

Annotating features of interest with textual information in illustrations, e.g., in technical,
medical, or geographic domains, is an important and challenging task in graphic design and
information visualization. One common guideline when creating such labeled illustrations is
to “not obscure important details with labels” [9, p. 35]. Therefore, for complex illustrations,
designers tend to place the labels outside the illustrations, creating an external labeling as
shown in Figure 1a. Feature points, called sites, are connected to descriptive labels with
non-crossing polyline leaders, while optimizing an objective function, e.g., the leader length.

External labeling is a well-studied area both from a practical visualization perspective
and from a formal algorithmic perspective [5]. One aspect of external labeling that has not
yet been thoroughly studied in the literature, though, and which we investigate in this paper,
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26:2 Constrained Boundary Labeling

(a) Schematic of the sun. © ScienceFacts.net [7];
reproduced with permission.
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(b) Cities in Italy. Labeling with po-leaders cre-
ated by our algorithm described in Section 2.2.

Figure 1 Labelings that adhere to semantic constraints.

is that of constraining the placement of (subsets of) labels in the optimization process. The
sequential arrangement of external labels along the boundary of the illustration creates new
spatial proximities between the labels that do not necessarily correspond to the geometric
proximity patterns of the sites in the illustration. Hence, it is of interest in many applications
to put constraints on the grouping and ordering of these labels in order to improve the
readability and semantic coherence of the labeled illustration. Examples of such constraints
could be to group labels of semantically related sites or to restrict the top-to-bottom order of
certain labels to reflect some ordering of their sites in the illustration; see Figure 1a, where
the inner and outer layers of the sun are grouped and ordered from the core to the surface.

More precisely, we study such constrained labelings in the boundary labeling model, which
is a well-studied special case of external labelings. Here, the labels must be placed along
a rectangular boundary around the illustration [4]. Initial work placed the labels on one
or two sides of the boundary, usually the left and right sides. For uniform-height labels,
polynomial-time algorithms to compute a labeling that minimizes the length of the leaders [4]
or more general optimization functions [6] have been proposed. Polynomial-time approaches
to compute a labeling with equal-sized labels on (up to) all four sides of the boundary are
also known [21]. For non-uniform height labels, NP-hardness has been shown in the general
two-sided [4], and in different one-sided settings [3, 12]. Several leader styles have been
considered, and we refer to the book of Bekos et al. [5] and the user study of Barth et al. [1]
for an overview. In this paper, we will focus on a frequently used class of L-shaped leaders,
called po-leaders, that consist of two segments: one is parallel and the other orthogonal to
the side of the boundary on which the label is placed [4], see Figure 1b. These po-leaders
turned out as the recommended leader type in the study of Barth et al. [1] as they performed
well in various readability tasks and received high user preference ratings.

The literature considered various extensions of boundary labeling [2, 12, 17, 18], and
we broaden this body of work with our paper that aims at systematically investigating the
above-mentioned constraints in boundary labeling from an algorithmic perspective.

Problem Description. In the following, we use the taxonomy of Bekos et al. [5] where
applicable. Let S be a set of n sites in R2 enclosed in an axis-parallel bounding box B and in
general position, i.e., no two sites share the same x- or y-coordinate. For each site si ∈ S, we
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(a) Length-minimal. (b) Bend-minimal.

si

sj

(c) A 2-sided labeling. (d) Non-admissible.

Figure 2 Colors indicate grouping and arrows ordering constraints. Labelings that are optimal
with respect to (a) the total leader length and (b) the number of bends. In the 2-sided layout (c)
the ordering constraint si ≼ sj is not enforced since ℓi and ℓj are on different sides. Note that (d) is
a planar but non-admissible length-minimal labeling.

have an open rectangle ℓi of height h(ℓi) and some width, which we call the label of the site.
The rectangles model the (textual) labels, which are usually a single line of text in a fixed
font size, as their bounding boxes. Hence, we often restrict ourselves to uniform-height labels,
but neglect their width. The po-leader λi = (si, ci) is a polyline consisting of (up to) one
vertical and one horizontal segment and connects site si with the reference point ci, which is
a point on the boundary B at which we attach the label ℓi. The point where λi touches ℓi

is called the port of ℓi. We define the port for each label ℓ to be at half its height, i.e., we
use fixed ports. Hence, the position of ci uniquely determines the position of the port pi

and thus the placement of the label ℓi. We denote with Λ the set of all possible leaders and
with C the set of all possible reference points. In a b-sided boundary labeling L : S → C, we
route for each site s ∈ S a leader λ to the reference point L(s) on the right (b = 1) or the
right and left (b = 2) side of B, such that we can (in a post-processing step) place the label ℓ

for s at the reference point L(s) and no two labels will overlap. If C consists of a finite set
of m candidate reference points on B, we say that we have fixed (candidate) reference points,
otherwise C consists of the respective side(s) of B, which is called sliding (candidate) reference
points. In the following, we call the reference points in C simply candidates. A labeling is
called planar if no two labels overlap and there is no leader-leader or leader-site crossing.
We can access the x- and y-coordinate of a site, port, or candidate with x(·) and y(·).

In our constrained boundary labeling setting, we are given a tuple of constraints (Γ,≼)
consisting of a family of k grouping constraints Γ and a partial order ≼ on the sites. A
grouping constraint ∅ ≠ G ⊆ S enforces that the labels for the sites in G appear consecutively
on the same side of the boundary, as in Figures 2a–2c, but in general there can be gaps
between two labels of the same group; compare Figures 2a and 2b. An ordering constraint
si ≼ sj enforces for the labeling L to have y(L(si)) ≥ y(L(sj)) but only if si and sj are
labeled on the same side of B. Hence, if the labels ℓi and ℓj are placed on the same side
of B, then the ordering constraint enforces that ℓj must not appear above ℓi. On the other
hand, if ℓi and ℓj are on different sides of B, then the constraint si ≼ sj has no effect; see
also Figure 2c. This interpretation is motivated by the Gestalt principle of proximity [30], as
the spatial distance between labels on opposite sides is usually large and we thus perceive
labels on the same side as belonging together. Furthermore, this interpretation of ordering
constraints has already been applied in hand-made labelings [14]. Note that in general ≼
may contain reflexive constraints, which will be fulfilled by any labeling and can thus be
removed. The one-sided model in addition implicitly fulfills any transitive constraint. Hence,
we work in the one-sided model with the transitive reduction of (S,≼). In the following, we
denote with r the number of ordering constraints in the respective model.
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26:4 Constrained Boundary Labeling

A labeling respects the grouping/ordering constraints if all the grouping/ordering con-
straints are satisfied. Furthermore, the grouping/ordering constraints are consistent if there
exists a (not necessarily planar) labeling that respects them. Similarly, the constraints (Γ,≼)
are consistent if there exists a labeling that respects Γ and ≼ simultaneously. Finally, a la-
beling is admissible if it is planar and respects the constraints. If an admissible labeling exists,
we want to optimize a quality criterion expressed by a function f : Λ → R+

0 . In this paper, f

measures the length or the number of bends of a leader, which are the most commonly used
criteria [5]. Figure 2 highlights the differences and shows in (d) that an optimal admissible
labeling might be, with respect to f , worse than its planar (non-admissible) counterpart.

In an instance I of the Constrained b-Sided Boundary Labeling problem (b-CBL
in short), we want to find an admissible b-sided po-labeling L∗ for I (possibly on a set of m

candidates C) that minimizes
∑

s∈S f((s, L∗(s)) or report that no admissible labeling exists.

Related Work on Constrained External Labeling. Our work is in line with (recent) efforts
to integrate semantic constraints into the external labeling model. The survey of Bekos et
al. [5] reports papers that group labels. Some results consider heuristic label placements in
interactive 3D visualizations [19, 20] or group (spatially close) sites together to label them
with a single label [11, 24, 28], bundle the leaders [25], or align the labels [29]. These papers
are usually targeted at applications and do not aim for exact algorithms or formal complexity
bounds. Moreover, the grouping is often not part of the input but rather determined by
clustering similar sites. To the best of our knowledge, Niedermann et al. [26] are the first
that support the explicit grouping of labels while ensuring a planar labeling. They proposed
a contour labeling algorithm, a generalization of boundary labeling, that can be extended to
group sets of labels as hard constraints in their model. However, they did not analyze this
extension in detail and do not support ordering constraints. Recently, Gedicke et al. [16]
tried to maximize the number of respected groups that arise from the spatial proximity of the
sites or their semantics, i.e., they reward a labeling also based on the number of consecutive
labels from the same group. They disallow assigning a site to more than one group, but see
combining spatial and semantic groups as an interesting direction for further research. We
work towards that goal, as we allow grouping constraints to overlap. Finally, Klawitter et
al. [23] visualized geophylogenies by embedding a binary (phylogenetic) tree on one side of
the boundary. Each leaf of the tree corresponds to a site, and we aim to connect them using
straight-line leaders with few crossings. These trees implicitly encode grouping constraints, as
sites with a short path between their leaves must be labeled close together on the boundary.
However, Klawitter et al. not only considered a different optimization function, but restricted
themselves to binary trees, which cannot represent all grouping constraints. Overall, we can
identify a lack of a systematic investigation of (general) grouping and ordering constraints
from an algorithmic perspective in the literature. With this paper, we aim to fill this gap.

Contributions. In Section 2, we take a closer look at 1-CBL. We prove that it is NP-hard to
find an admissible labeling with sliding candidates and unrestricted label heights (Section 2.1)
and present polynomial-time algorithms for fixed candidates and unrestricted label heights
(Section 2.2) and for sliding candidates and uniform-height labels (Section 2.3). To that end,
we combine a dynamic program with a novel data structure based on PQ-Trees. As our
final contribution, we show in Section 3 that 2-CBL is NP-complete, even for uniform-height
labels and fixed candidates. To the best of our knowledge, this is the first two-sided boundary
labeling problem that is already NP-hard in such a restricted setting. We summarize our
results in Table 1.
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Table 1 Our results on b-CBL with n sites, m candidates, and a family Γ of k grouping constraints.

b candidates label height result reference

1 sliding non-uniform NP-hard Theorem 2.1
1 fixed non-uniform O(n5m3 log m + k +

∑
G∈Γ |G|) Theorem 2.6

1 sliding uniform O(n11 log n + k +
∑

Gp∈Γ |G|) Theorem 2.9

2 fixed uniform NP-complete Theorem 3.1

Full proofs of statements marked by ★ are deferred to the full version [10].

2 The Constrained One-Sided Boundary Labeling Problem

In Section 2.1, we show that finding an admissible labeling for an instance of 1-CBL is
NP-hard. However, by restricting the input to either fixed candidates (Section 2.2) or uniform
labels (Section 2.3), we can obtain polynomial-time algorithms.

2.1 Constrained One-Sided Boundary Labeling is NP-hard
To show that it is NP-hard to find an admissible labeling in an instance of 1-CBL, we can
reduce from the (weakly) NP-complete problem Partition. Inspired by a reduction by Fink
and Suri [12] from Partition to the problem of finding a planar labeling with non-uniform
height labels and sliding candidates in the presence of a single obstacle on the plane, we
will create a gadget of sites with grouping and ordering constraints that simulates such
an obstacle. The following construction is not in general position and contains leader-site
crossings. We resolve this issue in the full version [10].

Construction of the Instance. We will first give a reduction that only uses grouping
constraints. In the end, we show how we can replace the grouping constraints by ordering
constraints. Let (A = {a1, . . . aN }, w : A → N+) be an instance of the weakly NP-complete
problem Partition, in which we want to know if there exists a subset A′ ⊆ A such that∑

a∈A′ w(a) =
∑

a∈A\A′ w(a) = A, for some integer A, for which we can safely assume A ≥ 6.
We create for each element ai a site si whose corresponding label ℓsi

has a height of w(ai),
and place the sites on a horizontal line next to each other. Furthermore, we create five
sites, b1 to b5, with corresponding labels of height 1 for b1 and b5, height ⌊(A − 4)/2⌋ for b2
and b4, and height 2 or 3 for b3, depending on whether A is even or odd, respectively, and
place them as in Figure 3. Observe that the heights of the labels for b1 to b5 sum up to A.
We create the grouping constraints {{b1, b2, b3}, {b2, b3, b4}, {b3, b4, b5}}, which enforce that
any admissible labeling must label these sites as indicated in Figure 3. Since there is neither
an alternative order of the labels nor room to slide around, the labels of b2 to b4 must be
placed contiguously, without any free space, and at that fixed position on the boundary.
Hence, we call the resulting structure a block. We create two additional blocks above and
below the sites for A to create two A-high free windows on the boundary; see Figure 3.
These windows will be the only place the labels for the sites representing the elements of A
can be. Thus, we can form an equivalence between partitioning the elements of A into two
sets, A1 and A2, and placing the labels for the sites in the upper or lower window on the
boundary, respectively. Since the windows on the boundary have a height of A, we ensure
that the sum of the label heights in each window is exactly A. Finally, note that the grouping
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s1 si sN

h(ℓ2) = ⌊A−4
2 ⌋

h(ℓ4) = ⌊A−4
2 ⌋
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h(ℓ3) =

{
2 for A even,

3 for A odd
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∑
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Figure 3 Components of the instance created by our NP-hardness reduction. Colored bands
visualize the grouping constraints of a block, that can be replaced by ordering constraints (arrows).
Note that the label heights and distances in this figure are not to scale.

constraints we used to keep the labels for the sites of the blocks in place can be exchanged
by the ordering constraints {b1 ≼ b2, b2 ≼ b3, b3 ≼ b4, b4 ≼ b5} (also shown in Figure 3 via
the arrows). Similar substitutions in the other two blocks yield Theorem 2.1.

▶ Theorem 2.1 (★). Deciding if an instance of 1-CBL has an admissible labeling is NP-hard,
even for a constant number of grouping or ordering constraints.

We conclude this section by noting that the problem Partition is only weakly NP-
complete. Therefore, Theorem 2.1 does not prove that 1-CBL is also NP-hard in the strong
sense and such a result would require a reduction from a different problem. Alternatively
obtaining a pseudo-polynomial algorithm for our problem at hand would show that it is
weakly NP-complete, ruling out strong NP-hardness under common complexity assumptions.
We refer to the book by Garey and Johnson [15] for an introduction to NP-completeness and
its flavors and leave both directions open for future work.

2.2 Fixed Candidate Reference Points
We assume that we are given a set C of m ≥ n candidates. Benkert et al. [6] observed
that in a planar labeling L, the leader λL connecting the leftmost site sL ∈ S with some
candidate cL splits the instance I into two independent sub-instances, I1 and I2, excluding
sL and cL. Therefore, we can describe a sub-instance I of I by two leaders (s1, c1) and
(s2, c2) that bound the sub-instance from above and below, respectively. We denote the
sub-instance as I = (s1, c1, s2, c2) and refer with S(I) and C(I) to the sites and candidates
in I, excluding those used in the definition of I, i.e., S(I) := {s ∈ S | x(s1) < x(s), x(s2) <

x(s), y(c2) < y(s) < y(c1)} and C(I) := {c ∈ C | y(c2) < y(c) < y(c1)}. Similarly, for a
leader λ = (s, c), we say that a site s′ with x(s) < x(s′) is above λ if y(s′) > y(c) holds and
below λ if y(s′) < y(c) holds. See also Figure 4 for an illustration of these definitions and
notions.

Two more observations about admissible labelings can be made: First, λL never splits
sites s, s′ ∈ G with sL /∈ G for a G ∈ Γ. Second, λL never splits sites s, s′ ∈ S with s above λL

and s′ below λL, for which we have s′ ≼ sL, s′ ≼ s, or sL ≼ s. Now, we could immediately
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s1

λ1 = (s1, c1)

λ2 = (s2, c2)

S(I)
C(I)

c1

c2

s2

sites below λ1

sites above λ1

Figure 4 A sub-instance I = (s1, c1, s2, c2) of our DP-algorithm and the used notation.

define a dynamic programming (DP) algorithm that evaluates the induced sub-instances
for each leader that adheres to these observations. However, we would then check every
constraint in each sub-instance and not make use of implicit constraints given by, for example,
overlapping groups. The following data structure makes these implicit constraints explicit.

PQ-A-Graphs. Every labeling L induces a permutation π of the sites by reading the labels
from top to bottom. Assume that we have at least one grouping constraint, i.e., k > 0, and
let M(S, Γ) be an n × k binary matrix with mi,j = 1 if and only if si ∈ Gj for Gj ∈ Γ. We
call M(S, Γ) the sites vs. groups matrix, and observe that L satisfies the constraint Gj if
and only if the ones in the column j of M(S, Γ) are consecutive after we order the rows of
M(S, Γ) according to π. If a permutation π exists such that this holds for all columns of
M(S, Γ), then the matrix has the so-called consecutive ones property (C1P) [13]. This brings
us to the following observation.

▶ Observation 2.2. Γ are consistent for S if and only if M(S, Γ) has the C1P.

Booth and Lueker [8] proposed an algorithm to check whether a binary matrix has the
C1P. They use a PQ-Tree to keep track of the allowed row permutations. A PQ-Tree τ ,
for a given set A of elements, is a rooted tree with one leaf for each element of A and two
different types of internal nodes t: P-nodes, that allow to freely permute the children of t, and
Q-nodes, where the children of t can only be inversed [8]. Observation 2.2 tells us that each
family of consistent grouping constraints can be represented by a PQ-Tree. Note that we
can interpret each subtree of the PQ-Tree as a grouping constraint and we call the resulting
grouping constraints canonical groups. However, while every canonical group is a grouping
constraint, not every given grouping constraint manifests in a canonical group.

While Observation 2.2 implies that PQ-Trees can represent families of consistent grouping
constraints, it is folklore that directed acyclic graphs can be used to represent partial orders,
i.e., our ordering constraints. We now combine these two data structures into PQ-A-Graphs.

▶ Definition 2.3 (PQ-A-Graph). Let S be a set of sites, Γ be a family of consistent grouping
constraints, and ≼ be a partial order on S. The PQ-A-Graph T = (τ , A) consists of the
PQ-Tree τ for Γ, on whose leaves we embed the arcs A of a directed graph representing ≼.

We denote with Ti the subtree in the underlying PQ-Tree τ rooted at the node ti and with
leaves(Ti) the leaf set of Ti. Figure 5 shows a PQ-A-Graph and the introduced terminology.
Furthermore, observe that checking on the consistency of (Γ,≼) is equivalent to solving the
Reorder problem on τ and ≼, i.e., asking whether we can re-order leaves(τ) such that the
order induced by reading them from left to right extends the partial order ≼ [22].
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ti
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P

P PP P

sL

ti−1 ti+1 tzt1· · · · · ·

t

PP

Q

Above sL at t Below sL at t

Canonical groups
of the subtree Tq

rooted at the Q-
node q

q

x

leaves(Tx)

Figure 5 A sample PQ-A-Graph together with the used terminology. Leaves are indicated by
squares and ordering constraints by the arrows.

▶ Lemma 2.4 (★). Let S be a set of n sites, Γ be k grouping constraints and ≼ be r

ordering constraints. We can check whether (Γ,≼) are consistent for S and, if so, create the
PQ-A-Graph T in O(n + k + r +

∑
G∈Γ |G|) time. T uses O(n + r) space.

The Dynamic Programming Algorithm. Let I = (s1, c1, s2, c2) be a sub-instance and sL the
leftmost site in S(I). Furthermore, let T (s1, s2) denote the subgraph of the PQ-A-Graph T
rooted at the lowest common ancestor of s1 and s2 in T . Note that T (s1, s2) contains at
least the sites in S(I), together with s1 and s2. Therefore, it contains all constraints relevant
for the sub-instance I. Other constraints either do not affect sites in I, i.e., are represented
by other parts of T , or are trivially satisfied. In particular, observe that all constraints
induced by nodes further up in T affect a super-set of S(I) and in particular have been
checked in some sub-instance I ′ that contains I, i.e., that contains s1, s2, c1, and c2. Now
imagine that we want to place the label ℓL for sL at the candidate cL ∈ C(I). We have to
ensure that λL = (sL, cL) does not violate planarity with respect to the already fixed labeling
and that in the resulting sub-instances there are enough candidates for the respective sites.
Let Admissible(I, T , cL) be a procedure that checks this and, in addition, verifies that cL

respects the constraints expressed by T (s1, s2). To do the latter efficiently, we make use of
the procedure RespectsConstraints(I, T , λL) defined as follows.

Let tL be the leaf for sL in T (s1, s2). There is a unique path from tL to root(T (s1, s2)),
which we traverse bottom up and consider each internal node on it. Let t be such a node
with the children t1, . . . , tz in this order from left to right. Let Ti, 1 ≤ i ≤ z, be the
subtree that contains the site sL, rooted at ti. The labels for all sites represented by
leaves(T1), . . . , leaves(Ti−1) will be placed above ℓL in any labeling L of S in which the
children of t are ordered as stated. Therefore, we call these sites above sL (at t). Analogously,
the sites represented by leaves(Ti+1), . . . , leaves(Tz) are below sL (at t). Figure 5 illustrates
this. The sites represented by leaves(Ti) are neither above nor below sL at t. It is important
to note that we use two different notions of above/below. On the one hand, sites can be
above a node t in the PQ-A-Graph T (s1, s2), which depends on the order of the children of t.
On the other hand, a site can also be above a leader λ, which depends on the (geometric)
position of λ and is independent of T (s1, s2). Recall Figure 5 and compare it with Figure 4
for the former and latter notion of above and below, respectively.

If t is a P-node, we seek a permutation π of the children t1, . . . , tz of t in which all the
sites in S(I) above sL at t (in the permutation π) are above λL, and all the sites in S(I)
below sL at t (in the permutation π) are below λL. This means that it cannot be the case
that some sites of the same subtree T that does not contain sL are above λL, while others
are below λL, as this implies that we violate the canonical grouping constraint induced by T .
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s1 s2sites above
sL at t

P

Pt

root

P

sLsites above
sL at t

(a) The PQ-A-Graph T (s1, s2), rooted at
root(T (s1, s2)), with s1 ∈ leaves(Ti).

s1

s2

sL

(b) A (sub-)instance I, where a wrong permuta-
tion of the children of t in T (s1, s2) from (a)
would label the orange sites outside I.

Figure 6 In this situation, Cabove must not contain subtrees with sites from the sub-instance.

To not iterate through all possible permutations, we distribute the children of t, except ti,
into two sets, Cabove and Cbelow, depending on whether the sites they represent should be
above or below sL at t. Unless specified otherwise, whenever we mention in the following the
site s1, then the same applies to s2, but possibly after exchanging above with below.

If Tj , rooted at a child tj of t, 1 ≤ j ≤ z, i ̸= j, only contains sites from S(I), we check
whether all the sites are above λL, or if all are below λL. In the former case, we put tj in the
set Cabove, and in the latter case in Cbelow. If neither of these cases applies, we return with
failure as λL splits a (canonical) group to which sL does not belong. If Tj contains only sites
outside the sub-instance and not s1, we immediately put it in Cabove. However, if Tj contains
s1 ∈ leaves(Tj), it can contain some sites in I and others outside I. As s1 is above sL

at t by the definition of I, we must put tj in Cabove. Hence, we check whether all sites in
leaves(Tj) ∩ S(I) are above λL, i.e., whether they are indeed above sL at t. Furthermore, if
s1 ∈ leaves(Ti) holds, then Cabove must not contain a child tj containing sites from S(I), as
they would then be labeled outside I, violating the definition of I; see Figure 6. Once t is
the root of T (s1, s2), sites from Tj but outside I can be above or below sL at t, as s1 and s2
are in the subtree rooted at t. If Tj does not contain the sites s1 and s2, and only sites
outside I, then the leaders from s1 or s2 separate the sites from Tj and S(I). As these sites
together were part of a bigger instance I ′ (that contains I), for which we already ensured
that potential constraints relating a site from Tj and one from S(I) are respected, we can
ignore tj . In any other case, we perform as described above.

The checks that have to be performed if t is a Q-node are conceptually the same, but
simpler, since Q-nodes only allow to inverse the order: Either all sites above sL at t are
above λL, and all sites below sL at t are below λL, or all sites above sL at t are below λL,
and all sites below sL at t are above λL. In the former case, we keep the order of the children
at the node t as they are. In the latter case, we inverse the order of the children at the
node t. Note that if a child of t contains the sites s1, s2, or sites outside the sub-instance I

but in T (s1, s2), one of the two allowed inversions is enforced by the definition of I.
Until now we only verified that we adhere to the grouping constraints. To ensure that

we do not violate an ordering constraint, we maintain a look-up table that stores for each
site whether it belongs to Cabove, Cbelow, or Ti. Then, we check for each of the ordering
constraints in T (s1, s2) in constant time whether we violate it or not. Note that we violate an
ordering constraint if the corresponding arc runs from Cbelow to Ti or to Cabove, or from Ti

to Cabove. We observe that we query the position of each site s O(1) times and determine
each time its position with respect to the leader λL or check whether it is in the sub-instance.
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Afterwards, we do not consider this site anymore. As each ordering constraint can be checked
in O(1) time, we have an overall running time of O(n + r) for the checks at a node t of
T (s1, s2), which already includes the computation of the look-up tables.

We say that cL respects the constraints for sL imposed by T (s1, s2) in the sub-instance
I = (s1, c1, s2, c2) if it respects them at every node t on the path from sL to the root of
T (s1, s2). RespectsConstraints(I, T , λL) performs these checks for each node on the
path from sL to root(T (s1, s2)). The length of this path is bounded by the depth of T (s1, s2)
which is in O(n). Hence, RespectsConstraints(I, T , λL) runs in O(n (n + r)) time. In
the following lemma, we show that Admissible(I, T , cL) takes O(n2 + nr + log m) time.

▶ Lemma 2.5 (★). Let I = (s1, c1, s2, c2) be a sub-instance of our DP-Algorithm with the
constraints expressed by a PQ-A-Graph T . We can check whether the candidate cL ∈ C(I) is
admissible for the leftmost site sL ∈ S(I) using Admissible(I, T , cL) in O(n2 + nr + log m)
time, where n = |S|, m = |C|, and r is the number of ordering constraints.

For a sub-instance I = (s1, c1, s2, c2), we store in a table D the value f(L∗) of an optimal
admissible labeling L∗ on I or ∞ if none exists. If I does not contain a site we set D[I] = 0.
Otherwise, we use the following relation, where the minimum of the empty set is ∞.

D[I] = min
cL∈C(I) where

Admissible(I,T ,cL) is true

(D[(s1, c1, sL, cL)] + D[(sL, cL, s2, c2)]) + f((sL, cL))

To show correctness of our DP-Algorithm, one can use a proof analogous to the one of
Benkert et al. [6], who propose a similar dynamic program to compute a one-sided labeling
with po-leaders and a similar-structured optimization function, combined with the fact that
we consider only those candidates that are admissible for sL. By adding artificial sites s0 and
sn+1, and candidates c0 and cm+1, that bound the instance from above and below, we can
describe any sub-instance by a tuple I = (s1, c1, s2, c2), and in particular the sub-instance for
I by I0 = (s0, c0, sn+1, cm+1). As two sites and two candidates describe a sub-instance, there
are up to O(n2m2) possible sub-instances to evaluate. We then fill the table D top-down
using memoization. This guarantees us that we have to evaluate each sub-instance I at most
once, and only those that arise from admissible candidates. The running time of evaluating
a single sub-instance is dominated by the time required to determine for each candidate
whether it is admissible. Combined with the size of the table D, we get the following.

▶ Theorem 2.6 (★). 1-CBL for n sites, m fixed candidates, r ordering, and k grouping
constraints Γ can be solved in O(n5m3 log m + k +

∑
G∈Γ |G|) time and O(n2m2) space.

Real-world instances often consist of less than 50 sites [26] and we do not expect the number
of candidates to be significantly larger than the number of sites. Hence, the running time of
Theorem 2.6 does not immediately rule out the practical applicability of our results. Indeed,
initial experiments for uniform-height labels confirmed that our algorithm terminates within
a few seconds for instances with realistic sizes [1, 16] of up to 25 sites and 50 candidates; see
the full version [10] for details and Figure 1b for an example. In fact, dynamic programming
is frequently used to obtain exact polynomial-time algorithms in external labeling [5] and it
is not uncommon that such algorithms have high running times of up to O(n6) and O(n9)
for the one- and two-sided setting with po-leaders, respectively [6, 12, 21, 23]. Finally, we
observed in our experiments that the position of the candidates influenced the feasibility of
an instance, which makes considering sliding candidates interesting and relevant.



T. Depian, M. Nöllenburg, S. Terziadis, and M. Wallinger 26:11

(a) We cannot avoid crossings if we want to
respect the constraints.

(b) An alternative set of candidates to (a) which
allows for an admissible labeling.

Figure 7 An instance whose admissibility depends on the position of the candidates.

2.3 Sliding Candidate Reference Points with Uniform-Height Labels
Fixed candidates have the limitation that the admissibility of an instance depends on the
choice and position of the candidates, as Figure 7 shows. By allowing the labels to slide
along a sufficiently long vertical boundary line, we remove this limitation. To avoid the
NP-hardness shown in Section 2.1, we require that all labels now have uniform height h > 0.

In this section, we will define for each site s a set of O(n) candidates placed at multiples
of h away from y(s), building on an idea of Fink and Suri [12] shown in Figure 8a with the
crossed candidates. After extending them by some offset ε > 0 we will prove in order: That
if an instance has an admissible labeling, it also has an admissible (bend-minimal) labeling
using these candidates (Lemma 2.7), that if such an instance has an admissible labeling in
which every leader has a minimum distance to every non-incident site, then there is a labeling
with the same property using a slightly different set of candidates, which also has equal or
smaller total leader length (Lemma 2.8) and that these results in concert with Theorem 2.6
can be used to solve 1-CBL with uniform-height labels in polynomial time (Theorem 2.9).

Let d be defined as d := mins,s′∈S (|y(s) − y(s′)| − qh), where q = ⌊|y(s) − y(s′)| /h⌋,
i.e., the smallest distance one must move some site (down) in the instance such that it is
vertically a multiple of h away from some other site. For the following arguments to work,
we require d > 0. However, this can easily be ensured by enforcing that the vertical distance
|y(s) − y(s′)| between any pair of sites s and s′ is not a multiple of h, which can be achieved
by perturbating some sites slightly. As we then have d > 0, we can select an ε with 0 < ε < d.
We now define a set of O(n2) candidates such that there exists an admissible labeling on these
(fixed) candidates, if the instance with sliding candidates possesses an admissible labeling. For
each s ∈ S, we define the set C(s) := {y(s)+ih, y(s)+ih±ε, y(s)−ih, y(s)−ih±ε | 0 ≤ i ≤ n}
of candidates. Now, we define the set of canonical candidates C(S) as C(S) :=

⋃
s∈S C(s),

some of which are depicted in Figure 8a, and show the following.

▶ Lemma 2.7 (★). Let I be an instance of 1-CBL with uniform-height labels and sliding
candidates. If I possesses an admissible labeling, it also has one with candidates from C(S).

Proof Sketch. Our proof builds on arguments used by Fink and Suri for a similar result [12]
and we call a maximal set of touching (but non-overlapping) labels a stack [27]. The idea is
to transform an admissible labeling L into an admissible labeling L′ in which each candidate
is from C(S). Labels at a candidate above the candidate c ∈ C(S) with y(c) = y(st) + h for
the top-most site st are arranged in L′ as a single stack so that the bottom-most candidate
coincides with c. We arrange labels at a candidate at least h below the bottom-most site
symmetrically. As they are located above and below all sites, this cannot introduce crossings.

For the remaining labels in L, we iteratively take the bottom-most not yet moved label ℓ

and move it upwards until we either hit a candidate from C(S) or another label ℓ′. In the
latter case, we “merge” ℓ and ℓ′ into a stack and move them from now on simultaneously. We
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h

h

(a) Induced candidates as in [12] (marked by a
cross) and the extension to canonical candidates.

s

s′

s′′

= ε < d ≤

(b) The leader of s crosses s′ after moving labels
upwards. We show the candidates from C(s′).

Figure 8 The set of reference points we construct and (b) their usage in the proofs.

continue moving the remaining labels in the same manner. Observe that we never move a
label past a site, but might introduce leader-site crossings. They can arise if in L a leader λ

from a site s passes between a candidate of C(S) and a site s′ ̸= s. There, the first candidate
that we hit for ℓ might be induced by s′ and λ could now cross s′. In such a case, we take
that label and its potential stack and move it downwards until we hit a candidate from C(S).
By our selection of ε, it is guaranteed that we will hit a candidate before any other site, since
there is at least one other candidate strictly between the end of the stack and any other
site s′′. We already indicated this in Figure 8a, but show it in more detail in Figure 8b with
the orange candidates. After moving all such labels simultaneously, we obtain the labeling L′

where each label is at a candidate from C(S). Since the relative placement of the labels in L′

is identical to L, all constraints are still respected and L′ is admissible. ◀

Observe that if we want to obtain a labeling with the minimum number of bends, then it
only matters whether a site s is labeled at a candidate c with y(s) = y(c). Labeling s at any
other candidate c′ ̸= c contributes with one bend to the labeling. As each site s ∈ S induces
a candidate c ∈ C(S) with y(s) = y(c), our set of canonical candidates allows for a bend-
minimal labeling. For length-minimal labelings, instances without optimal labelings exist.
See for example Figure 7b, where we can always move the red leader by a small ε′ > 0 closer
to the purple site marked with a red box. To ensure the existence of length-minimal labelings,
we enforce that the leaders maintain a minimum vertical distance of vmin > 0 to non-incident
sites. We define C′(s) := {y(s)+qh, y(s)+qh±vmin, y(s)−qh, y(s)−qh±vmin | 0 ≤ q ≤ n},
which is an alternative set of canonical candidates that takes vmin into account. Equipped
with C′(S) :=

⋃
s∈S C′(s), we can show Lemma 2.8, which is a variant of Lemma 2.7.

▶ Lemma 2.8 (★). Let I be an instance of 1-CBL with uniform-height labels and where the
leaders must maintain a vertical distance of at least vmin to non-incident sites. If I possesses
an admissible labeling L with sliding candidates, then we can find an admissible labeling L′

with candidates from C′(S) such that the leader length of L′ is at most the one of L.

Note that C′(S) can contain candidates for which leaders would not satisfy the requirement
on a vertical distance of at least vmin to non-incident sites. Recall that we never moved past
a candidate while sliding labels and created in C′(S) candidates that are vmin away from sites.
Hence, we ensure that L′ satisfies this additional criterion as well. This criterion can also be
patched into the DP-algorithm without affecting its running time. Finally, this additional
criterion is not a limitation, as this is already often required in real-world labelings [26].

With Lemmas 2.7 and 2.8 at hand, we can show the following theorem.

▶ Theorem 2.9. 1-CBL for n sites with uniform-height labels, k grouping, and r ordering
constraints can be solved in O(n11 log n + k +

∑
G∈Γ |G|) time and O(n6) space.
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(a) The constructed instance.
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(b) A (non-admissible) labeling that violates an
ordering constraint.

Figure 9 The instance created by our reduction for the formula R1 ∧ R2 ∧ R3 = (x2 ∨ x3 ∨
x4) ∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x4). The variable gadgets for x1, x2, x3, and x4 as well as their
occurrences in clause gadgets are drawn in blue, red, yellow, and green, respectively. Ordering
constraints between variables and their occurrences in clauses are indicated in (a). If two variables of
a clause are set to true, we violate at least one ordering constraint as highlighted with the red leader
for the purple site in the clause R3 in (b). The labeling from (b) induces the variable assignment
x1 = x4 = true and x2 = x3 = false, which does not satisfy R3 = (x1 ∨ x2 ∨ x4) as x1 and x4 are set
to true.

Proof. We note that C(S) and C′(S) consist of O(n2) canonical candidates. Lemmas 2.7
and 2.8 ensure that we can obtain on these candidates an admissible, bend-, and length-
minimal labeling, if there exists one at all. Thus, we can use our DP-Algorithm from
Section 2.2 and obtain Theorem 2.9 by plugging in m = O(n2) in Theorem 2.6. ◀

3 Constrained Two-Sided Boundary Labeling is NP-complete

In the previous section, we showed that 1-CBL, while generally NP-hard, can be solved
efficiently if we have either fixed candidates or labels of uniform height. This does not extend
to the generalization of the problem to two sides, as the following theorem underlines.

▶ Theorem 3.1 (★). Deciding if an instance of 2-CBL has an admissible labeling is
NP-complete, even for uniform-height labels and fixed candidates.

Proof Sketch. NP-membership follows from the definition of admissibility, and NP-hardness
can be shown by reducing from Positive 1-In-3 Sat, see Figure 9 for an example. The main
building block is the blocker gadget B, which consists of eight sites and uses grouping and
ordering constraints to let the orthogonal parts of its leaders span the entire width between
the two boundaries. This enforces that sites on one side of the gadget cannot be labeled on
the other side and vice versa. We use this to divide the space between the vertical boundaries
into separate strips: one per clause Ri and one at the bottom for all variables. The former
contains three clause sites, one per occurring variable, of which only one can be labeled on
the left side. The latter contains per variable two variable sites which encode if the variable
is true (a site is labeled on the right side) or false (it is labeled on the left side). Ordering
constrains force any variable site to be labeled above any corresponding clause site. The
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blockers make this impossible, thus forcing all clause sites to be labeled on the opposite side
of their variable site, creating a correspondence to a consistent variable assignment. Finally,
as in every clause strip, there is only one candidate on the left side, exactly one clause site
can be labeled on the left, corresponding to the (single) variable satisfying this clause. ◀

4 Conclusion

We introduced and studied grouping and ordering constraints in boundary labeling. While
finding an admissible labeling is NP-hard in general, polynomial-time algorithms for one-sided
instances with fixed candidates or uniform-height labels exist. Future work could try to
speed up the admissibility checks in our dynamic program to reduce its overall running time
or investigate the incorporation of soft constraints, i.e., consider the task of maximizing the
number of satisfied constraints. Since we can also label features other than points, it is worth
studying a variant of this problem with uncertain or variable site locations. Similarly, the
support of other leader types or entire other external labeling styles should be investigated.
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Abstract
In the Vertex Cover Knapsack problem, we are given an undirected graph G = (V, E), with
weights (w(u))u∈V and values (α(u))u∈V of the vertices, the size s of the knapsack, a target value
p, and the goal is to compute if there exists a vertex cover U ⊆ V with total weight at most s,
and total value at least p. This problem simultaneously generalizes the classical vertex cover and
knapsack problems. We show that this problem is strongly NP-complete. However, it admits a
pseudo-polynomial time algorithm for trees. In fact, we show that there is an algorithm that runs in
time O

(
2tw · n · min{s2, p2}

)
where tw is the treewidth of G. Moreover, we can compute a (1 − ε)-

approximate solution for maximizing the value of the solution given the knapsack size as input
in time O

(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

and a (1 + ε)-approximate solution to minimize the
size of the solution given a target value as input, in time O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

for every ε > 0. Restricting our attention to polynomial-time algorithms only, we then consider
polynomial-time algorithms and present a 2 factor polynomial-time approximation algorithm for
this problem for minimizing the total weight of the solution, which is optimal up to additive o(1)
assuming Unique Games Conjecture (UGC). On the other hand, we show that there is no ρ factor
polynomial-time approximation algorithm for maximizing the total value of the solution given a
knapsack size for any ρ > 1 unless P = NP.

Furthermore, we show similar results for the variants of the above problem when the solution
U needs to be a minimal vertex cover, minimum vertex cover, and vertex cover of size at most k

for some input integer k. Then, we consider set families (equivalently hypergraphs) and study the
variants of the above problem when the solution needs to be a set cover and hitting set. We show that
there are Hd and f factor polynomial-time approximation algorithms for Set Cover Knapsack
where d is the maximum cardinality of any set and f is the maximum number of sets in the family
where any element can belongs in the input for minimizing the weight of the knapsack given a
target value, and a d factor polynomial-time approximation algorithm for d-Hitting Set Knapsack
which are optimal up to additive o(1) assuming UGC. On the other hand, we show that there
is no ρ factor polynomial-time approximation algorithm for maximizing the total value of the
solution given a knapsack size for any ρ > 1 unless P = NP for both Set Cover Knapsack and
d-Hitting Set Knapsack.
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1 Introduction

A vertex cover of an undirected graph is a set of vertices that contains at least one endpoint
of every edge. For a real-world application of vertex cover, consider a city network G where
the vertices are the major localities of the city, and we have an edge between two vertices if
the distance between their corresponding locations is less than, say, five kilometers. A retail
chain wants to open a few stores in the city in such a way that everyone (including the people
living between any two major localities) in the city has a retail shop within five kilometers.
The cost of opening a store depends on location. We can see that the company needs to
compute a minimum weight vertex cover of the G to open stores with the minimum total cost,
where the weight of a vertex is the cost of opening a store at that location. However, each
store has the potential to generate non-core revenue, say from advertising. In such a scenario,
the company may like to maximize the total non-core revenue without compromising its
core business, which it will accomplish by opening stores at the vertices of a vertex cover.
This is precisely what we call Vertex Cover Knapsack. In this problem, we are given an
undirected graph G = (V, E), with weights (w(u))u∈V and values (α(u))u∈V of the vertices,
the size s of the knapsack, a target value p, and the goal is to compute if there exists a vertex
cover U ⊆ V with w(U) =

∑
u∈U w(u) ⩽ s, and α(U) =

∑
u∈U α(u) ⩾ p.

We study several natural variations of this problem: (i) k-Vertex Cover Knapsack
where the solution should be a vertex cover of size at most k for an integer input k, (ii)
Minimal Vertex Cover Knapsack where the solution should be a minimal vertex cover,
and (iii) Minimum Vertex Cover Knapsack where the solution should be a minimum
vertex cover.

We then consider the hypergraphs or equivalently set families. There, we consider the
knapsack generalization of the set cover and hitting set problems. In Set Cover Knapsack,
we are given a collection S1, . . . , Sm of subsets of a universe [n], with weights (w(j))j∈[m]
and values (α(j))j∈[m] for the sets, the size s of the knapsack, a target value p, and the goal
is to compute if there exists a set cover of total weight at most s and total value at least p.
On the other hand, we have a collection S1, . . . , Sm of d sized subsets of a universe [n] with
weights in d-Hitting Set Knapsack (w(j))j∈[n] and values (α(j))j∈[n] for the elements,
the size s of the knapsack, a target value p, and the goal is to compute if there exists a
hitting set of total weight at most s and total value at least p.

1.1 Contributions
We study these problems under the lens of classical complexity theory, parameterized
complexity, polynomial-time approximation, and FPT-approximation. We summarize our
results in Table 1.

We now give a high-level overview of the techniques used in our results. For the f -
approximation algorithm for Set Cover Knapsack, the dual LP of a configuration LP
relaxation has two types of constraints: intuitively speaking, one set of constraints handles
the knapsack part while the other set takes care of the set cover requirement. We first
increase some dual variables iteratively so that some of the dual constraints corresponding to
the knapsack part of the problem become tight. We pick the sets corresponding to these
constraints. If this gives a valid set cover, then we are done. Otherwise, we increase some
dual constraints iteratively corresponding to the set cover part of the problem until we satisfy
the set cover requirements. The first part of our Hd-approximation algorithm is the same as
the f -approximation algorithm. In the second part, we use the greedy algorithm for the set
cover problem to pick more sets if the sets picked in the first part do not form a set cover.
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Table 1 Summary of results. tw : treewidth of the graph, s : size of knapsack, p : target value of
knapsack, ε : any real number greater than zero, n : number of vertices or size of the universe, f : the
maximum number of sets where any element belongs, d : maximum size of any set, ρ : any poly-time
computable function. ⋆ : size of knapsack is input. † : bag size is input. ‡ : target value is input.

Knapsack variant Results

Vertex Cover

• Strongly NP-complete (Observation 4)
• NP-complete for star graphs (Observation 8)
• Poly-time 2-approx. to minimize weight† (Corollary 17)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 21)

• O
(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Vertex Cover of size ⩽ k

• Strongly NP-complete (Corollary 5)
• NP-complete for star graphs (Observation 9)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 23)

• O
(
2tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Minimum Vertex Cover

• NP hard (Observation 7)
• NP-complete for trees (Observation 11)
• O

(
2tw · nO(1) · min{s2, p2}

)
(Theorem 22)

• O
(
2tw · poly(n, 1/ε, , log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Corollary 26)
• O

(
2tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Minimal Vertex Cover

• Strongly NP-complete (Observation 6)
• NP-complete for trees (Theorem 10)
• No poly-time approx. algorithm neither to
maximize value⋆ nor to minimize weight† (Theorem 20)
• O

(
16tw · nO(1) · min{s2, p2}

)
(Theorem 24)

• O
(
16tw · poly(n, 1/ε, log

(∑
v∈V α(v)

)
)
)

time, (1 − ε)
approximation to maximize value⋆ (Theorem 25)
• O

(
16tw · poly(n, 1/ε, log

(∑
v∈V w(v)

)
)
)

time, (1 + ε)
approximation to minimize weight‡ (Theorem 27)

Set Cover

• Strongly NP-complete (Observation 12)
• Poly-time f-approx. to minimize weight† (Theorem 15)
• Poly-time Hd-approx. to minimize weight† (Theorem 18)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)

d-Hitting Set
• Strongly NP-complete (Observation 13)
• Poly-time d-approx. to minimize weight† (Corollary 16)
• Poly-time ρ-inapprox. to maximize value⋆ (Theorem 20)

Our fixed-parameter pseudo-polynomial time algorithms with respect to treewidth for
the variants of vertex cover knapsack combine the idea of pseudo-polynomial time algorithm
and the dynamic programming algorithm for vertex cover with respect to treewidth. Then,
we use these algorithms in a black-box fashion to obtain FPT-approximation algorithms.

ISAAC 2024
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1.2 Related Work
The classical knapsack problem admits a fully polynomial time approximation scheme
(FPTAS) [25, 27]. Since our paper focuses on generalizations of knapsack to some graph
theoretic problems and their extension to hypergraphs, we discuss only those knapsack
variants directly related to ours.

Yamada et al. [28] proposed heuristics for knapsack when there is a graph on the items, and
the solutions need to be an independent set. Many intractability results in special graph classes
and heuristic algorithms based on pruning, dynamic programming, etc. have been studied
for this independent set knapsack problem [18, 19, 23, 1, 17, 5, 21, 24, 14, 13, 2, 22]. Dey et
al. [9] studied the knapsack problem with graph-theoretic constraints like - connectedness,
paths, and shortest path.

Note that our Vertex Cover Knapsack also generalizes the classical weighted vertex
cover problem, for which we know a polynomial-time 2-approximation algorithm which is the
best possible approximation factor up to additive ε > 0 that one can achieve in polynomial
time assuming Unique Games Conjecture [25, 27]. On the parameterized side, there is a long
line of work on designing a fast FPT algorithm for vertex cover parameterized by the size k of
a minimum vertex cover, with the current best being O

(
1.25284k · nO(1)) [16]. Later, Peter

Damaschke [7] proved that it is solvable in time O
(
1.62k · nO(1)). Boria et al. [4] showed

that there is a polynomial time n−1/2 approximation algorithm and inapproximable within
the ratio nε−1/2 in polynomial time unless P = NP, where ε > 0.

Various approximation algorithms have been studied for the Set Cover problem with
approximation ratios f where f is the maximum number of sets that any element can belong
and Hd where d is the maximum cardinality of any set, and Hd is the d-th harmonic number.
These approximation factors are tight up to additive ε > 0 under standard complexity-
theoretic assumptions [10, 20, 27, 25].

2 Preliminaries

We denote the set {1, 2, . . .} of natural numbers with N. For any integer ℓ, we denote the sets
{1, . . . , ℓ} and {0, 1, . . . , ℓ} by [ℓ] and [ℓ]0 respectively. We now define our problems formally.
Our first problem is Vertex Cover Knapsack, where we need to find a vertex cover that
fits the knapsack and meets a target value. A vertex cover of a graph is a subset of vertices
that includes at least one end-point of every edge. Formally, it is defined as follows.

▶ Definition 1 (Vertex Cover Knapsack). Given an undirected graph G = (V, E), weight
of vertices (w(u))u∈V , value of vertices (α(u))u∈V , size s of knapsack, and target value p, com-
pute if there exists a vertex cover U ⊆ V of G with weight w(U) =

∑
u∈U w(u) ⩽ s and value

α(U) =
∑

u∈U α(u) ⩾ p. We denote an any instance of it by (G, (w(u))u∈V , (α(u))u∈V , s, p).

The k-Vertex Cover Knapsack, Minimum Vertex Cover Knapsack, Minimal
Vertex Cover Knapsack problems are the same as Definition 1 except we require the
solution U to be respectively a vertex cover of size at most k for an input integer k, a
minimum cardinality vertex cover, a minimal vertex cover.

The treewidth of a graph quantifies the tree likeness of a graph [6]. Informally speaking,
a tree decomposition of a graph is a tree where every node of the tree corresponds to some
subsets of vertices, called bags, and the tree should satisfy three properties: (i) every vertex
of the graph should belong to some bag, (ii) both the endpoints of every edge should belong
to some bag, and (iii) the set of nodes of the tree containing any vertex should be connected.
We refer to [8] for the formal definition of a tree decomposition, a nice tree decomposition,
and the treewidth of a graph.
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Extending the notion of vertex cover to hypergraphs, we define the
Set Cover Knapsack problem where we need to compute a set cover that fits
the knapsack and achieves a maximum value. Formally, we define it as follows.

▶ Definition 2 (Set Cover Knapsack). Given a collection F = {S1, . . . , Sm} of sub-
sets of a universe [n] with weights (wj)j∈[m] and values (αj)j∈[m] of the sets, size s of
knapsack, and target value p, compute if there exists a set cover J ⊆ [m] of weight
w(J ) =

∑
j∈J wj ⩽ s and value α(J ) =

∑
j∈J αj ⩾ p. We denote any instance of it

by ([n],F , (wj)j∈[m], (αj)j∈[m], s, p).

We also define d-Hitting Set Knapsack, where we need to compute a hitting set that
fits the knapsack and achieves at least the target value; here, items have weights and values.

▶ Definition 3 (d-Hitting Set Knapsack). Given a collection F = {S1, . . . , Sm} of
subsets of a universe [n] of size at most d with weights (wi)i∈[n] and values (αi)i∈[n] of the
items, size s of knapsack, and target value p, compute if there exists a hitting set I ⊆ [n] of
weight w(I) =

∑
i∈I wi ⩽ s and value α(I) =

∑
i∈I αi ⩾ p. We denote any instance of it by

([n],S, (wi)i∈[n], (αi)i∈[n], s, p).

If not mentioned otherwise, we use n to denote the number of vertices for problems
involving graphs and the size of the universe for problems involving a set family; m to
indicate the number of edges for problems involving graphs and the number of sets in the
family of sets for problems involving a set family; tw to denote the treewidth of the graph; s

to represent the size of knapsack, and p to denote the target value of solution.

3 Results: Classical NP Completeness

In this section, we present our NP-completeness results. Our first results show that Vertex
Cover Knapsack is strongly NP-complete, that is, it is NP-complete even if the weight and
value of every vertex are encoded in unary. We reduce from the classical Vertex Cover
problem, where the goal is to find a vertex cover of cardinality at most some input integer
k. Vertex Cover is known to be NP-complete even for 3 regular graphs [11, folklore]. To
reduce a Vertex Cover instance to a Vertex Cover Knapsack instance, we define the
weight and value of every vertex to be 1, and the size and target value to be k. In the interest
of space, we omit the proofs of a few of our results. They are marked (⋆). We refer to [8] for
the detailed algorithm with proof of correctness and the analysis of its running time.

▶ Observation 4. Vertex Cover Knapsack is strongly NP-complete.

The same reduction in Observation 4 also shows that k-Vertex Cover Knapsack is
strongly NP-complete.

▶ Corollary 5. k-Vertex Cover Knapsack is strongly NP-complete.

In the Maximum Minimal Vertex Cover problem, the goal is to compute if there
exists a minimal vertex cover of cardinality at least some input integer. A vertex cover of
a graph is called minimal if no proper subset of it is a vertex cover. Maximum Minimal
Vertex Cover is known to be NP-complete [15, 3]. We show that the same reduction as in
the proof of Observation 4 except starting from an instance of Maximum Minimal Vertex
Cover instead of Vertex Cover, proves that Minimal Vertex Cover Knapsack is
strongly NP-complete.

▶ Observation 6 (⋆). Minimal Vertex Cover Knapsack is strongly NP-complete.

ISAAC 2024
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We show similar results for Minimum Vertex Cover Knapsack except that it does
not belong to NP unless the polynomial hierarchy collapses.

▶ Observation 7 (⋆). Minimum Vertex Cover Knapsack is strongly NP-hard.

We show next that Vertex Cover Knapsack is NP-complete even if the underlying
graph is a tree by reducing it from the classical Knapsack– simply add the knapsack items
as leaves of a star graph. However, it turns out that they are not strongly NP-complete for
trees. We will see in Section 5 that they admit pseudo-polynomial time algorithms for trees.

▶ Observation 8 (⋆). Vertex Cover Knapsack is NP-complete for star graphs.

By setting k to be the number of leaves, the reduction in the proof of Observation 8 also
shows NP-completeness for k-Vertex Cover Knapsack.

▶ Observation 9 (⋆). k-Vertex Cover Knapsack is NP-complete for star graphs.

Note that the reduction from Knapsack to Vertex Cover Knapsack for star graphs
does not work for Minimal Vertex Cover Knapsack and Minimum Vertex Cover
Knapsack. Indeed, for star graphs, both the problems admit polynomial-time algorithms.
Nevertheless, we are able to show that both the problems are (not strongly) NP-complete for
trees.

▶ Theorem 10 (⋆). Minimal Vertex Cover Knapsack is NP-complete for trees.

▶ Observation 11 (⋆). Minimum Vertex Cover Knapsack is NP-complete for trees.

Note that, since the size of a minimum vertex cover in a tree can be computed in
polynomial time thanks to König’s Theorem [26], Minimum Vertex Cover Knapsack
belongs to NP.

We show similar results for Set Cover Knapsack and d-Hitting Set Knapsack also
by reducing from respectively unweighted set cover and unweighted d-hitting set, both of
which are known to be NP-complete [12].

▶ Observation 12 (⋆). Set Cover Knapsack is strongly NP-complete.

▶ Observation 13 (⋆). d-Hitting Set Knapsack is strongly NP-complete.

4 Results: Polynomial Time Approximation Algorithms

In this section, we focus on the polynomial-time approximability of our problems. For all
the problems in this paper, we study two natural optimization versions: (i) minimizing the
weight of the solution given a target value as input and (ii) maximizing the value of the
solution given knapsack size as input. We first consider minimizing the weight of the solution.

A natural integer linear programming formulation of Vertex Cover Knapsack is the
following.

minimize
∑

u∈V w(u)xu

Subject to:
xu + xv ⩾ 1, ∀(u, v) ∈ E∑
u∈V

α(u)xu ⩾ p

xu ∈ {0, 1}, ∀u ∈ V (1)

We replace the constraints xu ∈ {0, 1}, with xu ⩾ 0, ∀u ∈ V to obtain linear programming
(abbreviated as LP) relaxation of the integer linear program (abbreviated as ILP).
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▶ Observation 14. The relaxed LP of the ILP 1 has an unbounded integrality gap. To
see this, consider an edgeless graph on two vertices v1 and v2. Let w(v1) = 0, w(v2) = 1,
α(v1) = p− 1 and α(v2) = p. The optimal solution to ILP sets xv1 = 0, xv2 = 1, for a total
weight of 1. However, the optimal solution to the relaxed LP sets xv1 = 1, xv2 = 1/p and has
a total weight of 1/p. Thus, in this case, the integrality gap is at least 1

1/p = p.

To tackle Observation 14, we strengthen the inequality
∑

u∈V α(u)xu ⩾ p. This allows us
to obtain an f approximation algorithm even for the more general Set Cover Knapsack
problem that we present now. In particular, in addition to having a constraint for every
element of the universe, we have a constraint for every A ⊆ F of sets such that α(A) =∑

i∈A α(i) < p where p is the target value given as input. We define the residual value
pA = p − α(A). Given the set A, we simplify the problem on the sets F − A, where the
target value is now pA. We also reduce the value of each set Si ∈ F −A to be the minimum
of its own value and pA, i.e., let αA(i) = min(α(i), pA). We can now give the following
Integer linear programming formulation of the problem:

minimize
∑

i∈[m] w(i)xi

Subject to: ∑
i:ej∈Si

xi ⩾ 1, ∀ej ∈ U∑
i∈F−A

αA(i)xi ⩾ pA, ∀A ⊆ F

xi ∈ {0, 1}, ∀i ∈ [m]

We replace the constraints xi ∈ {0, 1}, with xi ⩾ 0 to obtain the LP relaxation of the ILP.
The dual of the LP relaxation is :

maximize
∑

A:A⊆F pAyA +
∑

j∈[n] yj

Subject to: ∑
j:ej∈Si

yj ⩽ w(i), ∀Si ∈ F∑
A⊆F :i̸∈A

αA(i)yA ⩽ w(i), ∀i ∈ F

yA ⩾ 0, ∀A ⊂ F

In our primal-dual algorithm, we begin with dual feasible solution y = 0 and partial
solution A = ∅. We pick one set in every iteration until the value of the set A of sets becomes
at least the target value p. We increase the dual variable yA in every iteration until the
dual constraint for some set i ∈ F −A becomes tight. We then pick that set in our solution
and continue. After this loop terminates, the value of the set A of sets is at least the target
value p. At that point, if A is a set cover, then we output A. Otherwise, till there exists an
element ej of the universe that is not covered by A, we increase the dual variable yj until
the dual constraint for some set ℓ with ej ∈ Sl becomes tight. We then include Sℓ in A and
continue. We present the pseudocode of our algorithm in Algorithm 1.

▶ Theorem 15. Algorithm 1 is an f -approximation algorithm for the Set Cover Knapsack
problem for minimizing the weight of the solution, where f is the maximum number of sets
in the family where any element belongs.

ISAAC 2024
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Algorithm 1 Primal-dual f -approximation algorithm for Set Cover Knapsack.

1: y ← 0,A ← ∅
2: while α(A) < p do
3: Increase yA until for some i ∈ F −A,

∑
B⊆F :i̸∈B αB(i)yB = w(i)

4: A ← A∪ {i}
5: end while
6: X ← A,A′ ← A
7: while ∃ej ̸∈

⋃
i∈A′ Si do

8: Increase yj until there is some t with ej ∈ St such that
∑

j:ej∈St
yj = w(t)

9: A′ ← A∪ {t}
10: end while
11: return A′

Proof. Let ALG be the weight of the set cover A′ output by Algorithm 1. Then

ALG =
∑
i∈A′

w(i)xi

=
∑
i∈X

w(i)xi +
∑

i∈A′−X
w(i)xi

Let OPT be the optimal weight of the Set Cover Knapsack instance, set i picked in
the i-th iteration of the first while loop (which we can assume without loss of generality by
renaming the sets), and l the set selected by the algorithm at the last iteration of the first
while loop. Since the first while loop terminates when α(A) ⩾ p, we know that α(X ) ⩾ p;
since set l was added to X , it must be the case that before l was added, the total value of
A was less than p, so that α(X − {l}) < p. For i ∈ [l], we define Ai = [i] as the set of sets
picked in the first i iterations of the first while loop and C = {Ai : i ∈ [l]}. We observe that
a dual variable yB is non-zero only if B ∈ C. Since we pick only tight sets, we have∑

i∈X
w(i) =

∑
i∈X

∑
B⊆F :i/∈B

αB(i)yB =
∑
i∈X

∑
B∈C:i/∈B

αB(i)yB.

Reversing the double sum, we have∑
i∈X

∑
B∈C:i/∈B

αB(i)yB =
∑
B∈C

yB
∑

i∈X −B
αB(i).

Note that in any iteration of the algorithm except the last one, adding the next set i

to the current sets in A did not cause the value of the knapsack to become at least p; that
is, α(i) < p− α(A) = pA at that point in the algorithm. Thus, for all sets i ∈ A except l,
αA(i) = min(α(i), pA) = α(i), for the point in the algorithm at which A was the current set
of sets. Thus, we can rewrite∑

i∈X −A
αA(i) = αA(l) +

∑
i∈X −A:i̸=l

αA(i) = αA(l) + α(X − {l})− α(A).

Note that αA(l) ⩽ pA by definition, and as argued at the beginning of the proof
α(X − {l}) < p so that α(X − {l})− α(A) < p− α(A)) = pA; thus, we have that

αA(l) + α(X − {l})− α(A) < 2pA
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which is the same as saying∑
i∈X −B

αB(i) < 2pB for every B ∈ C.

Therefore,∑
i∈X

w(i) =
∑
B∈C

yB
∑

i∈X −B
αB(i) < 2

∑
B:B∈C

pByB = 2
∑

B⊆F :i/∈B

pByB

where the last equality follows from the fact that yB = 0 if B /∈ C.
Our algorithm picks sets in A ′ \X in the second while loop if the set of sets picked in the

first while loop does not form a set cover. We now upper bound
∑

i∈A′\X w(i) as follows.∑
i∈A′\X

w(i) =
∑

i∈A′\X

∑
j∈[n]:ej∈Si

yj =
∑

j∈[n]

|{i ∈ A′ \ X : ej ∈ Si}|yj ⩽ f
∑

j∈[n]

yj

The first equality follows from the fact that only tight sets are picked. We now bound ALG.

ALG =
∑
i∈A′

w(i)xi

=
∑
i∈X

w(i)xi +
∑

i∈A′−X
w(i)xi

⩽ 2
∑

A:A⊆I

pAyA + f
∑

j∈[n]

yj

⩽ f

 ∑
A:A⊆I

pAyA +
∑

j∈[n]

yj


= fOPT ◀

We note that our algorithm is a combinatorial algorithm based on the primal-dual
framework – in particular, we use LPs only to design and analyze our algorithm. We do not
need to solve any LP. We obtain approximation algorithms for the Vertex Cover Knapsack
and d-Hitting Set Knapsack problems as corollaries of Theorem 15 by reducing these
problems to Set Cover Knapsack.

▶ Corollary 16 (⋆). There exists a d-approximation algorithm for d-Hitting Set Knapsack
for minimizing the weight of the solution. The algorithm is combinatorial in nature and
based on the primal-dual method.

▶ Corollary 17 (⋆). There exists a 2-approximation algorithm for Vertex Cover Knapsack
for minimizing the weight of the solution. The algorithm is combinatorial in nature and
based on the primal-dual method.

We next present a Hd-approximation algorithm for Set Cover Knapsack where d is
the maximum cardinality of any set in the input instance and Hd =

∑d
i=1

1
i is the d-th

harmonic number. The idea is to run the first while loop of Algorithm 1, and then, if the
selected sets do not cover the universe, then, instead of the second while loop of Algorithm 1,
we pick sets following the standard greedy algorithm for minimum weight set cover. We show
that the algorithm achieves an approximation factor of max(2, Hd) by analyzing it using the
dual fitting technique.
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Algorithm 2 Max(2, Hd)-approximation algorithm for Set Cover Knapsack.

1: y ← 0,A ← ∅
2: while α(A) < p do
3: Increase yA until for some i ∈ F −A,

∑
B⊆F :i̸∈B αB(i)yB = w(i)

4: A ← A∪ {i}
5: end while
6: X ← A,U ′ ← U −

⋃
i∈X Si,F ′ ← F −X , I ← ∅, Ŝi ← Si for all i ∈ F ′

7: while I is not a set cover for U ′ do
8: l← arg mini:Ŝi ̸=∅

w(i)
|Ŝi|

9: I ← I ∪ {l}
10: Ŝi ← Ŝi − Sl for all i ∈ F ′

11: end while
12: return X ∪ I

▶ Theorem 18. Algorithm 2 is a max(2, Hd)-approximation algorithm for the
Set Cover Knapsack problem for minimizing the weight of the solution, where d is the
maximum cardinality of any set in the input.

Proof. We follow the same notation defined in Algorithm 2 in this proof. Since the first part
of Algorithm 2 is the same as the first part of Algorithm 1, from the proof of Theorem 15,
we have∑

i∈X
w(i) < 2

∑
B⊆F :i/∈B

pByB.

To bound the sum of weights of the sets in I, we use the dual fitting technique. In
particular, we will first construct an assignment of dual variables (yj)j∈[n] with

∑
i∈I wi =∑n

j=1 yj . However, (yj)j∈[n] may not satisfy the dual constraints involving those variables.
However, and then show that y′

j = 1
Hd

yj , j ∈ [n] satisfies all dual constraints involving those
variables. We concretize this idea below.

Whenever Algorithm 2 includes a set Ŝi in I, we define yj = w(i)
|Ŝi| for each j ∈ Ŝi. Since

each j ∈ Ŝi is uncovered in iteration when Algorithm 2 picks the set Ŝi, and is then covered
for the remaining iterations of the algorithm (because we added subset Si to I), the dual
variable yj is set to a value exactly once. Furthermore, we see that

w(i) =
∑

i:j∈Ŝi

yj , ∀i ∈ I

since the weight w(i) of the set i is distributed among yj , j ∈ Ŝi. Hence, we have,∑
j∈I

w(i) =
n∑

i=1
yj .

We claim that y′
j = 1

Hd
yj for all j ∈ [n] satisfies the dual constraints involving these

variables. For that, we need to show that for each subset Si, i ∈ [m],∑
i:j∈Si

y′
j ⩽ w(i).

Pick an arbitrary subset Si and an arbitrary iteration k of the second while loop of Algorithm 2.
Let ℓ be the number of iterations that the second while loop of Algorithm 2 makes and ak

the number of elements in this subset that is still uncovered at the beginning of the k-th



P. Dey, A. Hota, S. Kolay, and S. Singh 27:11

iteration, so that a1 = |Si|, and aℓ+1 = 0. Let Ak be the set of uncovered elements of Si

covered in the k-th iteration, so that |Ak| = ak − ak+1. If subset Sq is chosen in the k-th
iteration, then for each element j ∈ Ak covered in the k-th iteration, we have

y′
j = wq

Hd|Ŝq|
⩽

w(i)
Hdak

,

where Ŝq is the set of uncovered elements of Sq at the beginning of the k-th iteration. The
inequality follows because if Sq is chosen in the k-th iteration, it must minimize the ratio of
its weight to the number of uncovered elements it contains. Thus,

∑
i:ej∈Si

y′
j =

l∑
k=1

∑
j∈[n]:j∈Ak

y′
j

⩽
l∑

k=1
(ak − ak+1) w(i)

Hdak

⩽
w(i)
Hd

l∑
k=1

ak − ak+1

ak

⩽
w(i)
Hd

l∑
k=1

(
1
ak

+ 1
ak − 1 + · · ·+ 1

ak+1 + 1

)

⩽
w(i)
Hd

|Si|∑
i=1

1
i

= w(i)
Hd

H|Si|

⩽ w(i),

where the final inequality follows because |Si| ⩽ d. Hence, ((yB)B∈F , (y′
j)j∈[n]) is a dual

feasible solution. We now bound ALG as follows.

ALG =
∑
i∈X

w(i)xi +
∑
i∈I

w(i)xi

⩽ 2
∑

A:A⊆F

pAyA + Hd

∑
j∈[n]

yj

= max(2, Hd)

 ∑
A:A⊆F

pAyA +
∑

j∈[n]

yj


= max(2, Hd) · OPT ◀

The approximation guarantees of Theorems 15 and 18 are the best possible approximation
guarantees, up to any additive constant ε > 0, that any polynomial time algorithm hopes to
achieve, assuming standard complexity-theoretic assumptions.

▶ Theorem 19 (⋆). Let ε > 0 be any constant. Then we have the following:
1. There is no polynomial-time (1 − ε) ln n factor approximation algorithm for

Set Cover Knapsack unless every problem in NP admits a quasi-polynomial time
algorithm.

2. Assuming Unique Games Conjecture (UGC), there is no polynomial-time (1 − f) ln n

factor approximation algorithm for Set Cover Knapsack.
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3. Assuming Unique Games Conjecture (UGC), there is no polynomial-time (1 − d) ln n

factor approximation algorithm for d-Hitting Set Knapsack.

We next focus on maximizing the value of the solution given a knapsack size as input. Sur-
prisingly, for all the problems studied in this paper, we show that there is no ρ-approximation
algorithm for any of our problems for any ρ > 1.

▶ Theorem 20 (⋆). For any ρ > 1, there does not exist a ρ-approximation algorithm for max-
imizing the value of the solution given the size of the knapsack for Set Cover Knapsack,
d-Hitting Set Knapsack, Vertex Cover Knapsack, Minimal Vertex Cover Knap-
sack, Minimum Vertex Cover Knapsack, and k-Vertex Cover Knapsack unless
P = NP.

The inapproximability barriers of Theorems 19 and 20 can be overcome using the
framework of FPT-approximation. In particular, we will show FPT (1− ε)-approximation
algorithms, parameterized by the treewidth of the input graph, for all four variants of vertex
cover knapsack for maximizing the value of the solution.

5 Results: Parameterized Complexity

We study the four variants of Vertex Cover Knapsack using the framework of paramet-
erized complexity. For that, we consider the treewidth of the input graph as a parameter.
With respect to treewidth, we design algorithms that run in time single exponential in the
treewidth times polynomial in n (number of vertices), size s, and target value p of the
knapsack. We then use these algorithms to develop a (1− ε)-approximation algorithm for
maximizing the value of the solution that runs in time single exponential in the treewidth
times polynomial in the number n of vertices, 1/ε and

∑
v∈V α(v).

We know that there exists a O
(
2tw · twO(1) · n

)
time algorithm for the Vertex Cover

problem [6]. It turns out that it is relatively easy to modify that algorithm to design a
similar algorithm Vertex Cover Knapsack, k-Vertex Cover Knapsack, and Minimum
Vertex Cover Knapsack.

▶ Theorem 21 (⋆). There is an algorithm for Vertex Cover Knapsack with running
time O

(
2tw · nO(1) ·min{s2, p2}

)
.

It turns out that the main idea of the algorithm of Theorem 21 can be modified to obtain
algorithms for Minimum Vertex Cover Knapsack and k-Vertex Cover Knapsack
with similar running times.

▶ Theorem 22 (⋆). There is an algorithm for Minimum Vertex Cover Knapsack with
running time O

(
2tw · nO(1) ·min{s2, p2}

)
.

▶ Theorem 23 (⋆). There is an algorithm for k-Vertex Cover Knapsack with running
time O

(
2tw · nO(1) ·min{s2, p2}

)
.

However, the approach of Theorem 21 breaks down for Minimal Vertex Cover
Knapsack. This is so because a minimal vertex cover (unlike a vertex cover, a vertex cover
of size at most k, and a minimum vertex cover) of a graph may not be a minimal vertex
cover of some of its induced subgraphs. For this reason, it is not enough to keep track of
all minimal vertex covers of the subgraphs rooted at some tree node intersecting the bag at
certain subsets. Intuitively speaking, we tackle this problem by adding another subset of
vertices in the “indices” of the DP table that will be part of some minimal vertex cover of
some other induced subgraph.
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▶ Theorem 24. There is an algorithm for Minimal Vertex Cover Knapsack with
running time O

(
16tw · nO(1) ·min{s2, p2}

)
.

Proof. Let (G = (V, E), (w(u))u∈V , (α(u))u∈V , s, p) be an input instance of Minimal Ver-
tex Cover Knapsack and (T = (VT, ET),X ) a nice tree decomposition rotted at node r of
treewidth tw(G).

We define a function ℓ : VT → N. For a vertex t ∈ VT, ℓ(t) = distT(t, r), where r is the
root. Note that this implies that ℓ(r) = 0. Let us assume that the values that ℓ take over the
nodes of T are between 0 and L. For a node t ∈ VT, we denote the set of vertices in the bags
in the subtree rooted at t by Vt and Gt = G[Vt]. We now describe a dynamic programming
algorithm over (T,X ) for Minimal Vertex Cover Knapsack.
States. We maintain a DP table D where a state has the following components:
1. t represents a node in VT.
2. V1, V2 are subsets of the bag Xt, not necessarily disjoint.
3. V1 represents the intersection of Xt with a minimal vertex cover of the subgraph Gt[(Vt \

V2) ∪ V1].
Interpretation of States. For each node t ∈ T, V1, V2 ⊆ Xt and “undominated” minimal
vertex cover S of the induced graph Gt[(Vt \ V2) ∪ V1] such that S ∩ Xt = V1, we store
(w(S), α(S)) in the list D[t, V1, V2]. We say a minimal vertex cover S1 ⊆ (Vt \ V2) ∪
V1 dominates another minimal vertex cover S2 ⊆ (Vt \ V2) ∪ V1 if w(S1) ⩽ w(S2) and
α(S1) ⩾ α(S2) with at least one inequality being strict. We say a minimal vertex cover of
Gt[(Vt \V2)∪V1] undominated if no other minimal vertex cover of Gt[(Vt \V2)∪V1] dominates
it.

For each state D[t, V1, V2], we initialize D[t, V1, V2] to the list {(0, 0)}.
Dynamic Programming on D. We first update the table for states with nodes t ∈ VT such
that ℓ(t) = L. When all such states are updated, then we update states where the level
of node t is L − 1, and so on, till we finally update states with r as the node – note that
ℓ(r) = 0. For a particular j, 0 ⩽ j < L and a state [t, V1, V2] such that ℓ(t) = j, we can
assume that D[t, V1, V2] have been evaluated for all t′, such that ℓ(t′) > j and all subsets V ′

1
and V ′

2 of Xt′ . Now we consider several cases by which D[t, V1, V2] is updated based on the
nature of t in T:
1. Suppose t is a leaf node with Xt = {v} . Then D[t, v, ∅] = (w(v), α(v)), or D[t, ∅, v] =

(0, 0) and D[t, ∅, ∅] stores the pair (0, 0).
2. Suppose t is an introduce node. Then it has an only child t′ where Xt′ ∪ {u} = Xt. Then

for all S ⊆ Xt: If S is not a vertex cover of G[Xt], we set D[t, V1, V2] = (∞,∞).
Otherwise, we have three cases:
a. Case 1: If u ̸∈ V1 ∪ V2, then we copy each pair (w, α) from D[t′, V1, V2]
b. Case 2: If u ∈ V1 \ V2, then

i. we check if N(u) \ V1 ̸= ∅, then
A. for each pair (w, α) in D[t′, V1 \ {u}, V2], if w + w(u) ⩽ s, then we put (w +

w(u), α + α(u)) in D[t′, V1 \ {u}, V2] to D[t, V1, V2].
B. for each pair (w, α) in D[t′, V1 \ {u}, V2], if w + w(u) > s, we put (w, α) to

D[t, V1, V2].
ii. Otherwise we store (∞,∞).

c. Case 3: If u ∈ V2, then we set D[t, V1, V2] = D[t′, V1, V2 \ {u}].
3. Suppose t is a forget vertex node. Then it has an only child t′ where Xt ∪ {u} = Xt′ . We

copy all the pairs from D[t′, V1∪{u}, V2], D[t′, V1, V2∪{u}] and D[t′, V1, V2] to D[t, V1, V2]
and remove all dominated pairs.
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4. Suppose t is a join node. Then it has two children t1, t2 such that Xt = Xt1 = Xt2 .
Let (w(V1 ∩ V2), α(V1 ∩ V2)) be the total weight and value of the vertices in V1 ∩ V2.
Then for all W1, W2 ⊆ V1 ⊆ Xt, consider a pair (w1, α1) in D[t1, W1, W2 ∪ V2] and a
pair (w2, α2) in D[t2, W2, W1 ∪ V2]. Suppose w1 + w2 − w(V1 ∩ V2) ⩽ s. Then we add
(w1 + w2 − w(V1 ∩ V2), α1 + α2 − α(V1 ∩ V2)) to D[t, V1, V2].

Finally, in the last step of updating D[t, V1, V2], we go through the list saved in D[t, V1, V2]
and only keep undominated pairs.
Correctness of the algorithm. Recall that we are looking for a solution U that contains the
fixed vertex v that belongs to all bags of the tree decomposition. In each state we maintain
the invariant V1, V2 ⊆ Xt such that V1 = Xt∩ minimal vertex cover knapsack of Gt\ edges
incident on V2 \ V1. First, we show that a pair (w, α) belonging to D[t, V1, V2] for a node
t ∈ VT and a subset S of Xt corresponds to a minimal vertex cover knapsack H in Gt. Recall
that Xr = {v}. Thus, this implies that a pair (w, α) belonging to D[r, V1 = {v}, V2 = ∅)]
corresponds to a minimal vertex cover knapsack of G. Moreover, the output is a pair that is
feasible and with the highest value.

In order to show that a pair (w, α) belonging to D[t, V1, V2] for a node t ∈ VT and a
subset V1 of Xt corresponds to a minimal vertex cover knapsack of Gt\ edges incident on
V2 \ V1, we need to consider the cases of what t can be:
1. Leaf node: Recall that in our modified nice tree decomposition we have added a vertex v

to all the bags. Suppose a leaf node t contains a single vertex v, D[t, v, ∅] = (w(v), α(v)),
D[t, ∅, v] = (0, 0) and D[L, ∅, ∅] stores the pair (0, 0). This is true in particular when
j = L, the base case. From now we can assume that for a node t with ℓ(t) = j < L

and all subsets V1, V2 ⊆ Xt, D[t′, V ′′
1 , V ′′

2 ] entries are correct and correspond to minimal
vertex cover in Gt′\ edges incident on V ′′

2 \ V ′′
1 . when ℓ(t′) > j.

2. Introduce node: When t is an introduce node, there is a child t′. We are introducing
a vertex u and the edges associated with it in Gt. Since ℓ(t′) > ℓ(t), by induction
hypothesis all entries in D[t′, V ′′

1 = V1 \ {u}, V ′′
2 = V2 \ {u}], D[t′, V ′′

1 = V1 \ {u}, V ′′
2 =

V2], and D[t′, V ′′
1 = V1, V ′′

2 = V2 \ {u}], ∀ V ′′
1 , V ′′

2 ⊆ Xt′ are already computed and
feasible. We update pairs in D[t, V1, V2] from D[t′, V1 \ {u}, V2] or D[t′, V1, V2 \ {u}] or
D[t′, V1 \ {u}, V2 \ {u}] such that either u is considered as part of a minimal solution in
Gt\ edges incident on V2 \ V1 or not.

3. Forget node: When t is a forget node, there is a child t′. We are forgetting a vertex u and
the edges associated with it in Gt. Since ℓ(t′) > ℓ(t), by induction hypothesis all entries in
D[t′, V ′′

1 = V1∪{u}, V ′′
2 = V2], D[t′, V ′′

1 = V1, V ′′
2 = V2∪{u}], and D[t′, V ′′

1 = V1, V ′′
2 = V2],

∀ V ′′
1 , V ′′

2 ⊆ Xt′ are already computed and feasible. We copy each undominated (w, α)
pair stored in D[t′, V1 ∪ {u}, V2], D[t′, V1, V2 ∪ {u}] and D[t′, V1, V2] to D[t, V1, V2].

4. Join node: When t is a join node, there are two children t1 and t2 of t, such that
Xt = Xt1 = Xt2 . For all subsets V1 ⊆ Xt we partition V1 into two subsets W1 and W2
(not necessarily disjoint) such that W1 is the intersection of Xt1 with minimal solution
in the graph Gt1\ edges incident on (W2 ∪ V2) \W1. Similarly, W2 is the intersection of
Xt2 with minimal solution in the graph Gt2\ edges incident on (W1 ∪ V2) \W2. By the
induction hypothesis, the computed entries in D[t1, W1, W2 ∪ V2] and D[t2, W2, W1 ∪ V2]
where W1∪W2 = V1 are correct and store the non redundant minimal vertex cover for the
subgraph Gt1 in W1 and similarly, W2 for Gt2 . Now we add (w1 + w2 − w(V1 ∩ V2), α1 +
α2 − α{V1 ∩ V2))) to D[t, V1, V2].

What remains to be shown is that an undominated feasible solution U of Minimal
Vertex Cover Knapsack in G is contained in D[r, {v}, ∅]. Let w be the weight of U and
α be the value. Recall that v ∈ U . For each t, we consider the subgraph Gt and observe how
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the minimal solution S ′ interacts with Gt. Let V̂1, V̂2, . . . , V̂m be components of Gt ∩ U and
let for each 1 ⩽ i ⩽ m, Si = Xt∩ V̂i. Also, let V̂0 = Xt \U . Consider S = (V̂0, V̂1, V̂2, . . . , V̂m).
For each Si, we define subsets V1 and V2 such that V1, V2 ⊆ Si, and V1 ∪ V2 = Si, ∀i ∈ [m].
The algorithm updates in D[t, V1, V2] the pair (w′, α′) for the subsolution (Gt\ edges incident
on V2) ∩ U . Therefore, D[r, {v}, ∅] contains the pair (w, α). Thus, we are done.
Running Time. There are n choices for the fixed vertex v. Upon fixing v and adding it to
each bag of (T,X ), we consider the total possible number of states. Observe that the number
of subproblems is small: for every node t, we have only 2|Xt| choices for V1 and V2. Hence,
the number of entries of the DP table is O (4tw · n). For each state, since we are keeping
only undominated pairs, for each weight w there can be at most one pair with w as the first
coordinate; similarly, for each value α there can be at most one pair with α as the second
coordinate. Thus, the number of undominated pairs in each D[t, V1, V2] is at most min{s, p}
that can be maintained in time min{s2, p2}. Updating the entries of the join nodes has the
highest time complexity among all tree nodes, which is O

(
4tw · nO(1)). Hence, the overall

running time of our algorithm is O
(
16tw · nO(1) ·min{s2, p2}

)
. ◀

We now design a fully FPT-time approximation scheme for the Minimal Vertex Cover
Knapsack problem by rounding the values of the items so that α(V) is indeed a polynomial
in n. The idea is to scale down the value of every vertex of the input instance so that the
sum of values of the vertices that can be in the solution is polynomially bounded by input
length and solve the scaled-down instance using the algorithm in Theorem 24. We usually
scale down the values by dividing by (εαmax)/n. However, this approach does not work for
our problems since αmax is a lower bound on the optimal value for classical knapsack but not
necessarily for our vertex cover knapsack variants. We tackle this issue by iteratively guessing
upper and lower bounds of OPT thereby incurring an extra factor of poly

(∑
v∈V α(v)

)
.

▶ Theorem 25 (⋆). For every ε > 0, there is an (1− ε)-factor approximation algorithm for
Minimal Vertex Cover Knapsack for optimizing the value of the solution and running
in time O

(
16tw · poly

(
n, 1/ε, log

(∑
v∈V α(v)

)))
where tw is the treewidth of the input graph.

We obtain similar results for the other three variants of vertex cover knapsack for
optimizing the value of the solution.

▶ Corollary 26 (⋆). For every ε > 0, there are (1 − ε)-factor approximation al-
gorithms for Vertex Cover Knapsack, Minimum Vertex Cover Knapsack, and
k-Vertex Cover Knapsack for optimizing the value of the solution and running in time
O
(
2tw · poly

(
n, 1/ε, log

(∑
v∈V α(v)

)))
.

It turns out that we can use a similar idea as in Theorem 25 and Corollary 26 to design an
FPT time (1 + ε)-approximation algorithm, parameterized by treewidth, for all the variants
of vertex cover knapsack for minimizing the weight of the solution for every ε > 0.

▶ Theorem 27 (⋆). For every ε > 0, we have the following.
1. There is a (1 + ε)-factor approximation algorithm for Minimal Vertex Cover

Knapsack for optimizing the weight of the solution and running in time
O
(
16tw · poly

(
n, 1/ε, log

(∑
v∈V w(v)

)))
where tw is the treewidth of the input graph.

2. There are (1 + ε)-factor approximation algorithms for Vertex Cover Knapsack,
Minimum Vertex Cover Knapsack, and k-Vertex Cover Knapsack for optimizing
the weight of the solution and running in time O

(
2tw · poly

(
n, 1/ε, log

(∑
v∈V w(v)

)))
.

ISAAC 2024



27:16 Knapsack with Vertex Cover, Set Cover, and Hitting Set

6 Conclusion

We have studied the classical Knapsack problem with the graph theoretic constraints, namely
vertex cover and its interesting variants like Minimum Vertex Cover Knapsack, Minimal
Vertex Cover Knapsack, and k-Vertex Cover Knapsack. We further generalize this
to hypergraphs and study Set Cover Knapsack and d-Hitting Set Knapsack. We
have presented approximation algorithms for minimizing the size of the solution and proved
that the approximation factors are the best possible that one hopes to achieve in polynomial
time under standard complexity-theoretic assumptions. However, to maximize the value of
the solution, we obtain strong inapproximability results. Fortunately, we show that there
exist FPT algorithms parameterized by the treewidth of the input graph (for vertex cover
variants of knapsack), which can achieve (1− ε)-approximate solution.
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Abstract
In this paper, we study a series of algorithmic problems related to the subsequences occurring in the
strings of a given language, under the assumption that this language is succinctly represented by
a grammar generating it, or an automaton accepting it. In particular, we focus on the following
problems: Given a string w and a language L, does there exist a word of L which has w as
subsequence? Do all words of L have w as a subsequence? Given an integer k alongside L, does
there exist a word of L which has all strings of length k, over the alphabet of L, as subsequences?
Do all words of L have all strings of length k as subsequences? For the last two problems, efficient
algorithms were already presented in [Adamson et al., ISAAC 2023] for the case when L is a regular
language, and efficient solutions can be easily obtained for the first two problems. We extend that
work as follows: we give sufficient conditions on the class of input-languages, under which these
problems are decidable; we provide efficient algorithms for all these problems in the case when
the input language is context-free; we show that all problems are undecidable for context-sensitive
languages. Finally, we provide a series of initial results related to a class of languages that strictly
includes the regular languages and is strictly included in the class of context-sensitive languages,
but is incomparable to the of class context-free languages; these results deviate significantly from
those reported for language-classes from the Chomsky hierarchy.
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1 Introduction

A string v is a subsequence of a string w, denoted v ≤ w in the following, if there exist (possibly
empty) strings x1, . . . , xℓ+1 and v1, . . . , vℓ such that v = v1 · · · vℓ and w = x1v1 · · ·xℓvℓxℓ+1.
In other words, v can be obtained from w by removing some of its letters.
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28:2 Subsequence Matching and Analysis Problems for Formal Languages

The concept of subsequence appears and plays important roles in many different areas
of theoretical computer science. Prime examples are the areas of combinatorics on words,
formal languages, automata theory, and logics, where subsequences are studied in connec-
tion to piecewise testable languages [71, 72, 37, 38], in connection to subword-order and
downward-closures [31, 46, 45, 76, 77, 6]), in connection to binomial equivalence, binomial
complexity, or to subword histories [66, 24, 49, 48, 69, 57, 67]. Subsequences are important
objects of study also in the area of algorithm-design and complexity; to this end, we mention
some classical algorithmic problems such as the computation of longest common subsequences
or of the shortest common supersequences [16, 34, 36, 54, 56, 62, 8, 10], the testing of the
Simon congruence of strings and the computation of the arch factorisation and universality
of strings [32, 26, 73, 74, 18, 9, 19, 21, 28, 42, 22]; see also [44] for a survey on combinatorial
pattern matching problems related to subsequences. Moreover, these algorithmic problems
and other closely related ones have recently regained interest in the context of fine-grained
complexity [12, 13, 3, 1, 2]. Nevertheless, subsequences appear also in more applied set-
tings: for modelling concurrency [65, 70, 14], in database theory (especially event stream
processing [7, 29, 78]), in data mining [50, 51], or in problems related to bioinformatics [11].
Interestingly, a new setting, motivated by database theory [39, 40, 25], considers subsequences
of strings, where the substrings occurring between the positions where the letters of the
subsequence are embedded are constrained by regular or length constraints; a series of
algorithmic results (both for upper and lower bounds) on matching and analysis problems
for the sets of such subsequences occurring in a string were obtained [20, 41, 5, 55].

The focus of this paper is the study of the subsequences of strings of a formal language,
the main idea behind it being to extend the fundamental problems related to matching
subsequences in a string and to the analysis of the sets of subsequences of a single string to
the case of sets of strings. To this end, grammars (or automata) are succinct representations
of (finite or infinite) sets of strings they generate (respectively, accept), so we are interested
in matching and analysis problems related to the set of subsequences of the strings of a
language, given by the grammar generating it (respectively, the automaton accepting it).
This research direction is, clearly, not new. To begin with, we recall the famous result of
Higman [33] which states that the downward closure of every language (i.e., the set of all
subsequences of the strings of the respective language) is regular. Clearly, it is not always
possible to compute an automaton accepting the downward closure of a given language, but
gaining a better understanding when it is computable is an important area of research, as
the set of subsequences of a language plays meaningful roles in practical applications (e.g.,
abstractions of complex systems, see [76, 77, 6] and the references therein). Computing
the downward closure of a language is a general (although, often inefficient) way to solve
subsequence-matching problems for languages; for instance, we can immediately check, using
a finite automaton for the downward closure, if a string occurs as subsequence of a string of
the respective language. However, it is often the case that more complex analysis problems
regarding the subsequences occurring in the strings of a language cannot be solved efficiently
(or, sometimes, at all) using the downward closure; such a problem is to check if a given
string occurs as subsequence in all the strings of a language (chosen from a complex enough
class, such as the class of context-free languages).

As a direct predecessor of this paper, motivated by similar questions, [4] approached
algorithmic matching and analysis problems related to the universality of regular languages
(for short, REG). More precisely, a string over Σ is called k-universal if its set of subsequences
includes all strings of length k over Σ; the study of these universal strings was the focus of
many recent works [9, 19, 68] and the motivation for studying universality properties in the



S. Z. Fazekas, T. Koß, F. Manea, R. Mercaş, and T. Specht 28:3

context of subsequences is discussed in detail in, e.g., [19, 4]. The main problems addressed
in [4] are the following: for L ∈ REG, over the alphabet Σ, and a number k, decide if there
exists a k-universal string in L (respectively, if all strings of L are k-universal). The authors
of [4] discussed efficient algorithms solving these problems and complexity lower bounds. In
this paper, we extend the work of [4] firstly by proposing a more structured approach for the
algorithmic study of the subsequences occurring in strings of formal languages and secondly
by considering more general classes of languages, both from the Chomsky hierarchy (such as
the class of context-free languages or that of context-sensitive languages) and non-classical
(the class of languages accepted by deterministic finite automata with translucent letters).

Our work on subsequence-matching and analysis problems in languages defined by
context-free grammars (for short, CFG) also extends a series of results related to matching
subsequences in strings given as a straight line program (for short, SLP; a CFG generating a
single string), or checking whether a string given as an SLP is k-universal, for some given k,
e.g., see [52, 68]. In our paper, we consider the case when the input context-free languages
and the CFGs generating them are unrestricted.

The approached problems and an overview of our results. As mentioned above, we propose
a more structured approach for matching- and analysis-problems related to subsequences of
the strings of a formal language. More precisely, we define and investigate the following five
problems.

▶ Problem 1 (∃-Subsequence). Given a language L by a machine (grammar) M accepting
(respectively, generating) it and a string w, is there a string v ∈ L such that w ≤ v?

▶ Problem 2 (∀-Subsequence). Given a language L by a machine (grammar) M accepting
(respectively, generating) it and a string w, do we have for all strings v ∈ L that w ≤ v?

▶ Problem 3 (∃-k-universal). Given a language L by a machine (grammar) M accepting
(respectively, generating) it and integer k, check if there is a k-universal string in L.

▶ Problem 4 (∀-k-universal). Given a language L by a machine (grammar) M accepting
(respectively, generating) it and integer k, check if all strings of L(M) are k-universal.

Alternatively, strictly from the point of view of designing an algorithmic solution, the
problem above can be approached via its complement: that is, deciding if there exists at
least one string in L(M) which is not k-universal.

▶ Problem 5 (∞-universal). Given a language L by a machine (grammar) M accepting
(respectively, generating it) decide if there exist m-universal strings in L, for all positive
integers m.

To give some intuition on our terminology, Problems 1 and 3 can be seen as matching
problems (find a string which contains a certain subsequence or set of subsequences), while
the other three problems are analysis problems (decide properties concerning multiple strings
of the language).

Going a bit more into details, in the main part of this paper, we investigate these
problems for the case when the language L is chosen from the class of context-free languages
(for short, CFL; given by CFGs in Chomsky normal form), or from the class of context-
sensitive languages (for short, CSL; given by context-sensitive grammars), or from the class
of languages accepted by deterministic finite automata with translucent letters (given by
an automaton of the respective kind). The choice of presentation of the languages from
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given classes, unsurprisingly, makes a big difference w.r.t. hardness. For instance, certain
singleton languages can be encoded by SLPs (essentially CFGs) exponentially more succinctly
than by classical DFA, which of course introduces significant extra computation into solving
subsequence-related queries [52, 68]. But, before approaching these classes of languages, we
provide a series of general decidability results on these five problems, for which the choice of
grammar or automaton as the way of specifying the input language L is not consequential.

For short, our results are the following. We first give (in Section 3) a series of simple
sufficient conditions on a class C of languages (related to the computation of downward
closures as well as to decidability properties for the respective class) which immediately lead
to decision procedures for the considered problems; however, these procedures are inherently
inefficient, even for classes such as CFL. In this context, generalizing the work of [4], we
approach (in subsequent sections of this paper) each of the above problems for C being the
class CFL and, respectively, the class CSL. While all the problems are undecidable for CSLs,
we present efficient algorithms for the case of CFLs. In particular, the results obtained
for CFL are similar to the corresponding results obtained for REG (i.e., if a problem was
solvable in polynomial or FPT-time for REG, we obtain an algorithm from the same class
for CFL). In that regard, it seemed natural to search for a class of languages which does not
exhibit this behaviour, while retaining the decidability of (at least some of) these problems.
To this end, we identify the class of languages accepted by deterministic finite automata
with translucent letters (a class of automata which does not process the input in a sequential
fashion) and show (in the final section of this paper) a series of initial promising results
related to them.

2 Preliminaries

Let N = {1, 2, . . .} denote the natural numbers and set N0 = N∪{0} as well as [n] = {1, . . . , n}
and [i, n] = {i, i + 1, . . . , n}, for all i, n ∈ N0 with i ≤ n.

An alphabet Σ = {1, 2, . . . , σ} is a finite set of symbols, called letters. A string w is a
finite concatenation of letters from a given alphabet with the number of these letters giving
its length |w|. The string with no letters is the empty string ε of length 0. The set of all
finite strings over the alphabet Σ, denoted by Σ∗, is the free monoid generated by Σ with
concatenation as operation. A subset L ∈ Σ∗ is called a (formal) language. Let Σn denote
all strings in Σ∗ exactly of length n ∈ N0.

For 1 ≤ i ≤ j ≤ |w| denote the ith letter of w by w[i] and the factor of w starting at position
i and ending at position j as w[i, j] = w[i] · · ·w[j]. If i = 1 the factor is also called a prefix,
while if j = |w| it is called a suffix of w. For each a ∈ Σ set |w|a = |{i ∈ [|w|] | w[i] = a}|.

Let alph(w) denote the set of all letters of Σ occurring in w. A length n string u ∈ Σ∗

is called subsequence of w, denoted u ≤ w, if w = w1u[1]w2u[2] · · ·wnu[n]wn+1, for some
w1, . . . , wn+1 ∈ Σ∗. For k ∈ N0, a string w ∈ Σ∗ is called k-universal (w.r.t. Σ) if every
u ∈ Σk is a subsequence of w. The universality-index ι(w) is the largest k such that w is
k-universal.

▶ Definition 6. The arch factorization of a string w ∈ Σ∗ is given by w =
ar1(w) · · · arι(w)(w)r(w) with ι(ari(w)) = 1 and ari(w)[|ari(w)|] /∈ alph(ari(w)[1, |ari(w)| −
1]), for all i ∈ [1, ι(w)]. Furthermore, alph(r(w)) ⊊ Σ applies. The strings ari(w) are called
arches and r(w) is called the rest of w.
The modus m(w) of w is defined as the concatenation of the last letters of each arch:
m(w) = ar1(w)[|ar1(w)|] · · · arι(w)(w)[|arι(w)(w)|].
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As an example, in the arch factorisation w = (bca)·(accab)·(cab)·b of w ∈ {a, b, c}∗, the
parentheses denote the three arches and the rest r(w) = b. Further, we have ι(w) = 3 and
m(bcaaccabcabb) = abb. For more details about the arch factorization and the universality
index see [32, 9].

A string v is an absent subsequence of another string w if v is not a subsequence of
w [42, 43]. A shortest absent subsequence of a string w (for short, SAS(w)) is an absent
subsequence of w of minimal length, i.e., all subsequences of shorter length are found in
w. We note that, for a given word w and some letter a /∈ alph(r(w)), an SAS of w is
m(w)a [32, 42]. An immediate observation is that any string v which is an SAS(w) satisfies
|v| = ι(w) + 1.

In this paper, we work with absent subsequences of a word w which are the shortest
among all absent subsequences of w and, additionally, start with a and end with b, for some
a ∈ Σ ∪ {ε} and b ∈ Σ. Such a shortest string which starts with a and ends with b and
is an absent subsequence of w is denoted SASa,b(w). For instance, an SASε,b(w), for some
b /∈ alph(r(w)), is an SAS(w), such that its starting letter is not fixed, but the ending one
must be b.

▶ Definition 7. A grammar over an alphabet Σ is a 4-tuple G = (V, Σ, P, S) consisting of: a
set V = {A, B, C, . . . } of non-terminal symbols, a set Σ = {a, b, c, . . . } of terminal symbols
with V ∩Σ = ∅, a non-empty set P ⊆ (V ∪Σ)+× (V ∪Σ)∗ of productions and a start symbol
S ∈ V .

We represent productions (p, q) ∈ P by p→ q. In G, u = xpz with x, z ∈ (V ∪Σ)∗ is directly
derivable to v = xqz if a production (p, q) ∈ P exists; in this case, we write u ⇒G v; the
subscript G is omitted when no confusion arises. More generally, for m ∈ N, we say that u is
derivable to v in m steps (denoted w ⇒m

G v) if there exist strings w0, w1, . . . , wm ∈ (V ∪ Σ)∗

(called sentential forms) with u = w0 ⇒G w1 ∧ w1 ⇒G w2 ∧ · · · ∧ wm−1 ⇒G wm = v. If u

is derivable to v in m steps, for some m ∈ N0, we write u ⇒∗
G v, i.e., ⇒∗

G is the reflexive
and transitive closure of ⇒G. With L(G) = {w ∈ Σ∗ | S ⇒∗

G w} we denote the language
generated by G. We call a derivation a sequence S ⇒ · · · ⇒ w ∈ L(G). The number of steps
used in the derivation is the derivation’s length.

▶ Definition 8. A grammar G = (V, Σ, P, S) with P ⊆ V × (V ∪ Σ)+ is a context-free
grammar (for short, CFG). A language L is a context-free language (for short, CFL) if and
only if there is a CFG G with L(G) = L.
A grammar G = (V, Σ, P, S), where for all (p, q) ∈ P we have |p| ≤ |q|, is a context-sensitive
grammar (for short, CSG). A language L is a context-sensitive language (for short, CSL) if
and only if there is a CSG G with L(G) = L.

The definitions above tacitly assume that CFLs and CSLs do not contain the empty
string ε. Indeed, for the problems considered here, we can make this assumption. Whether
ε ∈ L or not plays no role in deciding Problems 1, 3, and 5, while ε ∈ L immediately leads
to a negative answer for Problem 2 (unless w = ε) and Problem 4 (unless k = 0). So, for
simplicity, we only address languages that, by definition, do not contain the empty string
(see also the discussions in [47, 35] about how the presence of ε in formal languages can be
handled).

Also, note that every unary CFL is regular [64], so when discussing our problems for the
class of CFLs we assume that the input languages are over an alphabet with at least two
letters.
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▶ Definition 9. A CFG G = (V, Σ, P, S) is in Chomsky normal form (CNF) if and only if
P ⊆ V × (V 2 ∪Σ) and, for all A ∈ V , there exist some wA, w′

A, w′′
A ∈ Σ∗ such that A⇒∗ wA

and S ⇒∗ w′
AAw′′

A (these last two properties essentially say that every non-terminal of G is
useful).

When we discuss our problems in the case of CFLs, we assume our input is a CFG G in
CNF. This does not change our results since, according to [47] and the references therein,
we can transform any grammar G in polynomial time into a CFG G′ in CNF such that
|G′| ∈ O(|G|2) and L(G) = L(G′), where |G| refers to the size of a grammar determined in
terms of total size of its productions.

In some cases it may be easier to view derivations in a CFG G as a derivation (parse) tree.
These are rooted, ordered trees. The inner nodes of such trees are labeled with non-terminals
and the leaf-nodes are labeled with symbols X ∈ (V ∪ Σ). An inner node A has, from
left to right, the children X1, . . . , Xk, for some integer k ≥ 1, if the grammar contains the
production A → X1 · · ·Xk. As such, if we concatenate, from left to right, the leaves of a
derivation tree T with root A we get a string α (called in the following the border of T ) such
that A→∗ α. The depth of a derivation tree is the length of the longest simple-path starting
with the root and ending with a leaf (i.e., the number of edges on this path). If G is in CNF,
then all its derivation trees are binary.

▶ Definition 10. For any language L ⊂ Σ∗ the downward closure L↓ of L is defined as the
language containing all subsequences of strings of L, i.e., L↓= {v ∈ Σ∗ | ∃w ∈ L : v ≤ w}.
The complementary notion of the upward closure L↑ of a language L is the language containing
all supersequences of strings in L, i.e., L↑= {w ∈ Σ∗ | ∃v ∈ L : v ≤ w}.

Our problems focus on properties of formal languages, and Problems 3, 4 and 5 are
strongly connected to universality seen as a property of a language, therefore we extend the
concept of universality to formal languages. We distinguish between two different ways of
analyzing the universality of a language.

▶ Definition 11. Let L ⊆ Σ∗ be a language. We call L k-universal universal if for every
w ∈ L it holds that ι(w) ≥ k. The universal universality index ι∀(L) is the largest k, such
that L is k-universal universal. We call L k-existential universal if a string w ∈ L exists with
ι(w) ≥ k. The existential universality index ι∃(L) is the largest k, such that L is k-existential
universal. In all the definitions above, the universality index of words and, respectively,
languages is computed w.r.t. Σ.

In case of a singleton language L = {w} it holds that ι∃(L) = ι∀(L) = ι(w). In general
the universal universality index ι∀(L) is the infimum of the set of all universality indices of
strings in L and therefore is lower bounded by 0 and upper bounded by ι(w), for any w ∈ L

(so it is finite, for L ̸= ∅). The existential universality index ι∃(L) is the supremum of the
set of all universality indices of strings in L and, as such, can be infinite. In this setting
the answer to Problem 3 and, respectively, Problem 4, can be solved by computing ι∃(L)
and, respectively, ι∀(L), and then checking whether k ≤ ι∃(L) and, respectively, k ≤ ι∀(L).
Furthermore, Problem 5 asks whether ι∃(L) is infinite or not. The following two lemmas are
not hard to show.

▶ Lemma 12. Given a string w ∈ Σ∗, with |w| = n and |Σ| = σ, we can construct in time
O(nσ) a minimal DFA, with n + 1 states, accepting the set of strings which have w as a
subsequence.
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▶ Lemma 13. For k > 0 and an alphabet Σ with |Σ| = σ we can construct in time
O(2σk poly(σ)) a minimal DFA, with (2σ − 1)k + 1 states, accepting the set of k-universal
strings over Σ.

The computational model we use to state our algorithms is the standard unit-cost word
RAM with logarithmic word-size ω (meaning that each memory word can hold ω bits). It is
assumed that this model allows processing inputs of size n, where ω ≥ log n; in other words,
the size n of the data never exceeds (but, in the worst case, is equal to) 2ω. Intuitively,
the size of the memory word is determined by the processor, and larger inputs require a
stronger processor (which can, of course, deal with much smaller inputs as well). Indirect
addressing and basic arithmetical operations on such memory words are assumed to work
in constant time. Note that numbers with ℓ bits are represented in O(ℓ/ω) memory words,
and working with them takes time proportional to the number of memory words on which
they are represented. This is a standard computational model for the analysis of algorithms,
defined in [23].

Our algorithms have languages as input, that is sets of strings over some finite alphabet.
Therefore, we follow a standard stringology-assumption, namely that we work with an integer
alphabet: we assume that this alphabet is Σ = {1, 2, . . . , σ}, with |Σ| = σ, such that σ fits in
one memory word. For a more detailed general discussion on the integer alphabet model
see, e. g., [17]. In all problems discussed here, the input language is given as a grammar
generating it or as an automaton accepting it. We assume that all the sets defining these
generating/accepting devices (e.g., set of non-terminals, set of states, set of final states,
relation defining the transition function or derivation, etc.) have at most 2ω elements and
their elements are integers smaller or equal to 2ω (i.e., their cardinality and elements can be
represented as integers fitting in one memory word). In some of the problems discussed in
this paper, we assume that we are given a number k. Again, we assume that this integer fits
in one memory word.

One of our algorithms (for Problem 3 in the case of CFL, stated in Theorem 23) runs in
exponential time and uses exponential space w.r.t. the size of the input. In particular, both
the space and time complexities of the respective algorithm are exponential, with constant
base, in σ (the size of the input alphabet) but polynomial w.r.t. all the other components
of the input. To avoid clutter, we assume that our exponential-time and -space algorithm
runs on a RAM model where we can allocate as much memory as our algorithms needs (i.e.,
the size of the memory-word ω is big enough to allow addressing all the memory we need
in this algorithm in constant time); for the case of σ ∈ O(1), this additional assumption
becomes superfluous, and for non-constant σ we stress out that the big size of memory words
is only used for building large data structures, but not for speeding up our algorithms by,
e.g., allowing constant-time operations on big numbers (that is, numbers represented on
more than c log N bits, for some constant c and N being the size of the input).

3 General Results

We consider the problems introduced in Section 1, for the case when the language L is chosen
from a class C, and give a series of sufficient conditions for them to be decidable.

Consider a class G of grammars (respectively, a class A of automata) generating (respect-
ively, accepting) the languages of the class C. For simplicity, for the rest of this section, we
assume that in all the problems we take as input a grammar GL such that L(GL) = L, but
note that all the results hold for the case when we consider that the languages are given by
an automaton from the class A accepting them.
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Let C′ be the class of languages L∩R, where L ∈ C and R ∈ REG. We use two hypotheses:
H1. Given a grammar G of the class G we can algorithmically construct a non-deterministic

finite automaton A accepting the downward closure of L(G).
H2. Given a grammar G of the class G and a non-deterministic finite automaton A, we can

algorithmically decide whether the language L(G) ∩ L(A) is empty.

First we show that, under H1, Problems 1, 3, and 5 are decidable.

▶ Theorem 14. If H1 holds, then Problems 1, 3, and 5 are decidable.

Proof. We start by observing that the following straightforward properties hold:
for a string w, there exists v ∈ L such that w ≤ v if and only if w ∈ L↓.
for an integer k > 0, there exists v ∈ L such that v is k-universal if and only if there
exists v′ ∈ L↓ such that v′ is k-universal.

In each of Problems 1, 3, and 5, we are given a grammar G generating the language L.
According to H1, we construct a non-deterministic automaton A accepting L↓, the downward
closure of L.

For Problem 1, it is sufficient to check if L(A) = L↓ contains the string w, which is
clearly decidable. For Problem 3 we need to decide if L contains a k-universal string. By
our observations, it is enough to check if L↓ contains a k-universal string. This can be
decided, for the automaton A, according to [4]. For Problem 5 we need to decide if L contains
a k-universal string, for all k ≤ 0. This is also decidable, for A, according to the results
of [4]. ◀

Secondly, we show that, under H2, Problems 1, 2, 3, and 4 are decidable.

▶ Theorem 15. If H2 holds, then Problems 1, 2, 3, and 4 are decidable.

Proof. In all the inputs of Problems 1, 2, 3, and 4 when considering CFL and CSL, we are
given a grammar G, which generates the language L.

For Problems 1 and 2, by Lemma 12 we construct a DFA B accepting the regular language
w↑ of strings which have w as a subsequence. If the intersection of L (given as the grammar
G which generates it) and L(B) is empty, which is decidable, under H2, then the considered
instance of Problem 1 is answered negatively; otherwise, it is answered positively. By making
the final state of B non-final, and all the other states final, we obtain a DFA B′ which accepts
Σ∗ \ w↑. If the intersection of L and L(B′) is empty, then the answer to the considered
instance of Problem 2 is positive; otherwise, it is negative.

For Problems 3 and 4, by Lemma 13 we construct a DFA B accepting the regular language
of k-universal strings. If the intersection of L and L(B) is empty, then the answer to the
considered instance of Problem 3 is negative; otherwise, it is positive. By making the final
state of B non-final, and all the other states final, we obtain a DFA B′ which accepts exactly
all strings which are not k-universal. If the intersection of L and L(B′) is empty, then the
answer to the considered instance of Problem 4 is positive; otherwise, it is negative. ◀

It is worth noting that, even for classes which fulfill both hypotheses above (such as
the CFLs [75, 35]), there are several reasons why the algorithms resulting from the above
theorems are not efficient. On the one hand, constructing an automaton which accepts the
downward closure of a language is not always possible, and even when this construction is
possible (when the language is from a class for which H1 holds) it cannot always be done
efficiently. For instance, in the case of CFLs, this may take inherently exponential time w.r.t.
the size of the input grammar [30]; in this paper, we present more efficient algorithms for
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Problems 1, 2, 3, and 4 in the case of CFLs, which do not rely on Theorem 15. On the other
hand, the results of Theorem 15 rely, at least partly, on the construction of a DFA accepting
all k-universal strings, which takes exponential time in the worst case, as it may have an
exponential number of states (both w.r.t. the size of the input alphabet and w.r.t. the binary
representation of the number k, which is given as input for some of these problems).

Interestingly, the class CSL does not fulfil any of the above hypotheses. In fact, as our
last general result, we show that all five problems we consider here are undecidable for CSL.

▶ Theorem 16. Problems 1, 2, 3, 4, 5 are undecidable for the class of CSL, given as CSGs.

Proof. To obtain the undecidability of all the problems, we show reductions from the
emptiness problem for Context Sensitive Languages. Assume that we have a CSL L, specified
by a grammar G, as the input for the emptiness problem for CSL. Assume L is over the
alphabet Σ = {1, . . . , σ}, and that the CSG G, has the starting symbol S. Let 0 be a fresh
letter (i.e., 0 /∈ Σ).

To show the undecidability of Problems 1 and 2, we construct a new grammar G′ which
has all the non-terminals, terminals, and productions of G and, additionally, G′ has a new
starting symbol S′ and the productions S′ → σS and S′ → 0.

It is immediate that there exists a string w ∈ L(G′) which contains σ as a subsequence, if
and only if L(G) is not empty. Furthermore, all strings of L(G′) contain 0 as a subsequence
(that is, the production S′ → σS is not the first production in the derivation of any terminal
string) if and only if L(G) is empty. As the emptyness problem is undecidable for CSL
(given as grammars), it follows that Problems 1 and 2 are also undecidable for this class of
languages.

To show the undecidability of Problem 3, we construct a new grammar G′ which has all
the non-terminals, terminals, and productions of G and, additionally, G′ has a new starting
symbol S′ and the production S′ → (12 · · ·σ)S. Clearly, L(G′) contains a 1-universal string
(over Σ) if and only if L(G) ̸= ∅. Thus, it follows that Problem 3 is also undecidable for this
class of languages.

To show the undecidability of Problem 4, we construct a new grammar G′ which has all
the non-terminals, terminals, and productions of G and, additionally, G′ has a new starting
symbol S′ and the productions S′ → 012 · · ·σ and S′ → S. Clearly, all the strings of L(G′)
are 1-universal (over Σ ∪ {0}) if and only if L(G) = ∅ (as any string which would be derived
in G′ starting with the production S′ → S would not contain 0). Hence, Problem 4 is also
undecidable for CSL.

To show the undecidability of Problem 5, we construct a new grammar G′ which has
all the non-terminals, terminals, and productions of G and, additionally, G′ has a new
starting symbol S′ and a fresh non-terminal R and the productions S′ → 012 · · ·σ, S′ → RS,
R→ 01 · · ·σR, and R→ 01 · · ·σ. Clearly, L(G′) contains m-universal strings (over Σ ∪ {0}),
for all m ≥ 1, if and only if L(G) ̸= ∅ (as we can use R to pump arches in the strings of
L(G′) if and only if there exists at least one derivation where S can be derived to a terminal
string). Accordingly, Problem 5 is also undecidable for CSL. ◀

Given that all the problems become undecidable for C = CSL, we now focus our investig-
ation on classes of languages strictly contained in the class of CSLs.

4 Problems 1 and 2

For the rest of this section, assume that |w| = m and |Σ| = σ. Let us begin by noting that
Problems 1 and 2 can be solved in polynomial time for the class REG following the approach
of Theorem 15. Indeed, in this case, we assume that L is specified by the NFA A, with s
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states, with L(A) = L, and then we either have to check the emptiness of the intersection
of L = L(A) with the language accepted by the deterministic automaton constructed in
Lemma 12, or, respectively, with the complement of this language; both these tasks clearly
take polynomial time.

We now consider the two problems for the class of CFLs. We first recall the following
folklore lemma (see, e.g., [35]).

▶ Lemma 17. Let G = (V, Σ, P, S) be a CFG in CNF, and let A = (Q, Σ, q0, F, δ) be a DFA.
Then we can construct in polynomial time a CFG GA in CNF such that L(GA) = L(G)∩L(A).

We can now state the main result of this section. We can apply Lemma 17, for Problem
1, to the input CFG and the DFA constructed in Lemma 12, or, for Problem 2, to the input
CFG and the complement of the respective DFA. In both cases, we compute a CFG in CNF
generating the intersection of a CFL and a REG language, and we have to check whether
the language generated by that grammar is empty or not; all these can be implemented in
polynomial time.

▶ Theorem 18. Problems 1 and 2, for an input grammar with n non-terminals and an input
string of length m, are decidable in polynomial time for CFL.

5 Problems 3 and 5

Let us begin by noting that in [4] it was shown that for a given NFA A with s states (with
input alphabet Σ, where |Σ| = σ) and an integer k ≥ 0, we can decide whether L(A) contains
a k-universal string (i.e., Problem 3 for the class REG) in time O(poly(s, σ)2σ); in other
words, Problem 3 is fixed parameter tractable (FPT) w.r.t. the parameter σ. A polynomial
time algorithm (running in O(poly(s, σ) time) was given for Problem 5, relying on the
observation that, given an NFA A, the language L(A) contains strings with arbitrarily large
universality if and only if A contains a state q, which is reachable from the initial state and
from which one can reach a final state, and a cycle which contains this state, whose label is
1-universal. Coming back to Problem 3 for REG, the same paper shows that it is actually
NP-complete. This is proved by a reduction from the Hamiltonian Path problem (HPP,
for short), in which a graph with n vertices, the input of HPP, is mapped to an input of
Problem 3 consisting in an automaton with O(n2) states over an alphabet of size n. This
reduction also implies that, assuming that the Exponential Time Hypothesis (ETH, for short)
holds, there is no 2o(σ)poly(s, σ) time algorithm solving Problem 3 (as this would imply the
existence of an 2o(n) time algorithm solving HPP); see [53] for more details related to the
ETH and HPP.

Further, we consider Problems 3 and 5 for the class CFL, and we assume that, in both
cases, we are given a CFL L by a CFG G = (V, Σ, P, S) in CNF, with n non-terminals, over
an alphabet Σ, with σ letters, and an integer k ≥ 1 (in binary representation).

To transfer the lower bound derived for Problem 3 in the case of REG (specified as
NFAs) to the larger class of CFLs, we recall the folklore result that a CFG in CNF can be
constructed in polynomial time from an NFA (by constructing a regular grammar from the
NFA, and then putting the grammar in CNF, see [35]). So, the same reduction from [4] can
be used to show that, assuming ETH holds, there is no 2o(σ)poly(n, σ) time algorithm solving
Problem 3. This reduction shows also that Problem 3 is NP-hard; whether this problem is in
NP remains open.
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We now focus on the design of a 2O(σ)poly(n, σ) time algorithm solving Problem 3 (which
would also show that this problem is FPT) and show that Problem 5 can be solved in
polynomial time. Let us recall that Problem 5 requires deciding whether ι∃(L) is finite, and,
if yes, Problem 3 requires checking whether ι∃(L) ≥ k.

We start by introducing a new concept which leads to a series of combinatorial observations.

▶ Definition 19. Let G = (V, Σ, P, S) be a CFG. A non-terminal A ∈ V generates a 1-
universal cycle if and only if there exists a derivation A⇒∗ w1Aw2 of the grammar G with
w1, w2 ∈ Σ∗ and max(ι(w1), ι(w2)) ≥ 1.

We can show the following result.

▶ Lemma 20. Let G = (V, Σ, P, S) be a CFG in CNF and L = L(G). Then ι∃(L) is infinite
if and only if there exists a non-terminal X ∈ V such that X generates a 1-universal cycle.

Proof. Assume we have a non-terminal A ∈ V which generates a 1-universal cycle. This
means that there exists a derivation A ⇒∗ w1Aw2 with w1, w2 ∈ Σ∗ and ι(w1) ≥ 1 or
ι(w2) ≥ 1. As G is in CNF, we have that there exist w′

A, w′′
A ∈ Σ∗ and the derivation

S ⇒∗ w′
AAw′′

A, and, also, that there exists wA ∈ Σ∗ such that A⇒∗ wA. We immediately
get that, for all n ≥ 1, the following derivation is valid: S ⇒∗ w′

AAw′′
A ⇒∗ w′

Aw1Aw2w′′
A ⇒∗

w′
A(w1)2A(w2)2w′′

A ⇒∗ w′
A(w1)nA(w2)nw′′

A ⇒∗ w′
A(w1)nwA(w2)nw′′

A = w. As ι(w1) ≥ 1 or
ι(w2) ≥ 1, it follows that ι(w) ≥ n. So, ι∃(L) is infinite.

We now show the converse implication. More precisely, we show by induction on the
number of non-terminals of G that if ι∃(L(G)) is infinite then G has at least one useful
non-terminal X ∈ V such that X has a 1-universal cycle. For this induction proof, we can
relax the restrictions on G: more precisely, we still assume that the set P of productions
of G fulfils P ⊆ V × (V 2 ∪ Σ) but do not require that every non-terminal of G is useful; it
suffices to require the starting symbol to be useful.

The result is immediate if G has a single non-terminal, i.e., the start symbol S. We
now assume that our statement holds for CFLs generated by grammars with at most m

non-terminals, and assume that L is a CFL generated by a CFG G with m + 1 non-terminals.
We want to show that G has at least one useful non-terminal X ∈ V such that X has a
1-universal cycle. We can assume, w.l.o.g., that S does not have a 1-universal cycle (otherwise,
the result already holds).

Now, consider for each useful A ∈ V \ {S} the CFG (which fulfills the requirements
of our statement) GA = (V \ {S}, Σ, A, P ′), where P ′ is obtained from P by removing all
productions involving S. Clearly, if there exists some A ∈ V such that ι∃(L(GA)) is infinite,
then, by induction, GA contains a useful non-terminal X ∈ V such that X has a 1-universal
cycle. As GA is obtained from G by removing some productions and one non-terminal, it is
clear that X also has a 1-universal cycle in G and is also useful in G, so our statement holds.
Let us now assume, for the sake of a contradiction, that, for each useful A ∈ V , there exists
an integer NA ≥ 1 such that ι∃(L(GA)) ≤ NA. Take N = 1 + max{NA | A ∈ V }. As ι∃(L) is
infinite, there exists a string w ∈ L(G) with ι(w) ≥ 2N + 3. Since w ∈ L(G), S ⇒∗ w holds.

Let TS be the derivation tree of w with root S and note that all non-terminals occurring
in TS are useful. Let p the longest simple path of TS starting in S and having the end-node
S (in the case when there are more such paths, we simply choose one of them). We denote
by T p

S the sub-tree of TS rooted in the end-node of p. If w′ is the string obtained by reading
the leaves of T p

S left-to-right, then we have the following derivation corresponding to TS :
S ⇒ vSSv′

S ⇒∗ vSw′v′
S = w, where vS , v′

S ∈ Σ∗. Since, by our assumption, S does not have
a 1-universal cycle, we get that ι(vS) = 0, ι(v′

S) = 0, and that ι(w′) ≥ 2N + 1.
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Further, we consider T p
S , and note that no other node of this tree, except the root, is

labelled with S. Assume that the first step in the derivation S ⇒∗ w′ is S ⇒ AB, for some
non-terminals A, B ∈ V and production S → AB, and that the children of the root S in the
tree T p

S are the sub-trees TA and TB . Let wA be the border of TA and wB be the border of
TB. Clearly, it follows that at least one of the strings wA and wB is N -universal. We can
assume, w.l.o.g., that ι(wA) ≥ N . But wA ∈ L(GA) and ι∃(L(GA)) < N (by the definition
of N). This is a contradiction with our assumption that ι(L(GX)) is finite, for all X ∈ V .
So, there exists X ∈ V for which ι∃(L(GX)) is infinite and, as we have seen, this means that
our statement holds. ◀

So, according to Lemma 20, if the CFG G, which is the input of our problem, contains
at least one non-terminal X ∈ V which has a 1-universal cycle, we answer positively the
instances of Problems 3 and 5 defined by G and, in the case of Problem 3, additionally by
an integer k ≥ 1. Next, we show that one can decide in polynomial time whether such a
non-terminal exists in a grammar. However, if G does not contain any non-terminal with a
1-universal cycle, while the instance of Problem 5 is already answered negatively, it is unclear
how to answer Problem 3. To address this, we try to find a way to efficiently construct a
string of maximal universality index, and, for that, we need another combinatorial result.

▶ Lemma 21. Let G = (V, Σ, P, S) be a CFG in CNF, with |V | = n, |Σ| = σ, and L = L(G).
Furthermore, assume ι∃(L) is finite. There exists a string w of L with ι(w) = ι∃(L) such
that the derivation tree of w has depth at most 4nσ.

Proof. Let w0 ∈ L be a string such that ι(w0) = ι∃(L), and let T0 be its derivation
tree. Assume that T0 has depth greater than 4nσ. Then there exists a simple-path p

in T0 from the root to a leaf of length at least 4nσ + 1 (i.e., contains 4nσ + 2 nodes
on it). By the pigeonhole-principle, there is one non-terminal A ∈ V which occurs at
least 4σ times on this path. Therefore, there exists the derivation S ⇒∗ v0Av′

0 ⇒∗

v0v1Av′
1v′

0 ⇒∗ . . . ⇒∗ v0v1 · · · v4σ−1Av′
4σ−1 · · · v′

1v′
0 ⇒∗ v0v1 · · · v4σ−1w′

0v′
4σ−1 · · · v′

1v′
0 = w0,

with v0, v′
0, . . . , v4σ−1, v′

4σ−1, w′
0 ∈ Σ∗.

As ι∃(L) is finite, by Lemma 20, A has no 1-universal cycle, so ι(v1 · · · v4σ−1) =
ι(v′

4σ−1 · · · v′
1) = 0.

We now go with i from 1 to 4σ− 1 and construct a set Mℓ as follows. For this we use the
rest of the arch factorization of a word r(·), which is the suffix not associated with any of the
arches of the respective word. We maintain a set U , which is initialized with alph(r(v0)); we
also initialize Mℓ = ∅. Then, when considering i, if alph(vi) ̸⊆ U , we let U ← U ∪ alph(vi)
and Mℓ ← Mℓ ∪ {i}; before moving on and repeating this procedure for i + 1, if U = Σ,
we set U ← ∅. Let us note that, during this process, because ι(v1 · · · v4σ−1) = 0, we set
U ← ∅ at most once. Also, since Mℓ is updated only when alph(vi) ̸⊆ U , it means that Mℓ

is updated at most 2σ − 2 times. So |Mℓ| ≤ 2σ − 2.
Similarly, to construct a set Mr, for i from 4σ − 1 downto 1, we maintain a set U ,

initialized with alph(r(v0v1 · · · v4σ−1w′
0)); we also initialize Mr = ∅. Then, when considering

i, if alph(v′
i) ̸⊆ U , we let U ← U ∪ alph(v′

i) and Mr ← Mr ∪ {i}; before moving on and
repeating this procedure for i − 1, if U = Σ, we set U ← ∅. As before, we get that Mr is
updated at most 2σ − 2 times, and |Mr| ≤ 2σ − 2.

It is worth noting that the indices stored in Mℓ and Mr indicate the strings vi and v′
i,

respectively, which contain letters that are relevant when computing the arch factorization
of w0. The indices not contained in these sets indicate strings vi or v′

i, respectively, which
are simply contained in an arch, and all the letters of these strings already appeared in that
arch before the start of vi and v′

i, respectively.



S. Z. Fazekas, T. Koß, F. Manea, R. Mercaş, and T. Specht 28:13

As |Mℓ| + |Mr| ≤ 4σ − 4, we get that there exists i ∈ [1, 4σ] such that
i /∈ Mℓ ∪ Mr. It is now immediate that the derivation S ⇒∗ v0Av′

0 ⇒∗

v0v1Av′
1v′

0 ⇒∗ . . . ⇒∗ v0v1 · · · vi−1Av′
i−1 · · · v′

1v′
0 ⇒∗ v0 · · · vi−1vi+1Av′

i+1v′
i−1 · · · v′

0 ⇒∗

v0 · · · vi−1vi+1 · · · v4σ−1w′
0v′

4σ−1 · · · v′
i+1v′

i−1 · · · v′
0 = w1 produces a string w1 such that

ι(w1) = ι(w0); let T1 be the tree corresponding to this derivation. Clearly, the total
length of the simple-paths connecting the root to leaves in the derivation tree T1 is strictly
smaller than the total length of the simple-paths connecting the root to leaves in the tree T0.
If T1 still has root-to-leaf simple-paths of length at least 4nσ, we can repeat this process and
obtain a tree where the total length of the simple-paths connecting the root to leaves is even
smaller. This process is repeated as long as we obtain trees having at least one root-to-leaf
simple-path of length at least 4nσ. Clearly, this is a finite process, whose number of iterations
is bounded by, e.g., the sum of the length of root-to-leaf simple-paths of T0. When we obtain
a tree T where all root-to-leaf simple paths are of length at most 4nσ, we stop and note that
the border of this tree is a string w, with ι(w) = ι∃(L). This concludes our proof. ◀

We now come to the algorithmic consequences of our combinatorial lemmas. For both
considered problems the language given as input is in the form of a CFG G = (V, Σ, P, S)
in CNF with |Σ| = σ ≥ 2 and |V | = n. Firstly, we show that Problem 5 can be decided in
polynomial time.

▶ Theorem 22. Problem 5 can be solved in O(max(n3, n2σ)) time.

Proof Sketch. By Lemma 20, it is enough to check whether G contains a non-terminal
X ∈ V such that X has a 1-universal cycle. More precisely, we want to check if there exists a
non-terminal X such that X ⇒∗ wXw′, where alph(w) = Σ or alph(w′) = Σ. We only show
how to decide if there is a non-terminal X such that X ⇒∗ wXw′, where alph(w) = Σ (the
case when alph(w′) = Σ is similar). The main observation is that such a non-terminal X ∈ V

exists if and only if G contains, for some non-terminal X, derivations X ⇒∗ waXw′
a, with

wa ∈ Σ∗aΣ∗ and w′
a ∈ Σ∗, for all a ∈ Σ. Determining the existence of such a non-terminal is

done in several steps. Firstly, we identify in O(n3)-time all pairs of non-terminals A, B ∈ V

with A⇒∗ αBβ, for some α, β ∈ Σ∗. Then, using the previously computed pairs, in O(n2σ),
we identify all pairs A, a, with A ∈ V and a ∈ Σ, with A ⇒∗ αaβ, for some α, β ∈ Σ∗.
Now, in O(n3) time, we identify all pairs of non-terminals A, B ∈ V , such that there exist a
production A → BC in G and a derivation C ⇒∗ αAβ, with α, β ∈ Σ∗. Finally, using all
the sets of pairs that we have computed, we can identify all pairs of A, a, of non-terminals
and terminals of G, respectively, such that there exists a derivation A ⇒∗ αaβAγ, with
α, β, γ ∈ Σ∗. We conclude that there exists a non-terminal X ∈ V for which we have
derivations X ⇒∗ waXw′

a, with wa ∈ Σ∗aΣ∗ and w′
a ∈ Σ∗, for all a ∈ Σ, if and only if

there exists such a non-terminal X where the pairs X, a were found in the last step of our
approach, for all a ∈ Σ. ◀

Further, we show that Problem 3 is FPT w.r.t. the parameter σ; this also means that
the respective problem is solvable in polynomial time for constant-size alphabets. Recall
that there is an ETH-conditional lower bound of 2o(σ)poly(n, σ) for the time complexity of
algorithms solving this problem.

▶ Theorem 23. Problem 3 can be solved in O(24σn5σ2) time.

Proof Sketch. Recall that now we also get as input an integer k > 0 (given in binary
representation).

ISAAC 2024
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To solve Problem 3, we check, using the algorithm from Theorem 22, whether ι∃(L) is
finite. If ι∃(L) is infinite, then we answer the given instance positively. Otherwise, we proceed
as follows.

We use a dynamic programming approach to compute the maximal universality index of
a string of L. This essentially uses the result of Lemma 21 which states that such a string is
the border of a derivation tree of depth at most N = 4nσ. More precisely, we construct a
4-dimensional matrix M [·, ·, ·, ·], with elements M [i, A, SA

p , SA
s ] with A ∈ V , SA

p , SA
s ⊊ Σ and

i ≤ N . By definition, M [i, A, SA
p , SA

s ] = ℓ if ℓ is the maximum number with the property
that there exists a string w, which labels the border of a derivation tree of height at most i

rooted in A, so that w has a prefix x, with alph(x) = SA
p , followed by ℓ arches, and a suffix

y with alph(y) = SA
s .

To compute the elements M [i, ·, ·, ·] for i = 1 it is enough to consider the productions
of the form A → a. For each such production, we only have to set M [1, A, {a}, ∅] ←
0 and M [1, A, ∅, {a}]← 0.

To compute M [i, ·, ·, ·] for i > 1, we consider every production A → BC, and try to
combine derivation trees of height at most i− 1 and obtain derivation trees of height i. This
computation is structured in two phases (corresponding to two cases).

The first phase corresponds to first of the cases we need to consider. Namely, in this case,
we produce trees of height at most i whose borders have 0 arches, by combining trees of height
at most i− 1 with the same property. For that, we iterate over the productions A→ BC,
and sets S1, S2, S3, S4 ⊊ Σ such that M [i− 1, B, S1, S2] = 0 and M [i− 1, C, S3, S4] = 0. If
S1∪S2∪S3∪S4 ⊊ Σ, we set M [i, A, S1∪S2∪S3∪S4, ∅] = 0 and M [i, A, ∅, S1∪S2∪S3∪S4] = 0.
If S1∪S2∪S3 ⊊ Σ, we set M [i, A, S1∪S2∪S3, S4] = 0. If S1∪S2 ⊊ Σ and S3∪S4 ⊊ Σ, we set
M [i, A, S1∪S2, S3∪S4] = 0. Finally, if S2∪S3∪S4 ⊊ Σ, we set M [i, A, S1, S2∪S3∪S4] = 0.
Note that the elements of M [i, ·, ·, ·] set in this step might still be updated in the following.
Moreover, the case when we can join two trees of height at most i− 1 whose borders have
0 arches, and obtain a tree of height i whose border has one arch is also considered in the
following.

The second case (and corresponding phase of our computation) is, therefore, the one
where we produce trees of height at most i whose borders have at least one arch, by combining
trees of height at most i − 1. In this case, we iterate over the productions A → BC, and
sets SA

p , SA
s ⊊ Σ. Now, for every pair R, R′ ⊊ Σ, with R ∪ R′ = Σ, a possible candidate

for M [i, A, SA
p , SA

s ], corresponding to the production A → BC, is obtained by adding
M [i− 1, B, SA

p , R] and M [i− 1, C, R′, SA
s ], and add one for the new arch. We then take the

maximum over all these combinations of alphabets R and R′. We get

cA→BC ← max({−∞}∪{M [i−1, B, SA
p , R]+M [i−1, C, R′, SA

s ]+1 | R, R′ ⊊ Σ, R∪R′ = Σ}).

If A has t productions p1, . . . , pt we compute all values cp1 , . . . , cpt
. Then M [i, A, SA

p , SA
s ] is

set to be the maximum of the current value of M [i, A, SA
p , SA

s ] (as potentially computed in
the first phase), cp1 , . . . , cpt

, and M [i− 1, A, SA
p , SA

s ].
For each i, this process (covering both cases) requires O(n324σ) algorithm-steps, in

the worst case. So the entire matrix M is computed in O(24σn4σ) algorithm-steps, where
each algorithm-step might require O(nσ)-time (as it can involve arithmetical operations on
numbers with O(nσ) bits). We obtain, in the end, the complexity from the statement. Note
that the matrix M [·, ·, ·, ·] computed by our algorithm has O(22σn2) entries, so the space
used by our algorithm is exponential.

Then, ι∃(L) equals the maximum over the entries of M [4nσ, S, ∅, R], over all subsets
R ⊊ Σ, as we only consider strings w that lie in L, so strings that can be derived from S.
The answer of the given instance of Problem 3 is positive if and only if k ≤ ι∃(L). ◀
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The algorithm from Theorem 23 uses exponential space (due to the usage of the matrix
M). However, there is also a simple (non-deterministic) PSPACE-algorithm solving this
problem. Such an algorithm constructs non-deterministically the left derivation (where,
at each step, the leftmost non-terminal is rewritten) of a string w ∈ L with ι(w) ≥ k; w

is non-deterministically guessed, and it is never constructed or stored explicitly by our
algorithm. During this derivation of w the number of non-terminals in each sentential form
is upper bounded by the depth of its derivation tree [35]; due to Lemma 21, we thus can
have only 4nσ such non-terminals (if this number becomes larger, we stop and reject: the
derivation tree of the guessed derivation is too deep for our purposes). During the simulation
of the leftmost derivation, at step i, we also do not keep track of the maximal prefix w′

i

consisting only of terminals of the sentential form, but only of ι(w′
i), alph(r(w′

i)), and of the
maximal suffix w′′

i consisting of non-terminals only (i.e., the part we still need to process);
this is enough for computing the universality of the derived string. The information stored
by our algorithm clearly fits in polynomial space. If, and only if, at the end of the derivation,
the maintained universality index is at least k, we accept the input grammar and number k.

6 Problem 4

Let us note that deciding Problem 4 for some input language L and integer k is equivalent
to deciding whether ι∀(L) ≥ k. In [4], it was shown that for a regular language L over an
alphabet with σ letters, accepted by an NFA with s states, Problem 4 can be decided in
O(s3σ).

For the rest of this section, we consider Problem 4 for the class CFL, and we assume that
we are given a CFL L by a CFG G in CNF, with n non-terminals, over an alphabet Σ, with
σ ≥ 2 letters. Recall that our approach is to compute ι∀(L) and compare it with the input
integer k.

As before, we start with a combinatorial observation. Intuitively, when we try to find a
word with the lowest universality index, it is enough to consider words w, whose derivation
trees do not contain root-to-leaf paths which contain twice the same non-terminal (otherwise,
such a tree could be reduced, to a derivation tree of a word with potentially lower universality
index).

▶ Lemma 24. If w ∈ L is a string with ι(w) ≤ ι(w′), for all w′ ∈ L, then there exists a
string w′′ ∈ L with ι(w′′) = ι(w) and the derivation tree of w′′ has depth at most n.

We now show that we can compute ι∀(L) in polynomial time, when the input language is
a CFL.

▶ Theorem 25. Problem 4 can be solved in O(n4σ2) time.

Proof Sketch. In order to compute ι∀(L), it is enough to compute the smallest ℓ ∈ N for
which there exists w ∈ L having an absent subsequence of length ℓ (and then we conclude
that ι∀(L) = ℓ− 1).

Our approach to computing ι∀(L) is, therefore, to define a 4-dimensional matrix M whose
elements are M [i, A, a, b], with i ∈ [n], A ∈ V , a ∈ Σ∪ {ε}, b ∈ Σ. We define M [i, A, a, b] = ℓ

if and only if there exists a word w ∈ Σ∗ such that A ⇒∗ w and this derivation has an
associated tree of depth at most i, and any SASa,b(w) has length ℓ. Based on Lemma 24,
the elements of M can be computed by dynamic programming, by considering i from 1 to n,
in O(n4σ2).

Once all elements of M are computed, we note that ι∀(L) is obtained by subtracting 1
from the minimum element of the form M [n, S, a, b], with a ∈ Σ ∪ {ε} and b ∈ Σ. ◀
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7 What Next? Conclusions and First Steps Towards Future Work

A conclusion of this work is that the complexity of the approached problems is, to a certain
extent, similar when the input language is from the classes REG and CFL and they all
become undecidable for CSL. So, a natural question is whether there are classes of languages
(defined by corresponding classes of grammars or automata) between REG and CSL which
exhibit a different, interesting behaviour.

We commence here this investigation by considering the class of languages accepted by a
model of automata, namely, the deterministic finite automata with translucent letters (or,
for short, translucent (finite) automaton – TFA), which generalizes the classical DFA by
allowing the processing of the input string in an order which is not necessarily the usual
sequential left-to-right order (without the help of an explicit additional storage unit). These
automata, first considered in [60] (see also the survey [63] for a discussion on their properties
and motivations), are strictly more powerful than classical finite automata and are part of a
class of automata-models that are allowed to jump symbols in their processing, e.g., see [58]
or [15]. From our perspective, these automata and the class of languages they accept are
interesting because, on the one hand, they seem to be a generalization of regular languages
which is orthogonal to the classical generalization provided by context-free languages, and,
on the other hand, initial results suggest that the problems considered in this paper, not
only become harder for them, but also their decidability fills the gap between the polynomial
time solubility in the case of CFLs and that of undecidability for the class of CSL.

So, in what follows, we discuss some problems from Section 1 in relation to the TFA
model, following the formalization from [59].

▶ Definition 26. A TFA M is a tuple M = (Q, Σ, q0, F, δ), just as in the case of DFA.
However, the processing of inputs is not necessarily sequential. We define the partial relation ⟳
on the set Q×Σ∗ of configurations of M : (p, xay) ⟳M (q, xy) if δ(p, a) = q, and δ(p, b) is not
defined for any b ∈ alph(x), where p, q ∈ Q, a, b ∈ Σ, x, y ∈ Σ∗. The subscript M is omitted
when it is understood from the context. The reflexive and transitive closure of ⟳ is ⟳∗ and the
language accepted by M is defined as L(M) = {w ∈ Σ∗ | (q0, w) ⟳∗ (f, ε) for some f ∈ F}.

In this model, letters a such that δ(p, a) is not defined are called translucent for p, hence
the name of the model. The machine reads and erases from the tape the letters of the input
one-by-one. Note that the definition requires that every letter of the input is read before it
can be accepted. This is slightly different from the original definition [60], which did not
require all of the letters read, and used an unerasable endmarker on the tape. TFA by our
definition can be trivially simulated by a machine with the original definition, and our results
stand for the original model, too. We chose to follow the definitions in [59], because in our
opinion it is simpler (and simpler to argue), and illustrates the difficulty of the subsequence
matching problems for nonsequential machine models just as well.

A first observation is that, in terms of execution, in each step a TFA reads (and consumes)
the leftmost unconsumed symbol which allows a transition (i.e., that has not been previously
read, and there is a transition labeled with it from the current state). Therefore, for every
individual letter, the order of the processing of its occurrences in the TFA is that in which
they appear in a string. The non-deterministic version of this automata model accepts
all rational trace languages, and all accepted languages have semi-linear Parikh images.
Moreover, the class of languages accepted by this model is incomparable to the class of CFL,
while still being CS. The class of languages accepted by the more restrictive deterministic
finite automata with translucent letters, for short TFA, strictly includes the class REG and
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Figure 1 TFA that accepts the language w� h(w), where w ∈ {a, b}∗ and h is a morphism of
the form h(a) = c, h(b) = d.

is still incomparable with CFL and the above mentioned class of rational trace languages.
The recent survey [63] overviews the extensive literature regarding variations of these types
of machines.

▶ Example 27. The TFA in Figure 1 accepts the language L = w� h(w), where w ∈ {a, b}∗

and h : {a, b}∗ → {c, d}∗ is a morphism given by h(a) = c, h(b) = d. Here � denotes the
usual shuffle operation for words over some alphabet Σ, i.e., u� v = {u1v1 · · ·uℓvℓ | u =
u1 · · ·uℓ, v = v1 · · · vℓ, ui ∈ Σ∗ for i ∈ [ℓ], vi ∈ Σ∗ for i ∈ [ℓ]}; in our case, Σ = {a, b, c, d}.

Coming back to the TFA in Figure 1: in state q0, the machine can read only the first a

or b remaining on the tape and immediately matches it with the first c or d, respectively. If
it reads a and in the remaining input the first d comes before the first c, it goes into the
sink state. Similarly, if it reads b but the first remaining c is before the first remaining d,
it goes to sink, because the projection of the input to the {a, b} alphabet does not match
the projection to the {c, d} alphabet. The language L is not context-free. This can be,
indeed, seen by intersecting it with the regular language (a + b)∗(c + d)∗, which yields the
language {w · h(w) | w ∈ {a, b}∗}, a variant of the so called “copy language”. This language
is non-context-free, by an easy application of the Bar-Hillel pumping lemma, so L is not
context-free.

We first note that the class of languages accepted by TFA becomes incomparable to that
of CFLs only starting from the ternary alphabet case (see [61]), since, for a TFA over a
binary alphabet, one can construct a push-down automaton accepting the same language.

▶ Theorem 28. The languages accepted by TFA over binary alphabets are CF.

As a consequence of this and of the results shown in the previous sections we get the
following.

▶ Theorem 29. Over binary alphabets, all problems of Section 1 are decidable, and except
for Problem 3, all are decidable in polynomial time for a TFA A given as input.

Thus, our interest now shifts to languages accepted by TFAs, over alphabets Σ of size
σ ≥ 3. We report here a series of initial results, which suggest this to be a worthwhile
direction of investigation. We first note that we cannot apply the approach from the general
Theorem 15 to solve the problems considered, since one can encode the solution set of any
Post Correspondence Problem (for short, PCP) instance as the intersection of a regular
language and a language accepted by a TFA. This is a first significant difference w.r.t. the
status of the approached problems for the case of REG and CFL.
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▶ Theorem 30. The emptiness problem for languages defined as the intersection of the
language accepted by a TFA with a regular language (given as finite automaton) is undecidable.

The decidability of Problem 1 for larger alphabets in the case of TFA is settled by an
exponential time brute force algorithm, after establishing that if the input language contains
a supersequence of w, then it also contains one whose length is bounded by a polynomial
in the size of the input. By a reduction from the well-known NP-complete Hamiltonian
Cycle Problem [27], we can also show that Problem 1 for TFA is NP-hard over unbounded
alphabets (containment in NP follows from the same length upper bound mentioned earlier).
This is again a significant deviation w.r.t. the status of this problem for the case when the
input language is given by a finite automaton or by a CFG.

▶ Theorem 31. Problem 1 is NP-complete over unbounded alphabets.

Since our initial results deviate from the corresponding results obtained for CFL, without
suggesting that the considered problems become undecidable, completing this investigation
for all other problems seems worthwhile to us. While we have excluded the approach from
the general Theorem 15, we cannot yet say anything about the approach in Theorem 14. It
remains an interesting open problem (also of independent interest w.r.t. to our research) to
obtain an algorithm for computing the downward closure of a TFA-language, or show that
such an algorithm does not exist.

While studying the problems discussed in this paper for TFAs seems an interesting way to
understand their possible further intricacies, which cause the huge gap between their status
for CFL and CSL, respectively, another worthwhile research direction is to consider them in
the context of other well-motivated classes of languages, for which all these problems are
decidable, and try to obtain optimised algorithms in those cases.
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Abstract
We study Multi-Agent Path Finding for arrangements of labeled agents in the interior of a simply
connected domain: Given a unique start and target position for each agent, the goal is to find a
sequence of parallel, collision-free agent motions that minimizes the overall time (the makespan) until
all agents have reached their respective targets. A natural case is that of a simply connected polygonal
domain with axis-parallel boundaries and integer coordinates, i.e., a simple polyomino, which amounts
to a simply connected union of lattice unit squares or cells. We focus on the particularly challenging
setting of densely packed agents, i.e., one per cell, which strongly restricts the mobility of agents,
and requires intricate coordination of motion.

We provide a variety of novel results for this problem, including (1) a characterization of
polyominoes in which a reconfiguration plan is guaranteed to exist; (2) a characterization of shape
parameters that induce worst-case bounds on the makespan; (3) a suite of algorithms to achieve
asymptotically worst-case optimal performance with respect to the achievable stretch for cases
with severely limited maneuverability. This corresponds to bounding the ratio between obtained
makespan and the lower bound provided by the max-min distance between the start and target
position of any agent and our shape parameters.

Our results extend findings by Demaine et al. [13, 14] who investigated the problem for solid
rectangular domains, and in the closely related field of Permutation Routing, as presented by
Alpert et al. [6] for convex pieces of grid graphs.
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29:2 Multi-Agent Path Finding in a Densely Packed, Bounded Domain

1 Introduction

Problems of coordinating the motion of a set of objects occur in a wide range of applications,
such as warehouses [32], multi-agent motion planning [27, 28], and aerial swarm robotics [11].
In Multi-Agent Path Finding (MAPF) [31], we are given a set of agents, each with an
initial and a desired target position within a certain domain. The task is to determine a
coordinated motion plan: a sequence of parallel, collision-free movements such that the time
by which all agents have reached their destinations (the makespan) is minimized.

Theoretical aspects of MAPF have enjoyed significant attention. In the early days of
computational geometry, Schwartz and Sharir [29] developed methods for coordinating the
motion of disk-shaped objects between obstacles, with runtime polynomial in the complexity of
the obstacles, but exponential in the number of disks. The fundamental difficulty of geometric
MAPF was highlighted by Hopcroft et al. [21, 22], who showed that it is PSPACE-complete
to decide whether multiple agents can reach a given target configuration. In contrast, closely
related graph-based variants of the MAPF problem permit for linear time algorithms for the
same decision problem [35].

More recently, Demaine et al. [10, 13, 14] have provided methods to compute constant
stretch solutions for coordinated motion planning in unbounded environments in which
agents occupy distinct grid cells. The stretch of a solution is defined as the ratio between
its makespan and a trivial lower bound, the diameter d, which refers to maximum distance
between any agent’s origin and destination. Their work therefore obtains collision-free
motion schedules that move each agent to its target position in O(d) discrete moves, which
corresponds to a constant-factor approximation. However, their methods assume the absence
of a environmental boundary that may impose external constraints on the agents’ movements.

1.1 Our contributions

In this paper, we study Multi-Agent Path Finding for densely packed arrangements of
labeled agents that are required to remain within discrete grid domains, i.e., polyominoes.
This is a natural constraint that occurs in many important applications, but provides
considerable additional difficulties; in particular, a coordinated motion plan may no longer
exist for domains with narrow bottlenecks. We provide a variety of novel contributions:

We give a full characterization of simple polyominoes P that are universally reconfigurable.
These allow some feasible coordinated motion plan for any combination of initial and
desired target configurations, without regard for the makespan: We prove that this is the
case if and only if P has a cover by 2 × 2 squares with a connected intersection graph.
We model the shape parameters bottleneck length ζ(P ) (which is the minimum length of
a cut dividing the region into non-trivial pieces) and domain depth µ(P ) (which is the
maximum distance of any cell from the domain boundary). We provide refined upper
and lower bounds on the makespan and stretch factor based on these shape parameters.
For some instances, any applicable schedule may require a makespan of Ω(d + d2

/ζ(P )).
We show how to compute schedules of makespan linear in the ratio of domain area and
bottleneck, i.e., O(n/ζ(P )).
We characterize narrow instances, which feature very limited depth relative to the
diameter d, and provide an approach for asymptotically worst-case optimal schedules.

Note that (parts of) the proofs of statements marked with (⋆) have been omitted in the main
sections due to space constraints; we refer the reader to the full version [18] instead.
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1.2 Related work
Motion planning. Multi-Agent Path Finding is a widely studied problem. Due to space
constraints, we restrict our description to the most closely related work. For more detailed
references, refer to the extensive bibliography in [14] and the mentioned surveys [11, 28, 31].

Of fundamental importance to our work are the results by Demaine et al. [14], who
achieved reconfiguration with constant stretch for the special case of rectangular domains.
A key idea is to consider a partition of the rectangle into tiles whose size is linear in diameter d.
These tiles can then be reconfigured in parallel. First, flow techniques are applied to shift
agents into their target tile; afterward, agents are moved to their respective target positions.
Furthermore, they showed that computing the optimal solution is strongly NP-complete.

Fekete et al. [16, 19] considered the unconstrained problem on the infinite grid with the
additional condition that the whole arrangement needs to be connected after every parallel
motion. They considered both the labeled and the unlabeled version of the problem, providing
polynomial-time algorithms for computing schedules with constant stretch for configurations
of sufficient scale. They also showed that deciding whether there is a reconfiguration schedule
with a makespan of 2 is already NP-complete, unlike deciding the same for a makespan of 1.

Eiben, Ganian, and Kanj [15] investigated the parameterized complexity of the problem
for the variants of minimizing the makespan and minimizing the total travel distance. They
analyzed the problems with respect to two parameters: the number of agents, and the
objective target. Both variants are FPT when parameterized by the number of agents, while
minimizing the makespan becomes para-NP-hard when parameterized by the objective target.

Further related work studies (unlabeled) multi-robot motion planning problems in poly-
gons. Solovey and Halperin [30] show that the unlabeled variant is PSPACE-hard, even for
the specific case of unit-square robots moving amidst polygonal obstacles. Even in simple
polygonal domains, a feasible motion-plan for unlabeled unit-disk robots does not always
exist, if, e.g., the robots and their targets are positioned too densely. However, if there is
some minimal distance separating start and target positions, Adler et al. [1] show that the
problem always has a solution that can be computed efficiently. Banyassady et al. [8] prove
tight separation bounds for this case. Agarwal et al. [2] consider the labeled variant with
revolving areas, i.e., empty areas around start and target positions. They prove that the
problem is APX-hard, even when restricting to weakly-monotone motion plans, i.e., motion
plans in which all robots stay within their revolving areas while an active robot moves to its
target. However, they also provide a constant-factor approximation algorithm.

The computational complexity of moving two distinguishable square-shaped robots in a
polygonal environment to minimize the sum of traveled distances is still open; Agarwal et al. [3]
gave the first polynomial-time (1 + ε)-approximation algorithm.

The problem was the subject of the 2021 CG:SHOP Challenge; see [17, 12, 24, 34] for an
overview and a variety of practical computational methods and results.

Token swapping and routing via matchings. The task in the Token Swapping Problem
is to transform two vertex labelings of a graph into one another by exchanging tokens between
adjacent vertices by sequentially selecting individual edges. This problem is NP-complete
even for trees [4], and APX-hard [26] in general. Several approximation algorithms exist for
different variants and classes of graphs [20, 26, 33]. The Permutation Routing variant
allows for parallelization, by selecting disjoint edge sets to perform swaps in parallel [5, 9, 23].
The routing number of a graph describes the maximal number of necessary parallel swaps
between any two labelings. Recently, Alpert et al. [6] presented an upper bound on the
routing number of convex pieces of grid graphs, which is very closely related to our setting.

ISAAC 2024
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1.3 Preliminaries
We define the considered motion of agents in a restricted environment (domain) as follows.

Domain. Consider the infinite integer grid graph, in which each 4-cycle bounds a face of
unit area, a cell. Every planar edge cycle in this grid graph bounds a finite set of cells,
which induces a domain that we call a (simple) polyomino, see Figure 1a. We exclusively
consider simple polyominoes, i.e., those without holes. For the sake of readability, we might
not state this for each individual polyomino in later sections. The area of a polyomino P

is equal to the number of contained cells n. The bounding edge cycle and its incident cells
are therefore called is the boundary and boundary cells of P , respectively. The dual graph
of P , denoted by G(P ) = (V, E), has a vertex for every cell, two of which are adjacent if
they share an edge in P , as shown in Figure 1b. The geodesic distance between two cells of a

(a) A boundary cycle. (b) A polyomino’s dual graph. (c) A cut through a polyomino.

Figure 1 A polyomino, its dual graph, and a cut. Subsequent illustrations will only show the
boundary and any relevant cuts, foregoing the underlying integer grid.

polyomino P corresponds to the length of a shortest path between the corresponding vertices
in G(P ). A cut through a polyomino P is defined by a planar path between two vertices on
the boundary of P , as shown in Figure 1c. Its cut set corresponds exactly to those edges
of G(P ) which cross the path. Geometrically, this induces two simple subpolyominoes Q, R

and write Q, R ⊂ P . We say that a cut is trivial if its endpoints on the boundary of P have
a connecting path on the boundary that is not longer than the cut itself.

Agents. We consider distinguishable agents that occupy the cells of polyominoes. A con-
figuration of a polyomino P with G(P ) = (V, E) is a bijective mapping C : V → {1, . . . , n}
between cells and agent labels. We denote the set of all configurations of P as C(P ).

In each discrete time step, an agent can either move, changing its position v to an adjacent
position w, or hold its current position. We denote this by v → w or v → v, respectively.
Two parallel moves v1 → w1 and v2 → w2 are collision-free if v1 ≠ v2 and w1 ̸= w2.
We assume that a swap, i.e., two moves v1 → v2 and v2 → v1, causes a collision, and is
therefore forbidden. Configurations can be transformed by sets of collision-free moves that are
performed in parallel. If a set of moves transforms a configuration C1 into a configuration C2,
this set is also called a transformation C1 → C2. For an illustrated example, see Figure 2.
A schedule with makespan M ∈ N is then a sequence of transformations C1 → · · · → CM+1,
also denoted by C1 ⇒ CM+1.

2 3 4

765

1

8

(a) A polyomino and a configuration.

2 3 4

765

1

8

(b) Four agents move along a cycle.

Figure 2 An illustration of an configurations and a transformations.
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Problem statement. We consider the Multi-Agent Path Finding Problem for agents
in a discrete environment bounded by a simple polyomino. Thus, an instance of the problem
is composed of two configurations C1, C2 ∈ C(P ) of a simple polyomino P . We say that a
schedule is applicable to the instance exactly if it transforms C1 into C2. The diameter of an
instance is the maximum geodesic distance d between an agents’ start and target positions,
and the stretch of an applicable schedule is the ratio between its makespan and the diameter.

2 Reconfigurability

In this section, we provide a characterization of (simple) polyominoes for which any con-
figuration can be transformed into any other. We say that a polyomino P is universally
reconfigurable if there exists an applicable schedule for any two configurations C1, C2 ∈ C(P ).
We prove that this is the case if and only if P has a cover by cycles that have a connected
intersection graph, and show how to compute an applicable schedule of makespan O(n).

▶ Theorem 1. A polyomino P is universally reconfigurable if and only if it has a cover by
2×2 squares with a connected intersection graph. For any C1, C2 ∈ C(P ) of such a polyomino
with area n, an applicable schedule C1 ⇒ C2 of makespan O(n) can be computed efficiently.

Due to the cyclic nature of all movement, the edge connectivity of a polyomino’s dual graph
plays a significant role for universal reconfigurability. We start with a negative result.

▶ Lemma 2 (⋆). A polyomino P that does not have a cover by 2 × 2 squares with a connected
intersection graph is not universally reconfigurable.

Proof sketch. We observe that transformations are inherently cyclic, as the domain is fully
occupied and collisions (and thus, swaps) are forbidden. Using this fact, it is easy to show
that 2-edge-connectedness is necessary and sufficient for universal reconfigurability, provided
an area of at least 6 cells. From here, it is possible to show that a cover 2 × 2 square must
exist for any two adjacent cells, implying the property. ◀

Because direct swaps of adjacent agents are not possible, an important tool is the ability
to “simulate” a large number of adjacent swaps in parallel, using a constant number of
transformation steps. Polyominoes that are unions of two 2 × 2 squares form an important
primitive to achieve this. There exist two classes of such polyominoes; the squares can overlap
either in one or two cells. Clearly, either dual graph can be covered by two 4-cycles that
intersect in at least one vertex. In Figure 3, we illustrate schedules that perform adjacent
swaps at the intersection of these cycles, implying universal reconfigurability of both classes.
In fact, any instance of either class takes at most 7 or 14 transformations, respectively.
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(a) A schedule that swaps the robots labeled as 1 and 2.
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(b) A schedule that swaps the robots labeled as 1 and 4.

Figure 3 In polyominoes composed of two 2 × 2 squares, we can realize swaps in O(1) steps.

▶ Observation 3. Polyominoes of two overlapping 2×2 squares are universally reconfigurable.
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29:6 Multi-Agent Path Finding in a Densely Packed, Bounded Domain

Using this observation for a primitive local operation, we show the following.

▶ Lemma 4. For any matching in the dual graph of a universally reconfigurable polyomino,
we can compute a schedule of makespan O(1) which swaps the agents of all matched positions.

Proof. Let I refer to the connected intersection graph of a cover of a universally reconfigurable
polyomino P by 2 × 2 squares, which can be computed in O(n). Due to Lemma 2, the
vertices of each edge in the dual graph of P share a common 2 × 2 square in the cover.

We thus divide the edges E(I) of I into 36 classes based on each edge’s orientation and
xy-minimal coordinates mod 3. These can be represented by {↑, ↗, →, ↘} × [0, 2] × [0, 2].

For any intersection {u, v} ∈ E(I), let R({u, v}) now be the union of the vertices covered
by the squares u and v, which always corresponds exactly to one of the polyominoes outlined
in Observation 3. Such a region has a bounding box no larger than 3 × 3, which means that
the regions R(e) and R(f) are disjoint for any two edges e and f in a common class, allowing
us to apply RotateSort in parallel to all the regions within one class.

As there are constantly many classes, we can realize the adjacent swaps induced by a
matching of adjacent cells in O(1) transformations. ◀

Marberg and Gafni [25] propose an algorithm called RotateSort that sorts a two-
dimensional n×m array within O(n+m) parallel steps. Demaine et al. [14] demonstrate that
this algorithm can be applied geometrically, using the local swap mechanism illustrated in
Figure 3a. A geometric application of RotateSort is a sequence of sets of pairwise disjoint
adjacent swap operations, i.e., sets consisting of pairs of adjacent cells, where swaps can be
simulated by circular rotations. As our setting is not merely restricted to rectangular domains,
we extend their approach using Lemma 4. We give a constructive proof of Theorem 1 in the
shape of an algorithm, as follows.

Proof of Theorem 1. Our approach employs methods from Permutation Routing. In
this setting, the task is to transform two different vertex labelings of a graph into one
another by exchanging labels between adjacent vertices in parallel [5]. A solution (or routing
sequence) consists of a series of matchings, i.e., sets of independent edges, along which tokens
are exchanged. Such a routing sequence of length at most 3n can be computed in almost
linear time if the underlying graph is a tree [5]. Thus, we consider an arbitrary spanning
tree of a polyomino P ’s dual graph and compute such a routing sequence. Due to Lemma 4,
each parallel swap operation in the sequence can be realized by a schedule of makespan O(1).
We conclude that the schedule derived from the routing sequence has makespan O(n). ◀

3 The impact of the domain on the achievable makespan

Previous work has demonstrated that it is possible to achieve constant stretch for labeled
agents in a rectangular domain. However, in the presence of a non-convex boundary, such
stretch factors may not be achievable. We present the following worst-case bound.

▶ Proposition 5. For any d ≥ 5, there exist instances of diameter d in universally reconfig-
urable polyominoes, such that all applicable schedules have makespan Ω(d2).

Proof. We illustrate a class of such instances in Figure 4. In this class, agents located
on different sides of a narrow passage must trade places. Theorem 1 tells us that these
polyominoes are universally reconfigurable; however, any movement between the regions pass
through the narrow passage at the center, limiting the number of agents exchanged between
them to 2 per transformation. As the number of agents scales quadratically with d, any
schedule for this class of instances requires a makespan of Ω(d2). ◀
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d

(a) A polyomino with narrow passage.

d

(b) This class can be extended such that n > d2.

Figure 4 We illustrate a class of instances which require Ω(d2) transformations.

For a more refined characterization of features that affect the achievable makespan and to
formulate a precise lower bound, we introduce the following shape parameter for polyominoes.

Bottleneck. We say that the bottleneck of a polyomino P is the largest integer ζ(P ),
such that there is no non-trivial cut through P of length less than ζ(P ). This means no
interior “shortcut” of length less than ζ(P ) exists between any two points on the boundary
of P . A bottleneck cut through P is therefore a non-trivial cut of length ζ(P ).

We now further refine the lower bound presented in Proposition 5, as follows.

▶ Proposition 6. For any d ≥ 4 and z ∈ [2, d], there exists a universally reconfigurable
polyomino P with ζ(P ) = z that has instances of diameter d, for which any applicable
schedule has a makespan of Ω(d2

/ζ(P )), i.e., a stretch factor of Ω(d/ζ(P )).

Proof. We formulate a generalized version of the instances from Proposition 5. By scaling
the boundary of the polyomino between the two regions by an arbitrary amount less or equal
to d, we can create universally reconfigurable polyominoes with the targeted bottleneck value.

The movement between the two regions must then still be realized over the narrow grey
region, limiting the number of robots exchanged between them to O(ζ(P )) per transformation.
As the number of robots that need to traverse the bottleneck cut scales quadratically with d,
any applicable schedule for this class of instances requires a makespan of Ω(d2

/ζ(P )). ◀

To further refine our understanding of the domain’s impact on achievable makespans, we
now characterize the size of widest passages, i.e., best case maneuverability. To this end, we
consider the maximum shortest distance to the boundary within the given domain, its depth.

Depth. We say that the depth of a polyomino P is the smallest integer µ(P ), such that
every cell in P has geodesic distance at most µ(P ) to the boundary of P .

The depth and bottleneck of a polyomino are very closely related, with depth implying a
bound on the bottleneck of any (sub-)polyomino such that ζ(P ′) ≤ 2µ(P ) for any P ′ ⊆ P .
We take particular notice of the following property of depth.

▶ Lemma 7 (⋆). From any cell in a polyomino P , the maximal geodesic distance to a
non-trivial geodesic cut of length at most 2µ(P ) is also at most 2µ(P ).

4 Bounded makespan for narrow instances

In this section, we consider algorithms for bounded makespan in specific families of instances.
Our central result is an approach for asymptotically worst-case optimal stretch in narrow
instances, which we define as follows. An instance of diameter d in a polyomino P is narrow,
if and only if π · d ≥ µ(P ) for some constant π ∈ N, i.e., µ(P ) ∈ O(d). Intuitively, these
correspond to instances of large diameter relative to the domain’s depth.

ISAAC 2024
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▶ Theorem 8 (⋆). Given an instance of diameter d in a universally reconfigurable
polyomino P , we can efficiently compute an applicable schedule of makespan O((d+µ(P ))2

/ζ(P )).
This is asymptotically worst-case optimal for narrow instances.

As our proof is fairly involved, we proceed with the special case of scaled polyominoes
in Section 4.1, which we extend to arbitrary polyominoes of limited depth in the sub-
sequent Section 4.2. In each section, we first establish bounds on the makespan relative to a
polyomino’s area and the corresponding shape parameter.

4.1 Bounded makespan and stretch based on scale
We now investigate scaled polyominoes, which we define as follows.

c(P )

(a) A 3-scaled polyomino P and its tiles.

c(P )

(b) The tile dual graph of P .

Figure 5 An illustration of a scaled polyomino P , its tiles, and their corresponding dual graph.

Scaled polyomino. For any c ∈ N, we say that a polyomino P is c-scaled exactly if it is
composed of c × c squares that are aligned with a corresponding c × c integer grid. We call
these grid-aligned squares tiles, which have a dual graph analogous to that of a polyomino.
Finally, the scale of a polyomino P is the largest integer c(P ) such that P is c-scaled. This
additionally represents a very natural lower bound on the bottleneck, ζ(P ) ≥ c(P ).

▶ Proposition 9. For any two configurations of a polyomino P with area n and c(P ) ≥ 3,
we can compute an applicable schedule of makespan O(n/c(P )) in polynomial time.

Proof. We model our problem as an instance of Permutation Routing, taking note of
two significant results regarding the routing number of specific graph classes. Recall that
the routing number rt(G) of a specific graph G refers to the maximum number of necessary
routing operations to transform one labeling of G into another. For the complete graph Kn

with n vertices, it was shown by Alon, Chung, and Graham [5] that rt(Kn) = 2. Furthermore,
we make use of a result by Banerjee and Richards [7] which states that for an h-connected
graph G and any connected h-vertex induced subgraph Gh of G, the routing number rt(G)
is in O(rt(Gh) · n/h). They also describe an algorithm that determines a routing sequence
that matches this bound.

Given a polyomino P and two configurations C1, C2 ∈ C(P ), our goal is to define a
secondary graph over the vertices of the dual graph G(P ) = (V, E) such that a routing
sequence over this graph can be transformed into a schedule C1 ⇒ C2 of makespan O(n/c(P )).

We define Gc = (V, Ec) such that {u, v} ∈ Ec exactly if the cells u and v are located in
the same c(P ) × c(P ) tile, or two adjacent tiles. As a result, the cells of each tile in P form
a clique, i.e., their induced subgraph is isomorphic to Kc(P )2 . Furthermore, the cliques of
cells in any two adjacent tiles are connected by a set of complete bipartite edges, so they
also form a clique. Hence, Gc is h-connected for h ≥ c(P )2 − 1 and contains n/c(P )2 cliques
of order at least c(P )2. Due to Banerjee and Richards [7], we conclude that rt(Gc) is in
O(rt(Kc2) · n/h) = O(n/c(P )2) and can therefore compute a sequence of O(n/c(P )2) matchings
to route between any two labelings of G(P ), which correspond to configurations of P .
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It remains to argue that we can realize the swaps induced by any matching in Gc by
means of O(c(P )) transformations. All pairwise swaps between cells within the same tile can
be realized by applying RotateSort to all tiles in parallel, taking O(c(P )) transformations.

We therefore turn our attention to swaps between adjacent tiles. Observe that the
dual graph of the tiles of P is a minor of Gc; contracting the vertices in each of the tile-
cliques defined above will give us a corresponding grid graph. Swaps between adjacent
tiles can therefore be realized in four phases by covering this grid graph by matchings, and
applying RotateSort to the union of matched tile pairs in parallel, again taking O(c(P ))
transformations. A cover by four matchings can be determined by first splitting the edges
of the dual graph into two sets of horizontal and vertical edges, respectively. Each of these
edge sets then induces a collection of paths in the tiling’s dual graph, and can therefore be
covered by two matchings.

We conclude that constantly many phases of parallel applications of RotateSort
suffice to realize any matching in Gc. As O(n/c(P )2) matchings can route between any two
configurations of P , we conclude that this method yields schedules of makespan O(n/c(P )). ◀

We now apply this intermediate result to compute schedules of bounded stretch in narrow
instances of scaled polyominoes. Our approach hinges on the ability to divide the instance
into subproblems that can be solved in parallel, which corresponds to cutting the polyomino
and performing a sequence of preliminary transformations such that each subpolyomino can
then be reconfigured locally, obtaining the target configuration.

Domain partitions. A partition of a polyomino P corresponds to a set of disjoint
subpolyominoes that cover P . We observe that not every polyomino permits a partition
into disjoint universally reconfigurable subpolyominoes. However, any subpolyomino of a
universally reconfigurable polyomino P can be made universally reconfigurable by including
cells of geodesic distance at most 2 in P .

To efficiently determine such a partition, we employ breadth-first search as follows.

Breadth-first search. For any polyomino Q, let BFS(Q, v, r) refer to the subpolyomino
of Q that contains all cells reachable from some cell v in Q by geodesic paths of length at
most r. Further, let BFS(Q, v, r) refer to the set of connected components of Q \ BFS(Q, v, r).
We define the wavefront of BFS(Q, v, r) as the set of cuts through Q that define the components
of BFS(Q, v, r). Each connected component (cut) of the wavefront is called a wavelet.

▶ Lemma 10 (⋆). For any polyomino Q, the wavefront of BFS(Q, v, r) consists of wavelets
of length O(µ(Q)) each, i.e., the wavelet length is independent of the search radius r.

Having established all necessary tools, we prove the following statement.

▶ Proposition 11. Given an instance of diameter d in a polyomino P with c(P ) ≥ 3, we
can efficiently compute an applicable schedule with makespan O((d+µ(P ))2

/c(P )). This is
asymptotically worst-case optimal for narrow instances.

Proof. We consider an instance of diameter d in a simple polyomino P . We proceed in three
phases, which we briefly outline before giving an in-depth description of each.

(I) We partition P into c(P )-scaled patches of area O(d2), using non-trivial cuts of bounded
length such that the partition’s dual graph is a rooted tree T .

(II) We combine parent/child patches according to T into regions with c(P ) scale, allowing
us to apply Proposition 9 to reorder them in O((d+µ(P ))2

/c(P )).
(III) Finally, we exploit these combined regions to place all agents at their destination.
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Phase (I). A step-by-step illustration of Phase (I) can be found in Figure 6. For this phase,
we consider the polyomino P ′ induced by the tile dual graph of P , recall Figure 5b. This
scales the shape parameters and geodesic distance by 1/c(P ):

c(P ′) = c(P )/c(P ) = 1, µ(P ′) ≊ µ(P )/c(P ), ζ(P ′) ≊ ζ(P )/c(P ).

Let δ = 3d/c(P ). We subdivide P ′ using a recursive breadth-first-search approach and
argue by induction. Given a boundary cell v0 in P ′, we determine a patch P ′

0 ⊆ P ′ based on
BFS(P ′, v0, δ) ⊆ P ′. We say that the components of BFS(P ′, v0, δ) are either small or large;
a component R is small exactly if R ⊂ BFS(P ′, v0, 2δ), and large otherwise, see Figure 6b.

We define P ′
0 as the union of the initial BFS and the small components of its complement,

meaning that for BFS(P ′, v0, δ) with large components R1, . . . , Rℓ, P ′
0 takes the shape

P ′
0 := P ′ \ (R1 ∪ . . . ∪ Rℓ).

Due to Lemma 10, the cut Γi that separates a component Ri of BFS(P ′, v0, δ) from P ′
0 has

length O(µ(P ′)). By definition, the geodesic distance from each cell in Ri to v0 is at least δ.
We now iteratively subdivide each component of P ′ \P ′

0 by simply increasing the maximal
depth of our BFS from v0 by another δ units and again considering large and small components
of the corresponding subdivision separately, as illustrated in Figures 6c and 6d.

To obtain a partition of P , we map each patch P ′
i to the tiles in P that its cells correspond

to. Since P is a simple polyomino, the dual graph of our patches forms a tree T rooted at P0.
Consider any patch P ′

i and recall that, due to Lemma 10, all cuts induced by BFS have
individual length O(µ(P ′)). Tracing along the boundaries of tiles, we conclude that the
corresponding cuts in P have individual length O(µ(P ′)c(P ))) = O(µ(P )). Due to triangle
inequality, it follows that any two cells in each patch Pi have geodesic distance O(d + µ(P )).
From this, we conclude that the area of Pi is bounded by O((d + µ(P ))2). It directly follows
that for any patch Pj with hop distance k ∈ N+ to Pi in T , the geodesic distance between
two cells in Pi and Pj is bounded by O(k(d + µ(P ))). The union of patches in a subtree T ′

of T with height k therefore has area O((k(d + µ(P )))2).

Phase (II). We use this partition of P into patches to subdivide the instance into disjoint
tasks that can be solved in parallel; recall that our target makespan is O((d+µ(P ))2

/ζ(P )). The
patches are spatially disjoint and all have scale at least c(P ), as well as area O((d + µ(P ))2).
Proposition 9 therefore implies that the patches can be locally reconfigured in parallel, by
schedules of makespan O((d+µ(P ))2

/ζ(P )). In order to solve the original instance, it therefore
remains to make each patch a subproblem that can be solved independently.

We argue that we can efficiently move robots into their target patches. In Phase (I), we
gave an upper bound of O(k(d + µ(P ))) on the geodesic distance between cells in patches
that have hop distance at most k ∈ N+ in T . We now provide a lower bound: The geodesic
distance between cells in patches that are not in a parent-child or sibling relationship in T is
at least d, as the distance between cells in any patch and its “grandparent” patch according
to T is at least d by construction, see Phase (I).

It follows that the target cell of each robot is either in the same patch as its initial cell,
or in a parent or sibling thereof. To realize the movement of agents between patches, we
thus simply form the spatial union Fi of each patch Pi and its children according to T . Each
of the resulting subpolyominoes Fi has area O((d + µ(P ))2). As T is bipartite, we can split
them into two sets FA and FB , each comprised of pairwise spatially disjoint subpolyominoes.
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v0 BFS(P, v0, δ)
BFS(P, v0, 2δ)

(a) We determine v0 and compute BFS(P ′, v0, δ).

R1

small

large

(b) BFS(P ′, v0, δ) has large and small components.

v0

P0 Γ1

(c) The patch P ′
0 is the union of BFS(P ′, v0, δ) and

the small components of BFS(P ′, v0, δ).

v0

P0 Γ1

BFS(P, v0, 3δ) \ P0

BFS(P, v0, 2δ) \ P0

(d) We continue the breadth-first-search in P \ P0.

Figure 6 Phase (I): We divide P ′ into patches of area O((δ + µ(P ′))2).

Phase (III). It remains to show that we can efficiently exchange agents between patches.
Note that, as P is simple, the number of agents that need to cross any cut in either direction
is equal to that for the opposite direction.

By construction, every pair of patches that needs to exchange agents between one
another is fully contained in some Fi ∈ (FA ∪ FB). We proceed in three iterations: By
applying Proposition 9 to each of the patches in FA in parallel, we swap agents across cuts by
swapping them with agents moving in the opposite direction. We repeat this process for FB

and finally perform a parallel reconfiguration of the individual patches, which allows us to
place every robot in its target cell. Each iteration takes O((d+µ(P ))2

/ζ(P )) transformations. ◀

4.2 Bounded makespan and stretch based on bottleneck
Finally, this section concerns itself with the transfer of results from Section 4.1 to arbitrary
polyominoes. As this requires significantly more intricate local mechanisms, we only provide
a high-level description of the necessary tools and modifications, and refer to the full version.

Skeleton. A skeleton of a polyomino P is a connected, λ-scaled subpolyomino S ⊆ P

with λ = ⌊ζ(P )/4⌋, as illustrated in Figure 7a. Such a skeleton can easily be determined as
the union of all λ × λ squares in P that are aligned with the same λ × λ integer grid.

Watershed. The watershed of a skeleton tile t corresponds to the union of all 2λ × 2λ

squares in P that fully contain t, see Figure 7b. We will show that at least one such square
always exists, and their union forms a convex polyomino with bottleneck at least λ.

To swap agents from P \ S into the skeleton S, we exploit the watersheds of its tiles. We
first prove the existence of a skeleton S ⊆ P as above, and that its watersheds fully cover P .
This allows us to apply techniques from Section 4.1 to arbitrary polyominoes.

▶ Lemma 12 (⋆). For any polyomino P with ζ(P ) ≥ 8, we can identify a skeleton S ⊆ P

in polynomial time. The skeleton S is λ-scaled for λ = ⌊ζ(P )/4⌋, and every 2λ × 2λ square
inside P contains at least one of its scaled tiles.

ISAAC 2024
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(a) A polyomino P and its skeleton S (cyan).

t

(b) An illustration of a skeleton tile t’s watershed.

Figure 7 The central tools used in our proof of Theorem 15.

We make use of the following result obtained by Alpert et al. [6] for the routing number of
convex grid graphs, where w(P ) and h(P ) refer to the width and height of P , respectively.

▶ Theorem 13 (Alpert et al. [6]). Let P be a connected convex grid piece. Then the routing
number of P satisfies the bound rt(P ) ≤ C(w(P ) + h(P )) for some universal constant C.

Finally, we demonstrate a method for efficient reconfiguration of an arbitrary skeleton tile’s
watershed in order to swap robots into and out of the skeleton.

▶ Lemma 14. Given two configurations of a skeleton tile’s watershed in a universally
reconfigurable polyomino, we can efficiently compute an applicable schedule of makespan O(λ).

Proof. Consider a λ × λ skeleton tile t ⊂ P of a universally reconfigurable polyomino P , and
let H refer to its watershed. Recall that we assume ζ(P ) ≥ 8, so λ = ⌊ζ(P )/4⌋ ≥ 2. As H

is the union of all 2λ × 2λ squares in P that contain t, it is thus universally reconfigurable
and orthoconvex. We apply Theorem 13: Alpert et al. [6] presented a constructive proof
in the form of an algorithm, which we can use to compute a routing sequence of length
O(w(H)+h(H)) = O(λ) between any two configurations of H , based on its dual graph. Such
a routing sequence corresponds to a series of matchings in the dual graph of H that exchange
tokens of adjacent vertices. Sequentially realizing these matchings by swapping adjacent
agents as outlined in Lemma 4, we can arbitrarily reorder H in O(λ) transformations. ◀

This provides us with all necessary tools to prove the following generalization of Proposi-
tion 9, which, in turn, is a central tool for our proof of Theorem 8.

▶ Theorem 15 (⋆). For any two configurations of a universally reconfigurable polyomino P

of area n, we can compute an applicable schedule of makespan O(n/ζ(P )) in polynomial time.

▶ Theorem 8 (⋆). Given an instance of diameter d in a universally reconfigurable
polyomino P , we can efficiently compute an applicable schedule of makespan O((d+µ(P ))2

/ζ(P )).
This is asymptotically worst-case optimal for narrow instances.

Proof sketch. Assuming that c(P ) < ζ(P ), our approach consists of three phases:
(I) We compute a skeleton S ⊂ P which we split into patches Si according to Phase (I)

of Proposition 11. To each of these patches, we add cells of its skeleton tile’s watersheds.
This partitions P into patches Pi, each with a skeleton patch Si ⊂ S such that Si ⊆ Pi.

(II) We use the rooted dual tree T of the skeleton patches Si and, for each patch Si with
children Sℓ, . . . , Sℓ+k according to T , we combine the patches Pi, Pℓ, . . . , Pℓ+k to a
(not necessarily connected) region Fi that can be reordered in O((d+µ(P ))2

/ζ(P )).
(III) Finally, we exploit these combined regions to place all agents at their destination.

These act analogously to Phases (I) – (III) of Proposition 11. ◀
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5 Conclusions and future work

We provide a number of novel contributions for Multi-Agent Path Finding in simple
polyominoes. We establish a characterization for the existence of reconfiguration schedules,
based on different shape parameters of the bounding polyomino. Furthermore, we establish
algorithmic methods that achieve worst-case optimal stretch for any instance in which the
polyomino’s bottleneck does not exceed the instance’s diameter by more than a constant
factor. There are a variety of directions in which these insights should give rise to further
generalizations and applications.

Non-simple polyominoes. Our results regarding universal reconfigurability are directly
applicable to non-simple polyominoes. As noted in Section 2, the geometric characterization
for simple polyominoes is formed as a special case based on the dual graph of a polyomino.

For any non-simple polyomino that is either 2-scaled or 2-square-connected, Theorem 1
and Proposition 9 are also directly applicable. The same is not true for Theorem 15, as
our definition of the bottleneck based on cuts does not work in this case. However, with a
separate definition that accounts for the minimal distance between inner and outer boundaries,
Theorem 15 may be applicable.

Permutation routing. Our results can be generalized to solid grid graph routing, which is
a generalization of the findings of Alpert et al. [6]. We provided results regarding bounded
stretch for this setting, therefore tackling a special case of their Open Question 2.

Further questions. Our work is orthogonal to that of Demaine et al. [13, 14]: Their
setting considered domains of large depth in conjunction with large bottleneck, i.e., the
case that µ(P ) ∈ Ω(d) and ζ(P ) ∈ Ω(d). We establish asymptotically worst-case optimal
results for narrow domains, which implies that µ(P ) ∈ O(d) and ζ(P ) ∈ O(d). In particular,
instances where ζ(P ) ∈ O(d) while µ(P ) ∈ ω(d), i.e., instances in which the gap between
bottleneck and depth is unbounded relative to d, remain a challenge even for simple domains.
We conjecture that this question for simple domains is equivalent to that of bounded stretch
for non-simple domains with limited depth; considering an instance of large depth, we can
create an analogous non-simple instance that features regularly distributed, small holes based
on some grid graph. This may motivate research into the special case of instances in which
the diameter is less or equal to the circumference of the smallest hole in the domain.
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Abstract
Vertex splitting is a graph operation that replaces a vertex v with two nonadjacent new vertices
u, w and makes each neighbor of v adjacent with one or both of u or w. Vertex splitting has been
used in contexts from circuit design to statistical analysis. In this work, we generalize from specific
vertex-splitting problems and systematically explore the computational complexity of achieving
a given graph property Π by a limited number of vertex splits, formalized as the problem Π
Vertex Splitting (Π-VS). We focus on hereditary graph properties and contribute four groups of
results: First, we classify the classical complexity of Π-VS for graph properties characterized by
forbidden subgraphs of order at most 3. Second, we provide a framework that allows one to show
NP-completeness whenever one can construct a combination of a forbidden subgraph and prescribed
vertex splits that satisfy certain conditions. Using this framework we show NP-completeness when
Π is characterized by sufficiently well-connected forbidden subgraphs. In particular, we show that
F -Free-VS is NP-complete for each biconnected graph F . Third, we study infinite families of
forbidden subgraphs, obtaining NP-completeness for Bipartite-VS and Perfect-VS, contrasting
the known result that Π-VS is in P if Π is the set of all cycles. Finally, we contribute to the study
of the parameterized complexity of Π-VS with respect to the number of allowed splits. We show
para-NP-hardness for K3-Free-VS and derive an XP-algorithm when each vertex is only allowed to
be split at most once, showing that the ability to split a vertex more than once is a key driver of the
problems’ complexity.
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1 Introduction

Vertex splitting is the graph operation in which we take a vertex v, remove it from the graph,
add two descendants v1, v2 of v, and make each former neighbor of v adjacent with v1, v2, or
both. Vertex splitting has been used in circuit design [28, 31], the visualization of nonplanar
graphs in a planar way [2, 4, 11,12,24,30], improving force-based graph layouts [10], in graph
clustering with overlaps [1,3,5,14], in statistics [9,20] (see [14]), in subgraph counting [18,32],
and variants of vertex splitting in which we may make the copies adjacent play roles in graph
theory [25, 29], in particular in Fleischner’s Splitting Lemma [16] and in Tutte’s theorem
relating wheels and general three-connected graphs [33]. Such a variant of vertex splitting
can also be thought of as an inverse operation of vertex contraction, which is an underlying
operation of the graph parameters twinwidth (see, e.g., [6]) and fusion-width [7, 17].
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In some of the above applications, we are given a graph and want to establish a graph
property by splitting the least number of times: In circuit design, we aim to bound the longest
path length [28, 31], when visualizing non-planar graphs we aim to establish planarity [2, 11,
12,30] or pathwidth one [4], and in statistics and when clustering with overlaps we want to
obtain a cluster graph (a disjoint union of cliques) [1, 3, 9, 14,20].

This motivates generalizing these problems by letting Π be any graph property (a family
of graphs) and studying the problem Π Vertex Splitting (Π-VS): Given a graph G and an
integer k, is it possible to apply at most k vertex split operations to G to obtain a graph in Π?
The above-mentioned graph properties are closed under taking induced subgraphs and thus we
mainly focus on this case. For graph operations different from vertex splitting the complexity
of establishing graph properties Π is well studied, such as for deleting vertices (e.g., [26, 27]),
adding or deleting edges (see the recent survey [8]), or edge contractions (e.g., [19,21–23]). In
this work, we aim to start this direction for vertex splitting, that is, how can we characterize
for which graph properties Π-VS is tractable? Our main focus here is the classical complexity,
that is, NP-hardness vs. polynomial-time solvability, but we also touch on the parameterized
complexity with respect to the number of allowed splits.

Our results are as follows. Each graph property Π that is closed under taking induced
subgraphs is characterized by a family F of forbidden induced subgraphs. We also write Π
as Free≺(F). It is thus natural to begin by considering small forbidden subgraphs. We
classify for each family F that contains graphs of order at most 3 whether Free≺(F)-VS is
polynomial-time solvable or NP-complete. Indeed, it is NP-complete precisely if F contains
only the path P3 on three vertices or a triangle K3:

▶ Theorem 1.1 (⋆). Let F be a set of graphs containing graphs of at most three vertices
each. Then, Free≺(F)-VS is NP-complete if F = {P3} or F = {K3} and is in P otherwise.

The polynomial-time results use a plethora of different approaches and also extend to
Threshold-VS and Split-VS. The NP-hardness for Π = Free≺({K3}) can be shown using
a reduction from the Vertex Cover problem. In this reduction, we replace each edge of
a graph by a K3. It is then not hard to show a correspondence between splitting a set of
at most k vertices to destroy all induced K3 and a vertex cover of size at most k for the
original graph. Together with our results below, we also obtain NP-completeness for each
connected forbidden subgraph F with four vertices except for P4s and claws K1,3, for which
the complexity remains open.

Second, the hardness construction for K3-free graphs indicates that high connectivity
in forbidden subgraphs makes Π-VS hard and thus we explored this direction further. As
the naïve approach breaks down in the general setting, we reduce from a special variant of
Vertex Cover and develop a framework for showing NP-hardness of Π-VS whenever one
can use forbidden induced subgraphs to construct certain splitting configurations (Section 3).
That is, a graph H together with a recipe specifying distinguished vertices that will be
connected to the outside of H and how to split them. Essentially, if one can provide a
splitting configuration that avoids introducing new forbidden subgraphs and that decreases
the connectivity to the outside well enough, then we can use such a configuration to give a
hardness construction. We then provide ways to obtain such splitting configurations, allowing
us to show the following hardness results, where we write Free⊆(F) to exclude the graphs
in F as subgraphs, rather than induced subgraphs:

▶ Theorem 1.2 (⋆). Let F be a family of graphs.
1. If F consists of a single biconnected graph, then Free≺(F)-VS and Free⊆(F)-VS are

NP-complete.
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2. If all graphs in F are triconnected and the family has bounded diameter, then Free≺(F)-VS
and Free⊆(F)-VS are NP-hard.

3. If all graphs in F are 4-connected, then Free≺(F)-VS and Free⊆(F)-VS are NP-hard.
NP-completeness in item 2 and 3 holds when Free≺/⊆(F) is decidable in polynomial time.

Third, the above results do not cover the case where F is the family of all cycles, and
this must be so because Forest-VS is polynomial-time solvable [4, 13]. However, we show
that if we forbid only cycles of at most a certain length, or all cycles of odd length, then
Π-VS becomes NP-complete again. This hardness extends also to perfect graphs:

▶ Theorem 1.3 (⋆). Bipartite-VS and Perfect-VS are NP-complete.

The hardness construction for Bipartite Vertex Splitting is similar to the one for
Free≺({K3})-VS mentioned above. The nontrivial part of the proof is, given a vertex cover,
how to split vertices such that the resulting graph is two-colorable. By carefully checking all
the possible configurations of vertices in the vertex cover and splitting them in the right way,
we obtain subconfigurations that are two-colorable and whose colorings can be combined
into a two-coloring for the whole graph. The reduction for Perfect Vertex Splitting
uses five-vertex cycles instead of K3’s and the correctness additionally uses a degree-based
argument to show that the graph after splitting is also odd-anti-hole-free and thereby perfect.

Finally, we contribute to the parameterized complexity of Π-VS with respect to the
number k of allowed vertex splits. Previously it was known that Π-VS is fixed-parameter
tractable when Π is closed under taking minors [30], when Π = Free≺({P3}) [13, 14], and
when Π consists of graphs of pathwidth one or when Π is MSO2-definable and of bounded
treewidth [4]. In contrast, we observe that Free≺({K3})-VS is NP-hard even for k = 2:

▶ Theorem 1.4 (⋆). Free≺({K3})-VS is NP-complete for two splits.

The idea behind this result is to reduce from 3-Coloring on K3-free graphs: Barring the
technical details, we add a universal vertex u to a graph G, and gadgets to ensure that
the vertex u must be split. Then, the constraint that two adjacent vertices v, w in G need
to be colored differently translates to the constraint that v and w need to be adjacent to
different descendants of u. The crux herein is that one can split a vertex multiple times: In
contrast, if we instead can split each vertex at most once, resulting in the problem Shallow
Triangle-Free Vertex Splitting, then we obtain an XP algorithm:

▶ Theorem 1.5 (⋆). Shallow Triangle-Free Vertex Splitting, parameterized by
the number k of splits, admits an O(

√
2k2

· nk+3)-time XP algorithm.

The basic idea is that we can guess which vertices are split and how they are split with
respect to each other. Formulating the condition that the guess was correct can then be
done using a 2-SAT formula.

Due to space constraints, we only provide details for the dichotomy result for small
forbidden subgraphs (Theorem 1.1) and the framework for proving Theorem 1.2. All remaining
results are marked with ⋆ and are proved in the full version of this paper [15].

1.1 Preliminaries
General (Graph) Notation. For a function f : A → B, we let Domain(f) := A and
Range(f) := {b | ∃a ∈ A : f(a) = b}. For a set X, we let P(X) be its power set. Unless
stated otherwise, all graphs are undirected and without parallel edges or self-loops. Let G
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be a graph with vertex set V (G) and edge set E(G). We denote the neighborhood of a
vertex v ∈ V (G) by NG(v). The graph induced by a vertex set V ′ ⊆ V (G) is written as
G[V ′]. For u, v ∈ V (G), we write uv as a shorthand for {u, v}, G − v for G[V (G) \ {v}],
degG(v) for |NG(v)|, dG(u, v) for the length of a shortest path from u to v if there is one
and ∞ otherwise, and diam(G) for the diameter of G, that is, maxu,v∈V (G) dG(u, v). We
denote the complement of G by G. The graph Kn is the complete graph on n vertices and
Cn the cycle graph of n vertices. If a graph G is isomorphic to a graph H, we write G ≃ H.
The circumference of a graph G is the length of a longest cycle of G if G it is not acyclic
and zero otherwise. A k-subdivision of a graph G is a graph obtained by replacing each of
G’s edges uv with a path u, puv

1 , puv
2 , . . . , puv

k , v, where puv
1 , puv

2 , . . . , puv
k are new vertices. We

mark directed graphs G⃗ with an arrow. For an arc uv ∈ E(G⃗), u is the source vertex and v

is the target vertex. All directed graphs are oriented, that is, for each uv ∈ E(G⃗), we have
vu ̸∈ E(G⃗). We denote the in-neighborhood by N−

G⃗
(·) and the out-neighborhood by N+

G⃗
(·).

A directed graph G⃗ is an orientation of G if the underlying undirected graph of G⃗ is G.

Vertex Splitting. Let G be a graph, v ∈ V (G), and V1, V2 subsets of NG(v) such that
V1 ∪ V2 = NG(v). Furthermore, let v1 and v2 denote two fresh vertices, that is, {v1, v2} ∩
V (G) = ∅. Consider the graph G′ that is obtained from G by deleting v, and adding v1
and v2 such that NG′(v1) = V1 and NG′(v2) = V2. Then, we say G′ was obtained from G

by splitting v (via a vertex split). If V1 ∩ V2 = ∅, we speak of a disjoint vertex split, and if
either V1 = ∅ or V2 = ∅, we say the split is trivial. Furthermore, we say v was split into v1
and v2, and call these vertices the descendants of v. Conversely, v is called the ancestor of v1
and v2. Finally, consider an edge v1w (resp. v2w) of G′. We say that the edge vw of G was
assigned to v1 (resp. v2) in the split, and call v1w (resp. v2w) a descendant edge of vw.

A splitting sequence of k splits is a sequence of graphs G0, G1, . . . , Gk, such that Gi+1 is
obtainable from Gi via a vertex split for i ∈ {0, . . . , k − 1}. The notion of descendant vertices
(resp. ancestor vertices) is extended in a transitive and reflexive way (that is, a vertex is its
own ancester and descendant) to splitting sequences.

Later, the following shorthand notation will be useful: Let H be a graph, v ∈ V (H),
X1, X2 ⊆ NH(v) with X1 ∪ X2 = NH(v), and v1, v2 two distinct vertices. Further, let H ′ be
the graph obtained by splitting v into v1 and v2 while setting NH′(v1) = X1, NH′(v2) = X2.
Then, we identify H ′ with the shorthand Split(H, v, X1, X2, v1, v2).

Embeddings and Hereditary Graph Properties. For graphs G and H , we write Emb≺(G, H)
(resp. Emb⊆(G, H)) to denote the set of all induced embeddings of G in H (resp. subgraph
embeddings), that is, the set of all injective f : V (G) → V (H) where ∀uv ∈ V (G)2 : uv ∈
E(G) ⇐⇒ f(u)f(v) ∈ E(H) (resp. ∀uv ∈ V (G)2 : uv ∈ E(G) =⇒ f(u)f(v) ∈ E(H) ). In
case Emb≺(G, H) ̸= ∅ (resp. Emb⊆(G, H) ̸= ∅), we write G ≺ H (resp. G ⊆ H) and say G

is an induced subgraph (resp. a subgraph) of H.
For a set of graphs F , we write Free≺(F) (resp. Free⊆(F)) to denote the set of graphs

where G ∈ Free≺(F) (resp. G ∈ Free⊆(F)) iff Emb≺(F, G) = ∅ (resp. Emb⊆(F, G) = ∅) for
all F ∈ F . Set F is the set of forbidden induced subgraphs (resp. forbidden subgraphs) that
characterize the hereditary (graph) property Free≺(F) (resp. Free⊆(F)).

2 Properties Characterized by Small Forbidden Induced Subgraphs

We now give an outline of the characterization of Π-VS for Π characterized by families F of
forbidden induced subgraphs with at most three vertices. The full version of this section is
given in the full version of this paper [15]. First, we can make several simple observations: If



A. Firbas and M. Sorge 30:5

one of K0, K1, K2, or K2 is forbidden and it is present in the input graph, then there is no
way to destroy these forbidden subgraphs with vertex splitting and hence we can immediately
return a failure symbol. This gives a trivial algorithm if K0 ∈ F or K1 ∈ F . Moreover, if
K2 ∈ F , then the input graph is a clique or we can return failure. Since splitting introduces
a K2, instance (G, k) is positive if and only if (G, 0) is positive, which we can check in
polynomial time. Similarly, if K2 ∈ F , then the input graph is an independent set or we can
return failure. Through splitting, we can only introduce more independent vertices and thus
(G, k) is positive if and only if (G, 0) is positive.

It follows that we can focus on families F that contain subgraphs with exactly 3 vertices,
that is, F ⊆ {P3, P3, K3, K3}. If F contains P3 or K3 but neither P3 nor K3, then we have
a similar observation as above: P3 and K3 cannot be destroyed by vertex splits and thus
(G, k) is positive if and only if (G, 0) is, which is checkable in polynomial time.

It thus remains to classify families F ⊆ {P3, P3, K3, K3} that contain P3 or K3. If
F = {P3} then Free≺(F)-VS is NP-complete by a result of Firbas et al. [14, Theorem 4.4]. If
F = {K3} then NP-completeness follows from Theorem 1.2 or Theorem 1.4, which we prove
below. However, if we combine P3 and K3 or if we add P3 and/or K3 then the problems
once again become polynomial-time solvable for subtle and different reasons:

For F = {P3, K3} all solution graphs are the union of an independent set and a matching
and there is essentially only one minimal sequence of vertex splits. In the case where
{K3, K3} ⊆ F we can apply Ramsey-type arguments to show that an algorithm only needs
to check for a constant number of different yes-instances. If P3 ∈ F we can observe that
destroying any P3 or K3 necessarily introduces a P3, which cannot be removed afterwards.

This takes care of all cases for F except F = {P3, K3}. For this case we can observe that
the graphs resulting from a splitting solution are cluster graphs, disjoint unions of cliques,
with at most two clusters (cliques). As K3 cannot be destroyed by vertex splitting, the
input graph may only contain P3s. Furthermore, P3s can only be destroyed by splitting their
midpoints. It is thus intuitive that the input graph of a yes-instance must consist of two
cliques that may overlap and, furthermore, the overlap must not exceed the number k of
allowed splits. This is indeed what we can show and, moreover, such graphs can be recognized
in polynomial time. This finishes the outline of our characterization and we obtain:

▶ Theorem 1.1 (⋆). Let F be a set of graphs containing graphs of at most three vertices
each. Then, Free≺(F)-VS is NP-complete if F = {P3} or F = {K3} and is in P otherwise.

Our polynomial-time results for split- and threshold graphs (⋆) use the observation that
destroying some of their forbidden subgraphs by splitting, namely P4, C4, or C5, necessarily
creates another forbidden subgraph C4, reducing the problem to checking whether the input
graph has the respective property. This seems to be a general principle worthy of further
exploration.

3 A General Framework to Show NP-hardness

In this section, we introduce a reduction framework and employ it to show NP-hardness
of Π-VS characterized by a type of well-connected forbidden subgraphs. For each fixed
ℓ ∈ N, consider the 2ℓ-Subdivided Cubic Vertex Cover problem: Given a tuple (G∗, k),
where G∗ is a 2ℓ-subdivision of a cubic graph G and k ∈ N, is there a vertex cover C of
G∗ with |C| ≤ k? The NP-hardness of this problem for each ℓ ∈ N follows from a result by
Uehara [34] and “folklore” techniques. Nevertheless, we provide a formal proof in the the full
version of this paper [15].
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Informally, our reduction works as follows: For a given set of forbidden subgraphs F ,
to show the NP-hardness of either Free≺(F)-VS or Free⊆(F)-VS, we reduce from 2ℓ-
Subdivided Cubic Vertex Cover to the chosen problem. Here, ℓ will depend on
the choice of F .

Consider an instance (G, k) of the selected vertex cover problem. To build an instance of
the vertex-splitting problem in question, we select some H ∈ F and designate two “endpoint”
vertices of H . Then we replace each of G’s edges with a copy of H (we call this copy an edge
gadget) and keep k the same.

It is straightforward to see that, if one can split the constructed graph at most k times
while destroying all forbidden graphs F , one can find a corresponding vertex cover of G of
size at most k: Analogous to how a vertex cover needs to “hit” each edge of G, the splits
performed in the constructed graph need to destroy all the inserted forbidden copies of H.

The converse direction, that is, to show how a vertex cover of G can be used to destroy
all forbidden subgraphs in the construction, is substantially more involved. Essentially, for
each vertex in the vertex cover, we split in a particular way the corresponding vertex in the
construction where edge gadgets meet (which we call an attachment point). This way, we
can easily destroy all “original” embeddings of H. The hard part is to ensure that apart
from these embeddings of H, by performing the construction and then the splits, no new
embeddings of forbidden subgraphs of F are introduced.

To make the above outline precise, we first introduce the concept of a splitting configuration.
Intuitively, a splitting configuration consists of a graph H, a selection of two of its vertices a

and b, which we call H’s a-end and b-end, and an encoding of a specific strategy of how to
split a and b in H.

▶ Definition 3.1. Let H be a graph, a, b ∈ V (H) distinct vertices, A1, A2 ⊆ NH(a), and
B1, B2 ⊆ NH(b), such that A1 ∪ A2 = NH(a), B1 ∪ B2 = NH(b), and A1, A2, B1, B2 are
non-empty. Then, (H, a, A1, A2, b, B1, B2) is called a splitting configuration. If A1 ∩ A2 =
B1 ∩ B2 = ∅, we speak of a disjoint splitting configuration. Furthermore, we say the splitting
configuration is based on F if H ∈ F .

Going forward, we aim to show how, depending on F , one can find a suitable ℓ and
a splitting configuration based on F such that the described reduction is guaranteed to
be correct. We now make precise how to perform the construction. To specify which way
(a-end, b-end) or (b-end, a-end) to insert the edge gadgets, we arbitrarily orient the graph G

from the Vertex Cover instance to obtain a directed graph G⃗ as the “skeleton” graph.
Furthermore, we also need a splitting configuration C (that also encodes the gadget-graph
H and its a/b-ends to use). To simplify the correctness proof later on, we explain a more
general construction than used in the reduction. That is, in addition, the construction takes
a subset S of G⃗’s vertices as input; this set S specifies that the corresponding attachment
points should be split in the construction according to the splitting configuration. When
computing the reduction, we simply set S = ∅. See Figure 1 for a concrete example.

Towards defining Constr(G⃗, C, S). Below, whenever we encounter a graph G′ that is a
copy of a graph G, we use vG′ to denote the vertex that corresponds to v ∈ V (G) in G′. We
also do likewise for sets of vertices. Let G⃗ be a directed, oriented graph without loops, C a
splitting configuration with C = (H, a, A1, A2, b, B1, B2), and S ⊆ V (G). We aim to define
the graph Constr(G⃗, C, S) and the map χConstr(G⃗,C,S) which we will use to refer to particular
subsets of vertices in the construction in the correctness proofs later on. For this we first
define how to obtain the edge gadget graphs (He for each e ∈ E(G⃗)), a map α that specifies
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Hv2v1
≃ Hv3v1

α(v2v1, 1, b)
α(v2v1, 2, b)

α(v2v1, 1, a)
α(v2v1, 2, a)

Hv3v4

α(v3v4, 2, b)
α(v3v4, 1, b)

α(v3v4, 1, a)
α(v3v4, 2, a)

Hv4v2

α(v4v2, 1, b)
α(v4v2, 2, b)

α(v4v2, 2, a)
α(v4v2, 1, a)

u3

H

u4

u1

u2

v1

v3

v2

v4

Constr(G⃗, C, S)

χ(v4)

χ(v1v2)

β(v4, 2)

β(v2, 1)β(v1, 1)

β(v3, 1)

β(v4, 1)

β(v1, 2) β(v2, 2) β(v3, 2)

G⃗

Figure 1 Example of Definition 3.2. The construction Constr(G⃗, C, S) is carried out for the
“skeleton” graph G⃗, the splitting configuration C given by (H, u2, {u1}, {u3}, u3, {u1}, {u2, u4}), and
the set of vertices S = {v4} marked in yellow. The edge gadget graph is H; its “a-end” is u2 and its
“b-end” is u3. The subscript of χ, Constr(G⃗, C, S), is dropped for brevity.

the attachment points inside the edge gadgets, and a map β that specifies which attachment
points stemming from distinct edge gadgets should be merged to form the final attachment
points where edge gadgets meet.

Towards defining He, with each arc e = vavb ∈ E(G⃗), we associate a fresh copy of H

and call it H ′
e. The vertices aH′

e , bH′
e and the sets of vertices A

H′
e

1 , A
H′

e
2 , B

H′
e

1 , B
H′

e
2 denote the

corresponding vertex (resp. set of vertices) of H in its copy, H ′
e. We obtain He by splitting a

subset of {aH′
e , bH′

e} in H ′
e. Whether we split zero, one, or two vertices is dictated by S (aH′

e

is split iff va ∈ S, bH′
e is split iff vb ∈ S); the precise manner vertices are split is dictated

by the splitting configuration C. More specifically, the neighborhoods of the descendant
vertices of aH′

e (resp. bH′
e) are given by A

H′
e

1 , A
H′

e
2 (resp. B

H′
e

1 , B
H′

e
2 ). With this, we can

specify formally how He is obtained from each e = vavb of E(G⃗):

He :=



H ′
e if va ̸∈ S, vb ̸∈ S,

Split(H ′
e, aH′

e , A
H′

e
1 , A

H′
e

2 , aHe
1 , aHe

2 ) if va ∈ S, vb ̸∈ S,

Split(H ′
e, bH′

e , B
H′

e
1 , B

H′
e

2 , bHe
1 , bHe

2 ) if va ̸∈ S, vb ∈ S, and
Split

(
Split(H ′

e, aH′
e , A

H′
e

1 , A
H′

e
2 , aHe

1 , aHe
2 ),

bH′
e , B∗

1 , B∗
2 , bHe

1 , bHe
2
)

otherwise,

where B∗
1 (resp. B∗

2) denote the descendant vertices of B
H′

e
1 (resp. B

H′
e

2 ) with respect to
the split described by Split(H ′

e, aH′
e , A

H′
e

1 , A
H′

e
2 , aHe

1 , aHe
2 ).1 The set {He | e ∈ E(G⃗)} of edge

gadgets provides the basic building blocks of Constr(G⃗, C, S). Note that the vertex sets of
all He with e ∈ E(G⃗) are disjoint; to construct the final graph Constr(G⃗, C, S), we join the
edge gadgets according to the structure of G⃗.

1 This additional care is required to cover the case when a and b are neighbors in H.
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For this purpose, we designate two numbered attachment points for the a-end, and two
numbered attachment points for the b-end of each He, where an attachment point is a
possibly empty subset of He’s vertices. We denote the attachment points with the map
α(·, ·, ·), defined as follows: For a given e ∈ E(G⃗), x ∈ {a, b}, i ∈ {1, 2} we set

α(e, i, x) :=


{xHe

i } if vx ∈ S,

{xHe} if vx ̸∈ S ∧ i = 1, and
∅ if vx ̸∈ S ∧ i = 2.

To join the edge gadgets, we define two equivalence classes for each v ∈ V (G⃗), stemming
from the circumstance that we have two attachment points per edge gadget end. The
set of equivalence classes is given by

⋃
v∈V (G⃗){β(v, 1), β(v, 2)}, where for each v ∈ V (G⃗)

and i ∈ {1, 2}, we define

β(v, i) :=
{( ⋃

u∈N−
G⃗

(v)

α(uv, i, b)
)

∪

( ⋃
u∈N+

G⃗
(v)

α(vu, i, a)
)}

.

See Figure 1 for a concrete example of α(·, ·, ·) and β(·, ·).

▶ Definition 3.2. The graph Constr(G⃗, C, S) is built by composing all (He)e∈E(G⃗) into a
single graph and merging all equivalent vertices into one representative vertex each.

Later on, we will need to refer to specific vertex-subsets of the construction: For G∗ =
Constr(G⃗, C, S) and a given edge e ∈ E(G⃗), we write χ(e)G∗ for the set of vertices in G∗ that
stem from e’s edge gadget (including the descendants of the gadgets “attachment”-vertices
which are in general not unique to e); For a given vertex v ∈ V (G⃗), we write χ(v)G∗ to refer
to either the set of the single “attachment”-vertex in G∗ corresponding to v if v ̸∈ S, and
the two descendants of said vertex otherwise. See Figure 1 for a concrete example of χ(·). A
formal definition of χ is provided in the full version of this paper [15].

Abstracting from a single instantiation of our construction, we also introduce notation to
capture the class of all possible constructions based on a given splitting configuration and an
undirected graph together with all of its vertex covers.

▶ Definition 3.3. Let G be a simple graph and C a splitting configuration. Then, we write
AllConstr(G, C) to describe the set of all graphs Constr(G⃗, C, S), where G⃗ is an orientation
of G and S ⊆ V (G) is a vertex cover of G.

3.1 Proving the Correctness of the Reduction
In this subsection, we define the property of admissibility for a splitting configuration C

and show that, when using an admissible splitting configuration for the construction, the
reduction outlined above is correct. The next subsection then deals with finding admissible
splitting configurations for various classes of hereditary properties.

The backward direction of the correctness proof, that is, extracting a vertex cover from
a splitting sequence that destroys all forbidden subgraphs, is straightforward and works
independently of the choice of C and ℓ (⋆). However, the forward direction, where we
use a vertex cover to find a splitting sequence that destroys all forbidden subgraphs in the
construction, is more difficult. Here, the choice of C and ℓ will matter. We are given a vertex
cover of the “skeleton graph” G⃗ and split all of the attachment points in the construction
according to a corresponding splitting configuration. In the final graph of the splitting

https://arxiv.org/abs/2401.16296
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sequence, the whole construction needs to be free of embeddings of forbidden (induced)
subgraphs. This can be rephrased as two separate properties that a splitting configuration
must guarantee when applying our construction to any conceivable instance of 2ℓ-Subdivided
Cubic Vertex Cover and splitting it according to a vertex cover:

There are no embeddings of forbidden (induced) subgraphs reaching from one edge gadget
to a neighboring edge gadget.
There are no embeddings of forbidden (induced) subgraphs contained entirely within any
individual edge gadget.

In Definition 3.4, we formalize both these requirements. Note that the requirement on F to
be of bounded diameter will serve to guarantee that a suitable L can be found.

▶ Definition 3.4. Let F be a family of graphs of bounded diameter with H ∈ F and C =
(H, a, A1, A2, b, B1, B2) a splitting configuration. Furthermore, let L := 2 · maxF ∈F diam(F ).
Then, C is called separating for F if for all graphs G that are an L-subdivision of some cubic
graph, we have

∀G∗ ∈ AllConstr(G, C) : ∀F ∈ F : ∀π ∈ Emb⊆(F, G∗) : ∃e ∈ E(G) : Range(π) ⊆ χG∗(e).

Furthermore, if AllConstr(K2, C) ⊆ Free⊆(F), we say that C is intra-edge embedding-free
for F . Finally, the splitting configuration C is called admissible for F if it is both separating
for F as well as intra-edge embedding-free for F .

If such an admissible splitting configuration is known to exist, the converse direction
of the correctness proof is straightforward (⋆). The following NP-hardness result follows
directly by combining both directions:

▶ Lemma 3.5 (⋆). Let F be a family of graphs of bounded diameter and let C be a splitting
configuration admissible for F . Then, Free≺(F)-VS and Free⊆(F)-VS are NP-hard.

3.2 Biconnected Forbidden Subgraphs and Beyond

We just established a method for obtaining NP-hardness for vertex-splitting problems,
provided an appropriate admissible splitting configuration exists. This subsection addresses
how to find such splitting configurations for the case of biconnected, triconnected, and
4-connected forbidden (induced) subgraphs.

Towards this goal, we define a last piece of notation: the width of a splitting configuration,
denoted by wdt(·), represents the minimum distance between the two descendants of a split
endpoint, a and b, respectively, after H has been split according to the splitting configuration.

First, we deal with biconnectedness. To that end we show that, given a splitting
configuration of a certain width that is not separating (for some family of graphs F of
bounded diameter and circumference), we can derive a new splitting configuration of increased
width (Lemma 3.6). Since we cannot apply this process ad infinitum (when restricted to F
of bounded circumference), we will arrive at a separating splitting configuration (⋆).

▶ Lemma 3.6. Let F be a family of biconnected graphs of bounded diameter and let C0 =
(H0, a0, A0

1, A0
2, b0, B0

1 , B0
2) be a disjoint splitting configuration of finite width with H0 ∈ F

that is not separating for F . Then, there exists a disjoint splitting configuration C1 =
(H1, a1, A1

1, A1
2, b1, B1

1 , B1
2) with H1 ∈ F of finite width satisfying wdt(C1) > wdt(C0).
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a1 b1

≥L︷ ︸︸ ︷

χG∗(v)

: G′

: G

: P ∗

x y

χG∗(vw)χG∗(vw)χG∗(uv)

u v w

...

: Range(π)

: χG∗(e) in G∗ for e ∈ E(G)

...

Figure 2 Illustration accompanying Lemma 3.6. The black ovals denote the edge gadgets in G∗,
G is displayed in green, and the underlying graph G′ is rendered in blue. The gray area shows the
range of a hypothetical embedding π of F in G∗, that has to “go around” in the construction, since
it cannot span across the intersection of edge gadgets χG∗ (v). Additionally, in yellow, the path P ∗

traversing the embedding is shown.

Proof. As C0 is not separating for F , there is a graph G that is an L-subdivision of some
cubic graph G′, G∗ ∈ AllConstr(G, C0), F ∈ F with π ∈ Emb⊆(F, G∗), as well as

L := 2 · max
F ∈F

diam(F ),

Range(π) ∩ (χG∗(uv) \ χG∗(v)) ̸= ∅, and
Range(π) ∩ (χG∗(vw) \ χG∗(v)) ̸= ∅.

In other words, G∗ is a graph constructed according to Definition 3.2 using a highly subdivided
cubic graph (G) as a basis, where its edges were replaced by some forbidden graph H ∈ F ,
and was split at the “attachment points” of edge gadgets according to some vertex cover of
G′ and the splitting configuration C0. For this graph, we are provided a witness certifying
that the splitting configuration C0 is not separating with respect to F in the form of an
embedding π of F ∈ F into G∗, where the embedding of F is not constrained to a single
edge gadget, but rather uses vertices of at least two neighboring edge gadgets (of edges
uv, vw ∈ E(G′)), χG∗(uv) and χG∗(vw), such that the embedding is not entirely contained
in the shared intersection χG∗(v). Notice that π(·)−1 refers to vertices of F , whereas π(·)
refers to vertices of G∗. See Figure 2 for an illustration.

We now show that π−1(χG∗(v) ∩ Range(π)) is a vertex separator of F , that is, if these
vertices are deleted from F , the resulting graph is disconnected. We show this basically by
observing that F can be embedded into G∗ in a particular way (as witnessed by π), and
since G∗ has certain structural features, these carry over to F , leading to a contradiction.

Suppose that π−1(χG∗(v) ∩ Range(π)) is not a vertex separator of F . Then, all neighbors
of π−1(χG∗(v)∩Range(π)) in V (F )\π−1(χG∗(v)∩Range(π)) are pairwise connected via some
path in F not using any of π−1(χG∗(v)∩Range(π)) each. Select any one of these paths and call
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it P . Without loss of generality, P starts with a vertex of π−1((χG∗(uv) \ χG∗(v))∩Range(π))
and ends in a vertex of π−1((χG∗(vw) \ χG∗(v)) ∩ Range(π)). Due to the existence of π, we
know that P ∗ := π(P ) gives an isomorphic path in G∗. Since P does not use vertices of
π−1(χG∗(v) ∩ Range(π)), P ∗ does not use vertices of χG∗(v).

By construction of G∗, all paths connecting the first and last vertex of P ∗ in G∗ that are
constrained to the union of the vertex sets of both edge gadgets, that is to χG∗(uv)∪χG∗(vw),
must traverse the intersection of both edge gadgets, that is, χG∗(uv) ∩ χG∗(vw) = χG∗(v).
But P ∗ does not intersect with χG∗(v), hence it is not one of these paths. Therefore, P ∗

must traverse G∗ using edge gadgets the “other way around”, that is, not use the direct
connection.

Observe that P ∗ induces a path corresponding to the edge gadgets it traverses in G,
which in turn induces a path of length at least three in the underlying cubic graph G′. At
least one of these edges in G′, say xy, must be fully traversed by P ∗ in the corresponding part
of G∗. Thus, there are x′, y′ ∈ V (P ∗) where x′ ∈ χG∗(x) ∩ V (P ∗) and y′ ∈ χG∗(y) ∩ V (P ∗).
The distance between x′ and y′ in G∗ is at least L = 2 · maxF ∈F diam(F ), the number of
times xy is subdivided in G. But then π−1(x′) and π−1(y′), vertices of F , have distance of
at least L in F as well, a contradiction to the choice of L. Thus, π−1(χG∗(v) ∩ Range(π)) is
a vertex separator of F . Furthermore, since |χG∗(v)| ≤ 2 and F is biconnected, the vertex
separator contains exactly two vertices. We shall denote its two elements by a1 and b1.

We continue exploiting the structure of F to obtain a splitting configuration satisfying the
conditions of this lemma. Let D be any connected component of F \ {a1, b1}. Suppose there
is only one edge of the form dv with d ∈ V (D) and v ∈ {a1, b1} in E(F ). Then, F could not
be biconnected, for the removal of a single vertex (either a1 or b1) would suffice to render
F disconnected. Thus, there is a path P 1 from a1 to b1 in F with P 1 ⊆ V (D) ∪ {a1, b1}.
Since G∗ was constructed with respect to the splitting configuration C0, we notice that
|P 1| ≥ wdt(C0).

Let X be the vertex set of some distinct connected component of F \ {a1, b1}, and
let Y := V (F ) \ ({a1, b1} ∪ X). We notice that a1b1 ̸∈ E(F ), since π(a1) and π(b1) are
descendants of the same split in the construction of G∗. Furthermore, X and Y form a
partition of V (F ) \ {a1, b1}. Thus, we may define a new disjoint splitting configuration C1

as follows:

C1 := (F, a1, A1
1, A1

2, b1, B1
1 , B1

2), where
A1

1 := NF (a1) ∩ X,

A1
2 := NF (a1) ∩ Y,

B1
1 := NF (b1) ∩ X, and

B1
2 := NF (b1) ∩ Y.

Remember that by definition, the width of C1 is min{dF1(a1
1, a1

2), dF2(b1
1, b1

2)}, where F1 :=
Split(F, a1, A1

1, A1
2, a1

1, a1
2) and F2 := Split(F, b1, B1

1 , B1
2 , b1

1, b1
2), such that a1

1, a1
2, b1

1, and b1
2

are fresh vertices. Consider F1: By the argument above, we deduce that there is a shortest
path through the descendant vertices of X from a1

1 to b1 in F1. Furthermore, since F \{a1, b1}
is comprised of at least two connected components, there also exists a shortest path through
one of them (using descendant vertices of Y ) from b1 to a1

2. Each of the considered shortest
paths must have length at least wdt(C0), as G∗ was constructed with respect to the splitting
configuration C0. Also, note that all paths connecting a1

1 and a1
2 in F must traverse b1. Thus,

combining these paths yields that dF1(a1
1, a1

2) ≥ 2 wdt(C0). See Figure 3 for an illustration.
We proceed symmetrically for F2. Hence, we obtain that wdt(C1) > wdt(C0), and

thus C1 is a splitting configuration satisfying the required conditions. ◀

ISAAC 2024
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X

≥
w
d
t(
C

0
)

Y

≥
w
d
t(C

0)

a11 a12

b1

. . .

Figure 3 The derived splitting configuration C1 has width at least 2 wdt(C0).

It remains to ensure that the separating splitting configuration is additionally intra-edge
embedding-free and therefore admissible. This property is implied when restricting F such
that when any F ∈ F is destroyed by one or two non-trivial disjoint splits, the resulting
graph is free of forbidden (induced) subgraphs. For example, each finite set of cycles satisfies
this condition, or each set {F} where F is biconnected (⋆). Finally, we can apply Lemma 3.5
to obtain NP-hardness of the corresponding vertex-splitting problems (⋆). In total, this then
concludes the proof of the first part of Theorem 1.2, i.e., Free≺/⊆({F})-VS is NP-complete
when F is biconnected. For the other parts, as we progress onward from biconnected graphs
to higher degrees of connectedness, we can use similar techniques to show NP-hardness, but
the restrictions imposed on the forbidden subgraphs relax. For the 4-connected case, no
further restrictions are required.

4 Conclusion

In summary, for large families of graph classes Π, it is the case that Π-VS is NP-hard
and, so far, nontrivial polynomial-time solvable cases are sporadic, such as Forest-VS and
Free≺(K3, P3)-VS. Hence, the line of separation between tractability and intractability is
much more jagged than in the case of Π Vertex Deletion, where a classical result by
Lewis and Yannakakis shows the problem is NP-hard for hereditary Π if and only if Π is
nontrivial, that is, Π and Π are infinite [27]. In contrast, the “complexity boundary” of
Π-VS seems much more reminiscent of the classical Π Edge Deletion problem, for which
no such characterization is known, despite extensive study since the late seventies.

Since for well-connected forbidden subgraphs our results imply hardness, a natural
direction to further trace the line of separation between tractability and intractability would
be to study more fragile forbidden subgraphs, that is, for instance, determining the complexity
of Free≺({P4})-VS and Free≺({K1,3})-VS and seeing if patterns emerge in this regime. For
the former, we can show a relation to a cograph-covering problem which we tend to believe
is NP-hard. The latter we consider fully open. On the other hand, our results pave the way
for studying broader notions of tractability instead of polynomial-time solvability such as
approximating the optimal number of splits needed and further studying the parameterized
complexity with respect to the number of splits.

In terms of approximation, our reduction for Free≺({K3})-VS implies that minimizing
the number of splits cannot be polynomial-time approximated to within an arbitrary fixed
approximation factor, that is, there is no PTAS. However, constant-factor approximations may
still exist and it would be interesting to see whether Π-VS is constant-factor approximable
in polynomial-time if Π is characterized by a finite number of forbidden induced subgraphs
or some large subfamily of such Π.

https://arxiv.org/abs/2401.16296
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The parameterized complexity of Π-VS with respect to the number of splits also offers
interesting contrasts and invites further investigation: Free≺({P3})-VS is fixed-parameter
tractable [14] but Free≺({K3})-VS is para-NP-hard (Theorem 1.4). This raises the question to
classify for which hereditary classes Π problem Π-VS is fixed-parameter tractable (analogous
to the vertex-deletion version [26]). On the intractability side, it seems worthwhile to explore
generalizations of the hardness construction for Free≺({K3})-VS and constant number
of splits per vertex (Theorem 1.4): The crucial property that we have exploited in the
construction is that all constraints imposed by K3s can only be solved by mapping edges
between copies of the single vertex that we can feasibly split. If we use larger graphs instead
of K3, it is not obvious how to maintain this property. To obtain NP-hardness for a constant
number of splits per vertex is it possible to replace K3 by K4, by Kℓ for any fixed ℓ ≥ 3, or
even a fixed graph of a more general graph class?

For tractability, it is tempting to exploit the connection to Hitting Set to try and obtain
fixed-parameter tractability for Π characterized by a finite number of forbidden induced
subgraphs. However, one has to work around two problems: First, the vertices to split are
not necessarily a minimal hitting set (consider Π = K3-free and the wheel graph of six
vertices: the center vertex hits all forbidden triangles, yet at least two splits are needed to
solve the instance). One thus has to efficiently find the additional split vertices that are not
contained in an underlying minimal hitting set. Second, even after determining the vertices
to split, one has to tackle interesting, often coloring-related problems such as in the case of
Free≺({K3})-VS.

Finally, it would be interesting to carry out a complexity classification program for
Π-VS when Π is characterized by forbidden minors instead. An interesting starting point
might be the contrast between the polynomial-time solvability of Forest-VS, that is,
vertex splitting to K3-minor free graphs, and NP-hardness of Planar-VS, that is, K5 and
K3,3-minor free graphs.
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Abstract
A well-studied continuous model of graphs, introduced by Dearing and Francis [Transportation
Science, 1974], considers each edge as a continuous unit-length interval of points. For δ ≥ 0, we
introduce the problem δ-Tour, where the objective is to find the shortest tour that comes within a
distance of δ of every point on every edge. It can be observed that 0-Tour is essentially equivalent
to the Chinese Postman Problem, which is solvable in polynomial time. In contrast, 1/2-Tour
is essentially equivalent to the graphic Traveling Salesman Problem (TSP), which is NP-hard but
admits a constant-factor approximation in polynomial time. We investigate δ-Tour for other values
of δ, noting that the problem’s behavior and the insights required to understand it differ significantly
across various δ regimes. On the one hand, we first examine the approximability of the problem for
every fixed δ > 0:
(1) For every fixed 0 < δ < 3/2, the problem δ-Tour admits a constant-factor approximation and

is APX-hard, while for every fixed δ ≥ 3/2, the problem admits an O(log n)-approximation in
polynomial time and has no polynomial-time o(log n)-approximation, unless P = NP.

Our techniques also yield a new APX-hardness result for graphic TSP on cubic bipartite graphs.
When parameterizing by the length of a shortest tour, it is relatively easy to show that 3/2 is the
threshold of fixed-parameter tractability:
(2) For every fixed 0 < δ < 3/2, the problem δ-Tour is fixed-parameter tractable (FPT) when

parameterized by the length of a shortest tour, while it is W[2]-hard for every fixed δ ≥ 3/2.
On the other hand, if δ is considered to be part of the input, then an interesting nontrivial
phenomenon appears when δ is a constant fraction of the number of vertices:
(3) If δ is part of the input, then the problem can be solved in time f(k)nO(k), where k = ⌈n/δ⌉;

however, assuming the Exponential-Time Hypothesis (ETH), there is no algorithm that solves
the problem and runs in time f(k)no(k/ log k).
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1 Introduction

We consider a well-studied continuous model of graphs introduced by Dearing and Francis [4].
Each edge is seen as a continuous unit interval of points with its vertices as endpoints. For
any given graph G, this yields a compact metric space (P (G), d) with a point set P (G) and
a distance function d: P (G)2 → R≥0.

A prototypical problem in this setting is δ-Covering, introduced by Shier [28] for any
positive real δ. The task is to find in G a minimum set S of points that δ-covers the entire
graph, in the sense that each point in P (G) has distance at most δ to some point in S.
This problem, which is also often referred to as the continuous p-Center problem has been
extensively studied; we cite only a few examples: [14, 2, 24]. Observe that the problem differs
from typical discrete graph problems in two ways: the solution has to δ-cover every point of
every edge (not just the vertices) and the solution may (and for optimality sometimes must)
use points inside edges. How does the complexity of this problem depend on the distance
δ? First, the problem is polynomial-time solvable when δ is a unit fraction, i.e., a rational
with numerator 1, and NP-hard for all other rational and irrational δ [10, 13]. One can
show that VertexCover is reducible to 2/3-Covering and DominatingSet is reducible
to 3/2-Covering. Thus δ-Covering behaves very differently for different values of δ and
can express problems of different nature and complexity: for example, while vertex cover
is fixed-parameter tractable (FPT) when parameterized by the solution size, dominating
set is W[2]-hard. This is reflected also in the complexity of δ-Covering: at the threshold
of δ = 3/2, the parameterized complexity of the problem, parameterized by the size of the
solution, jumps from FPT to W[2]-hard [13]. Similarly, δ-Covering allows a constant factor
approximation for δ < 3/2 and becomes log-APX-hard for δ ≥ 3/2 [11]. The problem dual
to δ-Covering is δ-Dispersion, as studied for example by Shier and Tamir [28, 29]. The
task is to place a maximum number of points in the input graph such that they pairwise
have distance at least δ from each other. For this problem, δ = 2 marks the threshold where
the parameterized complexity for the solution size as the parameter jumps from FPT to
W[1]-hard [12]. Furthermore, the problem is polynomial-time solvable when δ is a rational
with numerator 1 or 2, and NP-hard for all other rational and irrational δ [9, 12]. With
δ-Covering being the continuous version of VertexCover and DominatingSet, and
δ-Dispersion being a continuous version of IndependentSet, we now turn to the natural
continuous variant of another famous problem.

We study the graphic Traveling Salesman Problem (TSP) with a positive real covering
range δ in the continuous model, which we call δ-Tour. A δ-tour T is a tour that may
make U-turns at arbitrary points of the graph, even inside edges, and is δ-covering, that
is, every point in the graph is within distance δ from a point T passes by. The task in our
problem δ-Tour is to find a shortest δ-tour. See Figure 1 for two examples of δ-tours that
cannot be described as graph-theoretic closed walks. Note that computing a shortest 0-tour
is equivalent to computing a shortest Chinese Postman tour (a closed walk going through
every edge), which is known to be polynomial-time solvable [26, Chapter 29]. Moreover, one
can observe that if every vertex of the input graph has degree at least two, then there is
a shortest 1/2-tour that visits every vertex and, conversely, any tour visiting every vertex
is a 1/2-tour. Thus, finding a shortest 1/2-tour is essentially equivalent to solving a TSP
problem on a graph, with some additional careful handling of degree-1 vertices.

Our Results. It turns out that finding a shortest δ-tour is NP-hard for all δ > 0; hence,
we present approximation algorithms. As is standard, an α-approximation algorithm is one
that runs in polynomial time and finds a solution of value within a factor α of the optimum.
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(a) A graph and a δ-tour for δ = 1. The tour δ-covers the inner part
of this graph by peeking into three edges up to the midpoint. These
three peek points are highlighted as the thick dots. The depicted
tour (the thick dashed line) has length 18, which is shortest.
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(b) The depicted shortest δ-tour for
δ = 5/3 of length 2 · 1/6 travels be-
tween the two points on edge vx at
distances 1/3 and 1/6 from x.

Figure 1 Two examples of a δ-tour in a graph. On the right, see the special case of a tour fully
contained in an edge.

As our main approximation result, for every fixed δ ∈ (0, 3/2), we give constant-factor
approximation algorithms for finding a shortest δ-tour. We list our results in Table 1 and
plot the approximation ratio against δ in Figure 3. As the complementing lower bound,
we prove APX-hardness for every fixed δ ∈ (0, 3/2). Theorem 1.1 summarizes the general
behavior; more details follow.

▶ Theorem 1.1 (Constant-Factor Approximation). For every fixed δ ∈ (0, 3/2), the problem
δ-Tour admits a constant-factor approximation algorithm and is APX-hard.

The problem behaves very differently in the various regimes of δ, even within the range
of (0, 3/2), and we exploit connections to different problems for different values of δ:

Case δ ∈ (0, 1/6]. There is a close relation between our problem and the ChinesePostman-
Problem in this range, which gives a good approximation ratio. When δ approaches 0,
our approximation ratio approaches 1. See Theorem 3.3.

Case δ ∈ (1/6, 33/40). When 1/6 < δ < 1/2, the problem can be reduced to solving TSP
on metric instances, for which we can use Christofides’ 3/2-approximation algorithm [3]
to obtain the same approximation ratio for our problem. See Theorem 3.4.
A simplification of this approach for δ = 1/2 allows us to use the better 7/5-approximation
for Graphic TSP due to Sebő and Vygen [27]. See Theorem 3.5.
Finally, for 1/2 < δ < 33/40, it turns out that a 1/2-tour is a good approximation of a
δ-tour. See Theorem 3.6.

Case δ ∈ [33/40, 3/2). The problem here is closely related to a variation of the Vertex-
Cover problem, some results on which we exploit in our approximation algorithms [1, 21].
See Theorems thm:approx:ub:one:threehalves and 3.9.

The APX-hardness results are most challenging for small values of δ, where we first prove
a lower bound for a family of cycle-covering type of problems, which we call (α, β, γ, κ)-
CycleSubpartition; see Section 3.2. Our reduction developed for δ-Tour further directly
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implies a new result for graphic TSP, namely APX-hardness on cubic bipartite graphs. To
the best of our knowledge, even for graphic TSP restricted to cubic graphs without the added
restriction to bipartitness, there is only one APX-hardness result that unfortunately happens
to be flawed [19, Thm. 5.4]. In particular, the proposed tour reconfiguration argument
appears to split the original TSP tour into two disjoint ones. The issue seems to affect results
in a series of other papers [7, 8, 17, 18, 16, 15]. Fortunately, our separate approach closes
the gap and yields an even stronger hardness result.

▶ Theorem 1.2. TSP is APX-hard even on cubic bipartite graphs.

Once δ reaches 3/2, the problem δ-Tour suddenly changes character: it becomes similar
to DominatingSet, where only a logarithmic-factor approximation is possible, unless
P = NP; see Theorem 3.11 and Theorem 3.14.

▶ Theorem 1.3 (Logarithmic Approximation). For every fixed δ ≥ 3/2, the problem δ-Tour
admits an O(log n)-approximation algorithm and has no o(log n)-approximation algorithm
unless P = NP.

The above approximation ratio in fact depends on δ, which the big-O notation hides.
Thus, if δ is not fixed and is rather given as an input, this approximation guarantee can be
arbitrarily bad. We show that a polylogarithmic-factor approximation is fortunately still
possible in that setting.

▶ Theorem 1.4 (Polylogarithmic Approximation). There is a polynomial-time algorithm that,
given δ > 0 and a graph G of order n, computes a 64(log n)3-approximation of a shortest
δ-tour of G.

Furthermore, we study the problem parameterized by the solution size, which is the
length of the δ-tour. As mentioned above, when δ ≥ 3/2, then δ-Covering becomes similar
to DominatingSet and is W[2]-hard. Therefore, it is not very surprising that δ = 3/2
marks the threshold for the parameterized complexity of δ-tour as well; see Section 3.4.

▶ Theorem 1.5 (Natural Parameterization). Computing a shortest length δ-tour, parameterized
by the length of the tour, is FPT for every fixed 0 < δ < 3/2, and W[2]-hard for every fixed
δ ≥ 3/2.

It is much more surprising what happens when δ is really large, comparable to the number
of vertices. For this to make sense, we have to again consider the problem of computing a
shortest δ-tour when δ is part of the input. In this regime, the problem becomes somewhat
similar to covering the whole graph with k = ⌈ n

δ ⌉ balls of radius δ, suggesting the problem to
be solvable in large part by guessing k centers in nO(k) time. Indeed, we give an algorithm
for computing a shortest δ-tour in this runtime, and show the exponent to be essentially
optimal.

▶ Theorem 1.6 (XP Algorithm for Parameter n/δ). There is an algorithm, which, given
a connected n-vertex graph G, computes a shortest δ-tour of G in f(k) · nO(k) time where
k = ⌈n/δ⌉.

▶ Theorem 1.7 (Hardness for Parameter n/δ). There are constants α > 0 and k0 such that,
unless ETH fails, for every k ≥ k0, there is no algorithm that, given an n-vertex graph,
computes a shortest δ-tour in O(nαk/ log k) time where k = ⌈n/δ⌉. Moreover, the problem is
W[1]-hard parameterized by k.

Section 2 begins with formal notions including a thorough definition of a δ-tour. Then
Section 3 gives an extended overview of our results.
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2 Formal Definitions

General Definitions. For a positive integer n, we denote the set {1, . . . , n} by [n]. All
graphs in this article are undirected, unweighted and do not contain parallel edges or loops.
Let G be a graph. For a subset of vertices V ′ ⊆ V (G), we denote by G[V ′] the subgraph
induced by V ′. The neighborhood of a vertex u is NG(u) := {v ∈ V (G) | uv ∈ E(G)}. We
write uv for an edge {u, v} ∈ E(G). We denote by ln the natural logarithm and by log the
binary logarithm.

Problem Related Definitions. For a graph G, we define a metric space whose point set
P (G) contains, somewhat informally speaking, all points on the continuum of each edge,
which has unit length. We use the word vertex for the elements in V (G), whereas we use the
word point to denote elements in P (G). Note however, that each vertex of G is also a point
of G.

The set P (G) is the set of points p(u, v, λ) for every edge uv ∈ E(G) and every λ ∈ [0, 1]
where p(u, v, λ) = p(v, u, 1 − λ); p(u, v, 0) coincides with u and p(u, v, 1) coincides with v.
The distance of points p, q on the same edge uv, say p = p(u, v, λp) and q = p(u, v, λq),
is d(p, q) = |λq − λp|. The edge segment P (pq) of p and q then is the subset of points
{p(u, v, µ) | min{λp, λq} ≤ µ ≤ max{λp, λq}}. A pq-walk T between points p0 := p and
pz := q is a finite sequence of points p0p1 . . . pz where every two consecutive points lie
on the same edge, that is, formally, for every i ∈ [z] there are an edge uivi ∈ E(G) and
λi, µi ∈ [0, 1] such that pi−1 = p(ui, vi, λi) and pi = p(ui, vi, µi). When p and q are not
specified, we may simply write walk instead of pq-walk. The length ℓ(T ) of a walk T is∑

i∈[z] d(pi−1, pi). A pq-walk T , whose length is minimum among all pq-walks, is called
shortest. The points in the sequence defining a walk are called its stopping points. The point
set of T is P (T ) =

⋃
i∈[z] P (pi−1, pi). For some p ∈ P (T ), we say that T passes p. The

distance between two points p, q ∈ P (G), denoted as d(p, q), is the length of a shortest pq-walk,
and ∞ if no such walk exists. Further, let d(p, Q) = min{d(p, q) | q ∈ Q} for p ∈ P (G) and
Q ⊆ P (G).

A tour T is a p0pz-walk with p0 = pz. For a real δ > 0, a δ-tour is a tour where
d(p, P (T )) ≤ δ for every point p ∈ P (G). We study the following minimization problem.

Optimization Problem δ-Tour, where δ ≥ 0.

Instance A connected simple graph G.

Solution Any δ-tour T .

Goal Minimize the length ℓ(T ).

Further, we use the following notions for a tour T = p0p1 . . . pz. A tour segment of T is a
walk given by a contiguous subsequence of p0p1 . . . pz. The tour T stops at a point p ∈ P (G)
if p ∈ {p0, p1, . . . , pz} and traverses an edge uv if uv or vu is a tour segment of T . The
discrete length of a tour is z, that is, the length of the finite sequence of points representing
it. We denote the discrete length of a tour T by α(T ).

A point p ∈ P (G) is integral if it coincides with a vertex. Similarly, p = p(u, v, λ) is
half-integral if λ ∈ {0, 1

2 , 1}.

ISAAC 2024
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(d) Traversing twice.

Figure 2 The four ways a nice δ-tour defined by at least 3 points can interact with an edge uv.

The extension of a tour T = p0p1 . . . pz, denoted as ⌈T ⌉, is the integral tour where, for
every edge uv ∈ E(G) and every λ < 1, every tour segment up(u, v, λ)u is replaced by uvu.
Fruther, the truncation of a tour T , denoted as ⌊T ⌋, is the integral tour where for every
edge uv ∈ E(G), λ < 1, every tour segment up(u, v, λ)u in T is replaced by u. We note that
P (⌊T ⌋) ⊆ P (T ) ⊆ P (⌈T ⌉).

3 Overview of Results

Section 3.1 provides key technical insights. We present our approximation algorithms in
Section 3.2 and our hardness results in Section 3.3. Finally we turn to the parameterized
complexity results in Section 3.4. All details are provided in the full version of this paper.

3.1 Structural Results
Because TSP in the continuous model of graphs is studied in this paper for the first time,
we need to lay a substantial amount of groundwork. Due to the continuous nature of the
problem, it is not clear a priori how to check if a solution is a valid δ-tour, or whether it is
possible to compute a shortest δ-tour by a brute force search over a finite set of plausible
tours. We clarify these issues in this section. While some of the arguments are intuitively
easy to accept, the formal proofs are delicate with many corner cases to consider; the reader
might want to skip these proofs at first reading.

Sometimes, a δ-tour has to make U-turns inside edges to be shortest; see Figure 1a.
Indeed, it can be checked that an optimal 1-tour for the graph in Figure 1a must look exactly
as depicted. Except for a single case, it is unnecessary for a tour to make more than one
U-turn inside an edge. Indeed, the only case where a shortest tour is forced to make two
U-turns in an edge is when the tour remains entirely within a single edge; see Figure 1b for
an example. Note also that there exist degenerate cases in which a shortest δ-tour consists
of a single point.

However, unless a tour is completely contained in a single edge, we can see that there
are only four reasonable ways for a δ-tour to interact with the interior of any given edge,
illustrated in Figure 2:
(a) completely avoiding the interior,
(b) peeking into the edge from one side,
(c) fully traversing the edge exactly once from one vertex to the other, or
(d) traversing the edge exactly twice.
We call a tour that restricts itself to this reasonable behavior a nice tour. The following
result allows us to restrict our search space to nice tours.

▶ Lemma 3.1 (Nice Shortest Tours). Let G be a graph and δ a constant. Further, let a
δ-tour T in G be given. Then, in polynomial time, we can compute a δ-tour T ′ in G with
ℓ(T ′) ≤ ℓ(T ) and such that all stopping points of T ′ are stopping points of T and T ′ is either
nice or has at most two stopping points.
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Table 1 Approximation upper bounds (UB) and lower bound (LB) for δ-Tour.

δ (0, 1/6] (1/6, 1/2) 1/2 (1/2, 33/40) [33/40, 1) [1, 3/2) [3/2, ∞)
UB 1/(1−2δ) 1.5 1.4 1.4/(2 − 2δ) 4 3/(3−2δ) min{2δ, 64 log2 n} log n

Thm. 3.3 Thm. 3.4 Thm. 3.5 Thm. 3.6 Thm. 3.9 Thm. 3.8 Thms. 1.4 and 3.11
LB APX-hard APX-hard Ω(log n)

Thm. 3.12 Thm. 3.13 Thm. 3.14

Despite the continuous nature of δ-Tour, we show that we can actually study the problem
in a discrete setting instead. More precisely, we prove that there is a nice shortest δ-tour T

defined by points whose edge positions λ come from a small explicitly defined set. To show
this, the idea is that there are only three scenarios for the edge position of a non-vertex
stopping point p of T .
1. It has distance exactly δ to a vertex u. An example is that G is a long path with an end

vertex u, and p is the closest point of P (T ) to u. Then p has an edge position λ that is
the fractional part of δ.

2. It has distance exactly δ to a half-integral point p(u, v, 1
2 ). An example is that G is a

long ww′-path with a triangle uvw attached to w, and p is a closest point of P (T ) to
p(u, v, 1

2 ). Then p has an edge position λ which is the fractional part of δ + 1
2 .

3. It has distance exactly 2δ to a vertex u. An example is that G contains a long uv-path
P , p is the closest point of P (T ) − {u} on the path P to u, and T stops at u. Then p has
an edge position λ which is the fractional part of 2δ.

Any δ-tour can efficiently be modified into one that is nice and has only such edge
positions. Our technical proof uses some theory of linear programming, in particular some
results on the vertex cover polytope.

▶ Lemma 3.2 (Discretization Lemma). For every δ > 0 and every connected graph G, there
is a shortest δ-tour such that each stopping point of the tour can be described as p(u, v, λ)
with λ ∈ Sδ where Sδ =

{
0, δ − ⌊δ⌋, 1

2 + δ − ⌊ 1
2 + δ⌋, 2δ − ⌊2δ⌋

}
.

As a consequence, we can find a shortest δ-tour by a brute-force algorithm. Using some
related arguments, we can check whether a given tour actually is a δ-tour in polynomial time.

3.2 Approximation Algorithms

Here, we overview the approximation algorithms we design for different ranges of δ. Most
of our algorithms follow a general paradigm; our approach is to design a collection of core
approximation algorithms for certain key values of δ and rely on one of the following two ideas
to extrapolate the approximation ratios we get to previous and subsequent intervals. The
first main idea uses the simple fact that a δ-tour is also (δ + x)-tour where x > 0. Having an
approximation algorithm for δ-Tour, if we are able to reasonably bound the ratio between
the lengths of a shortest δ-tour and a shortest (δ + x)-tour, we obtain an approximation
algorithm for (δ + x)-Tour essentially for free. The second main idea is complementary to
the first. Namely, we show that we may also extend a given δ-tour to obtain a (δ − x)-tour
where x > 0. Again, having an approximation algorithm for the δ-Tour, if we have a good
bound on the total length of the extensions we add, we obtain an approximation algorithm
for (δ − x)-Tour.

ISAAC 2024
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Figure 3 The approximation ratio of our algorithms for δ-Tour plotted against δ.

Approximation for δ ∈ (0, 1/6]. The main idea is that a shortest Chinese Postman tour,
that is, a tour which traverses every edge, is a good approximation of a δ-tour. Let us denote
the length of a shortest δ-tour of a given graph by OPTδ-tour and the length of a shortest
Chinese Postman tour by OPTCP. To bound the ratio OPTCP/OPTδ-tour, we observe that
there is a shortest δ-tour that, for every edge uv, either traverses uv or contains the segment
of the form up(u, v, λ)u for some λ ∈ {1 − δ, 1 − 2δ}. We obtain a Chinese Postman tour
by replacing every such segment by a tour segment uvu. This bounds OPTCP/OPTδ-tour by
1/(1 − 2δ). Hence, outputting a shortest Chinese Postman tour, which can be computed in
polynomial time [5], yields an approximation ratio of 1/(1 − 2δ).

▶ Theorem 3.3. For every δ ∈ (0, 1/6], δ-Tour admits a 1/(1−2δ)-approximation algorithm.

Approximation for δ ∈ (1/6, 1/2). In this range, we rely on shortest δ-tours that satisfy
certain desirable discrete properties. In the following more precise description, we focus on
the case δ ≤ 1

4 , the construction needing to be slightly altered if 1
4 < δ ≤ 1

2 . Here, we prove
the existence of a nice shortest δ-tour T such that
(P1) T contains the tour segment up(u, v, 1 − δ)u for every edge uv ∈ E(G) incident to a

leaf vertex v (that is, degG(v) = 1) and
(P2) for every edge uv not incident to a leaf, either T traverses uv or the interaction of T

with uv consists of one of the segments up(u, v, 1 − 2δ)u or vp(v, u, 1 − 2δ)v.
We construct an auxiliary graph G′ on the above listed points with edge weights corresponding
to their distance in G. It turns out that TSP tours in G′ are in a one-to-one correspondence
with δ-tours in G satisfying properties (P1–P2). More precisely, we prove that an α-
approximate TSP tour T ′ of G′ can be efficiently turned into a δ-tour T of G of at most the
same length which yields ℓ(T ) ≤ ℓ(T ′) ≤ α · OPTTSP, where OPTTSP denotes the length of a
shortest TSP tour of G′. Then, noting that a given δ-tour of G satisfying properties (P1)
and (P2) can be converted to a TSP tour of G′ of at most the same length, we get that T is
a δ-tour with ℓ(T ) ≤ α · OPTδ-tour. The first part, that is, proving that a TSP tour T ′ of
G′ can be turned into a δ-tour of G of the same length, is based on the fact that there is a
limited number of ways a reasonable TSP tour interacts with the points corresponding to a
certain edge. More precisely, any TSP tour in G′ can easily be transformed into one which
is not longer and whose interaction with the points in any edge is in direct correspondence
with the interaction of a certain δ-tour with this edge in G.
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This lets us transfer known positive approximation results for metric TSP to δ-tour. We
may use the Christofides algorithm [3], yielding the following theorem.

▶ Theorem 3.4. For every δ ∈ (1/6, 1/2), δ-Tour admits a 3/2-approximation algorithm.

Approximation for δ = 1/2. Even though the idea from the previous section still applies
when δ = 1/2, interestingly, we obtain a better approximation ratio observing that the
problem further reduces to computing a graphic TSP tour on the non-leaf vertices, which
admits a 1.4-approximation algorithm due to Sebő and Vygen [27].

▶ Theorem 3.5. 1/2-Tour admits a 1.4-approximation algorithm.

Approximation for δ ∈ (1/2, 33/40). In this range, we show that computing a 1/2-tour
via Theorem 3.5 is a good approximation of a δ-tour. To that end, we characterize δ-tours
for δ ∈ [1/2, 1], showing that, in particular, the existence of a shortest δ-tour T such that
one of the following conditions hold for every edge uv.

(P1) T stops at both u and v, or
(P2) T stops at one of the endpoints, say u, and additionally stops at the point p(u, v, λ)

for some λ ∈ [1 − δ, 1], or T stops at the two points p(u, v, λ1) and p(x, v, λ2) for some
x ∈ NG(v) where λ1 + λ2 ≥ 2 − 2δ, or

(P3) T stops at neither u nor v but stops at two points p(x, v, λ1) and p(y, u, λ2) for some
x ∈ NG(v) and y ∈ NG(u) where λ1 + λ2 ≥ 3 − 2δ.

Let OPT1/2 and OPTδ-tour be the lengths of a shortest 1/2-tour and δ-tour in G, respec-
tively. To bound the ratio OPT1/2/OPTδ-tour, we observe that a given δ-tour Tδ can be
transformed into a 1/2-tour T1/2 by an appropriate replacement of every tour segment of Tδ

corresponding to one of the cases (P1-3).
It can be shown that these modifications then result in a tour T1/2 visiting every

non-leaf vertex of G and covering leaves by tour segments of length 1, so T1/2 is a 1/2-
tour. These modifications increase the tour length by at most a multiplicative factor of
max{ 1

2(1−δ) , 2
3−2δ } = 1/(2 − 2δ), so we have the following theorem.

▶ Theorem 3.6. For every δ ∈ (1/2, 33/40), δ-Tour admits a 1.4/(2 − 2δ)-approximation
algorithm.

Approximation for δ ∈ (33/40, 3/2). Here we show that a 1-tour provides constant-factor
approximations for δ-tours in this range. For δ > 1, as in the previous range, due to a
similar characterization of δ-tours, we can show an α-approximation algorithm for 1-Tour
to imply an α

3−2δ -approximation algorithm. For δ < 1, we show that starting from a 1-tour
and augmenting it with some tour segments results in a δ-tour of a bounded length. The
3-approximation algorithm for a 1-Tour works as follows. We exploit a connection to the
problem of computing a shortest vertex cover tour, which is a closed walk in a graph such
that the vertices this tour stops at form a vertex cover. This problem, introduced in [1],
admits a 3-approximation algorithm using linear programming (LP) techniques [21]. It is
easy to see that a vertex cover tour forms a 1-tour; however, a shortest 1-tour can be shorter
than a shortest vertex cover tour (e.g., this is the case in Figure 1a). Thus, the 1-tour we get
from an arbitrary 3-approximation for vertex cover tour is in general not a 3-approximate
1-tour. Instead, we closely examine the LP formulated by Könemann et al. [21], showing the
optimum for this LP to be a lower bound on the length of a 1-tour, which means that the
vertex cover tours we get using this approach yield 3-approximate 1-tours.
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Given a connected graph G, let F(G) be the set of subsets F of V (G) such that both
G[F ] and G[V (G) − F ] induce at least one edge. For a set F ∈ F(G), let CG(F ) denote the
set of edges in G with exactly one endpoint in F . The LP can then be formulated as follows:

Minimize
∑

e∈E(G)

ze

subject to
∑

e∈CG(F )

ze ≥ 2 for all F ∈ F(G) and

0 ≤ ze ≤ 2 for all e ∈ E(G).

Denoting the optimal objective value of the above LP defined for a fixed graph G by
OPTLP(G), the corollary below follows from [21].

▶ Theorem 3.7 (Consequence of [21, Thms. 2 and 3]). Given a connected graph G of order n,
in polynomial time, we can compute a vertex cover tour T of G with ℓ(T ) ≤ 3 · OPTLP(G).

It remains to show that OPTLP lower-bounds OPT1-tour, the length of a shortest 1-tour.
Let T1-tour = p0 . . . pk pk = p0 be a nice 1-tour of G. For every edge uv ∈ E(G), we
define Λuv :=

∑
i∈[k]:P (pi−1pi)⊆P (u,v)

dG(pi−1, pi), indicating how much the tour T1-tour spends

inside every edge uv. The vector (min(2, Λe))e∈E(G) can then be shown to be feasible
for the above LP. We observe the length of T1-tour to be at least

∑
e∈E(G) Λe, yielding

OPT1-tour ≥ OPTLP(G) and with Theorem 3.7, we obtain the following theorem.

▶ Theorem 3.8. For any δ ∈ [1, 3/2), δ-Tour admits a 3/(3 − 2δ)-approximation algorithm.

For the remaining range δ ∈ (33/40, 1), our algorithm first uses Theorem 3.8 to obtain a
3-approximate 1-tour T that is a vertex cover tour. Then, for every vertex v ̸∈ V (T ), we
choose an arbitrary neighbor u. Observe that u ∈ V (T ). Then we extend T into a tour T ′ by
replacing an arbitrary occurence of u in T by the segment up(u, v, 1 − δ)u if v is a leaf vertex
and by the segment up(u, v, (1 − δ))u, otherwise. As T ′ fulfills the characterizing properties
of a δ-tour, T ′ is a δ-tour. To bound its length, using our characterization, we observe that,
given an arbitrary δ-tour T ′′, each non-leaf vertex v of G can be associated to a segment of
T ′′ of cost at least 4(1 − δ) as T ′′ either stops at v by traversing an edge, incurring a cost of
at least 1, or makes two non-vertex stops that can be associated to v with a total cost of at
least 2(2 − δ). The previous observation can be used to show that the δ-tour we construct
achieves an approximation ratio of 4.

▶ Theorem 3.9. For any δ ∈ [33/40, 1), δ-Tour admits a 4-approximation algorithm.

Approximation for δ > 3/2. Here we design polylog(n)-approximation algorithms. We
consider two different settings: one where δ is fixed and another where δ is part of the input.
We show that each of the two problems can be reduced to an appropriate dominating set
problem in an auxiliary graph. Recall that the discretization lemma (Lemma 3.2) shows,
at a high-level, that there is a shortest δ-tour T of G whose stopping points on every edge
come from a constant-sized set. Let Pδ(G) be the set of all such points in G.

In order to define our auxiliary graph, we first describe a collection IG,δ of edge segments
of G. Namely, IG,δ is the collection of minimal edge segments each of whose whose endpoints
is either a vertex of V (G) or is of distance exactly δ to a point in Pδ(G) in G. This definition
is suitable due to three properties of IG,δ:
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(P1) If T is a δ-tour in G whose stopping points are all contained in Pδ(G), then every
I ∈ Iδ(G) is fully covered by one stopping point of T ,

(P2) every point in P (G) is contained in some I ∈ IG,δ, and
(P3) the number of segments in IG,δ is polynomial in n.
We are now ready to describe the auxiliary graph Γ(G, δ). We let V (Γ(G, δ)) consist of
Pδ(G) and a vertex xI for every I ∈ IG,δ. We further let E(Γ(G, δ)) contain edges such that
Γ(G, δ)[Pδ(G)] is a clique and let it contain an edge pxI for p ∈ Pδ(G) and I ∈ IG,δ whenever
p covers all the points in I. The main connection between δ-tours in G and dominating sets
in Γ(G, δ) is due to the following lemma, which we algorithmically exploit in both settings,
when δ ≥ 3/2 is fixed and when δ is part of the input.

▶ Lemma 3.10. Let G be a graph and δ > 1. Further, let T be a tour in G whose stopping
points are all in Pδ(G). Then T is a δ-tour in G if and only if the stopping points of T are
a dominating set in Γ(G, δ).

Approximation for fixed δ > 3/2. By computing a dominating set Y in the auxiliary
graph Γ(G, δ) using a standard log n-approximation algorithm and connecting it into a tour
of length O(δ|Y |), we obtain the main result in this setting.

▶ Theorem 3.11. For any δ ≥ 3/2, δ-Tour admits a O(log n)-approximation algorithm.

Approximation for δ as Part of the Input. The approach from the previous section does
not yield any non-trivial approximation guarantee in this setting mainly because we get an
additional factor of roughly δ when connecting the dominating set into a tour. However, we
are able to show that a polylog(n)-approximation is attainable when δ is part of the input.
The algorithm for this is based on a reduction to another problem related to dominating sets.
Namely, a dominating tree U of a given graph H is a subgraph of H which is a tree and such
that V (U) is a dominating set of H . Kutiel [22] proves that given an edge-weighted graph H ,
we can compute a dominating tree of H of weight at most log3 n times the minimum weight
of a dominating tree of H.

In order to make use of this result, we now endow E(Γ(G, δ)) with a weight function w.
For all p, p′ ∈ Pδ(G), we set w(pp′) = dG(p, p′), and all other edges get a very large weight.
We now compute an approximate dominating tree U of Γ(G, δ) with respect to w. By the
definition of w, we obtain that U does not contain any vertex of V (Γ(G, δ)) − Pδ(G). It
follows that we can obtain a tour T from U that visits all points of V (U) and whose weight
is at most 2w(U). By Lemma 3.10, we obtain that T is a δ-tour in G.

Finally, in order to determine the quality of T , consider a shortest δ-tour T ∗ in G. It
follows from Lemma 3.10 that the set PT ∗ of points of Pδ(G) passed by T ∗ forms a dominating
set of Γ(G, δ). Further, we can easily find a tree in Γ(G, δ) spanning PT ∗ whose weight is at
most the length of T ∗. Hence, this tree is a dominating tree in Γ(G, δ), and Theorem 1.4
follows.

3.3 Inapproximability Results
Having presented our approximation algorithms providing a constant-factor approximation
for every δ > 0, we now rule out the existence of a PTAS by showing APX-hardness for
every δ > 0. The main challenge is to show the hardness for the range δ ∈ (0, 1/2]. A simple
subdivision argument then allows us to extend the hardness result to any δ > 0. Further, we
describe a stronger inapproximability result for δ ≥ 3/2.
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APX-Hardness for Covering Range δ ∈ (0, 1/2]. As the first step towards the APX-
hardness of δ-Tour in the range δ ∈ (0, 1/2], we introduce a new family of optimization
problems called (α, β, γ, κ)-CycleSubpartition, that is also interesting on its own.

Optimization Problem (α, β, γ, κ)-CycleSubpartition, where α, β, γ, κ ∈ R and α, β, γ > 0.

Instance A simple graph G.

Solution Any set C of pairwise vertex-disjoint cycles in G.

Goal Minimize α|C| + β|V (G) −
⋃

C∈C V (C)| + γ|V (G)| + κ.

This bi-objective problem asks us, roughly speaking, for any given graph, to cover as many
vertices as possible with a family of as few vertex disjoint cycles as possible. The precise
balance between the two opposed optimization goals is tuned by the problem parameters.
In particular, α specifies the cost for each cycle in the solution and β for each vertex left
uncovered. Disallowing uncovered vertices (or making them prohibitively expensive), yields
the classical APX-hard minimization problem CyclePartition [25, Thm 3.1, Prob. (iv)].

The two remaining parameters γ and κ may appear artificial since their only immediate
effect is to make any solution for a given graph G more expensive by the same cost γ|V (G)|+κ.
They will prove meaningful, however, for our main goal of this section. Namely, we first
establish APX-hardness for (α, β, γ, κ)-CycleSubpartition for cubic graphs in the entire
parameter range of α, β, γ, κ ∈ R, α, β, γ > 0 and then show that on cubic graphs, for every
δ ∈ (0, 1/2], we have that δ-Tour coincides with this problem for an appropriate choice of
the parameters α, β, γ, and κ. The proof uses a reduction from VertexCover on cubic
graphs, which is known to be APX-hard [19, Thm. 5.4].

For some fixed α, β, γ, κ ∈ R with α, β, γ > 0, given an instance G of cubic VertexCover,
we create a cubic graph H which we view as an instance of (α, β, γ, κ)-CycleSubpartition.
It is not difficult to obtain a packing of cycles in H with the appropriate properties from
a vertex cover in G. The other direction, that is, obtaining a vertex cover in G from a
cycle packing in H is significantly more delicate. A collection of careful reconfiguration
arguments is needed to transform an arbitrary cycle cover in H into one that is of a certain
particular shape and not more expensive. Having a cycle cover of this shape at hand, a
corresponding vertex cover in G can easily be found. As mentioned above, we now easily
obtain APX-hardness of δ-Tour for any δ ∈ (0, 1/2] and even the previously unknown
APX-hardness for cubic bipartite graphic TSP.

▶ Theorem 3.12. On cubic bipartite graphs, δ-Tour is APX-hard for δ ∈ (0, 1/2].

TSP is APX-hard even on cubic bipartite graphs.
With Theorem 3.12 at hand, we further easily obtain a hardness result for larger values

of δ. Namely, observe that for any nonnegative integer k, any constant δ and any connected
graph G, there is a direct correspondence between the δ-tours in G and the kδ-tours in the
graph obtained from G by subdividing every edge k − 1 times, yielding the following result.

▶ Theorem 3.13. The problem δ-Tour is APX-hard for any real δ > 0.

Stronger Inapproximability for Covering Range δ ≥ 3/2. For δ ≥ 3/2, we give a lower
bound of roughly ln n on the approximation ratio, asymptotically matching our upper bound.
Like for all our inapproximability results, we prove hardness for the decision version of the
problem.
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▶ Theorem 3.14. Unless P = NP, for every δ ≥ 3/2, there exists an absolute constant αδ

such that there is no P-time algorithm that, given a connected graph G and a constant K,
returns “yes” if G admits a δ-tour of length at most K and “no” if G does not admit a δ-tour
of length at most αδ log(|V (G)|)K.

We start from the inapproximability of DominatingSet on split graphs, implicitly given
by Dinur and Steurer [6, Corollary 1.5]. Given a split graph G satisfying some nontriviality
condition, we can construct a graph G′ such that the minimum size of a dominating set of G

and the length of a shortest δ-tour in G′ are closely related.

3.4 Parameterized Complexity
We examine the problem’s parameterized complexity for two parameters: tour length and n/δ.

Parameterization by Tour Length. For δ ≥ 3/2, W[2]-hardness follows by a reduction from
DominatingSet on split graphs, namely the same as used to show inapproximability for
δ ≥ 3/2. We complement this result by giving an FPT-algorithm when δ < 3/2. In fact,
we give an algorithm which allows δ to be part of the input and that is fixed-parameter
tractable for δ and maximum allowed tour length α combined.

▶ Theorem 3.15. There is an algorithm that, given a graph G and reals δ ∈ (0, 3/2) and
α ≥ 0, decides whether G has a δ-tour of length at most α in f(α, δ) · nO(1) time, for some
computable function f .

Our algorithm is based on a kernelization: we either correctly conclude that G has no
δ-tour of length at most α, or output an equivalent instance of size at most f(α, δ) for a
computable function f . The key insight is a bound on the vertex cover size of f(α, δ) for
a computable function, assuming there exists a δ-tour of length at most α. Hence we may
compute an approximation C of a minimum vertex cover, and reject the instance if C is too
large. We partition the vertices in V (G) − C by their neighborhood in the vertex cover C.
Now if a set S of the partition has size larger than f(α, δ) for a computable function f , then
deleting a vertex of S yields an equivalent instance.

XP Algorithm for Large Covering Range. We here give an overview of the proof of
Theorem 1.6. The crucial idea is that, if T is a δ-tour, then, while the length of T can be
linear in n, there exists a set of points stopped at by this tour that covers all the points in
P (G) and whose size is bounded by a function depending only on k where k = n

δ . Intuitively
speaking, the remainder of the tour is needed to connect the points in this set, but not to
actually cover points in P (G). Therefore, these segments connecting the points in the set can
be chosen to be as short as possible. These observations can be subsumed in the following
lemma, crucial to the proof of Theorem 1.6.

▶ Lemma 3.16. Let G be a connected graph of order n, δ a positive real, k = ⌈ n
δ ⌉ and

suppose that n ≥ 12k. Further, let T be a shortest δ-tour in G. Then there exists a set
Z ⊆ P (G) of points stopped at by T with |Z| ≤ 12k such that for every point p ∈ P (G), we
have dG(p, Z) ≤ δ.

With Lemma 3.16 at hand, Theorem 1.6 follows easily. Assuming that the minimum
size requirement in Lemma 3.16 is met, due to the discretization lemma (Lemma 3.2), there
exists a shortest tour only stopping at points from a set of size O(n2). We then enumerate
all subsets of size at most 12k and for each of these sets, compute a shortest tour passing
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through its elements and check whether it is a δ-tour. It follows from Lemma 3.16 that the
shortest tour found during this procedure is a shortest δ-tour. In the proof of Lemma 3.16,
we define Z as the union of two sets Z1 and Z2. The set Z1 is an inclusion-wise minimal set
of points stopped at by T that covers all points in P (G) whose distance to T is at least n

2k .
For each z ∈ Z1, by definition, there exists such a point pz for which dG(pz, z′) > δ holds
for all z′ ∈ Z − z. Now for every z ∈ Z1, we choose a shortest walk from pz to z. It turns
out that these walks do pairwise not share vertices of V (G) and each of them contains O( n

k )
vertices of V (G). It follows that |Z1| = O(k). We now walk along ⌊T ⌋ and, roughly speaking,
create Z2 by adding every n

3k -th vertex stopped at by ⌊T ⌋. It turns out that Z2 covers all
points in P (G) whose distance to T is at most n

2k . Further, as the length of ⌊T ⌋ is bounded
by 2n, we have |Z2| = O(k).

W[1]-Hardness for Large Covering Range. Given the XP-time algorithm running in time
f(k) · nO(k) designed for the regime δ = Ω(n), it is natural to ask whether there is an
FPT-time algorithm for the same parameter k := ⌈ n

δ ⌉. The answer is no. We show W[1]-
hardness and the running time of our algorithm for Theorem 1.6 to be close to optimal
under the Exponential Time Hypothesis (ETH). The hardness is based on the fact that
BinaryCSP on cubic constraint graphs cannot be solved in time f(k) · no(k/ log k) under
ETH; see [20, 23]. (The exact formulation we use is stronger and gives a lower bound for
every fixed k.) An instance of BinaryCSP is a graph G with k edges, where the nodes
represent variables taking values from a domain Σ = [n], and every edge is associated with a
constraint relation Ci,j ⊆ Σ × Σ over the two variables i and j. The instance is satisfiable if
there is an assignment to the variables A : V (G) → Σ such that (A(i), A(j)) ∈ Ci,j for every
constraint relation Ci,j .

In our reduction, we construct k gadgets corresponding to the constraints, with each
gadget having some number of portals. Each gadget has multiple possible states corresponding
to the satisfying assignments of its two constrained variables. If two constraints share a
variable, then the corresponding gadgets are connected by paths between appropriate portals.
These connections ensure that the selected states of the two gadgets agree on the value of the
variable. It is now easy to find a tour in the auxiliary graph given a satisfying assignment
for the formula. On the other hand, the construction is designed so that all tours in the
auxiliary graph are in a certain shape, allowing to obtain an assignment from them.
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Abstract
In the NP-hard Weighted Cluster Deletion problem, the input is an undirected graph G = (V, E)
and an edge-weight function ω : E → N, and the task is to partition the vertex set V into cliques
so that the total weight of edges in the cliques is maximized. Recently, it has been shown that
Weighted Cluster Deletion is NP-hard on some graph classes where Cluster Deletion, the
special case where every edge has unit weight, can be solved in polynomial time. We study the
influence of the value t of the largest edge weight assigned by ω on the problem complexity for
such graph classes. Our main results are that Weighted Cluster Deletion is fixed-parameter
tractable with respect to t on graph classes whose graphs consist of well-separated clusters that are
connected by a sparse periphery. Concrete examples for such classes are split graphs and graphs that
are close to cluster graphs. We complement our results by strengthening previous hardness results
for Weighted Cluster Deletion. For example, we show that Weighted Cluster Deletion is
NP-hard on restricted subclasses of cographs even when every edge has weight 1 or 2.
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1 Introduction

Graph-based clustering is one of the core applications of graphs in computer science. This
has led to a vast number of different algorithms and problem formulations for this task. One
of the most fundamental problem formulations in this context is Cluster Deletion. In
this problem, we are given an undirected graph G and ask for a partition of its vertex set into
cliques that maximizes the total number of edges inside the cliques. Cluster Deletion
is NP-hard [26] which has motivated the application of algorithmic approaches for hard
problems to Cluster Deletion. In particular, the parameterized complexity of Cluster
Deletion has been intensively studied [3, 12, 14, 16, 19, 22, 28].

Another closely related line of research is to study the complexity of Cluster Deletion
on restricted classes of input graphs.1 On the positive side, it was shown, for example,
that Cluster Deletion can be solved in polynomial time on subcubic graphs [22], on
cographs [13], on the more general class of P4-sparse graphs [4], on interval graphs [23],
and on several classes that generalize split graphs [23]. On the negative side, it was shown,
for example, that Cluster Deletion remains NP-hard on planar graphs [15], on P5-free

1 For a definition of all considered graph classes, see Section 2.
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chordal graphs [5], and on C4-free graphs with maximum degree 4 [22]. For graph classes
defined by a single forbidden induced subgraph with at most four vertices a dichotomy into
NP-hard and polynomial-time solvable cases is known [16].

All in all, the complexity of Cluster Deletion is fairly well-understood by now. In
many applications, however, we are interested in the edge-weighted version of the problem
where the aim is to maximize the total weight of the edges inside the clusters. This problem,
called Weighted Cluster Deletion, turns out to be NP-hard for many graph classes
where Cluster Deletion is polynomial-time solvable. For example, it has been shown that
Weighted Cluster Deletion is NP-hard on cographs [5] and on split graphs [5]. Perhaps
surprisingly, the problem is even NP-hard on split graphs where the independent set contains
three vertices and every vertex of the independent set is adjacent to every vertex of the
clique [19]. A closer inspection of the NP-hardness proofs shows, however, that the reductions
construct instances where the maximum edge weight is unbounded. For example, in the
above-mentioned reduction for the restricted class of split graphs with a periphery of constant
size, the maximum edge weight is n2 where n is the number of vertices in the constructed
instance. In the vein of the deconstruction of hardness proofs [21], this observation begs
the question of whether one can solve instances with bounded weights more efficiently.
In particular, we would like to either identify graph classes on which parameterizing the
maximum edge weight t in the input graph leads to FPT-algorithms or strengthen previous
NP-hardness results to also hold in the case when the maximum edge weight is constant.

Our Results. Our results are summarized in Table 1. In a nutshell, we show that we
obtain FPT-algorithms with respect to t on graph classes where large cliques are rather
well-separated from each other. The first example of such an FPT-algorithm for t is obtained
for the class of split graphs. Another class for which we can show fixed-parameter tractability
is the class of almost cluster graphs. More precisely, we provide an FPT-algorithm for the
combined parameter cvd + t, where cvd is the vertex deletion distance of the input graph
to cluster graphs. We then generalize these results to obtain algorithms for graphs with a
bounded treewidth modulator to cliques (this generalizes split graphs) and for graphs which
are almost split cluster graphs, that is, for the combined parameter scvd + t, where scvd is
the vertex deletion distance to graphs where every connected component is a split graph.

On the negative side, we show that even very restricted cases of Weighted Cluster
Deletion remain NP-hard when all edges have weight 1 or 2. More precisely, we show
this hardness for complete tripartite graphs and complete unipolar graphs, a subclass of the
previously considered stable-like and laminar-like graphs which allow for polynomial-time
algorithms in the unweighted case [23].

In addition, we show that it is presumably impossible to strengthen our FPT-algorithms
for the parameter t to polynomial-size problem kernels. Finally, we show that Weighted
Cluster Deletion is NP-hard on proper interval graphs, albeit with unbounded edge
weights.

Due to lack of space, some proofs, marked by (*), are deferred to a full version of this
work.

2 Preliminaries and Basic Observations

Notation. For a, b ∈ N with a ≤ b we write [a, b] for the set {i ∈ N | a ≤ i ≤ b}
and [n] := [1, n]. We consider undirected graphs G = (V, E) with vertex set V and edge set E.
The neighborhood of a vertex v ∈ V is defined as NG(v) := {u ∈ V | {u, v} ∈ E} and for a set
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Table 1 An overview over the (parameterized) complexity of WCD on the considered graph
classes. Here, nd denotes the neighborhood diversity of the input graph, and cvd denotes its cluster
vertex deletion number. For the first three classes, FPT refers to parameterization by maximum
edge weight t plus either nd or cvd, for the other classes FPT refers to parameterization by t.

Graph class Unweighted Weighted Bounded Max Weight
nd ≤ 2 P [19] NP-h [19] FPT Corollary 4.8
nd ≥ 3 FPT [19] NP-h [19] NP-h Theorem 3.6
bounded cvd FPT [14] NP-h (for cvd = 2) [19] FPT Theorem 5.3
interval P [23] NP-h [5] NP-h Proposition 3.4
proper interval P [5] NP-h Theorem 3.5 ?
complete unipolar P [23] NP-h [19] NP-h Proposition 3.4
co-graph P [13] NP-h [5] NP-h Proposition 3.4
split P [5] NP-h [5] FPT Theorem 4.6

of vertices S ⊆ V , we define NG(S) := (
⋃

v∈S NG(v)) \ S and N∩
G(S) := (

⋂
v∈S NG(v)). The

closed neighborhood of a vertex v ∈ V is defined as NG[v] := NG(v) ∪ {v} and for a set of
vertices S ⊆ V , we define NG[S] :=

⋃
v∈S NG[v]. When the graph G is clear from the context

we may omit the subscript. The degree of a vertex v is |N(v)|. For a vertex set S ⊆ V we
write E(S) := {{u, v} ∈ E | u, v ∈ S} and denote with G[S] := (S, E(S)) the subgraph of G

induced by S. Moreover, we define G − S := G[V \ S].

Graph Classes and Graph Parameters. A vertex set K ⊆ V that induces a complete graph
is called a clique. A vertex set I ⊆ V that induces a graph with no edges is called an
independent set. A graph G = (V, E) is a cluster graph if each connected component of G

consists of a clique. A graph is a cograph if it does not contain the P4, the path on four vertices,
as an induced subgraph. A graph is an interval graph if it is the intersection graph of some
set of intervals on the real line. A graph is a proper interval graph if additionally, none of the
intervals is properly contained in another one of the intervals. A graph G = (V, E) is unipolar
if V can be partitioned into C and P such that C is a clique and G[P ] is a cluster graph [11].
We refer to C as the core and to P as the periphery of G. Furthermore, G is complete
unipolar if each vertex of C is adjacent to each vertex of P . A unipolar graph G = (V, E) is
a split graph if P is an independent set. Moreover, G is a dense split graph if each vertex
of C is adjacent to each vertex of P . A graph G is a split cluster graph if every connected
component is a split graph [6]. We note the following relations between these graph classes.
A complete unipolar graph is a cograph and an interval graph but not necessarily a proper
interval graph. Also, every cluster graph is a split cluster graph.

A vertex set S ⊆ V is a vertex cover for a graph G if the graph G − S does not contain
any edges. The vertex cover number vc(G) is the size of a smallest vertex cover for G. We
say that a vertex set M ⊆ V is a cluster modulator for G if G − M is a cluster graph.
The cluster vertex deletion number cvd(G) of G is defined as the size of the smallest cluster
modulator for G. The relation ∼ with u ∼ v if N(u) = N(v) or N [u] = N [v] is an equivalence
relation and the neighborhood diversity nd(G) is the number of equivalence classes of this
relation. The treewidth of a graph G, denoted tw(G), is a parameter that, informally speaking,
measures how close the graph is to a tree. For a formal definition of treewidth refer to [8].
We make use of the fact that vc(G) ≥ tw(G) for every graph G. If the graph G is clear from
context, we omit it from the parameter notation.

ISAAC 2024



32:4 When Can Cluster Deletion with Bounded Weights Be Solved Efficiently?

Parameterized Complexity. An algorithm for a parameterized problem L is an FPT-
algorithm, if there is a computable function f such that for every instance (I, k) the
algorithm decides in f(k) · |I|O(1) time whether (I, k) is a yes-instance of L. A polynomial
(many-one) kernel for L is an algorithm that computes for each instance (I, k) in polynomial
time an equivalent instance (I ′, k′) with (|I ′| + k′) ∈ kO(1). A polynomial Turing kernel
for L is an algorithm that decides whether a given instance (I, k) is a yes-instance of L in
time (|I| + k)O(1), when given access to an oracle that decides membership in L for any
instance (I ′, k′) with (|I ′| + k′) ∈ kO(1) in constant time.

A polynomial parameter transformation is a reduction from a parameterized problem A

to a parameterized problem B that transforms each instance (I, k) of A in polynomial time
into an equivalent instance (I ′, k′) of B with k′ ∈ kO(1). Note that polynomial parameter
transformations are transitive. Moreover, if there is a polynomial parameter transformation
from A to B, where the unparameterized versions of A and B are in NP, then A admits a
polynomial (many-one/Turing) kernel if B admits a polynomial (many-one/Turing) kernel.
The Exponential Time Hypothesis (ETH) conjectures that 3-SAT cannot be solved in
2o(|F |) time where F is the input formula. For further background on these definitions, we
refer the reader to the standard monographs [8, 10].

Clusterings and Formal Problem Definition. A clustering C of a graph G = (V, E) is
a partition of V into subsets C1, . . . , Cr such that each Ci is a clique. For a clustering C
of G = (V, E) we denote with E(C) the set of edges with both endpoints in the same
cluster of C. Let ω : E → N be an edge-weight function. For a set of edges E′ ⊆ E, we
define ω(E′) :=

∑
e∈E′ ω(e) and denote with ω(C) := ω(E(C)) the weight of a clustering C.

Weighted Cluster Deletion (WCD)
Input: A graph G = (V, E), a weight function ω : E → N and a nonnegative

integer k.
Question: Is there a clustering C for G such that ω(C) ≥ k?

Some of our algorithms use brute force to find a clustering for a small subgraph of the
input graph and then extend this clustering in an optimal way. This is formalized as follows.
Let G = (V, E) be a graph, let S ⊆ V and let C and CS be clusterings for G and G[S],
respectively. We say that C extends the clustering CS if for each cluster C of CS , there is a
cluster C ′ ∈ C such that C ′ ∩ S = C. That is, restricting the clustering C to the vertices of S

results in CS . Note that C may contain clusters that contain no vertex of S.

Basic Observations. A clique C in a graph G = (V, E) is called a critical clique if all
vertices of C have the same closed neighborhood. Furthermore, C is a closed critical clique if
additionally N [C] is a clique in G.

▶ Observation 2.1. Let G = (V, E) be a graph, let ω : E → [1, t] be an edge-weight function,
and let C be a closed critical clique in G. Then, each optimal clustering for G and ω

extends {C}.

This can be seen as follows. Let C be a clustering for G which contains two distinct clusters A

and B that both contain vertices of C. Note that A ∪ B is a clique in G, since A ∪ B ⊆ N [C]
and C is a closed critical clique. Hence, replacing the clusters A and B by A ∪ B yields a
better clustering.

Note that if we try to find a clustering C that extends a clustering CS of some subgraph G[S],
then no edges between vertices of distinct clusters of CS are contained in C, due to the definition
of extending clusterings.
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▶ Observation 2.2. Let G = (V, E) be a graph, let S ⊆ V , let CS be a clustering of G[S],
and let G′ be the graph obtained from G by removing all edges between vertices of distinct
clusters of CS. Then G and G′ share the same clusterings that extend CS.

Hence, in the following, whenever – for a WCD instance and a clustering CS for some
subgraph G[S] – we search for a clustering that extends CS , we may implicitly assume
that G[S] is a cluster graph. In the following, we show that we can further merge each cluster
of CS to a single vertex by increasing the largest assigned edge weight.

Let G = (V, E) be a graph and let C be a clique in G. Then, merging C in G results
in the graph G′ = (V ′, E′), where C is replaced by a single vertex vC ∈ C with neighbor-
hood NG′(vC) := N∩

G(C). In other words, the vertex vC keeps only the common neighborhood
of C as neighbors.

▶ Definition 2.3. Let G = (V, E) be a graph, let ω : E → [1, t] be an edge-weight function, and
let C be a clique in G. The weighted merge of C in G yields the graph G′ = (V ′, E′) obtained
from merging C in G with edge-weight function ω′ defined as follows: For each edge e ∈ E′

which is not incident with vC , set ω′(e) := ω(e), and for each edge e = {vC , w} ∈ E′, set
ω′({vC , w}) :=

∑
v∈C ω({v, w}).

Note that the largest edge weight assigned by ω′ is at most |C| · t and that each edge not
incident with vC is assigned a weight of at most t by ω′.

Similarly, for a vertex set S ⊆ V where G[S] is a cluster graph with collection of connected
components CS , we define the clustering-merge of CS for G and ω as the consecutive merges
of all clusters of CS in G and ω. Note that the largest edge weight in the resulting instance is
at most t · maxC∈CS

|C|, since G contains no edge with endpoints in distinct clusters of CS .

▶ Lemma 2.4 (*). Let G = (V, E) be a graph, let ω : E → [1, t] be an edge-weight function,
and let S ⊆ V such that G[S] is a cluster graph with collection of connected components CS.
Moreover, let (G′ = (V ′, E′), ω′) be the graph and edge-weight function obtained by the
clustering-merge of CS for G and ω. There is a bijection π between the clusterings of G′ and
the clusterings of G that extend CS, such that for every clustering C′ of G′

ω′(C′) = ω(π(C′)) − ω(CS) and
π(C′) extends C′.

The above lemma implies in particular, that we can obtain the optimal clustering of a
graph G that extends some clustering CS for some G[S] by performing the clustering-merge
and then computing the optimal clustering in the remaining instance.

3 Hardness Results

In this section, we present a reduction from Uniform Exact Cover to WCD on dense
split graphs which implies several hardness results for WCD.

Uniform Exact Cover
Input: A set X and a collection F of size-d subsets of X.
Question: Is there a subset F ′ ⊆ F such that every element of X occurs in

exactly one member of F ′?

Note that we can assume that |X| is divisible by d, as otherwise the instance at hand is a
trivial no-instance. Our reduction is a generalization of a known reduction from X3C [5],
that is, Uniform Exact Cover with d = 3.

ISAAC 2024
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Construction. Let I = (X, F) be an instance of Uniform Exact Cover, where d is
the size of each set of F and n := |X| is divisible by d. We construct from I an instance
I ′ = (G, ω, k) of WCD as follows. Starting from an empty graph, we add to G a vertex vx

for each element x ∈ X and make the set VX := {vx | x ∈ X} a clique with ω(e) = 1 for
each edge e between two vertices in VX . For each set F ∈ F , we add a vertex vF together
with an edge {vF , vx} with ω({vF , vx}) = 2n for each x ∈ F and an edge {vF , vx} with
ω({vF , vx}) = n for each x ∈ X \ F . We define VF := {vF | F ∈ F}. Note that VF is an
independent set. We finish the construction by setting k := n · (2n + 1

d ·
(

d
2
)
).

Observe that the graph G in the construction above is a dense split graph with core VX

and periphery VF . Moreover, t := 2n is the highest weight present in G and the core VX

consists of n vertices. Since the core of a split graph is a vertex cover, t+vc ∈ O(n), where vc
denotes the vertex cover number of G. Moreover, G contains exactly |X| + |F| vertices.

Next, we show the equivalence of the two instances I and I ′.

▶ Lemma 3.1. I is a yes-instance of Uniform Exact Cover if and only if I ′ is a
yes-instance of WCD.

Proof. (⇒) Let I be a yes-instance and let F ′ be a solution for I. For each F ∈ F ′ let CF =
{vx ∈ VX | x ∈ F} ∪ {vF }. Consider the clustering C := {CF | F ∈ F ′} ∪ {{vF } | F /∈ F ′}.
Since F ′ is a solution for I, each x ∈ X is covered by exactly one set F ∈ F ′ and thus each
vertex of VX is in exactly one set of C. Note that VX , and thus also each subset of VX , is
a clique and each vertex vF is adjacent to each vertex in VX . Therefore, each CF ∈ C is a
clique and C is a valid clustering. Moreover, we have ω(E(C)) = n · (2n + 1

d ·
(

d
2
)
). Hence, I ′

is a yes-instance.
(⇐) Let I ′ be a yes-instance and let C be an optimal solution for I ′. Let EC(X)

denote the edges that are preserved in C between vertices of VX and let EC(F) denote
the edges that are preserved in C between a vertex of VX and a vertex of VF . Clearly,
ω(E(C)) = ω(EC(X)) + ω(EC(F)).

We now show that each vx ∈ VX is part of a cluster containing a vertex vF ∈ VF such
that x ∈ F . Let x ∈ X and let Cx ∈ C be the cluster containing vx. Note that Cx can
contain at most one vertex of VF , since VF is an independent set. This implies that there is
at most one edge of EC(F) incident with vx. Suppose that Cx does not contain a vertex vF

such that x ∈ F . If an edge {vx, vF ′} ∈ EC(F) exists, it has weight at most n, since x /∈ F ′.
Let F ∈ F be an arbitrary set such that x ∈ F and let CF denote the cluster of C that
contains vF . Moreover, let C′ be the clustering obtained by moving vertex vx in the cluster CF .
Note that C′ is a valid clustering, since each vertex of VX is adjacent to every other vertex
of G, and that the weight of the edge {vx, vF } is 2n. Since x ∈ F and vx has at most n − 1
neighbors in Cx ∩ VX , we have

ω(C′) − ω(C) ≥ ω({vx, vF }) −
∑

w∈Cx\{vx}

ω({vx, w}) ≥ 2n − (n + |Cx ∩ VX |) > 0,

which is a contradiction to C being an optimal solution.
Thus, we can now assume that ω(EC(F)) = n · 2n. Furthermore, since each vx is part

of a cluster containing a vertex vF ∈ VF with x ∈ F , and each F ∈ F contains exactly d

elements, at most d vertices from VX can be in the same cluster in C. More precisely, for
each x ∈ X let Cx ∈ C be the cluster containing vx. We have |(Cx ∩ VX) \ {vx}| ≤ d − 1 for
each x ∈ X.

Recall that edges between vertices of VX have weight 1 and each edge in EC(X) has
two endpoints in VX . If for some x ∈ X we have |(Cx ∩ VX) \ {vx}| < d − 1, then

ω(EC(X)) =
∑

x∈X
|(Cx∩VX )\{vx}|

2 < n·(d−1)
2 and hence ω(E(C)) = ω(EC(X)) + ω(EC(F)) <

n·(d−1)
2 + n · 2n = k, a contradiction to C being a solution.
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Therefore, for each x ∈ X we have |(Cx ∩ VX) \ {vx}| = d − 1. Hence, each cluster C of C
that contains at least one vertex of VX fulfills C = {vF } ∪ {vx | x ∈ F} for some set F ∈ F .
Thus, the set F ′ := {F ∈ F | CF ∩ VX ̸= ∅, CF ∈ C, vF ∈ CF } contains all elements in X

exactly once and is a solution for I ′. ◀

Lemma 3.1 and the bound on t and the vertex cover number of G directly give the
following.

▶ Proposition 3.2. There is a polynomial parameter transformation from Uniform Ex-
act Cover with parameter n (size of the universe) to WCD on dense split graphs with
parameter t + vc, where vc denotes the vertex cover number of the input graph.

Due to Lemma 3.1 and the fact that Uniform Exact Cover cannot be solved in
2o(|X|+|F|) · |I|O(1) time, unless the ETH fails [20]2, we also derive the following.

▶ Corollary 3.3. Even on dense split graphs, WCD cannot be solved in 2o(n+t) · nO(1) time,
unless the ETH fails.

We can adapt the construction above in order to show that WCD is hard on a restricted
subclass of cographs even if all edges have weight 1 or 2.

▶ Proposition 3.4. On complete unipolar graphs WCD remains NP-hard even if t = 2 and
cannot be solved in 2o(cvd+t) · nO(1) time, unless the ETH fails.

Proof. To show the statement, we adapt the construction above so that we obtain from I ′ =
(G = (V, E), ω, k) an equivalent instance I ′′ = (G′ = (V ′, E′), ω′, k′) of WCD where G′

is a complete unipolar graph and all edges have weight 1 or 2. We obtain I ′′ from I ′ as
follows. Each vertex vF ∈ VF is replaced by a clique KF of size n with ω′({u, v}) = 1 for
each u, v ∈ KF . We add edges such that KF is fully connected to VX and set ω′({u, vx}) = 2
for each u ∈ KF and vx ∈ VX with ω({vF , vx}) = 2n as well as ω′({u, vy}) = 1 for
each u ∈ KF and vy ∈ VX with ω({vF , vy}) = n. Moreover, we set k′ = k + |F| ·

(
n
2
)
.

Note that in G′ the sets KF are disjoint cliques, each fully connected to the clique VX .
Therefore, G′ is a complete unipolar graph. Furthermore, each edge in G′ has weight either 1
or 2. Moreover, since G′ is unipolar, VX is a cluster modulator of size n. Hence, cvd(G′) ≤ n.

It remains to show that I ′ and I ′′ are equivalent instances. Observe that in G′ for
each F ∈ F the clique KF is a closed critical clique and thus in every optimal clustering for G′

each vertex of KF is part of the same cluster due to Observation 2.1. Since the edges within
these critical cliques all have weight 1, they have a total weight of |F|·

(
n
2
)
. Let S :=

⋃
F ∈F KF

and let CS :=
⋃

F ∈F {KF }. Per construction CS is a clustering for G′[S]. Observe that (G, ω)
can be obtained by the clustering-merge of CS for G′ and ω′. Clearly, G′[S] is a cluster graph
and each cluster KF of CS is merged into the vertex vF in G with NG(vF ) = VX = N∩

G′(KF ).
Moreover, we have ω({vF , vx}) =

∑
v∈KF

ω′({vF , v}).
By the above facts, Lemma 2.4 and Observation 2.1 imply that I ′ and I ′′ are equivalent

instances. ◀

In addition, we obtain the following hardness results on graph classes that are unrelated
to complete unipolar graphs.

▶ Theorem 3.5 (*). WCD is NP-hard on proper interval graphs.

2 Note that Theorem 3.1 in [20] shows an ETH lower bound for 3D-Matching, which is a special case of
Uniform Exact Cover.
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▶ Theorem 3.6 (*). WCD is NP-hard on complete tripartite graphs even for t = 2.

Note that complete tripartite graphs are cographs with neighborhood diversity 3. Hence,
we obtain NP-hardness also for this class of graphs.

4 Split Graphs with Bounded Weights

We now show that WCD can be solved in FPT-time on split graphs when parameterized
by the largest edge weight t. The algorithm is based on several properties concerning the
interaction of the optimal clustering with the core of the split graphs. These properties will
also be helpful for our algorithms on generalizations of split graphs.

As an auxiliary result, we first present an algorithm for WCD on split graphs, when
parameterized by the size of the core of the split graph. The algorithm uses dynamic
programming over subsets of the core.

▶ Lemma 4.1. Let G = (V, E) be a split graph with core C and let ω be an edge-weight
function. One can find an optimal clustering for G and ω in 3|C| · nO(1) time.

Proof. Let P := {p1, . . . , p|P |} be the periphery of G. We describe a dynamic program that
finds an optimal clustering for G and ω in 3|C| · nO(1) time.

The dynamic programming table T has entries of type T [i, S] for each S ⊆ C and
each i ∈ [0, |P |] and stores the weight of an optimal clustering for G[S ∪ {pj | 1 ≤ j ≤ i}].
Hence, the base case for i = 0 and each S ⊆ C is defined as T [i, S] := ω(E(S)). This is
correct, since C is a clique in G. For each other entry of the dynamic programming table,
that is, for each i ∈ [1, |P |] and each S ⊆ C, the recurrence to compute the entry T [i, S] is

T [i, S] := max
S′⊆S

S′⊆N(pi)

ω(E(S′ ∪ {pi})) + T [i − 1, S \ S′].

Intuitively, we search for the best way to assign a subset S′ of S to the cluster with vertex pi

and combine this with an optimal clustering for G[(S \ S′) ∪ {pj | 1 ≤ j < i}] and ω. This
is correct, since P is an independent set in G, and thus, in each valid clustering for G, the
cluster containing pi contains no other vertex of P . The total weight of an optimal clustering
for G and ω is stored in T [|P |, C] and a corresponding clustering can be found via traceback.

It thus remains to show the running time. Since each entry T [i, S] can be computed in
2|S| · nO(1) time and there are

(|C|
ℓ

)
subsets S of C of size exactly ℓ, all entries of the dynamic

programming table T can be computed in
∑|C|

ℓ=0
(|C|

ℓ

)
· 2ℓ · nO(1) = 3|C| · nO(1) time. ◀

Next, we show the first property for optimal clusterings of split graphs. Roughly speaking,
the lemma shows that for each optimal clustering C and each subset C′ ⊆ C, at least one
of C′ and C \ C′ contains at most 2t vertices of the core. This for example implies that the
vertices of the core are only contained in O(t) clusters in any optimal clustering.

▶ Lemma 4.2. Let G = (V, E) be a split graph and let ω : E → [1, t] be an edge-weight
function. Moreover, let C be an optimal clustering for G and ω. Then, for each subset C′ ⊆ C,
C′ contains at most 2t vertices of the core of G or C \ C′ contains at most 2t vertices of the
core of G.

Proof. Let C and P denote the core and the periphery of G, respectively. We show the
contrapositive, that is, we show that C is not an optimal clustering for G and ω, if there
is a subset C′ ⊆ C, such that C′ and C \ C′ contain at least 2t + 1 vertices of the core C
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each. To this end, we show that keeping the whole core as a cluster yields a better clustering
than C. That is, we show that C∗ := {C} ∪ {{p} | p ∈ P} is a better clustering than C. Note
that C∗ is a valid clustering for G. It thus remains to show that ω(C∗) − ω(C) > 0. To
this end, we first analyze the edges of E(C) \ E(C∗). Since G is a split graph, each cluster
of C contains at most one vertex of the periphery P . Hence, E(C) \ E(C∗) contains for each
vertex v ∈ C at most one edge incident with v. Since each edge has weight at most t, this
implies that ω(E(C) \ E(C∗)) ≤ |C| · t. Next, we analyze the edges of E(C∗) \ E(C). Let C1
denote the vertices of C that are contained in C′ and let C2 denote the vertices of C that are
contained in C \ C′ and assume without loss of generality that |C1| ≥ |C2|. Hence, |C1| ≥ |C|

2 .
Moreover, note that all edges of E(C1, C2) are contained in E(C∗) \ E(C) which implies
that E(C∗) \ E(C) contains at least |E(C1, C2)| = |C1| · |C2| ≥ |C|

2 · (2t + 1) > |C| · t edges of
weight at least one each. Consequently,

ω(C∗) − ω(C) = ω(E(C∗) \ E(C)) − ω(E(C) \ E(C∗)) > |C| · t − |C| · t = 0.

This implies that C is not an optimal clustering for G and ω. ◀

This has the following implications for any optimal clustering C: There is at most one
cluster of size more than 2t in C and there are O(t) clusters of size more than one in C. We
also derive the following.

▶ Lemma 4.3. Let G = (V, E) be a split graph with core C and let ω : E → [1, t] be an
edge-weight function. Moreover, let C be an optimal clustering for G and ω. If |C| > 6t, then
there is a cluster C∗ ∈ C that misses at most 2t vertices of C, that is, |C∗ ∩ C| ≥ |C| − 2t.

Proof. Let C∗ be a cluster of C that contains the most vertices of C. First, we show that C∗

contains at least 2t + 1 vertices of C. Assume towards a contradiction that C∗ contains at
most 2t vertices of C, which then implies that every cluster of C contains at most 2t vertices
of C. Let C′ be an arbitrary subset of C such that C′ contains at least 2t + 1 vertices of C and
no proper subset of C′ contains at least 2t + 1 vertices of C. Note that this implies that C′

contains at most 4t vertices of C, since each cluster of C contains at most 2t vertices of C.
Since C has size at least 6t + 1, this implies that C \ C′ contains at least 2t + 1 vertices of C.
Due to Lemma 4.2, this contradicts the fact that C is an optimal clustering for G and ω.
Hence, C∗ contains at least 2t + 1 vertices of C.

Now, consider the subset of clusters C′ := {C∗}. Since C is an optimal clustering for G

and ω and C′ contains more than 2t vertices of C, Lemma 4.2 implies that C \ C′ contains at
most 2t vertices of C. Consequently, C∗ contains at least |C| − 2t vertices of C. ◀

Based on this lemma, we can now show that there are only linearly many options for the
largest cluster of any optimal clustering, if the core has size at least 2t2 + 4t + 1.

▶ Lemma 4.4. Let G = (V, E) be a split graph with core C and periphery P , let ω : E → [1, t]
be an edge-weight function, and let C be an optimal clustering for G and ω. If |C| ≥ 2t2+4t+1,
then either C contains the cluster C or there is some periphery vertex v ∈ P with degree at
least |C| − 2t such that C contains the cluster N [v].

Proof. Assume towards a contradiction that the statement does not hold. Then, C contains
neither the cluster C nor the cluster N [v] for any periphery vertex v ∈ P with degree at
least |C| − 2t. Let C∗ be a cluster of C with the most vertices of C. Since C has size at
least 6t + 1 and C is an optimal clustering for G and ω, Lemma 4.3 implies that C∗ contains
at least |C| − 2t ≥ 2t2 + 1 vertices of C.
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Let v∗ be the unique periphery vertex of C∗ if such a vertex exists and an arbitrary
vertex of C∗, otherwise. In both cases, there is a vertex v ∈ (N(v∗) ∩ C) \ C∗, since C is
not a cluster in C and for no periphery vertex w ∈ P with degree at least |C| − 2t, N [w] is a
cluster of C. We show that we can obtain a better clustering by moving vertex v to C∗. Note
that C∗ ∪ {v} is a clique in G, since v is adjacent to v∗ and all vertices of (C∗ \ {v∗}) ∪ {v}
are from C. Let C′ be the clustering for G obtained from C by moving vertex v to C∗. We
show that C′ is a better clustering for G and ω than C. To this end, we analyze the total
weight incident with vertex v under both C and C′. Let Cv be the cluster of C containing v.
Since C \ {C∗} contains at most 2t vertices of C, Cv has size at most 2t + 1. Hence, v is
incident with at most 2t edges in E(C), each of weight at most t. Moreover, v is incident
with |C∗| ≥ 2t2 + 1 edges of weight at least one each in E(C′). Hence, C′ is a better clustering
for G and ω than C. This contradicts the fact that C is an optimal clustering for G and ω. ◀

With this property at hand, we are now able to show that WCD can be solved in
2O(t) · nO(1) time on split graphs with a small or a very large core.

▶ Lemma 4.5. Let G = (V, E) be a split graph with core C and let ω : E → [1, t] be an
edge-weight function. One can find an optimal clustering for G and ω in 2O(t) · nO(1) time
if |C| ≤ 6t or |C| ≥ 2t2 + 4t + 1.

Proof. If |C| ≤ 6t, then we can find an optimal clustering for G and ω in 3|C| · nO(1) =
2O(t) · nO(1) time due to Lemma 4.1.

Otherwise, if |C| ≥ 2t2 + 4t + 1, Lemma 4.4 implies that each optimal clustering for G

and ω contains a cluster C∗ such that C∗ = C or C∗ = N [v] for some periphery vertex v ∈ P

with degree at least |C| − 2t. Since these are at most |P | + 1 ∈ O(n) possibilities, we can
perform an initial branching for the choice of C∗. For each such choice for C∗, we find an
optimal clustering C∗ for G − C∗ and ω and return the best clustering C∗ ∪ {C∗} over all
choices of C∗. Note that this algorithm is correct due to Lemma 4.4. The initial branching
can be done in nO(1) time and for each branching-instance we can find an optimal solution
for G − C∗ and ω in 2O(t) · nO(1) time, since G − C∗ is a split graph with a core C \ C∗ of
size at most 2t.

Hence, in both cases, we find an optimal solution for I in the desired running time. ◀

Thus, to obtain an algorithm for WCD on split graphs, we now show how to solve the
case that the core has size at least 6t + 1 and at most 2t2 + 4t and use this to bound the
total running time.

▶ Theorem 4.6. WCD can be solved in tO(t) · nO(1) time on split graphs, where t denotes
the largest edge weight.

Proof. Let I = (G = (V, E), ω : E → [1, t], k) be an instance of WCD, where G is a split
graph with core C and periphery P . We show how to obtain an optimal clustering for G

and ω in time tO(t) · nO(1).
By Lemma 4.5, we can achieve this running time if |C| ≤ 6t or |C| ≥ 2t2 + 4t + 1. Hence,

in the following, we assume that 6t + 1 ≤ |C| ≤ 2t2 + 4t. Due to Lemma 4.3, this implies
that each optimal clustering for G and ω contains a cluster C∗ such that |C∗ ∩ C| ≥ |C| − 2t.
Based on this fact, we can find an optimal clustering for G and ω by iterating over all Ĉ ⊆ C

of size at least |C| − 2t and finding for each cluster C∗ ∈ {Ĉ} ∪ {Ĉ ∪ {v} | v ∈ P, Ĉ ⊆ N(v)}
an optimal clustering for G − C∗ and ω. Over all such choices of C∗, we return the best
clustering {C∗} ∪ C∗, where C∗ is an optimal clustering for G − C∗. Due to Lemma 4.3, this
algorithm finds an optimal clustering for G and ω.
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It remains to show the running time. Since there are at most |C|2t = (2t2 +4t+1)2t ∈ tO(t)

distinct subsets Ĉ of C with |Ĉ| ≥ |C| − 2t and for each such subset we consider at
most |P | + 1 ∈ O(n) possible clusters C∗, we have to find an optimal clustering for at
most tO(t) ·nO(1) subgraphs G−C∗ of G. For each choice for C∗, G−C∗ is a split graph with a
core of size |C\C∗| ≤ 2t. We can thus find an optimal clustering for G−C∗ in 2O(t) ·nO(1) time
due to Lemma 4.5. Hence, the total running time is tO(t) · 2O(t) · nO(1) = tO(t) · nO(1). ◀

On dense split graphs, we obtain an even faster algorithm.

▶ Theorem 4.7. WCD can be solved in 2O(t) · nO(1) time on dense split graphs, where t

denotes the largest edge weight.

Proof. Let I = (G = (V, E), ω : E → [1, t], k) be an instance of WCD, where G is a dense
split graph with core C and periphery P . We show how to obtain an optimal clustering
for G and ω in time 2O(t) · nO(1).

Due to Lemma 4.5, we can achieve this running time if |C| ≤ 6t. Hence, assume in the
following, that |C| > 6t. Let C be an optimal clustering for G and ω. Due to Lemma 4.3,
C contains a cluster C∗ such that |C∗∩C| ≥ |C|−2t > 4t. We show that C∗ := N [p] = {p}∪C

for some periphery vertex p. To this end, we first show that C∗ contains all core vertices.
Let C ′ := C \ C∗ denote the core vertices that are not in C∗. Since G is a dense split graph,
each vertex of C ′ is adjacent to each vertex of C∗. Hence, moving all vertices of C ′ to the
cluster C∗ yields a valid clustering C′. If C ′ ̸= ∅, this clustering improves over C, since each
vertex of C ′ was adjacent to at most one periphery vertex, which implies that

ω(E(C) \ E(C′)) ≤ |C ′| · t < |C ′| · 4t ≤ |C ′| · |C∗| ≤ ω(E(C′) \ E(C)).

Since C is an optimal clustering for G and ω, this implies that C ′ = ∅ and thus C∗ contains
all core vertices. Moreover, due to the optimality of C, C∗ contains one periphery vertex, as
otherwise adding an arbitrary periphery vertex to C∗ would yield a better valid clustering,
since G is a dense split graph. Hence, C∗ = N [p] = C ∪ {p} for some periphery vertex p ∈ P .
This implies that C∗ is the only cluster of C that contains any edges, which further implies
that ω(C) = ω(E(C∗)) = ω(E(N [p])).

Hence, to find an optimal clustering for G and ω it suffices to find a periphery vertex p ∈ P

that maximizes ω(E(N [p])). This can be done in polynomial time. ◀

The result also gives a dichotomy with respect to the neighborhood diversity: Theorem 3.6
showed NP-hardness for neighborhood diversity 3 and t = 2. We now show an FPT-algorithm
with respect to t for neighborhood diversity at most 2. Note that the graphs with neighborhood
diversity at most 2 are a subset of the cographs but not a subset of the split graphs, since
complete bipartite graphs have neighborhood diversity 2.

▶ Corollary 4.8. On graphs with neighborhood diversity at most 2, WCD can be solved in
2O(t) · nO(1) time.

Proof. Note that if a graph is already a cluster graph, an optimal clustering of that graph
simply contains all edges. The only graphs of neighborhood diversity at most 2 that are not
cluster graphs are complete bipartite graphs and dense split graphs. On bipartite graphs,
WCD asks simply for a maximum weight matching which can be solved in polynomial
time [24]. For dense split graphs, Theorem 4.7 implies that we can solve WCD in the stated
running time. ◀
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5 Further FPT-Algorithms

Bounded-Treewidth Modulators to Clique. In the following, we extend ideas of the FPT-
algorithm for split graphs to a generalization of split graphs. Namely, we show that WCD
can be solved in FPT-time when parameterized by t + r on graphs when a treewidth-r
clique modulator is provided. Here, a clique modulator in a graph G is a vertex set M such
that G − M is a complete graph. The treewidth of a clique modulator M is defined to be the
treewidth of G[M ]. We now consider the parameter treewidth r of a given clique modulator
of G and show that WCD admits an FPT-algorithm for this parameter.

▶ Lemma 5.1 (*). Let G be a graph with edge-weight function ω : E → [1, t] and let M be a
treewidth-r modulator in G to a clique C. Then, if |C| ≥ 2 · (t · (r + 1))2 + 4t · (r + 1) + 1, any
optimal clustering C for G and ω contains the cluster C or there is some clique K ⊆ M such
that C contains the cluster K ∪(N∩(K)∩C) and this cluster contains at least |C|−2(t ·(r+1))
vertices of C.

Note that this statement is a direct generalization of Lemma 4.4, since the periphery of a
split graph G is a treewidth-0 modulator to the core of G.

With this lemma at hand, we are now able to present an algorithm for WCD when
parameterized by t and the treewidth of a given clique modulator.

▶ Theorem 5.2. WCD can be solved in time 2O(t2·r2) · nO(1) when given a treewidth-r clique
modulator M for the input graph G.

Proof. First, assume that C := V \ M has size at most 2(t · (r + 1))2 + 4t · (r + 1) then
the input graph has treewidth O(t2 · r2) and we can solve WCD on this graph in time
2O(t2·r2) · nO(1) [25].3

Otherwise, C has size at least 2(t · (r + 1))2 + 4t · (r + 1) + 1. Then, by Lemma 5.1, for
each optimal clustering C, either (a) C contains C or (b) there is a clique K in G[M ] such
that C has a cluster consisting of K plus all of the (at least |C| − 2(t · (r + 1)) many) common
neighbors of K in C. Now observe that in Case (a) we may simply remove C from G and
compute an optimal clustering for G − C = G[M ] which has treewidth at most r. This
can be done in 2O(r) · nO(1) time [25]. Otherwise, in Case (b), since G[M ] has treewidth at
most r, we can enumerate all cliques K of G[M ] in 2O(r) · nO(1) time, for example using the
fact that G[M ] has degeneracy at most r. Now, for each clique K, we consider the case that
the optimal clustering contains a cluster C ′ consisting of K and of all common neighbors
of K in C. To compute the optimal clustering in that case, we may remove C ′ and find
an optimal clustering for the remaining graph G − C ′ = G[M ∪ C \ C ′]. This graph has
treewidth at most 2(t · (r + 1)) + r since |C \ C ′| ≤ 2(t · (r + 1)) and G[M ] has treewidth r.
Thus, an optimal clustering for this graph can be computed in time 2O(t·r) · nO(1). The total
running time for Case (b) is thus 2r · nO(1) · 2O(t·r) · nO(1). ◀

Parameterization by (Split) Cluster Vertex Deletion Number. Next, we focus on the
cluster vertex deletion number cvd of the input graph, that is, the minimum number of
vertices to remove from G to obtain a cluster graph. Recently, it was shown that Cluster
Deletion admits an FPT-algorithm when parameterized by cvd [14]. In contrast, WCD

3 The algorithm described in [25] solves the unweighted problem via dynamic programming on tree
decompositions; it can be easily adapted to the weighted case by summing up over edge weights instead
of counting edges inside clusters.
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is known to be NP-hard even on graphs with cvd = 2 [19]. This motivates the study of
the combined parameter cvd and the maximum edge weight t. We show an FPT-algorithm
for WCD parameterized by this combined parameter.

To this end, we first provide some additional notation. Let G = (V, E) be a graph. For a
cluster modulator M , let B(M) be the collection of connected components of G − M , that
is, the clusters of the cluster graph G − M . The individual clusters of B(M) are referred to
as bags. If the cluster modulator is clear from the context, we may also only write B.

▶ Theorem 5.3. WCD can be solved in (t · cvd)O(t·cvd) · nO(1) time.

Proof. Let I := (G := (V, E), ω, k) be an instance of WCD with ω : E → [1, t]. The
algorithm consists of two steps. First, we compute a minimum-size cluster modulator M

for G. Second, we iterate over all possible clusterings of G[M ] and compute for each such
clustering CM the best clustering of G that extends CM . To solve the latter task, we use
dynamic programming over subsets to find an optimal way to distribute the vertices of the
bags of B(M) among the clusters of CM .

Let M be a minimum-size cluster modulator for G with collection of bags B and let CM

be a fixed clustering of G[M ]. We fix an arbitrary ordering of the bags of B and let Bi denote
the ith bag according to this fixed ordering. The dynamic programming table T has entries
of type T [i, C′

M ] with i ∈ [0, |B|] and C′
M ⊆ CM and stores the total edge weight of an optimal

way to distribute the vertices of the first i bags among the clusters of C′
M . Hence, the base

case for i = 0 and each C′
M ⊆ CM is defined as T [0, C′

M ] := ω(C′
M ). The key observation

for the dynamic program is the fact that no cluster in any clustering for G can contain
vertices of more than one bag. Hence, to find an optimal way to distribute the vertices of the
first i bags among the clusters of C′

M it is sufficient to check for each subset C′′
M ⊆ C′

M for an
optimal distribution of the vertices of the ith bag among the clusters of C′′

M and combine
it with an optimal way to distribute the vertices of the first i − 1 bags among the clusters
of C′

M \ C′′
M . This leads to the following recurrence, where OPT(Bi, C′′

M ) denotes an optimal
way to distribute the vertices of the ith bag among the clusters of C′′

M :

T [i, C′
M ] := max

C′′
M

⊆C′
M

OPT(Bi, C′′
M ) + T [i − 1, C′

M \ C′′
M ].

By the above argumentation, this recurrence is correct. Hence, a total weight of a best
clustering for G that extends CM is stored in T [|B|, CM ]. Moreover, a corresponding clustering
can be found via trace back.

It thus remains to show the running time of the dynamic program. To this end, we first
need to show that the value OPT(Bi, C′′

M ) for each i ∈ [1, |B|] and each C′′
M ⊆ CM can be

computed in the desired running time with respect to cvd + t.
Let Gi := G[Bi ∪

⋃
C′∈C′′

M
]. Due to Observation 2.2, we can assume without loss of

generality that Gi[M ] is a cluster graph. Hence, Gi is unipolar, since Gi − M is a clique
on the vertices of Bi. Let (G′

i, k′) be the graph and edge-weight function obtained from
performing the clustering-merge of C′′

M for Gi and ω. Note that G′
i is a split graph and the

largest assigned weight by ω′ is at most |M | · t = cvd · t. Hence, we can find an optimal
clustering C′

i for G′
i and ω′ in time (cvd · t)O(cvd·t) · nO(1) due to Theorem 4.6. By Lemma 2.4,

we can then find a best clustering for Gi and ω that extends C′′
M in polynomial time.

Hence, for each i ∈ [1, |B|] and each C′′
M ⊆ CM , the value OPT(Bi, C′′

M ) can be computed in
(cvd · t)O(cvd·t) · nO(1) time.

Concluding, the whole algorithm runs in the desired running time, since (a) M can
be computed in 1.811cvd · nO(1) time [27], (b) all clusterings for G[M ] can be enumerated
in |M ||M | = cvdcvd time, (c) for each clustering CM for G[M ], the dynamic programming
table T has 2|CM | · n ≤ 2cvd · n entries, and (d) each such entry can be computed in
(cvd · t)O(cvd·t) · nO(1) time. ◀
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We can extend the idea of the above algorithm to the even smaller parameter split cluster
vertex deletion number scvd, that is the minimum number of vertices to remove from G

such that in the remaining graph each connected component is a split graph. More formally,
let G = (V, E) be a graph. We say that a vertex set M ⊆ V is a split cluster modulator for G

if G−M is a split cluster graph. The split cluster vertex deletion number scvd of G is defined
as the size of the smallest split cluster modulator for G. For a split cluster modulator M ,
let B(M) be the collection of connected components of G − M , that is, the maximal induced
split graphs of the split cluster graph G − M . The individual maximal induced split graphs
of B(M) are referred to as bags. If the split cluster modulator is clear from the context, we
may also only write B.

Note that scvd is a smaller parameter than cvd, since each cluster graph is also a split
cluster graph. We now show that WCD can be solved in FPT-time on general graphs
when parameterized by the largest edge weight t and scvd. To this end, we first give an
algorithm for computing a clustering when given a vertex set S such that G − S is a split
graph with core C and periphery P . In that case, S ∪ P is a treewidth-|S| modulator to the
core of G − S which is a clique. Thus, Theorem 5.2 implies the following.

▶ Corollary 5.4. Let G = (V, E) be a graph and let ω : E → [1, t] be an edge-weight function.
Let S ⊆ V such that G − S is a split graph. One can find an optimal clustering for G and ω

in 2O((t·|S|)2) · nO(1) time.

We now use this algorithm as a subroutine in an algorithm similar to the one of Theorem 5.3.

▶ Theorem 5.5. WCD can be solved in 2O(scvd2·t2) · nO(1) time.

Proof. After computing a smallest split cluster modulator M in 2O(scvd) · nO(1) time [6], we
perform the same dynamic program as in the proof of Theorem 5.3 over the bags resulting
from the modulator M . Note that each bag is now a split graph instead of a clique. The only
difference then lies in computing the value OPT(Bi, C′′

M ) for each bag Bi and each C′′
M ⊆ CM .

Due to Corollary 5.4, this can be done in 2O((t·|M |)2) · nO(1) time. Hence, the whole algorithm
also runs in 2O((t·|M |)2) · nO(1) time. ◀

6 Kernelization lower bounds

Given the FPT-algorithms for parameter t presented in Section 4, a natural next question is to
ask for a polynomial kernel for t. In this section, we show that WCD on (dense) split graphs
does not admit a polynomial kernel when parameterized by t + vc, unless NP ⊆ coNP/poly.
Moreover, we show that even a polynomial Turing kernel for WCD on (dense) split graphs
when parameterized by t+vc is unlikely, by showing that the problem is WK[1]-hard. Roughly
speaking, WK[1]-hardness for a parameterized problem means that a polynomial Turing
kernel for this problem is unlikely [18].

To show our kernelization lower bounds, we present a chain of polynomial parameter
transformations starting from Set Cover when parameterized by the size of the universe.

Set Cover
Input: A set X, a collection F of subsets of X, and an integer k.
Question: Is there a subset F ′ ⊆ F of size at most k, such that every element of

X occurs in at least one set of F ′?

Since Set Cover when parameterized by the size of the universe, is WK[1]-hard [18] and
does not admit a polynomial kernel, unless NP ⊆ coNP/poly [9], this then implies that WCD
on (dense) split graphs when parameterized by t + vc is WK[1]-hard and does not admit a
polynomial kernel, unless NP ⊆ coNP/poly.
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▶ Lemma 6.1 ([18]). There is a polynomial parameter transformation from Set Cover
parameterized by the size of the universe to Exact Cover parameterized by the size of the
universe.

This statement follows, since both Set Cover and Exact Cover parameterized by the
size of the universe are WK[1]-complete, and the class of WK[1]-complete problems is closed
under polynomial parameter transformations [18].

We now present a polynomial parameter transformation from Exact Cover to Uniform
Exact Cover, both parameterized by size of the universe.

▶ Proposition 6.2 (*). There is a polynomial parameter transformation from Exact Cover
parameterized by the size of the universe to Uniform Exact Cover parameterized by the
size of the universe.

Based on the observed polynomial parameter transformation from Exact Cover param-
eterized by size of the universe to WCD on dense split graph when parameterized by t + vc
in Proposition 3.2, we conclude the following due to the chain of polynomial parameter
transformations (Lemma 6.1, Proposition 6.2, and Proposition 3.2) and the kernelization
lower bounds for Set Cover.

▶ Theorem 6.3. WCD on dense split graphs when parameterized by t + vc does not admit
a polynomial kernel, unless NP ⊆ coNP/poly. Moreover, WCD on dense split graphs
is WK[1]-hard when parameterized by t + vc.

Additionally, due to Lemma 6.1, Proposition 6.2, and the kernelization lower bounds for Set
Cover, we also derive the following.

▶ Corollary 6.4. Uniform Exact Cover when parameterized by the size of the universe
does not admit a polynomial kernel, unless NP ⊆ coNP/poly. Moreover, Uniform Exact
Cover is WK[1]-hard when parameterized by the size of the universe.

7 Conclusion

The most immediate open question is whether Weighted Cluster Deletion is polynomial-
time solvable for constant values of t when the input graph is a proper interval graph. Another
direction would be to improve the running time for the FPT-algorithm on split graphs to
close the gap between the upper and lower bound. Finally it would be interesting to consider
other NP-hard edge-weighted problems using the parameter t. A good candidate would
be Cluster Editing [1, 26] where the task is to obtain a cluster graph by modifying
as few edges as possible. The weighted version of this problem has also received a lot of
attention over the years [2, 7]. As for Weighted Cluster Deletion, such a study would
need to focus on graph classes where unweighted Cluster Editing is polynomial-time
solvable. Another direction could be to consider problems related to Cluster Deletion,
where each cluster is demanded to fulfill some relaxed cluster definition, for example being a
so-called s-plex [17].
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Abstract
Given two sets R and B of n points in the plane, we present efficient algorithms to find a two-line
linear classifier that best separates the “red” points in R from the “blue” points in B and is robust
to outliers. More precisely, we find a region WB bounded by two lines, so either a halfplane, strip,
wedge, or double wedge, containing (most of) the blue points B, and few red points. Our running
times vary between optimal O(n log n) up to around O(n3), depending on the type of region WB

and whether we wish to minimize only red outliers, only blue outliers, or both.
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1 Introduction

Let R and B be two sets of at most n points in the plane. Our goal is to best separate the
“red” points R from the “blue” points B using at most two lines. That is, we wish to find a
region WB bounded by lines ℓ1 and ℓ2 containing (most of) the blue points B so that the
number of points kR from R in the interior int(WB) of WB and/or the number of points kB

from B in the interior of the region WR = R2 \ WB is minimized. We refer to these subsets
ER = R ∩ int(WB) and EB = B ∩ int(WR) as the red and blue outliers, respectively, and
define E = ER ∪ EB and k = kR + kB .

The region WB is either: (i) a halfplane, (ii) a strip bounded by two parallel lines ℓ1 and
ℓ2, (iii) a wedge, i.e., one of the four regions induced by a pair of intersecting lines ℓ1 and
ℓ2, or (iv) a double wedge, i.e., two opposing regions induced by a pair of intersecting lines
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Figure 1 We consider separating R and B by at most two lines. This gives rise to four types of
regions WB : halfplanes, strips, wedges, and two types of double wedges: hourglasses and bowties.
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ℓ1 and ℓ2 (we further distinguish hourglass double wedges, that contain a vertical line, and
the remaining bowtie double wedges), see Figure 1. We can reduce the case that WB would
consist of three regions to the single-wedge case by recoloring the points. For each of these
cases for the shape of WB we consider three problems: allowing only red outliers (kB = 0)
and minimizing kR, allowing only blue outliers (kR = 0) and minimizing kB, or allowing
both outliers and minimizing k = kR + kB . We present efficient algorithms for each of these
problems, as shown in Table 1.

Motivation and related work. Classification is a key problem in computer science. The
input is a labeled set of points and the goal is to obtain a procedure that, given an unlabeled
point, assigns it a label that “fits it best”, considering the labeled points. Classification has
many direct applications, e.g. identifying SPAM in email messages, or tagging fraudulent
transactions [20, 22], but is also the key subroutine in other problems such as clustering [1].

We restrict our attention to binary classification where our input is a set R of red points
and a set B of blue points. We can compute whether R and B can be perfectly separated by
a line (and compute such a line if it exists) in O(n) time using linear programming. This
extends to finding a separating hyperplane in case of points in Rd, for some constant d [19].

Clearly, it is not always possible to find a hyperplane that perfectly separates the red and
the blue points, see for example Figure 2, in which the blue points are actually all contained
in a wedge. Hurtato et al. [16, 17] consider separating R and B in R2 using at most two lines
ℓ1 and ℓ2. In this case, linear programming is unfortunately no longer applicable. Instead,
they present O(n log n) time algorithms to compute a perfect separator (i.e., a strip, wedge,
or double wedge containing all blue points but no red points), if it exists. These results
were shown to be optimal [5], and can be extended to the case where B and R contain other
geometric objects such as segments or circles, or to include constraints on the slopes [16].
Similarly, Hurtado et al. [18] considered similar strip and wedge separability problems for
points in R3. Arkin et al. [4] show how to compute a 2-level binary space partition (a line
ℓ and two rays starting on ℓ) separating R and B in O(n2) time, and a minimum height
h-level tree, with h ≤ log n, in nO(log n) time. Even today, computing perfect bichromatic
separators with particular geometric properties remains an active research topic [2].

Alternatively, one can consider separation with a (hyper-)plane but allow for outliers.
Chan [8] presented algorithms for linear programming in R2 and R3 that allow for up to k

violations –and thus solve hyperplane separation with up to k outliers– that run in O((n +
k2) log n) and O(n log n + k11/4n1/4 polylog n) time, respectively. In higher (but constant)
dimensions, only trivial solutions are known. For arbitrary (non-constant) dimensions the
problem is NP-hard [3]. There is also a fair amount of work that aims to find a halfplane
that minimizes some other error measure, e.g. the distance to the farthest misclassified point,
or the sum of the distances to misclassified points [7, 15].

ℓ1

ℓ2

perfect

ℓ1

ℓ2

minimize kR

ℓ1

ℓ2

minimize kB

ℓ1

ℓ2

minimize k

Figure 2 Perfectly separating R and B may require more than one line. When considering
outliers, we may allow ‘(and minimize) only red outliers, only blue outliers, or both.
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Table 1 An overview of our results. Results shown in the full version [14] are marked with “full”.
Expected running times are marked with a ‡.

region WB minimize kR minimize kB minimize k

halfplane O(n log n) full O(n log n) full O((n + k2) log n) [8]

strip O(n log n) [21] O(n2 log n) full O(n2 log n) full

wedge O(n2) [21] O(n5/2 log n)‡ §5.2
O(n log n) §5.1 O(nk2

B log2 n log kB) §5.3 O(nk2 log3 n log k) §5.3

double bowtie O(n2) §6 O(n2 log n) §6 O(n2k log3 n log k) §6

Separating points using more general non-hyperplane separators and outliers while
incorporating guarantees on the number of outliers seems to be less well studied. Seara [21]
showed how to compute a strip containing all blue points, while minimizing the number of
red points in the strip in O(n log n) time. Similarly, he presented an O(n2) time algorithm for
computing a wedge with the same properties. Armaselu and Daescu [6] show how to compute
and maintain a smallest circle containing all red points and the minimum number of blue
points. In this paper, we take some further steps toward the fundamental but challenging
problem of computing a robust non-linear separator that provides performance guarantees.

Results. We present efficient algorithms for computing a region WB = WB(ℓ1, ℓ2) defined
by at most two lines ℓ1 and ℓ2 containing only the blue points, that are robust to outliers.
Our results depend on the type of region WB we are looking for, i.e., halfplane, strip, wedge,
or double wedge, as well as on the type of outliers we allow: red outliers (counted by kR),
blue outliers (counted by kB), or all outliers (counted by k). Refer to Table 1 for an overview.

Our main contributions are efficient algorithms for when WB is really bounded by two
lines. All these versions can be solved by a simple O(n4) time algorithm that explicitly
considers all candidate regions. However, we show that we can do significantly better in
every case.

In particular, in the versions where we minimize the number of red outliers kR we achieve
significant speedups. For example, we can compute an optimal wedge WB containing B and
minimizing kR in optimal Θ(n log n) time (which improves an earlier O(n2) time algorithm
from Seara [21]). We use two types of duality transformations that allow us to map each
point p ∈ R ∪ B into a forbidden region Ep in a low-dimensional parameter space, such that:
i) every point s in this parameter space corresponds to a region WB(s), and ii) this region
WB(s) misclassifies point p if and only if this point s lies in Ep. This allows us to solve the
problem by computing a point that lies in the minimum number of forbidden regions.

Surprisingly, the versions of the problem in which we minimize the number of blue outliers
kB are much more challenging. For none of these versions we can match our running times
for minimizing kR, while needing more advanced tools. For example, for the single wedge
version, we use dynamic lower envelopes to obtain a batched query problem that we solve
using spanning-trees with low stabbing number [10]. See Section 5.2.

For the case where both red and blue outliers are allowed and we minimize k, we present
output-sensitive algorithms whose running time depends on the optimal value of k. We
essentially fix one of the lines ℓ1, and use linear programming (LP) with violations [8, 13]
to compute an optimal line ℓ2 that together with ℓ1 defines WB. We show that by using
results on ≤ k-levels, a recent data structure for dynamic LP with violations [13], and binary
searching, we can achieve algorithms with running times around O(n2k polylog n).
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Outline. We give some additional definitions and notation in Section 2, and in Section 3 we
present a characterization of optimal solutions that lead to our simple O(n4) time algorithm
for any type of wedges. In Sections 4, 5, and 6 we discuss the case when WB is, respectively,
a strip, wedge, or double wedge. In each of these sections we separately go over minimizing
the number of red outliers kR, the number of blue outliers kB, and the total number of
outliers k. We wrap up with some concluding remarks and future work in Section 7. Omitted
proofs can be found in the full version [14].

2 Preliminaries

In this section we discuss some notation and concepts used throughout the paper. For ease
of exposition we assume B ∪ R contains at least three points and is in general position, i.e.,
that all coordinate values are unique, and that no three points are colinear.

Notation. Let ℓ− and ℓ+ be the two halfplanes bounded by line ℓ, with ℓ− below ℓ (or left
of ℓ if ℓ is vertical). Any pair of lines ℓ1 and ℓ2, with the slope of ℓ1 smaller than that of
ℓ2, subdivides the plane into at most four interior-disjoint regions: North(ℓ1, ℓ2) = ℓ+

1 ∩ ℓ+
2 ,

East(ℓ1, ℓ2) = ℓ+
1 ∩ ℓ−

2 , South(ℓ1, ℓ2) = ℓ−
1 ∩ ℓ−

2 and West(ℓ1, ℓ2) = ℓ−
1 ∩ ℓ+

2 . When ℓ1 and ℓ2
are clear from the context we may simply write North to mean North(ℓ1, ℓ2), etc. We assign
each of these regions to either B or R, so that WB = WB(ℓ1, ℓ2) and WR = WR(ℓ1, ℓ2) are
the union of some elements of {North, East, South, West}. In case ℓ1 and ℓ2 are parallel, we
assume that ℓ1 lies below ℓ2, and thus WB = East.

Duality. We make frequent use of the standard point-line duality [11], where we map objects
in primal space to objects in a dual space. In particular, a primal point p = (a, b) is mapped
to the dual line p∗ : y = ax − b and a primal line ℓ : y = ax + b is mapped to the dual point
ℓ∗ = (a, −b). If in the primal a point p lies above a line ℓ, then in the dual the line p∗ lies
below the point ℓ∗.

For a set of points P with duals P ∗ = {p∗ | p ∈ P}, we are often interested in the
arrangement A(P ∗), i.e., the vertices, edges, and faces formed by the lines in P ∗. Two
unbounded faces of A(P ∗) are antipodal if their unbounded edges have the same two
supporting lines. Since every line contributes to four unbounded faces, there are O(n) pairs
of antipodal faces. We denote the upper envelope of P ∗, i.e., the polygonal chain following
the highest line in A(P ∗), by U(P ∗), and the lower envelope by L(P ∗).

3 Properties of an optimal separator

Next, we prove some structural properties about the lines bounding the region WB containing
(most of) the blue points in B.

▶ Lemma 3.1. For the strip classification problem there exists an optimum where one line
goes through two points and the other through at least one point.

Proof. Clearly, we can shrink an optimal strip WB(ℓ1, ℓ2) so that both ℓ1 and ℓ2 contain
a (blue) point, say b1 and b2, respectively. Now rotate ℓ1 around b1 and ℓ2 around b2 in
counter-clockwise direction until either ℓ1 or ℓ2 contains a second point. ◀

▶ Lemma 3.2. For any wedge classification problem there exists an optimum where both
lines go through a blue and a red point.
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Figure 3 The four types of red lines and their forbidden region.

Proof sketch. Similar to the proof for strips, we show that any (double) wedge can be
adjusted until both its lines go through a blue and a red point, without misclassifying any
more points. Since this also holds for a given optimum, the lemma follows. ◀

A simple general algorithm. Lemma 3.2 tells us we only have to consider lines through red
and blue points. Hence, there is a simple brute-force O(n4) time algorithm that considers all
pairs of such lines, which works for both wedges and double wedges and any type of outliers.
Refer to the full version for details.

4 Separation with a strip

In this section we consider the case where lines ℓ1 and ℓ2 are parallel, with ℓ2 above ℓ1, and
thus WB(ℓ1, ℓ2) forms a strip. We want B to be inside the strip, and R outside. We work in
the dual, where we want to find two points ℓ∗

1 and ℓ∗
2 with the same x-coordinate such that

vertical segment ℓ∗
1ℓ∗

2 intersects the lines in B∗ but not the lines in R∗. We briefly summarize
our approach and our results.

Strip separation with red outliers. In this version, we wish to find a vertical line segment
ℓ∗

1ℓ∗
2 that intersects all lines in B∗ and minimizes the number of lines from R∗ it intersects.

So we can assume that ℓ∗
1 lies on the upper envelope U(B∗) of B∗ and ℓ∗

2 lies on the lower
envelope L(B∗), since shortening ℓ∗

1ℓ∗
2 can only decrease the number of red lines intersected.

There is only one degree of freedom for choosing our segment, its x-coordinate, so our
parameter space is R. We parameterize U(B∗) and L(B∗) over R, so that each point p ∈ R
in the parameter space corresponds to the vertical segment ℓ∗

1ℓ∗
2 on the line x = p. See

Figure 3. We map every red line r to a forbidden region (an interval) in this parameter space,
in which ℓ∗

1ℓ∗
2 would intersect r. Our goal is then to compute a point p that is contained in

the minimum number of such forbidden intervals. We can do so in O(n log n) time by sorting
and scanning. This matches an existing result by Seara [21].

Strip separation with blue outliers. In this version, the vertical segment ℓ∗
1ℓ∗

2 may intersect
no red lines and as many blue lines as possible. That means that there is a ℓ∗

1ℓ∗
2 that is a

maximal vertical segment in a face of A(R∗). We sweep a vertical line ℓ over A(R∗) while,
for each face F (defining a candidate segment F ∩ ℓ for ℓ∗

1ℓ∗
2) we maintain the number of

blue lines that intersect the candidate segment. This leads to an O(n2 log n) time algorithm
for computing an optimal segment, and thus an optimal strip.

Strip separation with both outliers. In this version, the vertical segment ℓ∗
1ℓ∗

2 may misclas-
sify both red and blue lines, but as few as possible. There is much less structure for where
an optimal segment can be than before, since an optimal segment can now intersect any
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Figure 4 The arrangement of B∗ ∪ R∗ with its parameter space and forbidden regions.

number of blue or red lines. We sweep over the full arrangement A(R∗ ∪ B∗) with a vertical
line. We maintain a datastructure that, given a point ℓ∗

2 on the sweepline, can find a second
point ℓ∗

1 such that the number of outliers |E(ℓ1, ℓ2)| is minimized. Each time the sweepline
crosses a vertex of A(R∗ ∪ B∗) we update the datastructure and perform one query, both in
O(log n) time, resulting in an O(n2 log n) algorithm.

▶ Theorem 4.1. Given two sets of n points B, R ⊂ R2, we can construct a strip WB

minimizing (i) the number of red outliers kR in O(n log n) time, (ii) the number of blue
outliers kB in O(n2 log n) time, or (iii) the number of outliers k in O(n2 log n) time.

5 Separation with a wedge

We consider the case where the region WB is a single wedge and WR is the other three
wedges. In Sections 5.1, 5.2, and 5.3 we show how to minimize kR, kB , and k, respectively.

5.1 Wedge separation with red outliers
We distinguish between WB being an East or West wedge, and a North or South wedge. In
either case we can compute optimal lines ℓ1 and ℓ2 defining WB in O(n log n) time.

Finding an East or West wedge. We wish to find two lines ℓ1 and ℓ2 such that every blue
point and as few red points as possible lie above ℓ1 and below ℓ2. In the dual this corresponds
to points ℓ∗

1 and ℓ∗
2 such that all blue lines and as few red lines as possible lie below ℓ∗

1 and
above ℓ∗

2, as in Figure 4.
Clearly ℓ∗

1 must lie above U(B∗), and ℓ∗
2 below L(B∗), and again we can assume they lie

on U(B∗) and L(B∗), respectively. We now have two degrees of freedom, one for choosing ℓ∗
1

and one for choosing ℓ∗
2. Again we parameterize U(B∗) and L(B∗), but this time over R2,

such that a point (p, q) in this parameter space corresponds to two dual points ℓ∗
1 and ℓ∗

2,
with ℓ∗

1 on U(B∗) at x = p and ℓ∗
2(y) on L(B∗) at x = q, as illustrated in Figure 4. We wish

to find a value in our parameter space whose corresponding segment minimizes the number
of red misclassifications. Recall the forbidden regions of a red line r are those regions in the
parameter space in which corresponding segments misclassify r. We distinguish between five
types of red lines, as in Figure 4:

Line a intersects U(B∗) in points a1 and a2, with a1 left of a2. Only segments with ℓ∗
1 left of

a1 or right of a2 misclassify a. This produces two forbidden regions: (−∞, a1) × (−∞, ∞)
and (a2, ∞) × (−∞, ∞).
Line b intersects L(B∗) in points b1 and b2, with b1 left of b2. Symmetric to line a this
produces forbidden regions (−∞, ∞) × (−∞, b1) and (−∞, ∞) × (b2, ∞).
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L(R+∗)

ℓ∗1b ℓ∗2

ℓ2

ℓ1

Figure 5 Left: in the primal we need to consider only the points above ℓ1. Right: in the dual we
need to consider only the lines below ℓ∗

1. In particular, ℓ∗
1 should lie below (on) L(R+∗).

Line c intersects U(B∗) in c1 and L(B∗) in c2, with c1 left of c2. Only segments with
endpoints after c1 and before c2 misclassify c. This produces the region (c1, ∞)×(−∞, c2).
(Segments with endpoints before c1 and after c2 do intersect c, but do not misclassify it.)
Line d intersects U(B∗) in d1 and L(B∗) in d2, with d1 right of d2. Symmetric to line c

it produces the forbidden region (−∞, d1) × (d2, ∞).
Line e intersects neither U(B∗) nor L(B∗). All segments misclassify e. In the primal this
corresponds to red points inside the blue convex hull. This produces one forbidden region;
the entire plane R2.

The forbidden regions generated by the red lines r∗ ∈ R∗ divide the parameter space in
axis-aligned orthogonal regions. Our goal is again to find a point with minimum ply, i.e. a
point that is contained in the minimum number of these forbidden regions.

▶ Lemma 5.1. Given a set R of n constant complexity, axis-aligned, orthogonal regions, we
can compute the point with minimum ply in O(n log n) time.

Proof sketch. We sweep through the plane with a vertical line z while maintaining a minimum
ply point on z. See Figure 4 (right) for an illustration. We maintain the regions intersected
by the sweep line in a slightly augmented segment tree [11]. In particular, each node v

in the tree stores the size s(v) of its canonical subset, the minimum ply ply(v) within the
subtree of v, and a point attaining this minimum ply. Since there are O(n) forbidden regions
(rectangles), each of which is added and removed once in O(log n) time, this leads to a
running time of O(n log n). ◀

We construct U(B∗) and L(B∗) in O(n log n) time. For every red line r, we calculate
its intersections with U(B∗) and L(B∗) in O(log n) time, determine its type (a − e), and
construct its forbidden regions. By Lemma 5.1 we can find a point with minimum ply in
these forbidden regions in O(n log n) time. We thus obtain an O(n log n) time algorithm for
finding an optimal East or West wedge. We can find an optimal North or South wedge in a
similar manner, and thus obtain:

▶ Theorem 5.2. Given two sets of n points B, R ⊂ R2, we can construct a wedge WB

containing all points of B and the fewest points of R in O(n log n) time.

5.2 Wedge separation with blue outliers
We now consider the case where all red points must be classified correctly, and we minimize
the number of blue outliers kB. We show how to find an optimal North wedge; finding
optimal South, East, or West wedges can be done analogously.
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Fix line ℓ1 and consider the problem of finding an optimal corresponding line ℓ2. All
points below ℓ1 lie outside the North wedge, regardless of our choice of ℓ2, and thus we have
to consider only the points B+ ⊆ B and R+ ⊆ R above ℓ1. See Figure 5. We do not allow
red points in the North wedge, so ℓ2 must lie above all red points R+ and below as many blue
points B+ as possible. This is exactly the halfplane separation problem with blue outliers
we solve in the full version in O(n log n) time. We can iterate through all O(n2) options for
ℓ1 (by walking through A(B∗ ∪ R∗)) and compute the corresponding line ℓ2 in O(n log n)
time, which would lead to an O(n3 log n) time algorithm. Below we describe an algorithm
that avoids recomputing ℓ2 from scratch every time, giving an O(n5/2 log n) time algorithm.

Let L be a set of lines, and let the level lL(p) of a point p (with respect to L) be the
number of lines of L that lie below p. We define the level lL(s) = maxp∈s lL(p) of a segment
s (with respect to L) as the maximum level of any point p on s.

Consider the dual, where we are looking for two points ℓ∗
1 and ℓ∗

2 such that no red line
and as many blue lines as possible lie below both ℓ∗

1 and ℓ∗
2. By Lemma 3.2 we can assume

both ℓ∗
1 and ℓ∗

2 lie on a red-blue intersection. For a fixed point ℓ∗
1 we are interested only

in the set of lines B+∗ and R+∗ below ℓ∗
1, and since ℓ∗

2 must lie below all of R+∗ we can
assume it lies on its lower envelope L(R+∗). See Figure 5. The wedge North(ℓ1, ℓ2) correctly
classifies exactly lB+∗(ℓ∗

2) points. We are thus looking for the pair of points ℓ∗
1 and ℓ∗

2 that
maximize the level lB+∗(ℓ∗

2).
We now show that we can compute ℓ∗

2 efficiently for every candidate point ℓ∗
1, provided

that there is an oracle that can answer (a batch of) the following queries: given a point ℓ∗
1

and a line segment s lying on a red line, compute the level lB+∗(s). We then show that we
can implement an oracle that answers all O(n2) queries in O(n5/2 log n) time. This yields an
O(n5/2 log n) time algorithm to compute an optimal north wedge.

Using an oracle to maintain ℓ∗
2. Consider any blue line b ∈ B∗ and assume w.l.o.g. that

it is horizontal. We will shift ℓ∗
1 from left to right along b, maintaining the set of red lines

R+∗ below ℓ∗
1. During this shift ℓ∗

1 crosses each of the other lines at most once. We wish to
maintain L(R+∗) and a point with maximum level w.r.t. B+∗ over all edges of L(R+∗). Such
a point corresponds to an optimal second point ℓ∗

2 for the current point ℓ∗
1. By repeating

this shift for every blue line b ∈ B∗ we consider all O(n2) candidate points for ℓ∗
1 and their

corresponding optimal point ℓ∗
2. This thus allows us to report an optimal solution.

We first show that we may keep an explicit representation of L(R+∗) while shifting ℓ∗
1

along b. We store the edges of L(R+∗) in the leaves of a binary tree (ordered on increasing
x-coordinate), which we refer to as the explicit tree of L(R+∗). We then augment this explicit
tree to additionally maintain the maximum level over all its edges. We show that we can
maintain this tree in near-linear time in total; see the full version for details.

▶ Lemma 5.3. While shifting ℓ∗
1 along b we can maintain an explicit tree of L(R+∗) in

O(n log n) total time.

With the explicit tree at hand, we require only O(n) queries to the oracle during the
entire shifting process to maintain an optimal point ℓ∗

2. Refer to the full version for details.

▶ Lemma 5.4. We can maintain an edge of L(R+∗) with maximum level w.r.t. B+∗ while
shifting ℓ∗

1 along b using O(n) queries to the oracle and O(n log n) additional time.

Collecting queries to the oracle. What remains is to describe how to implement the oracle
that answers the queries. Observe that the set of queries to the oracle is fixed. That is, the
answer to an oracle query is independent of the answers to earlier queries, and the answers of
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queries do not influence which future queries will be performed. Therefore, we can perform a
“dry”-run of the algorithm where we collect all queries, and then answer them in bulk. As we
will see, this allows us to answer these queries efficiently.

Since each blue line generates O(n) queries (Lemma 5.4), we have a total of O(n2) queries.
Once we have the answers to all these queries, we once again run the algorithm for each
blue line b. In this “real”-run of the algorithm we can answer queries in O(1) time, and thus
compute an optimal pair of points ℓ∗

1 and ℓ∗
2 with ℓ∗

1 on b in O(n log n) time (Lemma 5.4).
This then leads the following result.

▶ Lemma 5.5. Given two sets of n points B, R ⊂ R2, we can construct a wedge containing
as many points of B as possible and no points of R in O(T (n) + n2 log n) time, where T (n)
is the total time required to answer O(n2) oracle queries.

Implementing the oracle. We will now show how to implement the oracle that can answer
(a batch of) the following queries efficiently. Given a query (ℓ∗

1, s) consisting of a point ℓ∗
1

and a red segment s, we wish to find the maximum level of any point on s w.r.t. the set B+∗

of blue lines below ℓ∗
1. Maintaining the set B+∗ and answering queries fully dynamically is

difficult, so we will instead answer them in bulk.
We consider a red line r and assume w.l.o.g. that it is horizontal. Let Q be the set of

queries whose line segment s lies on r, let qr = |Q|, and let P be the set of query points ℓ∗
1

corresponding to the queries in Q. See Figure 6.
We pick an arbitrary query (ℓ∗

1, s) ∈ Q. Let b ∈ B+∗ be a blue line with negative slope;
the other case is analogous. Consider the intersection point i between b and r. For points
p ∈ s left of i, b lies above p and thus b does not add to the level of p. For points p ∈ s

right of i, b lies below i and thus b does add to the level of p. Consider all intersections
between r and lines in B+∗. We build a balanced binary tree on these intersections, ordered
by x-coordinate, augmented such that each node also stores the point with the highest level
in its subtree. Recall that s is a line segment on r, and thus represents an x-interval on
r. We can easily answer the query (s, ℓ∗

1) by finding the O(log n) nodes representing that
interval and returning the maximum level of any point inside their subtrees.

To answer the other queries we can shift the point ℓ∗
1 through the arrangement A(B∗).

When we cross into a different face, one blue line is inserted into or deleted from B+∗. We can
update the binary tree in O(log n) time, meaning that when we reach a point p ∈ P we can
answer the corresponding query, again in O(log n) time. So, if we can walk through A(B∗)
crossing s lines while visiting all points P , we can answer all queries Q in O((s + |P |) log n)
time.

Consider a spanning tree on P . The stabbing number of a spanning tree is the maximum
number of edges of the tree that can be intersected by a single line. With high probability
(whp; in particular with probability 1−1/qc

r for some arbitrarily large constant c) we can build
a spanning tree T on P with stabbing number O(√qr) in O(qr log qr) time [9]. Thus, each
blue line intersects T at most O(√qr) times, and therefore there are O(n√

qr) intersections
between T and B (whp).

If we follow the spanning tree while walking through A(B∗) we will thus cross O(n√
qr)

blue lines in total while visiting all points P , meaning we can answer all queries Q on r in
O(n√

qr log n) time (note that the O(qr log qr) time to build the spanning tree is dominated by
O(n√

qr log n) for any qr = O(n2)). Doing this for all lines r ∈ R takes O(
∑

r(n√
qr log n))

time. Recall we have O(n2) queries in total, so we have
∑

r qr = O(n2). Since
√

· is
a concave function, we have

√
a +

√
b ≤

√
2(a + b) for any non-negative values a and
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Figure 6 A set of queries on a red line r, with
a spanning tree on P . Line b contributes to the
level of all points right of i.

`2

`1

Figure 7 All points above ℓ1 lie outside
the South wedge. After fixing ℓ1, we are
left with a halfplane separation problem.

b. More generally,
∑

i

√
xi ≤

√
n (

∑
i xi) for any n non-negative values xi. In particular,∑

r

√
qr ≤

√
n (

∑
r qr) = O(n3/2). Therefore, we have an O(

∑
r(n√

qr log n)) = O(n5/2 log n)
time algorithm to answer all queries over all red lines.

▶ Lemma 5.6. We can answer O(n2) queries in expected O(n5/2 log n) time.

Together with Lemma 5.5 this yields an expected O(n5/2 log n + n2 log n) = O(n5/2 log n)
time algorithm to find an optimal North wedge. We can symmetrically find an optimal South
wedge by assuming the wedge lies below both ℓ1 and ℓ2. Similarly by assuming the wedge
lies below ℓ1 and above ℓ2 we can find an optimal West or East wedge.

▶ Theorem 5.7. Given two sets of n points B, R ⊂ R2, we can construct a wedge containing
as many points of B as possible and no points of R in expected O(n5/2 log n) time.

5.3 Wedge separation with both outliers
We now consider the case where we allow and minimize both red and blue outliers. We show
how to find an optimal South wedge; finding an optimal West, North, or East wedge can be
done symmetrically. We first study the decision version of this problem: given an integer k′,
does there exist a South wedge WB with at most k′ outliers? We present an O(nk′2 log3 n)
time algorithm to solve this decision problem. Using exponential search to guess the optimal
value k (i.e. guessing k′ = 1, 2, 4, 8 . . . and binary searching in the remaining interval) then
leads to an O(nk2 log3 n log k) time algorithm to compute a wedge WB that minimizes k.

In Lemma 5.8 we construct a small candidate set of lines that contains a line ℓ1 that is
used by an optimal wedge. Then our algorithm considers each line in this set and constructs
an optimal wedge using it.

▶ Lemma 5.8. In O(nk′ log n) time, we can construct a set of O(nk′) lines that contains a
line ℓ1 used by an optimal wedge.

Proof. Consider any line ℓ and suppose it is used in a South wedge as the line ℓ1. Let B+ and
B− be the set of blue points above, respectively below, ℓ1. Since we are looking for a South
wedge, all k1 = |B+| blue points above ℓ1 are misclassified, regardless of line ℓ2 (see Figure 7).
Therefore, any line with k1 > k′ blue points above it is not a suitable candidate for ℓ1. In
the dual plane, this means ℓ∗

1 must lie in the (≤ k′)-level L≤k′(B∗) of B∗, the set of points
with at most k′ lines of B∗ below them. With a slight abuse of notation, we use L≤k′(B∗)
to refer to the sub-arrangement of A(B∗) that lies in the (≤ k′)-level. The complexity of
L≤k′(B∗) is O(nk′), and we can construct L≤k′(B∗) in O(nk′ + n log n) time [12].
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Consider any line r ∈ R∗, and observe that it intersects L≤k′(B∗) at most O(k′) times.
This follows from the fact that we can decompose L≤k′(B∗) into O(k′) concave chains [8],
and that r intersects each such chain at most twice. We can thus explicitly compute all
the O(nk′) red-blue intersections in L≤k′(B∗) in O(nk′ log n) time, and by Lemma 3.2 these
red-blue intersections contain the dual of a line used in an optimal wedge. ◀

Fix ℓ1 to be any candidate line from Lemma 5.8. We wish to find another line ℓ2 such
that the wedge South(ℓ1, ℓ2) misclassifies at most k′ blue points. Since all points above ℓ1
are outside the wedge regardless of the line ℓ2, we need to consider only the points B− and
R− below ℓ1. Recall that the choice of ℓ1 already misclassifies k1 blue points. Thus, we wish
to find a line ℓ2 that misclassifies at most k2 = k′ − k1 points from B− and R−. That is, a
line ℓ2 such that the number of points from R− below it plus the number of points from B−

above it is at most k2. This is exactly the halfplane separation problem with both outliers,
which we can solve using Chan’s algorithm in O((n + (k2)2) log n) time [8]. Doing this for
all O(nk′) candidate lines results in an O(nk′(n + k2) log n) = O((n2k′ + nk′3) log n) time
algorithm. Below we improve on this, by avoiding to recompute ℓ2 from scratch every time.

Solving the halfplane separation problem dynamically. Consider again the set of candidate
lines of Lemma 5.8, and in particular their dual points. By walking through the arrangement
L≤k′(B∗), we can visit all O(nk′) candidate points ℓ∗

1 in O(nk′) steps, such that at each step
we cross only one (red or blue) line. This means that only a single point is inserted in or
deleted from the sets B− and R− per step. Rather than computing ℓ2 from scratch after
every step now, we maintain it dynamically.

We build the data structure of [13] that, given a value k′, maintains a line ℓ2 that
misclassifies as few points from R− and B− as possible under insertions and deletions of red
and blue points; if no line misclassifying at most k′ points exists, the data structure reports
this. The updates for the data structure have to be given in a ’semi-online’ manner, which
means that whenever a point is inserted we have to know when it is going to be deleted. This
is not a problem in our case, since we can precompute all insertions and deletions on R− and
B− by completing the walk through L≤k′(B∗) before actually updating the data structure.

The data structure reports an optimal line ℓ2 that misclassifies k2 ≤ k′ points of R− and
B−, so the wedge South(ℓ1, ℓ2) then misclassifies k1 + k2 points. If k1 + k2 ≤ k′ then we have
found a wedge misclassifying at most k′ points, so we are done with the decision problem,
otherwise we move on to the next candidate for ℓ1. If the data structure reports that there
exists no line ℓ2 misclassifying at most k′ points, then we also move on to the next candidate.

The data structure has update time O(k′ log3 n) per insertion and deletion, and there
are O(nk′) updates. Therefore, given a value k′, we can find a South wedge with at most k′

outliers, if it exists, in O(nk′2 log3 n) time. Using exponential search for the optimal value k

then gives an optimal South wedge in O(nk2 log3 n log k) time. As in the previous section,
we can similarly find North, West, and East wedges.

▶ Theorem 5.9. Given two sets of n points B, R ⊂ R2, we can construct a wedge WB

minimizing the total number of outliers k in O(nk2 log3 n log k) time.

With similar techniques to the above, we can improve (for some values of kB) our
algorithm for allowing blue outliers only to have an output-sensitive running time, see the
full version for details.

▶ Theorem 5.10. Given two sets of n points B, R ⊂ R2, we can construct a wedge WB

minimizing the number of blue outliers kB in O(nk2
B log2 n log kB) time.
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6 Separation with a double wedge

The final setting we study is that of finding a double wedge. We summarize our approach
and results for all three cases.

Double wedge separation with red outliers. We consider finding a bowtie wedge WB while
minimizing red outliers, i.e. all of B and as little of R as possible lies in the West and East
wedge. In the dual this corresponds to a line segment intersecting all of B∗, and as little of
R∗ as possible.

Observe that a segment intersecting all lines of B∗ must have endpoints in antipodal
outer faces of A(B∗), i.e. two opposite outer faces sharing the same two infinite bounding
lines. For all O(n) pairs of antipodal faces, we could apply a very similar algorithm to the
wedge algorithm in Section 5.1, resulting in O(n · n log n) = O(n2 log n) time.

Alternatively, we construct the entire arrangement A(B∗ ∪ R∗) of all lines explicitly in
O(n2) time (see e.g. [11]). Consider a pair of faces P and Q that are antipodal in A(B∗),
and assume w.l.o.g. they are separated by the x-axis, with P above Q. There are two types
of red lines: splitting lines that intersect both P and Q once, and stabbing lines that intersect
at most one of P and Q, see Figure 8. A red line is a splitting line for exactly one pair of
antipodal faces, while it can be a stabbing line for multiple pairs. Recall that we wish to find
a segment from P to Q intersecting as few red lines as possible. The s splitting lines divide
the boundary of P and Q into s + 1 chains P0..Ps (Q0..Qs). Within one such chain Pi on P

we only need to consider the point pi with the most stabbing lines above it: a segment from
pi to Q will not intersect those lines, since Q is below Pi. Similarly, we only need to consider
point qj on chain Qj with the most stabbing lines below it. Using dynamic programming
we can then find the pair of chains Pi, Qj such that piqj intersects the fewest red lines in
O(n + s2) time. Doing so for all pairs of antipodal faces yields a total running time of O(n2).

P

Q

r1 r2

r3

r4

P2

P1

P0

Q0

Q1

Q2

p

q

Figure 8 Two antipodal faces P and Q, with
two splitting lines r1, r2 and two stabbing lines
r3, r4, and an optimal segment pq from P to Q.

ℓ2

ℓ1 B+

B−

R+R−

Figure 9 If we want B to lie in the
North and South wedges, then B+ and
R− should be above ℓ2, and B− and R+

should be below ℓ2.

▶ Theorem 6.1. Given two sets of n points B, R ⊂ R2, we can construct the bowtie double
wedge WB minimizing the number of red outliers kR in O(n2) time.

Double wedge separation with blue outliers. We wish to find a bowtie wedge WB while
minimizing blue outliers, i.e. none of R and as much of B as possible should lie in the West
and East wedge. In the dual this corresponds to a line segment intersecting none of R∗,
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and as much of B∗ as possible. This means the segment must lie in a single face of A(R∗).
For each face F of A(R∗) we thus wish to find a segment intersecting as many blue lines as
possible. Let B∗

F be the set of blue lines intersecting F . Then we can find such a segment in
O(|B∗

F | log |B∗
F |) time with a parameter space approach similar to Section 5.1. We do this

for each face F in A(R∗), yielding an O(n2 log n) algorithm.

Double wedge separation with both outliers. We show how to find an hourglass wedge
WB while minimizing both types of outliers; by recolouring we can also find an optimal
bowtie wedge. We use a similar approach as in Section 5.2, by considering a set of O(n2)
candidate lines ℓ1 and computing an optimal line ℓ2 for each. For a fixed line ℓ1, let B+ and
R+ be the points above ℓ1, and B− and R− be the points below ℓ1, and let P = B+ ∪ R−

and Q = B− ∪ R+. See Figure 9. Then we wish to find a line ℓ2 separating P and Q. Using
the same dynamic datastructure for halfplane separation as used in Section 5.3, we can
compute an optimal ℓ2 for each ℓ1 in O(n2k log3 n log k) time.

7 Concluding Remarks

We presented efficient algorithms for robust bichromatic classification of R ∪ B with at most
two lines. Our results depend on the shape of the region containing (most of the) blue points
B, and whether we wish to minimize the number of red outliers, blue outliers, or both. See
Table 1. Several of our algorithms reduce to the problem of computing a point with minimum
ply with respect to a set of regions. We can extend these algorithms to support weighted
regions, and thus we may support classifying weighted points (minimizing the weight of the
misclassified points). It is interesting to see if we can support other error measures as well.

There are also still many interesting open questions. Most prominently whether we
can obtain faster algorithms for minimizing the number of blue outliers kB or the total
number of outliers k. Alternatively, it would be interesting to establish lower bounds for the
various problems. In particular, are our algorithms for computing a halfplane minimizing kR

optimal, and in case of wedges (where the problem is asymmetric) is minimizing the number
of blue outliers kB really more difficult then minimizing kR? For the strip case, the running
time of our algorithm for minimizing k matches the worst case running time for halfplanes
(O((n + k2) log n), which is O(n2 log n) when k = O(n)), but it would be interesting to see if
we can also obtain algorithms sensitive to the number of outliers k.
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Abstract
Let R ∪ B be a set of n points in R2, and let k ∈ 1..n. Our goal is to compute a line that “best”
separates the “red” points R from the “blue” points B with at most k outliers. We present an
efficient semi-online dynamic data structure that can maintain whether such a separator exists
(“semi-online” meaning that when a point is inserted, we know when it will be deleted). Furthermore,
we present efficient exact and approximation algorithms that compute a linear separator that is
guaranteed to misclassify at most k, points and minimizes the distance to the farthest outlier. Our
exact algorithm runs in O(nk + n log n) time, and our (1 + ε)-approximation algorithm runs in
O(ε−1/2((n + k2) log n)) time. Based on our (1 + ε)-approximation algorithm we then also obtain a
semi-online data structure to maintain such a separator efficiently.
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1 Introduction

Classification is a well known and well studied problem: given a training set of n data
items with known classes, decide which class to assign to a new query item. Support Vector
Machines (SVMs) [8] are a popular method for binary classification in which there are just
two classes: red and blue. An SVM maps the input data items to points in Rd, and constructs
a hyperplane s that separates the red points R from the blue points B “as well as possible”.
Intuitively, it tries to minimize the distance from s to the set X(s, B ∪ R) ⊆ R ∪ B of points
misclassified by s while maximizing the distance to the closest correctly classified points.
A red point r ∈ R is misclassified if it lies strictly inside the halfspace s+ above (left of) s,
whereas a blue point b ∈ B is misclassified if it lies strictly inside the halfspace s− below s. See
Figure 1 for an illustration. An SVM is typically modeled as a convex quadratic programming
problem with linear constraints. However, this cannot provide guarantees on the number of
misclassifications nor on the running time.1 In practice, solving such optimization problems
is possible, but it is computationally expensive as it involves n + d variables [17]. This
problem is magnified as training a high-quality classifier typically requires computing many

1 When we restrict the coefficients in the SVM formulation to be rational numbers with bounded bit
complexity such a problem can be solved in polynomial time [14, 23, 18]. However, it is unclear if they
can be extended to allow for arbitrary real valued costs.
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k = 1

k = 3

s

Figure 1 Red and blue points, and two optimal separators for Mmax with 1 and 3 misclassification.

classifiers, each trained on a large subset of the input data, during cross-validation. Similarly,
in streaming settings, the labeled input points arrive on the fly, and old data points should
be removed due to concept drift [25]. Each such update requires recomputing the classifier.
Hence, this limits the applicability of SVMs in these settings, even when the input data is
low-dimensional.

The goal. We aim to tackle both these problems. That is, we wish to develop an “SVM-like”
linear classifier that can provide guarantees on the number of misclassified points k, and can
be constructed and updated efficiently. As the problem of minimizing k is NP-complete in
general [1], we restrict our attention to the setting where the input points are low-dimensional.
As it turns out, even for points in the plane, this is a challenging problem.

For a separator s, let Mmis(s) = |X(s, B ∪ R)| be the number of points misclassified
by s. Let Sk(B ∪ R) = {s | Mmis(s) ≤ k} denote the set of hyperplanes that misclassify
at most k points from B ∪ R, and let dist(p, q) denote the Euclidean distance between
geometric objects p and q. When the point sets are linearly separable, we want to compute
a maximum-margin separator sstrip ∈ S0(R ∪ B) that correctly classifies all points and
maximizes the distance Mstrip(sstrip) = minp∈R∪B dist(sstrip, p) to the closest points, exactly
as in an SVM. Moreover, we would like to efficiently maintain such a separator when we
insert or delete a point from B ∪ R. The main challenge occurs when the point sets are not
linearly separable. In this case, given a maximum k on the number of misclassified points,
our aim is to find a separator sopt ∈ Sk(R ∪ B) that minimizes the (Euclidean) distance
Mmax(s) = maxp∈X(s,B∪R) dist(p, s) to the furthest misclassified point. This thus asks for
a minimum width strip containing the k outliers. We again would like to maintain such a
separator when points are inserted or deleted. Furthermore, we may want to compute the
smallest number kmin for which there exists a separator smin that misclassifies at most kmin
points. Note that decreasing the number of outliers may increase the value of Mmax, i.e.
when kmin < k we may have Mmax(smin) > Mmax(sopt), see Figure 1.

By the above discussion we distinguish four general variations of the problem:
MaxStrip: find a separator sstrip = argmaxs∈S0(R∪B)Mstrip(s)
MinMax: find a separator smax = argminsMmax(s)
MinMis: find a separator smis = argminsMmis(s)
k-mis MinMax: given a value k, find a separator sopt = argmins∈Sk(B∪R)Mmax(s)

Related Work. It is well known that for points in Rd, for constant d, we can test if R and B

can be linearly separated in O(n) time by linear programming (LP) [22]. The problem becomes
much more challenging when we allow a limited number of misclassifications. Everett et
al. [12] show that for point sets R and B in the plane, one can find a line that separates R

and B while allowing for at most k misclassifications in O(n log n + nk) time. Matoušek [20]
shows how to solve LP-type problems while allowing at most k violated constraints. In
particular, for linear programming in R2, his algorithm runs in O(n log n + k3 log2 n) time.
Chan [3] improves this to O((n + k2) log n) time, and can compute the smallest number
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k for which the points can be separated (the MinMis problem) in the same time. Aronov
et al. [2] consider computing optimal separators with respect to other error measures as
well. In particular, they consider minimizing the distance Mmax(s) from s to the furthest
misclassified point, as well as minimizing the average (squared) distance to a misclassified
point Mβ

avg(s) =
∑

p∈X(s,B∪R)(dist(s, p))β . For n points in R2, their running times for
computing an optimal separator vary from O(n log n) for the Mmax measure (the MinMax
problem), to O(n4/3) for the M1

avg measure, to O(n2) for Mmis (the MinMis problem) and the
M2

avg measures. Some of their results extend to points in higher dimensions. Har-Peled and
Koltun [16] consider similar measures, and present both exact and approximation algorithms.
For example, they present an exact O(nkd+1 log n) time algorithm to find a hyperplane
that minimizes the number of outliers (for points in Rd), and an O(n(ε−2 log n)d+1) time
algorithm to compute a (1+ε)-approximation of that number.2 Their exact and approximation
algorithms for computing a hyperplane minimizing Mmax run in O(nd) and O(nε(d−1)/2)
time, respectively. Matheny and Phillips [19] consider computing a separating hyperplane s,
so that the discrepancy (the fraction of red points in s− minus the fraction of blue points
in s−) is maximized. They present an O(n + ε−d log4(ε−1)) time algorithm that makes an
additive error of at most ε (and thus misclassifies at most εn points more than an optimal
(with respect to discrepancy) classifier).

Results. We can show that for points in R1 we can achieve both our goals: minimizing
Mmax with a hard guarantee on the number of outliers and efficiently supporting updates.
In particular, in the full version [13] we present an optimal linear space solution:

▶ Theorem 1. Let B ∪ R be a set of n points in R1. There is an O(n) space data structure
that, given a query value k ∈ 1..n can compute an optimal separator sopt ∈ Sk(R ∪ B) with
respect to Mmax in O(log n) time, and supports inserting or deleting a point in O(log n) time.

The main focus of our paper is to establish whether we can achieve similar results for
points in R2. If the points are separable, we can maintain a maximum-margin separator –
essentially a maximum width strip – in O(log2 n) time per update.

The problem gets significantly more complicated when the point sets are not separable,
and we thus wish to compute, and maintain, a separator sopt ∈ Sk(B ∪ R) minimizing
the distance Mmax to the farthest misclassified point. We can test whether a separator
s ∈ Sk(B ∪ R) exists (and find the smallest k for which a separator exists) using LP with
violations. In Section 3 we show how to dynamize Chan’s approach [3] to maintain such
a separator when the set of points changes. In particular, given a static linear objective
function f : R2 → R and a dynamic set H of halfplanes that is given in a semi-online manner
(at the time we insert a halfplane h into H we are told when we will delete h), we show how
to efficiently maintain a point p minimizing f that lies outside at most k halfplanes from H:

▶ Theorem 2. Let H be a set of n halfplanes in R2, let f be a linear objective function, and
let k ∈ 1..n. There is an O(n + k2 log2 n) space data structure that maintains a point p that
violates at most k constraints of H (if it exists) and minimizes f , and supports semi-online
updates in expected amortized O(k log3 n) time.

This then also allows us to maintain whether a separator that misclassifies at most k

points exists in amortized O(k log3 n) time per (semi-online) update, as well as maintain
the minimum value k for which this is the case. Since linear programming queries have

2 Here and throughout the rest of the paper, ε > 0 is an arbitrarily small constant.
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many other applications, e.g. finding extremal points and tangents, we believe this result
to be of independent interest. For example, given a threshold δ, our data structure also
allows us to maintain a line ℓ that minimizes the number of points k at vertical distance
exceeding δ from ℓ in amortized O(k log3 n) time per update. Note that the best update
time we can reasonably expect with this approach is O((1 + k2/n) log n). For values of k

that are small (e.g. polylogarithmic) or very large (near linear) our approach is relatively
close to this bound.

In Section 4, we incorporate finding the best separator from Sk(B ∪ R); i.e. a separator
that minimizes Mmax. We first tackle the algorithmic problem of computing such an optimal
separator. Our main result here is:

▶ Theorem 3. Let B ∪ R be a set of n points in R2, and let k ∈ 1..n. We can compute a
separator sopt ∈ Sk(B ∪ R) minimizing Mmax in

O(nk + n log n) time,
O((n + |Sk(B ∪ R)| + k3) log2 n) time, or
when k = kmin in O(k4/3n2/3 log n + (n + k2) log n) time.

Here |Sk(B ∪ R)| denotes the complexity of (the region in the dual plane representing)
Sk(B ∪ R). The key challenge is that this region Sk(B ∪ R) may consist of Θ(k2) connected
components, and each one has very little structure. While in the linear programming
approach we can efficiently find one local minimum per connected component, that is
no longer the case here. Instead, we explicitly construct the boundary of this region.
Unfortunately, the total complexity of Sk(B ∪ R) is rather large: Chan [4] gives an upper
bound of |Sk(B ∪ R)| = O(nk1/3 + n5/6−εk2/3+2ε + k2). We give two different algorithms
to construct Sk(B ∪ R), and then efficiently find an optimal separator. When we restrict
to the case where k = kmin, i.e. finding an separator that minimizes Mmax among all
lines that misclassify the least possible number of outliers, each connected component of
Sk(B ∪ R) is a single face in an arrangement of lines. This then gives us a slightly faster
O(k4/3n2/3 log2/3(n/k) + (n + k2) log n) time algorithm as well.

Unfortunately, even when k = kmin, dynamization appears very challenging. In the full
version we present an O((k4/3n2/3 + n) log5 n) space data structure that supports insertions
in amortized O(kn3/4+ε) time, provided that the convex hulls of R and B remain the same.
While the applicability of this result is limited, we use and develop an interesting combination
of techniques here. For example, we develop a near linear space data structure that stores
the the lower envelope of surfaces and allows for sub-linear time vertical ray shooting queries.

In Section 5, we slightly relax our goal and consider approximating the distance Mmax
instead. Our key idea is to replace the Euclidean distance by a convex distance function.
This avoids some algebraic issues, as the distance between a point and a line now no longer
has a quadratic dependency on the slope of the line. Instead the dependency becomes linear.
We now obtain a much more efficient algorithm for finding a good separator:

▶ Theorem 4. Let B ∪ R be a set of n points in R2, let k ∈ 1..n, and let ε > 0. We can
compute a separator s ∈ Sk(B ∪ R) that is a (1 + ε) approximation with respect to Mmax in
O(ε−1/2((n + k2) log n)) time.

We essentially “guess” the width δ of a strip “separating” the point sets, and show that
we can use the linear programming machinery to efficiently test whether there exists such a
strip containing at most k outliers . This involves extending the algorithm to deal with both
“soft constraints” that may be violated, as well as “hard constraints” that cannot be violated,
and using parametric search [21] to find the smallest δ for which such a strip exists.
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▶ Theorem 5. Let B ∪ R be a set of n points in R2, let k ∈ 1..n, and let ε > 0. There is
an O(ε−1/2(k2 log2 n + n)) space data structure that maintains a separator s ∈ Sk(B ∪ R)
that is a (1 + ε)-approximation with respect to Mmax, and supports semi-online updates in
expected amortized O(ε−1/2k log4 n) time.

Applications. Our data structure from Theorem 5 can reduce the total time in a leave-out-
one cross validation process by roughly a linear factor in comparison to Theorem 4. For
m-fold cross validation we gain a factor m. Similarly, in a streaming setting in which we
maintain a window of width w, we gain a factor of roughly w. Note that in both these
settings, the semi-online updates indeed suffice.

2 Preliminaries

General definitions. We use the standard point-line duality that maps any point p = (px, py)
in the primal plane to a line p∗ : y = pxx − py in the dual plane, and any line ℓ : y = mx + c

in the primal plane into a point (m, −c) in the dual plane.
Let A be a set of n lines, and let k ∈ 1..n. Let the lower ≤ k-level L≤k(A) ⊂ R2 of A

be the set of points for which there are at most k lines below it. Similarly let the upper
≤ k-level L′

≤k(A) be set of points for which there are at most k lines above it. Let Lk(A) be
the k-level, the boundary of L≤k(A). Note that a k-level lies exactly on existing lines in A.
Although these terms refer to a region in the plane, with a slight abuse of notation we will
also use them to refer to the part of the arrangement A of the lines in A that lies in this
region. The complexity of (A restricted to) L≤k(A) is O(nk), and it can be computed in
O(nk + n log n) time [12]. Note that the lower 0-level L0(A) and the upper 0-level L′

0(A)
denote the lower envelope and the upper envelope of the set of lines, respectively.

In O(n log k) time we can compute a concave chain decomposition [3, 6] of L≤k(A): a
set of O(k) concave chains of total complexity O(n) that together cover all edges of A in
L≤k(A). See Figure 2a. A convex chain decomposition is defined similarly for L′

≤k(A).
Throughout this paper we assume points above a separating line s should be blue, and

points below should be red. In the dual this means that lines above separating point s∗

should be red, and lines below should be blue. In particular, we describe algorithms for
finding the optimal separator that classifies in this way. We can then repeat the algorithm
to find the best separator that classifies the other way around, and finally output the best
of the two. For ease of description we assume all points in R ∪ B are in general position,
meaning that all coordinates are unique, and no three points lie on a line.

Valid separators. Fix a value k ∈ 1..n. A separator s and its dual s∗ are valid with respect
to k if (and only if) s ∈ Sk(B ∪ R). Line s misclassifies all red points above s and all blue
points below s. In the dual, this means all red lines below s∗ and all blue lines above s∗ are
misclassified. Consider the dual arrangement of lines R∗ ∪ B∗. For any two separators s1
and s2 whose duals lie in the same face of the arrangement, Mmis(s1) = Mmis(s2). Let a face
containing valid points be a valid face, and note that points on the boundary of a valid face
are also valid. A valid region is the union of a maximal set of adjacent valid faces, and the
boundary of a valid region is composed of valid edges (note that we ignore edges that are
fully contained within a valid region). Now observe that Sk(B ∪ R) thus corresponds to the
union of these valid regions. With some abuse of notation we use Sk(B ∪ R) to refer to this
union of regions in the dual plane as well.
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cr

3
2 1

2 1
2
3

p
(a) (b)

Figure 2 (a) A concave chain decomposition of L≤2(B∗). (b): Blue chains create intervals on a
red chain cr. The blue ply of a point p on cr is the number of endpoints (open) before p plus the
number of startpoints (closed) after p.

We observe the following useful properties (refer to the full version for omitted proofs):

▶ Lemma 6 (Chan [4]). The set Sk(B ∪ R) is contained in L≤k(R∗) ∩ L′
≤k(B∗), consists of

O(k2) valid regions, and its total complexity is O(nk1/3 + n5/6−εk2/3+2ε + k2).

▶ Lemma 7. There may be Ω(k2) valid regions of total complexity Ω(k2 + ne
√

log k).

▶ Lemma 8. There are O(k2) red-blue intersections in L≤k(R∗) ∩ L′
≤k(B∗).

▶ Lemma 9. A line ℓ has O(k) intersections with L≤k(R∗) ∩ L′
≤k(B∗).

▶ Lemma 10. A valid region V is bounded by red lines on the top and blue lines on the
bottom. The leftmost point of V is a red-blue intersection, or V is unbounded towards the
left. The rightmost point in V is a red-blue intersection, or V is unbounded to the right.

3 Dynamic linear programming with violations

In this section we consider the following problem: given a set of n constraints (halfplanes)
H in R2, an objective function f , and an integer k, find a point p that violates at most
k constraints and minimizes f(p). We assume without loss of generality that f(p) = px,
so we are looking for the leftmost valid point, that is, a point that violates at most k

constraints. Chan solves this problem in O((n + k2) log n) time [3]. In the same time bounds,
their approach can find the minimum number kmin of constraints violated by any point.
We give an overview of their techniques below, and then show how to make the approach
semi-dynamic. We maintain an optimal point p under semi-online insertions and deletions of
constraints. “Semi-online” means that when a constraint is inserted we are told when it will
be deleted. We first do so for a given value k, and then extend the result to maintain kmin.

The above linear programming problem is a generalization of (the dual of) our MinMis
problem. Point p violates a constraint h ∈ H if it lies outside of the halfplane. Let R be
the set of lines bounding lower halfplanes, and B be the set lines bounding upper halfplanes.
Point p violates all blue constraints above, and all red constraints below, and thus p violates
exactly the Mmis(p) lines in X(p, R ∪ B). This means we can solve the MinMis problem and
compute smis = argminsMmis(s) in O((n + k2) log n) time.

3.1 Chan’s algorithm
Chan considers the decision version of the problem: given an integer k, find the leftmost
point that violates at most k constraints. Their algorithm actually generates all local minima
that violate fewer than k constraints as well, so by guessing k =

√
n, 2

√
n, 4

√
n . . . we can

find the minimum value kmin for which a valid point exists in the same time bounds.
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We first assume that there are no valid regions that are unbounded towards the left. By
Lemma 10, the leftmost valid point in a valid region must then be a red-blue intersection, and
by Lemma 8 there are only O(k2) of them. We construct the concave chain decomposition
of L≤k(R) and the convex chain decomposition of L′

≤k(B) in O(n log n) time, and compute
their intersections in O(k2 log n) time; this gives us all candidate optima.

Consider a red chain cr, as in Figure 2b. Every blue chain cb defines a (possibly empty)
interval on cr, such that points inside the interval lie above cb and points outside the interval
lie below cb. The blue ply of a point p on cr is the number of blue chains above p (and thus
the number of violated blue constraints above p). This is the number of blue intervals not
containing p, and thus the number of intervals ending before p or starting after p. By storing
the start points and end points of all blue intervals in two balanced binary trees we can thus
find the blue ply of any point p on cr in O(log k) time. We call this the chromatic ply data
structure of cr. The chromatic ply data structure of a blue chain cb is defined symmetrically.

For an intersection point p between red chain cr and blue chain cb we can now calculate
its Mmis(p) value: query cr for the blue ply and query cb for the red ply, both in O(log k)
time, and sum them up. For all O(k2) red-blue intersections this takes O(k2 log k) time.
Among them we then find the leftmost valid intersection and return it, if it exists.

If the optimum was unbounded, then part of the leftmost segment of one of the chains
must be valid. We can check this in O(k log k) time using the chromatic ply data structures.

3.2 A semi-dynamic data structure for a fixed k

We now make the above algorithm dynamic under semi-online insertions and deletions: given
a fixed value k, we maintain the leftmost point that violates at most k constraints.

We first show how to maintain the concave chain decomposition of L≤k(R) (and similarly
the convex chain decomposition of L′

≤k(B)) using an extension of the logarithmic method [10,
26], then show how to maintain the chromatic ply datastructures, and lastly use these chains
to actually maintain the leftmost valid separator.

Maintaining the concave chain decomposition. We maintain the concave chain decompos-
ition of L≤k(R) using Dobkin and Suri’s extension of the logarithmic method [10, 26]. We
maintain a partition of R into z = O(log n) subsets R0, R1..Rz, such that for each layer i:
(1) none of the lines in set Ri will be deleted for at least 2i updates after the set is created.
(2) |Ri| = O(2i).

For each set Ri we store the concave chain decomposition of L≤k(Ri). Since each such
structure contains O(k) chains, we have O(k log n) chains in total. The union of these chains
also covers L≤k(R): if a line ℓ is among the lowest k lines in R at some x-coordinate, it must
also be among the lowest k lines in any subset R′ ⊆ R, including the subset Ri containing ℓ.

The basic idea is the following. After set Ri is created, by condition (1) no items will be
deleted from it for at least 2i updates, so it remains fixed for 2i updates and gets rebuilt
after that. As such, the smaller data structures are rebuilt quite often, and the larger data
structures remain fixed for a long time. By construction, deletions happen only at layer 0
from set R0, which contains O(1) lines. Lines are inserted in layer 0, and gradually move to
higher layers where they remain fixed for an ever increasing number of updates. When a line
is to be deleted soon, it gradually moves down to layer 0 again.

▶ Lemma 11. We can maintain O(k log n) concave chains of total complexity O(n) that
cover L≤k(R) under semi-online insertions and deletions in O(log2 n) amortized time.
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In fact, we can maintain a slightly altered version of the above data structure within the
same time and space bounds. Let 2x be the smallest power of two that is at least k log n, i.e.
2x−1 < k log n ≤ 2x. We store the 2x lines that are the first to be deleted in a separate list,
the leftover list. We do not build a chain data structure on the leftover lines, but instead we
let each leftover line forms a trivial chain, so we still have O(k log n) chains covering L≤k(R).
This way all sets Rj with j < x are empty. We can thus perform 2x cheap updates without
having to modify any of the sets Rj : we can simply insert directly in (or delete directly from)
the leftover list, without having to rebuild any data structure, in O(1) time. Once every 2x

updates we perform an expensive update, destroying all sets up to some layer i′ (the largest
set that no longer adheres to invariant (1)), and redistributing all the lines in them over the
layers 0 through i′ again. Each set Ri still has an amortized update time of O(i), and thus
the total amortized update time remains O(log2 n).

Maintaining intersections and chromatic ply data structures. Next, we show how to
maintain the chromatic ply data structures on the chains, which also gives us the set I≤k of
O(k2) red-blue intersections in L≤k(R∗) ∩ L′

≤k(B∗).
We maintain a concave chain decomposition of L≤k(R∗) and a convex chain decomposition

of L′
≤k(B∗) using Lemma 11, with O(k log n) leftover lines. Whenever we perform an

expensive update on one of the two (i.e. rebuilding the chains), we do so on the other as
well. On each red chain cr we maintain a blue chromatic ply data structure. Similarly on
each blue chain cb we maintain a red ply data structure. Additionally, we maintain a set I of
the O(k2 log2 n) red-blue intersections between the chains. This is a superset of I≤k.

Consider the insertion of a line r. Depending on the type of update, we do the following:
Cheap update: line r is added to the leftover list, and forms a trivial chain cr. We compute

all O(k log n) intersections between cr and the blue chains, insert them in I, and build
the blue ply data structure on cr. For each intersected blue chain cb we insert the interval
induced on cb by cr into the red ply data structure of cb. This takes O(k log2 n) time.

Expensive update: some number of chains are rebuilt. We rebuild the set I and the chromatic
ply data structures on all chains from scratch. Since we have O(k log n) red and blue
chains, this takes O(k2 log3 n) time.

Every 2x = O(k log n) updates we have 2x − 1 cheap updates, taking O(k log2 n) time
each, and one expensive update, taking O(k2 log3 n) time. This thus takes O(k2 log3 n) time
for 2x updates, making the amortized updates time O(k log2 n). We thus have:

▶ Lemma 12. We can maintain a set I ⊇ I≤k of O(k2 log2 n) bichromatic intersection points
under semi-online updates in amortized O(k log2 n) time. This uses O(n + k2 log2 n) space.

Maintaining the leftmost valid point. The last step is to maintain the leftmost valid point
s for a fixed value k. We know s is contained in the set I maintained by Lemma 12, but
simply iterating through the entire set each update would take too long. We store I in a data
structure that maintains Mmis(p) for each p ∈ I, and can handle the following operations:
Insertion/Deletion: Inserting or deleting a point (a red-blue intersection).
Halfplane update: Update Mmis(p) for each p ∈ I after the insertion or deletion of a

constraint, e.g. increment Mmis(p) by one for all points p in the halfplane above an
inserted line r (or in the halfplane below an inserted line b).

Query: Given a query value k′ ≤ k, return the leftmost point p ∈ I with Mmis(p) ≤ k′.

We can achieve the above using a binary search tree on I sorted by x-coordinate, and a
partition tree [5] on I where each node u stores (a point attaining) the minimum number of
constraints violated by a point in its canonical subset. We use the logarithmic method to
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handle insertions on the partition tree, and perform deletion of a point p ∈ I implicitly by
setting Mmis(p) = ∞. A halfplane update corresponds to one “query” in the partition tree,
where we only recurse on intersected triangles. Using the binary search tree and the partition
tree, we can then binary search for the leftmost point that violates at most k′ constraints.

▶ Lemma 13. We can build a data structure on a set of O(k2 log2 n) points I that can
perform insertions and deletions in O(log k log n) amortized time, halfplane updates in
expected O(k log2 n) time, and queries in expected O(k log3 n) time. The data structure uses
O(k2 log2 n) space.

We can now dynamically maintain the solution to an LP with at most k violations by using
Lemmas 11, 12 and 13 as follows. For each cheap update, e.g. the insertion of a line r, we find
the O(k log n) intersections between r and blue chains, and insert them in O(k log2 n log k)
total time. We then perform one halfplane update in O(k log2 n) time. For each expensive
update we discard the data structures from Lemmas 12 and 13 and rebuild them from scratch.
This takes O(k2 log3 n) time, and thus O(k log2 n) amortized time. After every update we
perform one query with k′ = k in O(k log3 n) time. This establishes Theorem 2. In the full
version, we extend the data structure to maintain the minimum number kmin of constraints
violated by any point as well.

4 Exact algorithms for k-mis MinMax

For the k-mis MinMax problem we are given point sets R and B and an integer k and wish to
compute a separator sopt = argmins∈Sk(R∪B)Mmax(s) that misclassifies at most k points and
minimizes the distance to the furthest misclassified point. In this section we present an exact
algorithm for this problem. In Section 4.1 we first discuss some useful geometric properties.
In Section 4.2 we then present algorithms to construct the valid regions Sk(R ∪ B). Finally,
in Section 4.3, we show how we can then compute an optimal separator.

4.1 Geometric properties

The MinMax problem. We first consider the MinMax problem. Here, we wish to compute
smax = argminsMmax(s), a separator with minimal distance to the farthest misclassified
point. Consider the dual plane. At a fixed x-coordinate, this point lies exactly in the middle
of the envelopes L0(R∗) and L′

0(B∗). Let the MinMax curve be the polygonal curve in the
middle of L0(R∗) and L′

0(B∗), and observe that it consists of O(n) segments. See Figure 3.

▶ Lemma 14. Let s be a point in the interior of an edge e of the MinMax curve. Moving s

left or moving s right along e decreases the error Mmax(s).

MinMax

m L0(R
∗)slope

L′
0(B

∗)

s∗1

s∗2

s1
s2

in
te
rc
ep
t

Figure 3 Some primal points (left) with their dual (right). Valid faces for k = 2 are green.
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Figure 4 Left: the cases a, b, c, d for s∗
opt in the dual plane; the red/blue regions represent some

number of correctly classified lines. Right: the cases a, b, c, d for sopt in the primal plane.

The k-min MinMax problem. For the k-mis MinMax problem, we wish to compute
sopt = argmins∈Sk(B∪R)Mmax(s), a valid separator with minimal Mmax(sopt). At a fixed
x-coordinate, this is the valid separator (if it exists) with the smallest vertical distance to
the MinMax curve. This fact and Lemma 14 lead to the following characterization:

▶ Lemma 15. A point s∗
opt dual to an optimal separator is one of the following:

a. A vertex of a valid face, vertically closest to MinMax.
b. A (valid) vertex of MinMax.
c. The first valid point directly above or below a vertex of MinMax.
d. The intersection of a MinMax edge e with a valid edge, closest to one of e’s endpoints.

Proof sketch. In the primal plane, the optimal separator sopt has to be “bounded” by at
least three points, otherwise we can rotate or translate sopt slightly to decrease Mmax(sopt).
These bounding points can either be extremal points that we want the separator to be as
close to as possible, or points that the separator is not allowed to cross because that would
make it invalid. The four ways in which sopt can be bounded are shown in Figure 4. ◀

4.2 Constructing the valid regions
We present three algorithms for constructing the valid regions Sk(B ∪ R).

First, by Lemma 6 all valid points lie inside L≤k(R∗) ∩ L′
≤k(B∗), so we present a simple

algorithm that constructs this part of the arrangement, and prunes all invalid regions. Since
L≤k(R∗) and L′

≤k(B∗) have complexity O(nk), this gives an O(n log n + nk) time algorithm.
Second, we present a much more involved output sensitive O((nk1/3 + n5/6−εk2/3+2ε +

k3) log2 n) time algorithm, which is faster for k < n2/3. It is based on an approach sketched
by Chan [4] to compute the valid region in an output-sensitive manner, by first computing
the bichromatic intersection points of L≤k(R∗) ∩ L′

≤k(B∗), and then tracing Sk(B ∪ R),
starting from these bichromatic intersection points “as in a standard k-level algorithm”. They
claim this results in a running time of O(|Sk(B ∪ R)| polylog n) time, but do not provide
details. The k-level in an arrangement of lines is connected, whereas here Sk(B ∪ R) may
consist of Ω(k2) disconnected pieces (Lemma 7). This unfortunately provides some additional
difficulties in initializing the data structure used in the tracing process. Hence, it is not
clear that it can indeed be done in O(|Sk(B ∪ R)| polylog n) time. Instead, we present an
algorithm that runs in O((|Sk(B ∪ R)| + n + k3) log2 n) time, the stated time bound.

Finally, if we care only about the case where k = kmin = Mmis(smis), i.e. where we are
required to misclassify as few points as possible, we observe that each valid region is a single
face. By Lemma 6 there are O(k2) valid regions, so now there are O(k2) valid faces. Clarkson
et al. [7] show that m faces in an arrangement have a complexity of O(m2/3n2/3 + n), and
we can construct them in O(k4/3n2/3 log2/3(n/k) + (n + k2) log n) time [27].
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Figure 5 Two valid faces with their vertical decomposition and type b, c and d points.

4.3 An algorithm for solving the k-mis MinMax problem

We now show how, given the valid regions, we can compute an optimal separator sopt ∈
Sk(B ∪ R) efficiently. We start by constructing L0(R) and L′

0(B), and simultaneously scan
through them to construct the MinMax curve s∗

max. This takes O(n log n) time [9]. By
Lemma 15 an optimal separator is of type a, b, c, or d. So, we will now compute all these
candidate optima, and iterate through them to find the one with lowest error.

Type a points. Since we are given Sk(B ∪ R), we can simply scan through its vertices,
keeping track of the vertex with the smallest error. To calculate the error of a vertex, we
need to know which segment of s∗

max it lies above/below; then the error can be calculated
in O(1) time. We can compute this in O(log n) time per vertex using binary search (since
MinMax is x-monotone). Hence, this step takes O(|Sk(B ∪ R)| log n) time.

Type b and c points. Recall type b points are MinMax vertices, and type c points are the first
valid points above or below MinMax vertices. We construct the trapezoidal decomposition
of Sk(B ∪ R) in O(|Sk(B ∪ R)| log n) time, which supports O(log n) time point location
queries [24]. Each trapezoid has vertical left and right sides, see Figure 5.

For each vertex of MinMax we perform one point location query, which tells us what
trapezoid the vertex lies in. If this trapezoid is inside a valid region, the vertex is a type b

point. Otherwise the closest valid edges vertically above and below this vertex are simply
the edges bounding that trapezoid, giving us up to two type c points. Since MinMax has
O(n) vertices, this gives us all type b and c points in O(n log n) time. Including the time to
build the decomposition, this thus takes O(|Sk(B ∪ R)| + n) log n) time.

Type d points. Recall type d points are intersections between MinMax and edges bounding
Sk(B∪R). In particular, for every MinMax edge we care only about its outermost intersection
points. We walk along MinMax from left to right through the vertical decomposition until we
find the leftmost intersection on an edge; we then continue the walk from the next MinMax
vertex. We find the rightmost intersection symmetrically. After locating the MinMax vertices
in O(n log n) time, this takes O(n + |Sk(B ∪ R)|) time, since MinMax is x-monotone.

▶ Lemma 16. Given Sk(B∪R), we can compute a separator sopt = argmins∈Sk(B∪R)Mmax(s)
in O((|Sk(B ∪ R)| + n) log n) time.

By combining Lemma 16 with the three algorithms from Section 4.2 we thus obtain an
O((nk + n) log n) (which we can reduce to O(nk + n log n)) and an O((|Sk(B ∪ R)| + n +
k3) log2 n) time algorithm for the general problem, and an O(k4/3n2/3 log n + (n + k2) log n)
time algorithm for when k = kmin. These results together establish Theorem 3.
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Figure 6 (a) The Euclidean unit circle and convex unit 4-gon. (b) The convex and concave
δ-chain forming a δ-region. (c) A δ-region, with candidate red-blue intersections marked.

5 An ε-approximation algorithm

Let sopt ∈ Sk(B ∪ R) be an optimal valid separator minimizing Mmax, and let ε ∈ (0, 1)
be some given threshold. Our goal is to compute a (1 + ε)-approximation of sopt: that is,
we want to find a valid separator ŝ with Mmax(ŝ) ≤ (1 + ε)Mmax(sopt). The main idea is
to replace the Euclidean distance function dist by some convex distance function d̂ that
approximates dist, and compute a separator ŝ that minimizes M̂(ŝ) = maxp∈X(ŝ,B∪R) d̂(p, ŝ).

Let p be a point and s be a line, let t = Θ(1/
√

ε), and let T be a convex regular
t-gon centered at the origin inscribed by a unit disk. See Figure 6a. We then define the
convex distance function d̂(p, s) = min{λ | s ∩ (p + λT ) ̸= ∅} to be the smallest scaling
factor for which a scaled copy of T centered at p intersects s. It can be shown that
dist(p, s) ≤ d̂(p, s) ≤ (1 + ε)dist(p, s) [11, 15], and thus Mmax(s) ≤ M̂(s) ≤ (1 + ε)Mmax(s).
It follows that the separator ŝ minimizing M̂ is a (1 + ε)-approximation of sopt.

Observe that this distance d̂(p, s) is realized in a corner v of the t-gon; i.e. the t-gon
scaled by a factor d̂(p, s) intersects s in a corner point v of the t-gon. We say v is a realizer
for the line s. More specifically, there is some interval of slopes Jv such that v is the realizer
for all lines with a slope in the interval Jv. For each slope interval Jv we will compute a valid
separator ŝv with slope in Jv minimizing M̂(ŝv), and finally ŝ = argminvMmax(ŝv).

We consider one such slope interval Jv. Assume w.l.o.g. that v is vertically below the
center point of the t-gon (we can rotate the plane to achieve this). This means interval Jv is
centered at slope 0, so Jv = (−π/t, π/t), and the distance d̂(p, s) between a point p and line
s is the vertical distance between p and s. Since vertical distance is preserved by dualizing,
this means that for all points s in the x-interval Jv, the value M̂(s) expresses the vertical –
and thus convex t-gon – distance from s to L0(R∗) or L′

0(B∗), whichever is larger.

The algorithmic problem. Extending Chan’s algorithm from Section 3.1, we build a data
structure that, for a given value δ, can find a valid separator s ∈ Jv × R with M̂(s) ≤ δ if it
exists. We then use parametric search [21] to find the optimal value δ, and a separator ŝv.

Fix a value δ, and observe that all points with error at most δ lie at most δ below L′
0(B).

This can be imagined as moving L′
0(B) down by δ. Let the resulting chain be the convex

δ-chain, see Figure 6(b). Similarly, let the concave δ-chain be L0(R) moved up by δ. All
points with error at most δ must thus lie above the convex δ-chain, and below the concave
δ-chain: the δ-region. The question now becomes: does a valid point exist in the δ-region?

In Section 3.1 we considered only red-blue intersections. Similarly, we can show that now
we need to consider only intersections between convex chains (a blue chain or the convex
δ-chain) and concave chains (a red chain or the concave δ-chain). There are O(k2) such
convex-concave intersections (see Figure 6(c)). We can compute them all during preprocessing,
find the valid point pmin among them with smallest error, and simply forget about all others.
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The data structure consists of three parts. First, a concave chain decomposition of
L≤k(R), and a convex chain decomposition of L′

≤k(B), with a chromatic ply data structure
for every chain. Second, the point pmin. Third, the envelopes L0(R) and L′

0(B). This can all
be built in O((n + k2) log n) time using Chan’s method, and uses O(n + k2) space.

We answer a query with value δ as follows. We check if M̂(pmin) ≤ δ, and if so, return
pmin. If not, we find the O(k) convex-concave intersections involving the δ-chains, and build
a red ply data structure for the convex δ-chain, and a blue ply data structure for the concave
δ-chain. For each intersection p we compute Mmis(p) using the chromatic ply data structures,
and compute Mmax(p) using the envelopes. Finally we return the valid intersection with
lowest error if its error is at most δ, otherwise there exists no point with error at most δ.

Using parametric search on the above data structure gives us a valid separator with slope
in Jv with the lowest error in O((n + k2) log n) time. Doing this for all t = Θ(1/

√
ε) slope

intervals Jv proves Theorem 4.

A dynamic data structure. Using the dynamic chain decomposition data structure from
Lemma 11, we can maintain the data structure under semi-online updates, and perform the
parametric search after every update to maintain an optimum ŝ, thus proving Theorem 5.
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We show that all invertible n × n matrices over any finite field Fq can be generated in a Gray code
fashion. More specifically, there exists a listing such that (1) each matrix appears exactly once, and
(2) two consecutive matrices differ by adding or subtracting one row from a previous or subsequent
row, or by multiplying or dividing a row by the generator of the multiplicative group of Fq. This
even holds in the more general setting where the pairs of rows that can be added or subtracted
are specified by an arbitrary transition tree that has to satisfy some mild constraints. Moreover,
we can prescribe the first and the last matrix if n ≥ 3, or n = 2 and q > 2. In other words, the
corresponding flip graph on all invertible n × n matrices over Fq is Hamilton connected if it is not a
cycle. This solves yet another special case of Lovász conjecture on Hamiltonicity of vertex-transitive
graphs.
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1 Introduction

Combinatorial generation is one of the most basic tasks we can perform on combinatorial
objects and a key topic in Volume 4A of Knuth’s seminal series The Art of Computer
Programming [11]. In this task, we are given an implicit description of the objects and need
to produce a listing of all objects fitting the description, with each object appearing exactly
once. The goal is to develop an algorithm that can generate these objects at a fast rate.
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If consecutive objects produced by a generation algorithm differ by large changes, the
algorithm must spend a lot of time updating its data structures. Therefore, a natural first
step towards creating an efficient generation algorithm is to ensure that consecutive objects
differ by only a small change. Such a listing is known as a (combinatorial) Gray code;
see Mütze’s survey [13] for many Gray codes of various objects. In addition to combinatorial
generation, Gray codes are also relevant in the field of combinatorial reconfiguration, which
examines the relationships between combinatorial objects through their local changes; see,
e.g., Nishimura’s recent introduction on reconfiguration [14].

In this paper, we study Gray codes for invertible matrices over a finite field. A natural
attempt for enumerating all invertible n × n matrices over a finite field Fq, is to choose any
nonzero first row and then selecting the following rows to be independent to the previous
rows. However, this attempt is not efficient as it requires multiple checks for independence
to generate even a single matrix. Furthermore, consecutive matrices in this listing may differ
in multiple rows. Instead, we focus on generating matrices in a Gray code order, i.e., every
matrix is obtained from the previous one by a single elementary row operation. We note
that generating invertible matrices with specific properties has applications in cryptography,
e.g., in McEliece cryptosystems [7].

1.1 Strong Lovász conjecture
All invertible n × n matrices over Fq with matrix multiplication form the general linear
group GL(n, q). Each elementary row operation can be represented by multiplying on the
left by a matrix that corresponds to this row operation. Hence, we are interested in finding a
Hamilton path in an (undirected) Cayley graph on GL(n, q) generated by the allowed row
operations, which is in turn an instance of Lovász conjecture [12] on the Hamiltonicity of
vertex-transitive graphs.1

Stronger versions of Lovász conjecture have been considered in the literature. For example,
Dupuis and Wagon [6] asked which non-bipartite vertex-transitive graphs are not Hamilton
connected. A graph is Hamilton connected if there is a Hamilton path between any two
vertices. Similarly, they asked which bipartite vertex-transitive graphs are not Hamilton
laceable [6]. A bipartite graph is Hamilton laceable if there is a Hamilton path between
any two vertices from different bipartite sets. Note that the bipartite sets must be of equal
size, which is true for all vertex-transitive bipartite graphs except K1.

▶ Conjecture 1 (Strong Lovász conjecture). For every finite connected vertex-transitive graph
G it holds that G is Hamilton connected, or Hamilton laceable, or a cycle, or one of the five
known counterexamples.

The five known counterexamples are the dodecahedron graph, the Petersen graph, the
Coxeter graph, and the graphs obtained from the latter two by replacing each vertex
with a triangle. The dodecahedron graph is a non-bipartite vertex-transitive graph that
has a Hamilton cycle, but it is not Hamilton connected [6]. The other four well-known
counterexamples are non-bipartite vertex-transitive graphs that do not admit a Hamilton
cycle. Note that except when G ∈ {K1, K2, C3, C4} the cases in the conjecture are mutually
exclusive.

There are many results in line with Conjecture 1. Particularly relevant to us is a result of
Tchuente [18] showing that the Cayley graph of the symmetric group Sn, generated by any
connected set of transpositions, is Hamilton laceable when n ≥ 4. Another relevant example is

1 A graph is vertex-transitive if its automorphism group acts transitively on the vertices.
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Chen and Quimpo’s Theorem [4] showing that all Abelian Cayley graphs satisfy Conjecture 1.
Nevertheless, Conjecture 1 remains open even for Cayley graphs of the symmetric group
with every generator an involution [16]. Note that none of the five counterexamples to
Conjecture 1 is a Cayley graph, leading to Cayley graph variants of Conjecture 1 (e.g., [15]).

1.2 Row operations
Our aim when generating all invertible matrices by row operations is to restrict the allowed
operations as much as possible. Note that for q > 2 we must allow row multiplications by
some scalar to be able to generate all 1 × 1 matrices. Thus, we allow row multiplications by
a fixed generator α of the multiplicative group of nonzero elements of Fq. We will also allow
row multiplication by α−1; i.e., division by α, to have an inverse operation for an undirected
version of the problem. Furthermore, we specify allowed row additions and subtractions
by a directed transition graph T on the vertex set [n], where [n] := {1, . . . , n}. An edge
(i, j) ∈ E(T ) specifies that we can add to or subtract from the j-th row the i-th row. Then,
each allowed row operation above corresponds to the left multiplication by a corresponding
matrix from a set ops(T ), formally defined by (2).

Observe that to generate all invertible matrices by the allowed operations, the transition
graph T must be strongly connected; see Lemma 3 below. For our main result we require
the following stronger condition.

▶ Definition 1 (Bypass transition graph). A transition graph T on the vertex set [n] is a
bypass transition graph if either (i) n = 1, or (ii) n ≥ 2 and

there exist an edge (i, n) and an edge (n, j) for some i, j ∈ [n − 1], and
the graph T − n obtained by removing n from T is also a bypass transition graph.

In other words, a bypass transition graph is obtained from a single vertex 1 by repeatedly
adding a directed path (a ‘bypass’) from some vertex i to some vertex j via a new vertex n.
An example of a transition graph with the above property is the one comprised by edges
(i, i + 1) and (i + 1, i) for all i ∈ [n − 1]; i.e., a bidirectional path. In the language of row
operations, this corresponds to allowing row additions or subtractions between any two
consecutive rows. It can be easily seen by induction that a bypass transition graph is strongly
connected.

1.3 Our results
For any integer n ≥ 1, a finite field Fq, and an n-vertex transition graph T we define the
(undirected) Cayley graph

G(n, q, T ) := Cay(GL(n, q), ops(T )),

where the set ops(T ) is given by (2). Our main result is as follows.

▶ Theorem 1. Let n ≥ 2 be an integer and q be a prime power such that q ≥ 3 if n = 2. Let T

be an n-vertex bypass transition graph. Then the graph G(n, q, T ) is Hamilton connected.

Note that for n = 1 the transition graph T has no edges, so G(1, q, T ) for any q ≥
3 is simply a (q − 1)-cycle and G(1, 2, T ) = K1. For n = q = 2, we have that T =
({1, 2}, {(1, 2), (2, 1)}) is the only bypass transition graph, so G(n, q, T ) is a 6-cycle, which is
not Hamilton connected. Thus, we may restate our result as follows.

▶ Corollary 2. Let n ≥ 1 be an integer and q be a prime power, and let T be an n-vertex
bypass transition graph. Then the graph G(n, q, T ) is Hamilton connected unless it is a cycle.

ISAAC 2024
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Figure 1 The part (c) illustrates a Hamilton path in the graph G(2, 3, ([2], {(1, 2), (2, 1)})). Four
vertices around a matrix Z are those obtained from Z by multiplying or dividing a row by α (which
is 2 for q = 3); see the part (a). The part (b) shows the edges within a shaded component, where the
black solid edges are row multiplications/divisions, while the (directed) dashed edges are additions
from the first row to the second row. Note that the other directions of the latter edges indicate
subtractions of the first row from the second row. Furthermore, while these shaded components
exhibit a Cartesian product structure, the same does not hold for the whole graph.

This shows that the family of graphs G(n, q, T ) where T is a bypass transition graph is
yet another example of a family of Cayley graphs satisfying Conjecture 1. A particularly
interesting example is when T is a bidirectional path. See Figure 1 for an illustration for
n = 2 and q = 3.

Moreover, we discuss how to turn the proof of Theorem 1 algorithmic in Section 7.

1.4 Related work

Permutations of [n] can be represented as (invertible binary) permutation matrices forming
a subgroup of GL(n, 2). Thus, all the vast results on generating permutations such as in
[17, 18] can be directly translated into the context of generating permutation matrices. In
particular, there is a general permutation framework developed in [10] that allows us to
generate many combinatorial classes by encoding them into permutations avoiding particular
patterns. However, the row operations that we consider here do not preserve the subgroup of
permutation matrices, so our results do not fall into this framework.

A related task to generation is random sampling. The construction of a random invertible
n × n matrix over Fq is usually done by constructing a uniformly random matrix and
checking whether it is non-singular. The success probability is lower-bounded by a constant
independent of n but dependent on q (e.g., see [5] and the citations therein). Hence, there is
only a constant factor overhead for random sampling of an invertible matrix over a finite
field compared to that of a matrix over the same field. The latter task can be achieved, for
example, by independently constructing each row (or column).
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2 Preliminaries

The (undirected) Cayley graph of a group Γ with a generator set S is the graph
Cay(Γ, S) := (Γ, {{x, sx} : x ∈ Γ, s ∈ S}), assuming that S is closed under inverses and does
not contain the neutral element. Note that we apply generators on the left as it is more
natural for row operations on matrices.

The general linear group GL(n, q) is the group of all invertible n × n matrices over the
finite field Fq with matrix multiplication. Note that for Fq to be a field, q has to be a prime
power. For example, GL(1, 2) is the trivial group, GL(2, 2) ≃ S3, and GL(3, 2) ≃ PSL(2, 7)
is also known as the group of automorphisms of the Fano plane. The number of elements in
GL(n, q) is an := (qn − 1)(qn − q) · · · (qn − qn−1), which is obtained by counting choices for
(nonzero) rows that are not spanned by the previous rows. It also satisfies the recurrence

an = (qn − 1)qn−1an−1, (1)

for n ≥ 2, and a1 = q − 1 (i.e., the number of nonzero elements of Fq).
By Gaussian elimination, the group GL(n, q) can be generated by row additions and

row multiplications by a scalar. As we consider the Cayley graph to be undirected, we also
consider the inverse operations, which we call row subtractions and row divisions by a scalar.
The formal definitions of these operations are as follows.

For i ∈ [n] := {1, . . . , n}, let ri = ri(A) denote the i-th row in A. For distinct x, y ∈ [n],
we denote by Axy = (aij) the binary matrix with aij = 1 if and only if i = j, or (i = y and
j = x). Note that left multiplication by Axy corresponds to adding the x-th row to the y-th
row; i.e., the operation rx + ry → ry. Similarly, multiplication by A−1

xy then corresponds to
subtracting the x-th row to the y-th row; i.e., the operation −rx + ry → ry.

Let α be a generator of the multiplicative group of Fq. For x ∈ [n], we denote by
Mx = (aij) the matrix with aij = α if i = j = x, aij = 1 if i = j ̸= x, and aij = 0 otherwise.
Left multiplication by Mx corresponds to multiplying the x-th row by α; i.e., the operation
αrx → rx, and multiplication by M−1

x corresponds to the inverse operation α−1rx → rx that
we call dividing the x-th row by α. Note that for q = 2 the multiplicative group is trivial,
that is, Mx = I, where I denotes the identity matrix.

A transition graph T is any directed graph on the vertex set [n] with the edge set
E(T ). For a transition graph T and a field Fq we define

ops(T ) := {Aij , A−1
ij : (i, j) ∈ E(T )} ∪ {Mi, M−1

i : i ∈ [n]}, (2)

for q > 2, and ops(T ) := {Aij , A−1
ij : (i, j) ∈ E(T )} for q = 2. In other words, ops(T ) contains

the row additions and subtractions induced by the edges of T , and all row multiplications
and divisions by α if they are nontrivial. A directed graph is strongly connected if for any
two vertices i, j, there is a directed path from i to j. A (strongly connected) component of
a directed graph is a maximal induced subgraph that is strongly connected. We make the
following observation, whose proof can be found in [8].

▶ Lemma 3. For every transition graph T , the set ops(T ) generates the group GL(n, q) if
and only if T is strongly connected.

We denote by Fn
q the vector space of all n-tuples over the field Fq. The span of u1, . . . , uk ∈

Fn
q is denoted by ⟨u1, . . . , uk⟩. Its orthogonal space ⟨u1, . . . , uk⟩⊥ is the kernel of the matrix

with rows u1, . . . , uk.
For k ≥ 3 we denote by Ck a cycle on k vertices, and for k ∈ {1, 2} we define Ck as the

complete graph Kk. We also denote the path on k vertices by Pk for k ≥ 1. The Cartesian
product G □ H of two graphs G and H is the graph with the vertex set V (G) × V (H) and
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the edge set {(u, v)(u′, v) : uu′ ∈ E(G), v ∈ V (H)} ∪ {(u, v)(u, v′) : u ∈ V (G), vv′ ∈ E(H)}.
For a graph G and a subset U of vertices, we denote by G[U ] the subgraph of G induced
by U . Similarly, for a graph G and two subsets of vertices U1, U2 ⊆ V , we use E[U1, U2] to
denote the set of edges between U1 and U2, i.e., E[U1, U2] = {xy ∈ E : x ∈ U1, y ∈ U2}.

For an edge-colored graph, a trail in a graph is alternating if any two consecutive edges
on the trail differ in color.

3 Joining lemma for Hamilton connectivity

In this section, we present a lemma that joins many Hamilton connected graphs into a larger
one. This lemma seems quite versatile. Not only is it useful in our proof in the next section,
but it also allows us to easily reprove several classical results on Hamilton connectivity, for
example for the permutahedron [18].

▶ Lemma 4 (Joining lemma). Let G be a graph with the vertex set partitioned into k ≥ 2
disjoint subsets V1, . . . , Vk such that following conditions hold.
(1) G[Vi] is Hamilton connected for every i ∈ [k];
(2) Every vertex in every set Vi has a neighbor in some different set Vj;
(3) There are at least three pairwise disjoint edges between every two sets Vi, Vj.2

Then G is Hamilton connected.

Proof. Let x, y ∈ V be two vertices to be connected by a Hamilton path. First we consider
the case when they are in different sets Vi. We can assume that x ∈ V1 and y ∈ Vk, otherwise
we rename the sets. We select vertices xi, yi ∈ Vi for every i ∈ [k] so that x1 = x, yk = y,
xi ̸= yi for every i ∈ [k], and yi is a neighbor of xi+1 for every i ∈ [k − 1]. Such vertices
exist since there are at least three edges between Vi and Vi+1 for every i ∈ [k − 1] by the
condition (3). Then we concatenate Hamilton paths in G[Vi] between xi and yi for each
i = 1, . . . , k that exist by the condition (1) into a Hamilton xy-path in G. Note that in this
case we did not use the condition (2).

In the second case x and y are in the same set Vi. We can assume that x, y ∈ V1. Let P

be a Hamilton path in G[V1] between x and y. If k = 2, let ab be an edge of P such that
the neighbors a′ and b′ of a and b in V2, respectively, are distinct. Such neighbors exist by
the condition (2), and such an edge ab exists, because otherwise all vertices in V1 are only
adjacent to one vertex in V2, a contradiction to the condition (3). By replacing the edge ab

with the edge aa′, a Hamilton path of G[V2] between a′ and b′, and the edge b′b we obtain a
Hamilton xy-path in G.

If k > 2, let ab be an edge of P such that a and b have neighbors a′ and b′, respectively,
in different sets Vi for i > 1. Such an edge ab exists since every vertex of V1 has a neighbor
in some other set Vi by the condition (2), and they cannot be all from the same set, say
V2, for otherwise, the condition (3) for the sets V1 and V3 would not hold. By the same
argument as in the first case, there exists a Hamilton path R between a′ and b′ in the
subgraph G[V2 ∪ · · · ∪ Vk]. Finally, replacing the edge ab on P with the edge aa′, the path
R, and the edge b′b yields a Hamilton xy-path in G. ◀

2 We could weaken the condition (3) for k ≥ 4 so that we only need two disjoint edges between all pairs
of sets except for two disjoint pairs.
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4 Proof of Theorem 1

We will prove the theorem by induction on n, and let Gn := G(n, q, T ). We say that an edge
{X, AijX} of Gn is labeled ij and an edge {X, MiX} of Gn is labeled i.

The proof of the base cases for q = 2 and n = 3, and for q ≥ 3 and n = 2 is deferred to
Section 5; see Lemmas 5 and 6. Here, we prove the inductive step, so we assume that q = 2
and n ≥ 4, or q ≥ 3 and n ≥ 3, and that the statement holds for the graph G(n − 1, q, T − n).
Our main tool is the joining lemma from the previous section (Lemma 4).

Proof of the inductive step. We view rows of an invertible n × n matrix A as an ordered
basis (r1, . . . , rn) of the vector space Fn

q . The first n − 1 rows span a subspace of dimension
n − 1 which is orthogonal to some subspace of dimension 1. That is,

⟨r1, . . . , rn−1⟩ = ⟨u⟩⊥

for a nonzero u ∈ Fn
q that satisfies RuT = 0, where R is the (n − 1) × n matrix whose rows

are r1, . . . , rn−1.
We denote by Su the set of all the (n − 1) × n matrices whose rows form a basis of ⟨u⟩⊥.

Observe that this operation gives a bijection between Su and GL(n − 1, q): Remove the i-th
column of every matrix in Su, where i is the index of the first nonzero element of u (which
exists, as u is not the zero vector). Furthermore, for every matrix X in Su, we can add any
vector as the last row to form an n × n invertible matrix, as long as this added vector is
independent of the rows of X (i.e., any vector in Fn

q \ ⟨u⟩⊥).
Note that this tallies with the count in (1). Recall that an−1 denotes the number of

elements in GL(n − 1, q). There are (qn − 1)/(q − 1) choices for the one-dimensional subspace
⟨u⟩. For each subspace (with a representative basis u), Su has an−1 elements, due to the
aforementioned bijection. Lastly, for each matrix X in Su, there are qn−1(q − 1) possible last
rows, which can be obtained by adding a linear combination of the rows of X to an initial
last row and then multiplying the sum by a power of α. Together, we recover the recurrence
statement (1).

Following the above analysis, we prove the inductive step in four smaller steps.
First, given a one dimensional subspace with a basis u and a vector v independent of the

rows of any matrix in Su, we denote by the tuple (Su, v) the set of all matrices in GL(n, q)
formed by adding v as the last row to each of the matrices in Su. Since the aforementioned
bijection is an isomorphism of Gn[(Su, v)] and G(n − 1, q, T − n), by inductive hypothesis we
conclude that Gn[(Su, v)] is Hamilton connected.

Before we proceed, we note that row multiplications, divisions, and row additions that do
not involve the last row only transform a matrix into another matrix in the same set (Su, v)
for some u, v. Next, adding a row to the last row transforms a matrix in (Su, v) into another
matrix in (Su, v′) for v ̸= v′. Lastly, adding the last row to another row transforms a matrix
in (Su, v) into another matrix in (Su′ , v), where ⟨u⟩ ̸= ⟨u′⟩.

Second, we denote by (Su, ⟨v⟩) the set of all matrices in GL(n, q) formed by adding
any multiple of v as the last row to each of the matrices in Su. Since multiplication by α

generates all nonzero elements of Fq, the edges of label n that multiply the last row form
a cycle of length q − 1. Hence, the graph Gn[(Su, ⟨v⟩)] ≃ Gn[(Su, v)] □ Cq−1, which can be
easily showed to be Hamilton connected (see [8]).

Third, given a one dimensional subspace with a basis u, we denote by (Su, ∗) the set of
all matrices in GL(n, q) whose first n − 1 rows form a matrix in Su. Here, we use Lemma 4
to join the subgraphs Gn[(Su, ⟨v⟩)] for all applicable v to prove the Hamilton connectivity of
Gn[(Su, ∗)]. The joining edges between these subgraphs have label in for i ∈ [n − 1] (such
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an i is guaranteed by the bypass property of T ). In order to use the lemma, we show that
all of its conditions hold. The condition (1) follows the second step above. The condition
(2) is satisfied, because for every u, v ∈ Fn

q and a matrix X in (Su, v) ⊆ (Su, ⟨v⟩), AinX

is a neighbor of X in Gn and in (Su, ⟨v + ri(X)⟩), a different set than (Su, ⟨v⟩). For the
condition (3), given u and two distinct v, v′ /∈ ⟨u⟩⊥ such that ⟨v⟩ ̸= ⟨v′⟩, we have that v is a
linear combination of a basis of ⟨u⟩⊥ and v′, and consequently v = x + av′ for some nonzero
x ∈ ⟨u⟩⊥ and a nonzero a ∈ Fq. As Su contains all matrices whose rows form a basis in ⟨u⟩⊥,
there exist three matrices X1, X2, and X3 in Su such that their i-th row is x = v − av′. We
can guarantee three matrices in Su, because in the inductive step, n ≥ 3 and q ≥ 3, or n ≥ 4
and q = 2, and hence, when we fix the n − 2 rows including the i-th row, there are at least
three different choices for the remaining row. Then the edges {X1, AinX1}, {X2, AinX2},
and {X3, AinX3} are the three distinct edges as required by the condition (3). We can now
apply Lemma 4 and conclude that Gn[(Su, ∗)] is Hamilton connected.

Last, we again apply Lemma 4 to join the different subgraphs Gn[(Su, ∗)] for all subspaces
⟨u⟩ to complete the inductive step. Here, the joining edges have the label nj for some
j ∈ [n − 1], which exist because T is a bypass transition graph. The condition (1) of the
lemma follows the previous step. The condition (2) is satisfied, because for any X in some
(Su, ∗), AnjX is a neighbor of X in Gn and belongs to a different set (Su′ , ∗). For the
condition (3), given u, u′ not in the same one-dimensional subspace, ⟨u, u′⟩⊥ is a subspace of
dimension n − 2.

If n ≥ 4, or n = 3 and q > 3, there exist three distinct matrices B, B′, and B′′ whose
rows form bases of this (n − 2)-dimensional subspace. The remaining case n = 3 and q = 3 is
considered separately below. Let vu ∈ ⟨u⟩⊥ \ ⟨u′⟩⊥ and vu′ ∈ ⟨u′⟩⊥ \ ⟨u⟩⊥. Clearly, we have
that vu′ − vu is independent of the rows of each matrix B, B′, and B′′. Let B̃, B̃′, and B̃′′

be the n × n matrix obtained from B, B′, and B′′ respectively by inserting a new row vu at
the j-th position and vu′ − vu as the last row.

If n = 3 and q = 3 we have ⟨u⟩⊥ ∩ ⟨u′⟩⊥ = ⟨w⟩ = {0, w, 2w} for some nonzero w ∈ F3
3, so

there are only two distinct matrices whose rows form bases of this 1-dimensional subspace,
in particular B = (w) and B′ = (2w). In this case, we define B̃ and B̃′ as in the previous
case, but for B̃′′ we take the matrix obtained from B by inserting a new row 2vu at the j-th
position and 2vu′ − 2vu as the last row.

In both cases, {B̃, AnjB̃}, {B̃′, AnjB̃′}, and {B̃′′, AnjB̃′′} are the three edges as required
by the condition (3). This completes all the conditions of Lemma 4 and completes the
inductive step. ◀

5 Base cases for the induction

We verify the case when n = 3 and q = 2 by computer search in SageMath; see [8].

▶ Lemma 5. For every bypass transition graph T , the graph G(3, 2, T ) is Hamilton connected.

Since the only bypass transition graph T for n = 2 is the complete graph T =
([2], {(1, 2), (2, 1)}), the remaining base cases for q ≥ 3 and n = 2 are captured in the
following lemma.

▶ Lemma 6. For a prime power q ≥ 3, G(2, q, ([2], {(1, 2), (2, 1)})) is Hamilton connected.

To prove Lemma 6, we first consider the graph that arises by removing the edges that
add the second row to the first row; i.e., for a prime power q ∈ N, we define G′(q) :=
G(2, q, ([2], {(1, 2)})). The graph G′(q) is disconnected, and thus, we consider the connected
component in G′(q) that contains the identity matrix and denote it by H(q). We will usually
write H and G′ for H(q) and G′(q) whenever there is no risk of confusion.
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It is easy to see that the vertices of H are of the form:

V (H) =
{(

αi 0
αja αj

)
: i, j ∈ {0, . . . , q − 2}, a ∈ Fq

}
.

Furthermore, the graph H has a simple structure when analyzing the components by fixing
a ∈ Fq, as described in the following. Let us define

Va =
{(

αi 0
αja αj

)
: i, j ∈ {0, . . . , q − 2}

}
and let Ha be the graph induced by fixing a in H; i.e., Ha := H[Va]. We have the following
simple observations regarding H and its decomposition by fixing a ∈ Fq.

(p1) (H splits into copies of Ha.) Removing the edges that add the first row to the second
row in H disconnects H and splits it into the connected components {Ha : a ∈ Fq}.

(p2) (The graphs Ha have good Hamiltonicity properties.) For every a ∈ Fq, we get that Ha

is a toroidal grid of dimensions (q −1)× (q −1) where each dimension of the grid is given
by multiplication by α in the respective row; i.e., Ha

∼= Cq−1 □Cq−1. In particular, Ha

is isomorphic to Hb for every a, b ∈ Fq.
(p3) (The components Ha are well-connected.) For every i ∈ {0, . . . , q − 2} and a, b ∈ Fq

such that a ̸= b, we have that

a. αi

(
a − b 0

a 1

)
∈ Va and αi

(
a − b 0

b 1

)
∈ Vb are connected by an edge,

b. αi

(
b − a 0

a 1

)
∈ Va and αi

(
b − a 0

b 1

)
∈ Vb are connected by an edge,

and no other edges between Va and Vb exist. In particular, for every a, b ∈ Fq such that
a ̸= b we have that |E[Va, Vb]| = 2(q − 1) with all the edges being disjoint.

We exploit these properties as follows: We split H into the components Ha for a ∈ Fq,
then since the graphs Ha are either Hamilton laceable or connected and the components
Ha are well-connected we can glue the corresponding Hamilton paths in each Ha to form a
Hamilton path in H.

If q is even, for every a ∈ Fq the graphs Ha are Hamilton connected. This makes it
easier to lift the Hamilton paths from Ha to a Hamilton path in H. However, when q is
odd, the picture is much different. In particular, there are parity constraints given by the
fact that for every a ∈ Fq the graph Ha is now bipartite. To make this formal, we partition

V (H) into two colors. We say that x =
(

αi 0
αja αj

)
is blue whenever i + j is even, and it

is red whenever i + j is odd. We denote the color of a vertex x ∈ V (H) by col(x). It
is easy to show that if x ∈ Va, y ∈ Vb for some a ̸= b and there is an edge xy ∈ E[Va, Vb],
then col(x) = col(y). Thus, for every edge xy ∈ E[Va, Vb] we can define its (edge) color as
col(xy) := col(x) = col(y).

If q ≡ 3 (mod 4), a simple computation shows that whenever there is a red or blue edge
between Va and Vb for a, b ∈ Fq we also have an edge of the opposite color. Thus, the coloring
does not impose any extra restrictions.

The problematic case occurs whenever q ≡ 1 (mod 4). In this case, all the edges between
Va and Vb have the same color for a, b ∈ Fq. Hence, it is natural to consider the graph where
we contract every Va for a ∈ Fq. Thus, we obtain a new graph K̄q with Fq as vertices, and
for the edges xy ∈ E[Va, Vb] we put a new edge ab colored with col(xy). This graph is a
complete graph on Fq where the coloring of the edges can be succinctly described as follows:
(*) For x and y in Fq, the edge xy has color red (blue) if there exists an odd (even) z ∈ Z,

such that x − y = αz. (See Figure 2 for an example.)

ISAAC 2024



35:10 Generating All Invertible Matrices by Row Operations

0
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4

Figure 2 The graph K̄5 for α = 2.

If we plan to have a Hamilton path of H that traverses each set Va at a time for a ∈ Fq,
then for any a, b ∈ Fq, there is at most one edge of the Hamilton path that crosses between
Va and Vb. Further, as each Va has even size, this means that as we traverse this Hamilton
path, any two consecutive such “crossing” edges have to differ in color. This translates to
the requirement that we should have an alternating Hamilton path in K̄q. We show in the
next lemma that this holds, even for Hamilton connectivity.

▶ Lemma 7. Let q be a prime power, q ≡ 1 (mod 4). For any two distinct vertices a, b ∈ Fq

and a color c of either red or blue, there exists an alternating Hamilton ab-path of K̄q such
that a is incident to an edge of color c on the path.

We defer the proof of Lemma 7 to Section 6. We can use Lemma 7 to prove Hamiltonicity
properties of subgraphs of H. To this end, we have the following definition.

▶ Definition 1. An induced subgraph H ′ of H is structured if and only if the following
holds:
1. For every a ∈ Fq we have that H ′[Va] is isomorphic to either Cq−1 □ Cq−1 or Cq−1 □ Pℓ

for ℓ ≥ (q − 1)/2, and
2. For every distinct a, b ∈ Fq, there is at least one edge between H ′[Va] and H ′[Vb].

▶ Lemma 8. Let q ≥ 5 be an odd integer and H ′ be a structured induced subgraph of H(q).
Let x, y ∈ V (H(q)) be two vertices of different colors such that x ∈ Va, y ∈ Vb with distinct
a, b ∈ Fq. Then there exists a Hamilton xy-path in H ′.

The reader may notice similarities between Lemma 8 and the joining lemma (Lemma 4).
In particular, they may wonder why we require only one edge between components, instead
of the three needed in the joining lemma. Recall that the need for three edges in the joining
lemma was in the case where we want to have an xy-subpath that spans two consecutive
components, but the edges that cross between these two components are incident to either x

or y. However, this cannot happen for structured graphs, because the coloring conditions
force these endpoints not to be used in crossing edges. The proof of this lemma is presented
in [8].

Equipped with Lemmas 4 and 8, we can show the following lemma, whose full proof is
also presented in [8].

▶ Lemma 9. For every q ≥ 3 the graph H(q) is Hamilton connected.

We are now ready to prove Lemma 6.
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Proof of Lemma 6. Let us denote S = {(a, 1) : a ∈ Fq} ∪ {(1, 0)} ⊆ F2
q. For any nonzero

vector u ∈ S, let us define V u ⊆ V (G) to be the set of all matrices in G with the first row in
⟨u⟩. Note that each V u corresponds to a unique component of G′, with V (1,0) = V (H).

We apply Lemma 4 with partitioning {Vu : u ∈ S}.
We begin by simplifying our arguments using symmetry. Note that any two components

of G′ are isomorphic via fA : x 7→ xA for some A ∈ GL(2, q). Moreover, for any A the
mapping fA is an automorphism of G that preserves operations on the edges; i.e., if an edge
corresponds to the operation M1, then it will be mapped to some edge that also corresponds
to M1. In particular, H is isomorphic to every other component.

For the condition (1) of Lemma 4, we know that H is Hamilton connected by Lemma 9,
so by isomorphism the same holds for every G[V u]. The condition (2) is satisfied simply by
adding the second row to the first row. For the condition (3), we first observe that if there is
an edge between G[V u] and G[V u′ ], there are actually at least q − 1 disjoint edges as we can
multiply both matrices by αi. By isomorphism, it is enough to show that there is an edge
between H and any V u distinct from V (1,0). Since u = (a, 1) for some a ∈ Fq, we can use

the edges between
(

1 0
a − 1 1

)
∈ V (H) and

(
a 1

a − 1 1

)
∈ V (a,1). ◀

6 Alternating path in two-edge-colored complete graph

In this section, we prove Lemma 7, which is needed in the proof of Lemma 8.
We start with a brief recap of the context needed for this lemma. Suppose q is a prime

power and q ≡ 1 (mod 4). We remind the reader that α is a generator of the multiplicative
group of Fq. Recall that K̄q is the complete graph on the vertex set Fq with edges colored
by the following scheme:
(*) For x and y in Fq, the edge xy has color red (blue) if there exists an odd (even) z ∈ Z

such that x − y = αz.
Our goal is to find an alternating Hamilton path between two prescribed vertices a and b

with a prescribed color of the edge incident to a.
We begin by arguing that K̄q is well-defined. Let 0 be the additive identity and 1 be the

multiplicative identity of Fq. By the definition of α, the nonzero elements of Fq are exactly
α0, . . . , αq−2. Furthermore, αi = αq−1+i for all integers i ∈ Z. Since q is odd, we conclude
that if αz = αz′ for some z, z′, then z and z′ have the same parity. Thus, for x and y in Fq,
there exists a unique p ∈ {0, 1} such that if x − y = αz then z ≡ p (mod 2). Further, since
α(q−1)/2 = −1, if x − y = αz, then y − x = αz′ for z′ = z + (q − 1)/2. As q ≡ 1 (mod 4), z

and z′ have the same parity. Therefore, the color of each edge of K̄q is well-defined.
The problem of finding an alternating cycle/path in a graph has a long history and a wide

range of applications; see the survey by Bang-Jensen and Gutin [1]. However, the existing
results on alternating Hamilton cycles/paths in two-edge-colored complete graphs (e.g., [2, 3])
cannot be readily applied in our setting. Furthermore, we also specify the color of the first
edge of the path, which is not guaranteed by these results. Therefore, we provide a direct
and constructive proof of an alternating Hamilton path in our special complete graph.

In the following proof, we use the observation that the operation of adding a constant to
all vertex labels preserves edge colors since the difference between any two vertices remains
the same.

▶ Lemma 7. Let q be a prime power, q ≡ 1 (mod 4). For any two distinct vertices a, b ∈ Fq

and a color c of either red or blue, there exists an alternating Hamilton ab-path of K̄q such
that a is incident to an edge of color c on the path.
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Proof. For i ∈ {0, . . . , q − 1}, define vi :=
∑i

j=0 αj . Note that vq−2 = 0, and v0 = vq−1 = 1.
It is easy to see that (v0, . . . , vq−2) forms an alternating cycle C in K̄q. The only missing
vertex in C is u := −(α − 1)−1. Indeed, if this vertex is on the cycle, then for some t, we
must have (αt+1 − 1)(α − 1)−1 = −(α − 1)−1, which implies αt+1 = 0, a contradiction with
the fact that α generates nonzero elements of Fq.

For any i ∈ {0, . . . , q−2} we have vi −u = (αi+1 −1)(α−1)−1 +(α−1)−1 = αi+1(α−1)−1.
By a similar argument, we have that vi+1 − u = αi+2(α − 1)−1 = α(vi − u). Thus, by the
coloring scheme (*), uvi and uvi+1 have different colors.

▷ Claim. For any vertex v in C, there exists an alternating Hamilton uv-path such that on
the path, u is incident to an edge whose color is different from that of uv.

u

vi

vi+1vi−1

Figure 3 Illustration of the claim’s proof. The outer cycle is the cycle C, and the bold edges
indicate an alternating Hamilton path.

Proof. Suppose v = vi for some i ∈ {0, . . . , q − 2}. By the argument above, uvi−1 and uvi+1
have the same color. Further, since C is an alternating cycle, vi−1vi and vivi+1 have different
colors. Hence, one of these two edges have the same color as uvi−1 and uvi+1. Without loss of
generality, suppose this edge is vivi+1. Then we have (u, vi+1, vi+2 . . . , vq−2, v0, . . . , vi−1, vi)
is the desired alternating Hamilton path. See Figure 3 for an illustration. ◁

Consider adding b − u to all vertex labels. The missing vertex from the cycle C above
is now b. By the claim above, we obtain an alternating Hamilton ba-path such that the
incident edge to b has different color than that of ba. Since q is odd, this implies that the
edge incident to a on this path has the same color as ba. Next, we add a − u to all original
vertex labels. The missing vertex from C is now a. Again by the claim above, we obtain
another alternating Hamilton ab-path such that the incident edge to a has different color
than that of ab.

Since the two alternating Hamilton paths above have different colors for the edge incident
to a, the lemma follows. ◀

7 Algorithmization

The proof of Theorem 1 can be easily turned into an algorithm that computes a Hamilton
path in G(n, q, T ) running in time polynomial in |GL(n, q)|. This can be obtained by a
straightforward recursion based on the joining lemma. More specifcally, the main idea of
the proof is to split the graph and proceed recursively. Close examination of the proof of
the joining lemma and its applications along our proof shows that such a recursion can be
computed in time polynomial in |GL(n, q)|; we omit the details.
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However, the typical goal from a generation perspective is to have an algorithm that
outputs objects one by one with a small delay and preprocessing time. Here, the delay
is the worst-case time the algorithm takes between consecutively generated objects and
the preprocessing time is the time before generating any objects. Thus, the natural
objective from generation perspective for invertible matrices is an enumeration algorithm
running in delay poly(n, q) := nO(1)qO(1) with poly(n, q) preprocessing. Note that such an
algorithm immediately gives a solution to computing Hamilton paths in G(n, q, T ) in time
poly(n, q)|GL(n, q)|.

The naive implementation of our inductive proof uses a call stack that needs space
exponential in n and takes exponential time in n to put the recursive calls in the stack.
Despite that, it is still possible to obtain a polynomial delay algorithm by following the
recursive structure of the main proof. As highlighted in the stack approach, we cannot store
all the information given by the recursion. Instead, we only store information related to the
current path in the recursion tree. More specifically, if we are at a vertex z, we trace back
the ℓ recursive calls, each utilizing the joining lemma. The i-th call indicates a pair of a
source xi and a target yi for which we traverse a Hamilton path. For every i ∈ [ℓ] we store
xi, yi and a small amount of extra bits serving as a compressed history. It turns out that
this is enough information to reconstruct the path of z in the recursion tree and decide how
to proceed; more details are given in [8].

8 Open questions

We conclude with several remarks and open questions.
1. Non-bypass transition graphs. Does Theorem 1 hold for any strongly connected

(and not necessarily bypass) transition graph, in particular for the directed n-cycle? We
verified by computer that the result holds for the directed cycle if q = 2 and n = 3.

2. Other generators. Does Theorem 1 hold for other generators of the group GL(n, q)?
For example, there is the generator {M2A1,n, P2...n1} of size 2, where P2...n1 refers to
the permutation matrix corresponding to the permutation 2 . . . n1 [19]. This problem is
similar to the sigma-tau problem for permutations solved by Sawada and Williams [17].

3. Subgroups of GL(n, q). As an intermediate step, we show that Cayley graphs of certain
subgroups of GL(n, q) are Hamilton connected. Can we prove it for other subgroups that
correspond to given restrictions of matrices?

4. Symmetric Hamilton cycles. Instead of Hamilton connectivity we may ask for
Hamilton cycles that are preserved under a large cyclic subgroup of automorphisms.
This problem was recently studied by Gregor, Merino, and Mütze [9] for several highly
symmetric graphs. The graphs considered here are also highly symmetric.

5. Matrices over rings. Another natural extension is to explore if our results extend to
invertible matrices in the ring setting. This is particularly interesting for cyclic rings; i.e.,
checking Hamiltonicity of Cayley graphs of invertible matrices in Zk for k ∈ N. Naturally,
the methods will highly depend on the chosen generators for which there does not seem
to be an obvious choice.

6. Alternating Hamilton paths in 2-colored K2n+1. Despite our efforts and many
existing results on properly colored Hamilton cycles in complete graphs (see a survey [1]),
we did not find an answer to the following question. Is it true that the complete graph
K2n+1 with 2-colored edges so that every vertex is incident with exactly n edges of each
color contains an alternating Hamilton path between any two vertices?

7. Efficient algorithms. Is there a generating algorithm that achieves O(n) delay? Is
there a simple greedy algorithm?
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In the solution discovery variant of a vertex (edge) subset problem Π on graphs, we are given an
initial configuration of tokens on the vertices (edges) of an input graph G together with a budget b.
The question is whether we can transform this configuration into a feasible solution of Π on G

with at most b modification steps. We consider the token sliding variant of the solution discovery
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In the realm of optimization, traditional approaches revolve around computing optimal
solutions to problem instances from scratch. However, many practical scenarios can be
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solution from scratch may lead to a solution that may differ arbitrarily from the starting
state. The modifications required to reach such a solution from the starting state may be
costly, difficult to implement, or sometimes unacceptable.

Let us examine a specific example to illustrate. A set of workers is assigned tasks so
that every task is handled by a qualified worker. This scenario corresponds to the classical
matching problem in bipartite graphs. Suppose one of the workers is now no longer available
(e. g., due to illness); hence, the schedule has to be changed. An optimal new matching could
be efficiently recomputed from scratch, but it is desirable to find one that is as close to the
original one as possible, so that most of the workers keep working on the task that they were
initially assigned.

Such applications can be conveniently modeled using the solution discovery framework,
which is the central focus of this work. In this framework, rather than simply finding a
feasible solution to an instance I of a source problem Π, we investigate whether it is possible
to transform a given infeasible configuration into a feasible one by applying a limited number
of transformation steps. In this work we consider vertex (edge) subset problems Π on graphs,
where the configurations of the problem are sets of vertices (edges). These configurations
are represented by the placement of tokens on the vertices (edges) of the configuration. An
atomic modification step consists of moving one of the tokens and the question is whether
a feasible configuration is reachable after at most b modification steps. Inspired by the
well-established framework of combinatorial reconfiguration [4, 16, 15], commonly allowed
modification steps are the addition/removal of a single token, the jumping of a token to an
arbitrary vertex/edge, or the slide of a token to an adjacent vertex (edge).

Problems defined in the solution discovery framework are useful and have been appearing
in recent literature. Fellows et al. [11] introduced the term solution discovery, and along with
Grobler et al. [13] initiated the study of the (parameterized) complexity of solution discovery
problems for various NP-complete source problems including Vertex Cover (VC), Inde-
pendent Set (IS), Dominating Set (DS), and Coloring (Col) as well as various source
problems in P such as Spanning Tree (ST), Shortest Path (SP), Matching (Mat),
and Vertex Cut (VCut) / Edge Cut (ECut).

Fellows et al. [11] and Grobler et al. [13] provided a full classification of polynomial-
time solvability vs. NP-completeness of the above problems in all token movement models
(token addition/removal, token jumping, and token sliding). For the NP-complete solution
discovery problems, they provided a classification of fixed-parameter tractability vs. W[1]-
hardness. Recall that a fixed-parameter tractable algorithm for a problem Π with respect to
a parameter p is one that solves Π in time f(p) · nO(1), where n is the size of the instance
and f is a computable function dependent solely on p, while W[1]-hardness provides strong
evidence that the problem is likely not fixed-parameter tractable (i. e., does not admit a
fixed-parameter tractable algorithm) [9].

A classical result in parameterized complexity theory is that every problem Π that admits
a fixed-parameter tractable algorithm necessarily admits a kernelization algorithm as well [5].
A kernelization algorithm for a problem Π is a polynomial-time preprocessing algorithm
that, given an instance x of the problem Π with parameter p, produces a kernel – an
equivalent instance x′ of the problem Π with a parameter p′, where both the size of x′ and
the parameter p′ are bounded by a computable function depending only on p [9]. Typically,
kernelization algorithms generated using the techniques of Cai et al. [5] yield kernels of
exponential (or even worse) size. In contrast, designing problem-specific kernelization
algorithms frequently yields more efficiently-sized kernels, often quadratic or even linear
with respect to the parameter. Note that once a decidable problem Π with parameter p
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admits a kernelization algorithm, it also admits a fixed-parameter tractable algorithm, as a
kernelization algorithm always produces a kernel of size that is simply a function of p. The
fixed-parameter tractable solution discovery algorithms of Fellows et al. [11] and Grobler et
al. [13] are not based on kernelization algorithms.

Unfortunately, it is unlikely that all fixed-parameter tractable problems admit polynomial
kernels. Bodlaender et al. [2, 3] developed the first framework for proving kernel lower bounds
and Fortnow and Santhanam [12] showed a connection to the hypothesis NP ̸⊆ coNP/poly.
Specifically, for several NP-hard problems, a kernel of polynomial size with respect to a
parameter would imply that NP ⊆ coNP/poly, and thus an unlikely collapse of the polynomial
hierarchy to its third level [18]. Driven by the practical benefits of kernelization algorithms,
we explore the size bounds on kernels for most of the above-mentioned solution discovery
problems in the token sliding model, particularly those identified as fixed-parameter tractable
in the works of Fellows et al. [11] and Grobler et al. [13].

1.1 Results Overview
We focus on the kernelization complexity of solution discovery in the token sliding model
for the following source problems: Vertex Cover, Independent Set, Dominating Set,
Shortest Path, Matching, and Vertex Cut. For a base problem Π we write Π-D for
the discovery version in the token sliding model.

Figure 1 summarizes our results. All graph classes and width parameters appearing in
this introduction are defined in the preliminaries. Fellows et al. [11] and Grobler et al. [13]
gave fixed-parameter tractable algorithms with respect to the parameter k for IS-D on
nowhere dense graphs, for VC-D, SP-D, Mat-D, and VCut-D on general graphs and for
DS-D on biclique-free graphs.

We show that IS-D, VC-D, DS-D, and Mat-D parameterized by k admit polynomial
size kernels (on the aforementioned classes), while VCut-D does not admit kernels of size
polynomial in k. For SP-D, we show that the problem does not admit a kernel of polynomial
size parameterized by k + b unless NP ⊆ coNP/poly.

As NP-hardness provides strong evidence that a problem admits no polynomial-time
algorithm, W[t]-hardness (for a positive integer t) with respect to a parameter p provides
strong evidence that a problem admits no fixed-parameter tractable algorithm with respect
to p. Fellows et al. [11] proved that VC-D, IS-D, and DS-D are W[1]-hard with respect
to parameter b on d-degenerate graphs but provided fixed-parameter tractable algorithms
on nowhere dense graphs. They also showed that these problems are slicewise polynomial
(XP) with respect to the parameter treewidth and left open the parameterized complexity of
these problems with respect to the parameter treewidth alone. We show that these problems
remain XNLP-hard (which implies W[t]-hardness for every positive integer t) for parameter
pathwidth (even if given a path decomposition realising the pathwidth), which is greater
than or equal to treewidth, and that they admit no polynomial kernels (even if given a path
decomposition realising the pathwidth) with respect to the parameter b + pw, where pw is
the pathwidth of the input graph, unless NP ⊆ coNP/poly.

Finally, we also consider the parameter feedback vertex set number (fvs), which is an
upper bound on the treewidth of a graph, but is incomparable to pathwidth. We complement
the parameterized complexity classification for the results of Fellows et al. [11] by showing
that IS-D, VC-D, and DS-D are W[1]-hard for the parameter fvs.

Several interesting questions remain open. For instance, while their parameterized
complexity was determined, the kernelization complexity of Col-D and ECut-D remains
unsettled. Similarly, the kernelization complexity of IS-D and DS-D with respect to
parameter k is unknown on d-degenerate and semi-ladder-free graphs, respectively, where
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polynomial size kernels

IS-D: (k)-nowhere dense (Thm. 11)

VC-D: (k)-general

DS-D: (k)-biclique-free

Mat-D: (k)-general
no poly kernels (assum-

ing NP ̸⊆ coNP/poly)

VCut-D: (k)-general (Thm. 18, [13])

SP-D: (k + b)-general

VC-D: (b + pw)-general

DS-D: (b + pw)-general

IS-D: (b + pw)-general (Thm. 17, [11])

W[1]-hard

IS-D: (fvs)-general,
(pw)-general (Thm. 14)

VC-D: (fvs)-general,
(pw)-general

DS-D: (fvs)-general,
(pw)-general

Figure 1 A classification of problems into three categories: (yellow, alternatively grid) problems
for which we obtain polynomial kernels, (white) those for which polynomial kernels are unlikely, and
(grey, alternatively lines) those for which fixed-parameter tractable algorithms are unlikely. Each
entry in a category mentions a solution discovery problem, one or more parameters (in parentheses
and followed by a dash), and the graph class with respect to which the problem falls into the category.
A reference in the parentheses indicates that the fixed-parameter tractability of that problem was
established in the cited work. pw denotes the pathwidth and fvs denotes the feedback vertex set
number of the input graph.

the problems are known to be fixed-parameter tractable. In addition, it remains open
whether VCut-D parameterized by k + b admits a polynomial kernel or whether Mat-D
parameterized by b admits polynomial kernels on restricted classes of graphs.

1.2 Paper Outline
Due to space constraints we cannot present all results in the conference version of the
paper. We have chosen to present some results for IS-D and VCut-D to give an overview
of some of our techniques. All other results can be found in the full version. We collect
necessary background in Section 2. We show that IS-D has a polynomial size kernel with
respect to parameter k on nowhere dense classes in Section 3. Then, in Section 4 we prove
XNLP-hardness with respect to pathwidth. In Section 5, we prove that polynomial kernels
with respect to k are unlikely for VCut-D.

2 Preliminaries

We use the symbol N for the set of non-negative integers (including 0), Z for the set of all
integers, and Z+ for the set of positive non-zero integers. For k ∈ N, we define [k] = {1, . . . , k}
with the convention that [0] = ∅.

2.1 Graphs
We consider finite and simple graphs only. We denote the vertex set and the edge set of a
graph G by V (G) and E(G), respectively, and denote an undirected edge between vertices u

and v by uv (or equivalently vu) and a directed edge from u to v by (u, v). We use N(v) to
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denote the set of all neighbors of v and E(v) to denote the set of all edges incident with v.
Furthermore, we define the closed neighborhood of v as N [v] = N(v) ∪ {v}. For a set X of
vertices we write G[X] for the subgraph induced by X.

A sequence of edges e1 . . . eℓ for some ℓ ≥ 1 is a (simple) path of length ℓ if every two
consecutive edges in the sequence share exactly one endpoint and each other pair of edges
share no endpoints. For vertices u and v, we denote the length of a shortest path e1 . . . eℓ

that connects u to v by d(u, v), where d(v, v) = 0 for all v ∈ V (G). For a vertex v ∈ V (G)
and a non-negative integer i, we denote by V (v, i) = {u ∈ V (G) | d(u, v) = i}.

The complete graph (clique) on n vertices is denoted by Kn and a complete bipartite
graph (biclique) with parts of size m and n, respectively, by Km,n. We present other relevant
graph classes properties in what follows and refer the reader to the textbook by Diestel [7]
for an in-depth review of general graph theoretic definitions.

A tree decomposition of a graph G is a pair T = (T, (Xi)i∈V (T )) where T is a tree
and Xi ⊆ V (G) for each i ∈ V (T ), such that
1.

⋃
i∈V (T ) Xi = V (G),

2. for every edge uv = e ∈ E(G), there is an i ∈ V (T ) such that u, v ∈ Xi, and
3. for every v ∈ V (G), the subgraph Tv of T induced by {i ∈ V (T ) | v ∈ Xi} is connected,

i. e., Tv is a tree.
We refer to the vertices of T as the nodes of T . For a node i, we say that the corresponding
set Xi is the bag of i. The width of the tree decomposition (T, (Xi)i∈V (T )) is maxi∈V (T )|Xi|−1.
The treewidth of G, denoted tw(G), is the smallest width of any tree decomposition of G. A
path decomposition of a graph G is a tree decomposition P = (T, (Xi)i∈V (T )) in which T is a
path. We represent a path decomposition P by the sequence of its bags only. The pathwidth
of G, denoted pw(G), is the smallest width of any path decomposition of G.

▶ Definition 1. A class C of graphs has bounded treewidth (bounded pathwidth) if there
exists a constant t such that all G ∈ C have treewidth (pathwidth) at most t.

For a graph G, the feedback vertex set number of G (fvs(G)) is the minimum size of
a vertex set whose deletion leaves the graph acyclic. We say a graph H is a minor of a
graph G, denoted H ⪯ G, if there exists a mapping that associates each vertex v of H with
a non-empty connected subgraph Gv of G such that Gu and Gv are disjoint for u ̸= v and
whenever there is an edge between u and v in H, there is an edge between a vertex of Gu

and a vertex of Gv. The subgraph Gv is referred to as the branch set of v. We call H a
depth-r minor of G, denoted H ⪯r G, if each branch set of the mapping induces a graph of
radius at most r.

▶ Definition 2. A class C is nowhere dense if there exists a function t : N → N such
that Kt(r) ̸⪯r G for all r ∈ N and all G ∈ C.

An r-independent set in a graph G is a set of vertices I such that the distance between
any two vertices of I is at least r + 1. We make use of the fact that nowhere dense classes
are uniform quasi-wide, as clarified by the following theorem.

▶ Theorem 3 ([14, 17]). Let C be a nowhere dense class of graphs. For all r ∈ N, there
is a polynomial Nr : N → N and a constant xr ∈ N such that following holds. Let G ∈ C

and let A ⊆ V (G) be a vertex subset of size at least Nr(m), for a given m ∈ N. Then
there exists a set X ⊆ V (G) of size |X| ≤ xr and a set B ⊆ A \ X of size at least m that
is r-independent in G − X. Moreover, given G and A, such sets X and B can be computed
in time O(|A| · |E(G)|).

ISAAC 2024
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A graph is said to be d-biclique-free it excludes the biclique Kd,d, as a subgraph.

▶ Definition 4. A class C of graphs is biclique-free if there exists a number d such that
all G ∈ C are d-biclique-free.

2.2 Solution Discovery
A vertex (edge) subset problem Π is a problem defined on graphs such that a solution consists
of a subset of vertices (edges) satisfying certain requirements. For a vertex (edge) subset
problem Π on an instance with an input graph G, a configuration C on G is a subset of
its vertices (edges). Alternatively, a configuration can be seen as the placement of tokens
on a subset of vertices (edges) in G. In the token sliding model, a configuration C ′ can be
obtained (in one step) from a configuration C, written C ⊢ C ′, if C ′ = (C \ {y}) ∪ {x} for
elements y ∈ C and x /∈ C such that x and y are neighbors in G, that is, if x, y ∈ V (G),
then xy ∈ E(G); and if x, y ∈ E(G), then they share an endpoint. Alternatively, when
a token slides from a vertex to an adjacent one or from an edge to an incident one, we
get C ⊢ C ′. A discovery sequence of length ℓ in G is a sequence of configurations C0C1 . . . Cℓ

of G such that Ci ⊢ Ci+1 for all 0 ≤ i < ℓ.
The Π-Discovery problem is defined as follows. We are given a graph G, a configura-

tion S ⊆ V (G) (resp. S ⊆ E(G)) of size k (which at this point is not necessarily a solution
for Π), and a budget b (a non-negative integer). We denote instances of Π-Discovery
by (G, S, b). The goal is to decide whether there exists a discovery sequence C0C1 . . . Cℓ in G

for some ℓ ≤ b such that S = C0 and Cℓ is a solution for Π. When a path decomposition is
given as part of the input, the instances are denoted by (G, PG, S, b) to highlight that the
path decomposition PG of G is provided.

2.3 Parameterized Complexity and Kernelization
Downey and Fellows [8] developed a framework for parameterized problems which include
a parameter p in their input. A parameterized problem Π has inputs of the form (x, p)
where |x| = n and p ∈ N. Fixed-parameter tractable problems belong to the complexity
class FPT. The class XNLP consists of the parameterized problems that can be solved with a
non-deterministic algorithm that uses f(p)·log n space and f(p)·nO(1) time. The W-hierarchy
is a collection of parameterized complexity classes FPT ⊆ W[1] ⊆ W[2] ⊆ . . . ⊆ XNLP where
inclusions are conjectured to be strict.

For parameterized problems Π and Π′, an FPT-reduction from Π to Π′ is a reduction that
given an instance (x, p) of Π produces (x′, p′) of Π′ in time f(p)·|x|O(1) and such that p′ ≤ g(p)
where f, g are computable functions. A pl-reduction from Π to Π′ is one that additionally
computes (x′, p′) using O(h(p) + log |x|) working space where h is a computable function.
We write Π ≤FPT Π′ (resp. Π ≤pl Π′) if there is an FPT-reduction (resp. pl-reduction) from Π
to Π′. If Π is W[t]-hard for a positive integer t and Π ≤FPT Π′, then Π′ is also W[t]-hard.
If Π is XNLP-hard and Π ≤pl Π′, then Π′ is XNLP-hard and, in particular, W[t]-hard for
all t ≥ 1.

Every problem that is in FPT admits a kernel, although it may be of exponential size
or larger. Under the complexity-theoretic assumption that NP ̸⊆ coNP/poly, we can rule
out the existence of a polynomial kernel for certain fixed-parameter tractable problems Π.
The machinery for such kernel lower bounds heavily relies on composing instances that are
equivalent according to a polynomial equivalence relation [6].
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▶ Definition 5. An equivalence relation R on the set of instances of a problem Π is called a
polynomial equivalence relation if the following two conditions hold.
1. There is an algorithm that given two instances x and y of Π decides whether x and y

belong to the same equivalence class in time polynomial in |x| + |y|.
2. For any finite set S of instances of Π, the equivalence relation R partitions the elements

of S into at most (maxx∈S |x|)O(1) classes.

We can compose equivalent instances in more than one way. We focus here on or-cross-
compositions.

▶ Definition 6 ([3]). Let Π′ be a problem and let Π be a parameterized problem. We say
that Π or-cross-composes into Π′ if there is a polynomial equivalence relation R on the
set of instances of Π and an algorithm that, given t instances (where t ∈ Z+) x1, x2, . . . , xt

belonging to the same equivalence class of R, computes an instance (x∗, p∗) in time polynomial
in Σt

i=1|xi| such that the following properties hold.
1. (x∗, p∗) ∈ Π if and only if there exists at least one i such that xi is a yes-instance of Π′.
2. p∗ is bounded above by a polynomial in maxt

i=1 |xi| + log t.

The inclusion NP ⊆ coNP/poly holds if an NP-hard problem or-cross-composes into a
parameterized problem Π having a polynomial kernel. As this inclusion is believed to be
false, we will constantly make use of the following theorem to show that the existence of a
polynomial kernel is unlikely.

▶ Theorem 7 ([3]). If a problem Π′ is NP-hard and Π′ or-cross-composes into the paramet-
erized problem Π, then there is no polynomial kernel for Π unless NP ⊆ coNP/poly.

We refer the reader to textbooks [6, 9] for more on parameterized complexity and
kernelization.

3 IS-D on Nowhere Dense Classes

Fellows et al. [11] showed that IS-D is in FPT with respect to parameters k and b on nowhere
dense classes of graphs. We show in this section that IS-D has a polynomial kernel with
respect to parameter k on the same.

▶ Definition 8. For any instance I = (G, S, b) of a Π-Discovery problem for some vertex
(resp. edge) selection problem Π, we call a vertex v ∈ V (G)\S (resp. e ∈ E(G)\S) irrelevant
with respect to s ∈ S if there exists a configuration Cℓ such that ℓ ≤ b, Cℓ is a solution for Π,
and the token on s is not on v (resp. e) in Cℓ.

The kernelization algorithm for nowhere dense graphs uses Theorem 3, along with other
structural properties of the input graph, to form a “sunflower” and find an irrelevant vertex.
It then removes from the graph some of the vertices that are irrelevant with respect to
every token. A sunflower with p petals and a core Y is a family of sets F1, . . ., Fp such
that Fi ∩ Fj = Y for all i ̸= j; the sets Fi \ Y are petals and we require none of them to be
empty [10].

▶ Lemma 9. Let (G, S, b) be an instance of IS-D where |S| = k, and let G′ be the subgraph
of G induced by the vertices of

⋃
s∈S,i∈[3k] V (s, i) ∪ S. Then (G′, S, b) is equivalent to

(G, S, b).

ISAAC 2024
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Figure 2 An example of a sunflower (with beige, yellow and grey green petals) formed by the
closed neighborhoods of the vertices in Bj of Theorem 11. The vertices in Bj are 2-independent
in G − X and they have the same closed neighborhood in X (the white colored vertices).

▶ Lemma 10. Let (G, S, b) be an instance of IS-D where |S| = k, and let V = {v1, v2, . . . , vt}
be a set of vertices of G \ S such that for a given token on a vertex s ∈ S, d(s, vi) = d(s, vj)
for i ̸= j ∈ [t]. If A = {N [v1], . . . , N [vt]} contains a sunflower with k + 1 petals, then any
vertex whose closed neighborhood corresponds to one of those petals is irrelevant with respect
to s.

▶ Theorem 11. IS-D has a polynomial kernel with respect to parameter k on nowhere dense
graphs.

Proof. Let (G, S, b) be an instance of IS-D where G is nowhere dense. Without loss of
generality, we assume the graph G to be connected. For each vertex s ∈ S and integer i ∈ [3k],
we compute V (s, i). We maintain the invariant that we remove from V (s, i) for each s ∈ S

and i ∈ [3k], irrelevant vertices with respect to s (note that a vertex can appear in multiple
sets V (s, i)).

We remove an irrelevant vertex with respect to a vertex s ∈ S from V (s, i) for an
integer i ∈ [3k] as follows. If |V (s, i)| > N2(2x2 ·(k+1)), where N2 and x2 are as per Theorem 3
(here V (s, i) plays the role of the set A), we can compute sets X, B ⊆ V (s, i) such that |X| ≤
x2, |B| ≥ 2x2 · (k + 1) and B is 2-independent in G − X. Let B′ = {B′

1, B′
2, . . .} be a family

of sets that partitions the vertices in B such that for any two vertices u, v ∈ B, u, v ∈ B′
j

if and only if N [u] ∩ X = N [v] ∩ X. Since |B| ≥ 2x2 · (k + 1) and |X| ≤ x2, at least one
set Bj ∈ B, for a specific j, contains at least k + 1 vertices of B. All vertices in Bj have the
same neighborhood in X and they are 2-independent G−X (i. e., no vertex from outside of X

can be in the closed neighborhood of two vertices in Bj); thus their closed neighborhoods
form a sunflower with at least k + 1 petals and a core that is contained in X (Figure 2).
By Lemma 10, one vertex of Bj is irrelevant with respect to s and can be removed from V (s, i).
We can repeatedly apply Theorem 3 on the set V (s, i) until |V (s, i)| ≤ N2(2x2 · (k + 1)).

We form the kernel (G′, S, b) of the original instance (G, S, b) as follows. We set V (G′) =⋃
s∈S,i∈[3k] V (s, i) ∪ S. By Lemma 9, any vertex v ∈ V (G) such d(s, v) > 3k for every s ∈ S

is irrelevant with respect to every s ∈ S and not required in the kernel (G′, S, b). For each
vertex v ∈ V (s, i), for s ∈ S and i ∈ [3k], we add to V (G′) at most i vertices that are on
the shortest path from s to v, if such vertices are not already present in V (G′). G′ is the
subgraph of G induced by the vertices in V (G′). By the end of this process, |V (G′)| ≤
k + [9k3 · N2(2x2 · (k + 1))], as for each s ∈ S and i ∈ [3k], V (s, i) ≤ N2(2x2 · (k + 1)) and
for each vertex in the latter sets, we added to V (G′) at most 3k − 1 vertices that are on a
shortest path from that vertex to the vertex s. (G′, S, b) is a kernel as only vertices that are
irrelevant with respect to every token in S might not be in V (G′) and all vertices needed to
move tokens from vertices in S towards an independent set using only b slides are present
in V (G′). ◀
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4 IS-D for Parameters b and Pathwidth

We now show that IS-D is XNLP-hard with respect to parameter pathwidth. By a small
modification of the proof we obtain that IS-D does not have a polynomial kernel with
respect to the parameter b + pw, where pw is the pathwidth of the input graph, unless NP ⊆
coNP/poly.

4.1 The Minimum Maximum Outdegree Problem and Foundational
Gadgets

An orientation of a graph H is a mapping λ : E(H) → V (H) × V (H) such that λ(uv) ∈
{(u, v), (v, u)}. Given an undirected weighted graph H, a path decomposition PH of H of
width pw, an edge weighting σ : E(H) → Z+ and a positive integer r (such that all integers
are given in unary), the Minimum Maximum Outdegree (MMO) asks whether there exists
an orientation of H such that for each v ∈ V (H), the total weight of the edges directed away
from v is at most r. We use the problem in the reductions that establish the XNLP-hardness
of IS-D, VC-D, and DS-D with respect to parameter pw and the or-cross-compositions
that render it unlikely for any of these problems to have a polynomial kernel with respect to
parameter b + pw. Bodlaender et al. [1] showed that MMO is XNLP-complete with respect
to pathwidth given a path decomposition realising the pathwidth.

For an instance (H, PH , σ, r) of MMO, we define σ =
∑

e∈E(H) σ(e), n = |V (H)|
and m = |E(H)|. We construct for an instance (H, PH , σ, r) of MMO, a graph G consisting
of disjoint subgraphs Ge for each e ∈ E(H) and Gv for each v ∈ V (H). We refer to the
edge-based and vertex-based subgraphs as MMO-edge-gadgets and MMO-vertex-gadgets,
respectively. For an edge e ∈ E(H) we refer to Ge as MMO-edge-e. Similarly, for a
vertex v ∈ V (H) we refer to Gv as MMO-vertex-v.

MMO-edge-e. For an edge e = uv ∈ E(H), an MMO-edge-e Ge contains σ(e) + 1 edges
with endpoints ai

e and bi
e for i ∈ [σ(e) + 1], and an edge euev such that b

σ(e)+1
e is adjacent

to each of eu and ev. We define Ae = ∪i∈[σ(e)] ai
e and Be = ∪i∈[σ(e)] bi

e. We refer to the
connected component inside Ge (or any subdivision of Ge) containing eu and ev by Gsel

e . ⌟

MMO-vertex-v. For a vertex v in V (H), an MMO-vertex-v Gv contains a representative
vertex of v denoted by wv, adjacent to r target vertices of v denoted by x1

v, x2
v, . . . , xr

v and one
extra vertex xr+1

v . Additionally, for each edge e ∈ E(H) incident to v, the MMO-vertex-v
contains σ(e) edges with endpoints y

v(i)
e and z

v(i)
e for i ∈ [σ(e)] such that y

v(i)
e is adjacent

to wv, the representative vertex of v. We define Xv = ∪i∈[r] xi
v, Y v

e = ∪i∈[σ(e)] y
v(i)
e , Zv

e =
∪i∈[σ(e)] z

v(i)
e , Y v = ∪e∈E(H) Y v

e , and Zv = ∪e∈E(H) Zv
e . ⌟

The Graph G. We let A = ∪e∈E(H) Ae, A+ = ∪e∈E(H) a
σ(e)+1
e , B = ∪e∈E(H) Be, B+ =

∪e∈E(H) b
σ(e)+1
e , X = ∪v∈V (H) Xv, X+ = ∪v∈V (H) xr+1

v , Y = ∪v∈V (H) Y v, and Z =
∪v∈V (H) Zv. We form G by connecting its MMO-edge-gadget vertices to its MMO-vertex-
gadget vertices as follows. For a vertex v ∈ V (H) and edge e ∈ E(H) incident to v, we
connect each vertex of Be to a corresponding distinct vertex in Zv

e (in other words, each bi
e

to z
v(i)
e for i ∈ [σ(e)]). Similarly, we connect ev to each vertex of Y v

e (see Figure 3 for an
example). ⌟

Our reductions must use at most O(h(pw) + log |x|) working space, for an input instance
of size |x| and parameter pw, and a computable function h. We show that our reductions/-
compositions can be performed on a log-space transducer and are pl-reductions. A log-space
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Figure 3 Edges from one MMO-edge-e, for an edge e = uv for a graph H, edge weight function σ,
and integer r of an MMO instance, to the MMO-vertex-u and MMO-vertex-v subgraphs in G.
Brown is used for edges between vertices in B and Z and yellow is used for edges between vertices
in {eu, ev} and Y . σ(e) = 2 and r = 4.

transducer is a type of Turing machine with a read-only input tape, a read/write work tape
of logarithmic size and a write-only, write-once output tape. For the graph G, we show the
following lemma.

▶ Lemma 12. Let (H, PH , w, r) be an instance of MMO. Then, there exists a log-space
transducer that transforms a path decomposition of H to one of G with width at most pw(H)+6.
Thus, pw(G) ≤ pw(H) + 6.

▶ Corollary 13. Given an MMO instance (H, PH , σ, r), one can build a log-space transducer
that outputs a path decomposition of G with width at most pw(H) + 6, along with a repres-
entation of the graph, any subset of its vertices, and an integer with at most a polynomial (in
the input size) number of bits.

4.2 Lower Bound Proofs
▶ Theorem 14. IS-D is XNLP-hard with respect to parameter pathwidth.

Proof. We present an fpt-reduction from MMO. Let (H, PH , σ, r) be an instance of MMO
where H is a bounded pathwidth graph, |V (H)| = n, |E(H)| = m, σ : E(H) → Z+
such that

∑
e∈E(H) σ(e) = σ and r ∈ Z+ (integers are given in unary). We construct an

instance (G, PG, S, b) of IS-D where G is exactly as described in Section 4.1. See Figure 4.
We set S = A ∪ A+ ∪ B ∪ B+ ∪ Y ∪ X+ and b = m + 3σ. Given that all integers
are given in unary, the construction of the graph G, or its path decomposition (as described
in Lemma 12), and as a consequence the reduction, take time polynomial in the size of the
input instance. Additionally, by Corollary 13, this reduction is a pl-reduction. We claim
that (H, PH , σ, r) is a yes-instance of MMO if and only if (G, PG, S, b) is a yes-instance of
IS-D.

▷ Claim 15. If (H, PH , σ, r) is a yes-instance of MMO, then (G, PG, S, b) is a yes-instance
of IS-D.

Proof. Let λ : E(H) → V (H) × V (H) be an orientation of the graph H such that for
each v ∈ V (H), the total weight of the edges directed out of v is at most r. In (H, PH , σ, r),
the vertices in A and B contain tokens. The same applies for the vertices in A+ and B+. To
fix that, for each edge e ∈ E(H) such that λ(e) = (v, u):
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Figure 4 Parts of the graph G constructed by the reduction of Theorem 14 given an in-
stance (H, PH , σ, r), where H has three vertices u, v and w, and two edges e1 = uv and e2 = uw,
and r = 3. Additionally, σ(e1) = 3 and σ(e2) = 1. For clarity, the edges between the vertices in Be1

and Zu
e1 are missing. The same applies for the edges between ev

1 and the vertices of Y v
e1 and the

edges between eu
1 and the vertices of Y u

e1 . Brown and yellow edges are used to highlight the different
types of edges used to connect the subgraphs Ge1 , Ge2 , Gu, Gv and Gw of G, vertices in black are
in S and those in white are not.

1. we slide, for each i ∈ [σ(e)], the token on bi
e to z

v(i)
e (this consumes σ(e) slides),

2. we move, for each i ∈ [σ(e)], the token on y
v(i)
e to any free vertex of Xv (this consumes 2σ(e)

slides),
3. we slide the token on b

σ(e)+1
e to ev (this consumes 1 slide).

This constitutes m + 3σ slides and we get an independent set in G. Step 2 above is
possible (i. e., a token-free vertex exists in Xv) since λ is an orientation of the graph H such
that for each v ∈ V (H), the total weight of the edges directed out of v is at most r. Step 3
is possible for each edge e ∈ E(H) since in Step 2 all tokens were removed from the vertices
in Y v

e . ◁

▷ Claim 16. If (G, PG, S, b) is a yes-instance of IS-D, then (H, PH , σ, r) is a yes-instance of
MMO.

Proof. The minimum number of slides used inside any induced subgraph Ge for an edge uv =
e ∈ E(H) is one and it can only be achieved by sliding the token on b

σ(e)+1
e to one of either eu

or ev. Thus, at least m slides are required inside the MMO-edge-gadgets and the budget
remaining is 3σ. Additionally, each token on a vertex bi

e in Be, for an edge uv = e ∈ E(H)
and an integer i ∈ [σ(e)] must slide to either z

u(i)
e or z

v(i)
e , consuming σ slides. Since a

solution that moves the token on a
σ(e)+1
e but not the token on b

σ(e)+1
e is not minimal, we

can safely assume that the described m + σ slides are executed in any minimal solution.
In the same solutions, each token on a vertex z

u(i)
e for an edge uv = e ∈ E(H) and an

integer i ∈ [σ(e)] requires the token on y
u(i)
e to slide to either eu or wu, utilizing as a result σ

other slides. A token that slides from y
u(i)
e to the vertex wu must slide again at least once,

since any independent set that is achieved through the minimal number of slides would never
require the sliding of the tokens on the vertices in X+ (the token that moves to the vertex wu
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can be moved, using one less slide, to the vertex the token on xr+1
u moves to). Since Gsel

e can
contain at most 2 tokens, a token on y

u(i)
e that slides to the vertex eu must either slide again

at least once to a vertex, denoted y
u(i1)
e (for an integer i1 ∈ [σ(e)]) in Y u

e , or require another
token on a vertex in Gsel

e to slide at least once to either a vertex, denoted y
u(i2)
e (for an

integer i2 ∈ [σ(e)]) in Y u
e , or a vertex, denoted y

v(i2)
e (for an integer i2 ∈ [σ(e)]) in Y v

e , while
the token initially on y

u(i)
e stays on eu. Given that at most σ slides remain in any minimal

solution, and that each of the σ tokens initially on vertices in Y that moved to either vertices
of the form e1

u1 or wu1 , for an edge e1 ∈ E(H) incident to a vertex u1 ∈ V (H), uses or
requires at least one additional slide, each one such token can use or require exactly one
additional slide. If the token on y

u(i)
e slides to wu, then either in exactly one more slide

it can move to a free vertex in Xu, or it can slide back to a vertex, denoted y
u(i3)
e2 (for an

edge e2 adjacent to u in H and an integer i3 ∈ [σ(e1)]) in Y u. However, either y
u(i3)
e2 (resp.

y
u(i1)
e , y

u(i2)
e , or y

v(i2)
e ) or its adjacent vertex, denoted z

u(i3)
e2 in Zu (resp. z

u(i1)
e in Zu

e , z
u(i2)
e

in Zu
e , or z

v(i2)
e in Zv

e ), contains a token, thus requiring at least one other additional slide,
which is impossible. As a result, it can only be the case that a token on y

u(i)
e slides to wu

and then in exactly one more slide it moves to a free vertex in Xu.
For any edge uv = e ∈ E(H), if ev ∈ Cℓ (resp. eu ∈ Cℓ), then no vertex of Y v

e (resp. Y u
e )

appears in Cℓ and the tokens on the vertices of Y v
e (resp. Y u

e ) have been moved to some
of the free vertices of Xv (resp. Xu). Given the latter, we produce an orientation λ to H,
where λ(e) = (v, u) (resp. λ(e) = (u, v)) if ev ∈ Cℓ (resp. eu ∈ Cℓ). Since |Xv| = |Xu| ≤ r, λ

is such that the total weight directed out of any vertex v ∈ V (H) is at most r. ◁

This concludes the proof of the theorem. ◀

We compose multiple MMO instances utilizing the construction presented in Theorem 14,
and show the following.

▶ Theorem 17. IS-D does not admit a polynomial kernel with respect to b + pw, where pw

denotes the pathwidth of the input graphs, unless NP ⊆ coNP/poly.

5 VCut-D for Parameter k

Grobler et al. [13] showed that VCut-D is W[1]-hard with respect to parameter b on 2-
degenerate bipartite graphs but is in FPT with respect to the parameter k on general graphs.
We show that the problem admits no polynomial kernels unless NP ⊆ coNP/poly. We denote
an instance of VCut-D by (G, S, b, a1, b1) to emphasize that the solution must be a vertex
cut between the vertices a1 and b1 in V (G).

Given a graph H and an edge coloring ϕ : E(H) → [c], we say ϕ is proper if, for all
distinct edges e, e1 ∈ E(H), ϕ(e) ̸= ϕ(e1) whenever e and e1 share a vertex. We form our
or-cross-composition from the Rainbow Matching problem, which is NP-complete even
on properly colored 2-regular graphs and where every i ∈ [c] is used exactly twice in the
coloring [15]. Given a graph H, a proper edge coloring ϕ and an integer κ, the Rainbow
Matching problem asks whether (H, ϕ, κ) has a a rainbow matching of size κ, i. e., a
matching whose edges have distinct colors, with at least κ edges.

▶ Theorem 18. There exists an or-cross-composition from Rainbow Matching into
VCut-D where the parameter is the number of tokens, k. Consequently, VCut-D does not
admit a polynomial kernel with respect to k, unless NP ⊆ coNP/poly.
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Figure 5 An illustration of the graph G formed as per the composition of Theorem 18 given
input instances (Hr, ϕr, κr) for r ∈ [8], where κr = κ ≥ 3. For clarity, each graph Gr for r ∈ [8]
was replaced by a rectangle incident to two vertices sr and tr of Gr. Grey edges are used to
illustrate how the vertices vd for d ∈ [3] connect to the vertices of T . Dashed lines represent paths of
length m3 + log t between the vertices and thick edges are used to represent that a vertex is adjacent
to all vertices in a set of vertices. The yellow, grey, and beige rectangular areas on the left provide a
zoomed-in view of some of the content of G1, G2, and G3, respectively. Particularly, they show the
sets of vertices E1

1(1), E1
1(2), E2

1(1), E1
2(1), E1

2(2), E2
2(1), E1

3(1), E1
3(2), and E2

3(1). For clarity, not
all (dotted line) edges between vertices of the form u(i, j) for i ∈ [2(κ − 1)] and j ∈ [m − 1], and
both vertices sr and tr for r ∈ [8] are shown.

Proof. By choosing an appropriate polynomial equivalence relation R, we may assume that
we are given a family of t Rainbow Matching instances (Hr, ϕr, κr), where Hr is a 2-regular
graph, |V (Hr)| = n, |E(Hr)| = m, κr = κ ∈ N, and ϕr : E(Hr) → [c] is a mapping that
properly colors Hr and in which every i ∈ [c] is used exactly twice. We may duplicate some
input instances so that t = 2s for some integer s. Note that this step at most doubles the
number of input instances. The construction of the instance (G, S, b, a1, b1) of VCut-D is
twofold.

For each instance (Hr, ϕr, κr), we create Gr, formed of two vertices, sr and tr, as well
as κ − 1 sets {E1

r , . . . , Eκ−1
r } of 2m + 2 vertices each. A set Ep

r for p ∈ [κ − 1] contains 2m

vertices, denoted edge-vertices, that represent the edges in Hr twice and two other vertices
which are denoted by sp

r and tp
r (see Figure 6). We denote the edge-vertices in a set Ep

r

as vp,r
eh

(1) (vp,r
eh

(2)) to refer to the first (second) vertex representing the same edge eh

of E(Hr) in Ep
r . We denote by Ep

r (1) the set of all vertices vp,r
eh

(1), and by Ep
r (2) the set of

all vertices vp,r
eh

(2). In Gr, we connect through paths of length m3 + log t:
sr to each of sp

r for p ∈ [κ − 1] and tr to each of tp
r for p ∈ [κ − 1],

sp
r to all vertices vp,r

eh
(1) and tp

r to all vertices vp,r
eh

(2) for each eh ∈ E(Hr) and each p ∈
[κ − 1],
all vertices vp,r

eh
(1) and vq,r

eg
(2) such that ϕr(eh) = ϕr(eg) for each p ≤ q ∈ [κ − 1],

vp,r
eh

(1) and vq,r
eg

(2), for each p ≤ q ∈ [κ − 1], whenever eh and eg are incident in Hr,
vp,r

eh
(2) and vq,r

eg
(1), for each p ∈ [κ − 2], q = p + 1, whenever eh ̸= eg.

We form G of all Gr for r ∈ [t] as follows (see Figure 5). We create two global vertices a1
and b1 such that b1 is connected through paths of length m3 + log t to tr for r ∈ [t].
Additionally, we create a binary tree T rooted at a1, with log t + 1 levels, and whose leaves
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constitute sr for r ∈ [t]. For each depth d of T for d ∈ {1, . . . , log t}, we create a vertex vd that
contains a token and is connected through a single edge to each vertex of T that is at depth d.
The edges of T are all replaced by paths of length m3 + log t. Finally, we create 2(κ − 1)
sets {M1, . . . , M2(κ−1)}, of m−1 edges each. We connect each edge e(i,j) ∈ Mi for i ∈ [2(κ−1)]
and j ∈ [m − 1], from one of its endpoints, denoted u(i,j), to each vertex v

⌈i/2⌉,r
eh (1) for

each r ∈ [t] if i is odd, and to each vertex v
⌈i/2⌉,r
eh (2) for each r ∈ [t] if i is even. Additionally,

we connect through paths of length m3 + log t, each sr and tr for r ∈ [t] to all of u(i,j)

for i ∈ [2(κ − 1)] and j ∈ [m − 1]. All vertices in the sets {M1, . . . , M2(κ−1)} contain tokens.
Setting b = log t + 2(2κ − 2) · (m − 1) finalizes the construction of (G, S, b, a1, b1). Since we
perform only a polynomial number of operations per instance as well as some polynomial
in t other operations while creating the tree T and connecting some vertices, the reduction
is polynomial in Σt

i=1|xi|. Additionally, k is O(m2 + log t) since κ ≤ m.

▷ Claim 19. If for some r ∈ [t], (Hr, ϕr, κr) is a yes-instance of Rainbow Matching, then
the constructed instance (G, S, b, a1, b1) is a yes-instance of VCut-D.

Proof. Let Mr be a solution to the instance (Hr, ϕr, κr). Mr ⊆ E(Hr) forms a matching in Hr

such that ϕr(eh) ̸= ϕr(eg), for all eh, eg ∈ Mr. We apply the following slides in (G, S, b, a1, b1)
to disconnect a1 from b1. First, we choose one edge eh of Mr and using m − 1 slides, we
slide the tokens on u(1,j) for j ∈ [m − 1] onto all vertices in E1

r (1) except v1,r
eh

(1). Then,
using (2κ − 1) · (m − 1) slides, for each i ∈ [κ − 1], we choose one other edge es ∈ Mr and
slide the tokens on u(2i,j) and u(2i+1,j) (when applicable) for j ∈ [m − 1] onto all vertices
in Ei

r(2) and Ei+1
r (1) except vi,r

es
(2) and vi+1,r

es
(1), respectively. We slide onto u(i,j) for

all i ∈ [2(κ − 1)] and j ∈ [m − 1] the tokens adjacent to the latter vertices, on the edges
in {M1, . . . , M2(κ−1)}, using (2κ − 2) · (m − 1) slides. Finally, in T , we use the tokens on
the vertices vd for d ∈ {1, . . . , log t}, to disconnect all paths from the root a1 to all of sr

for r ∈ [t] − {r}, using one slide per token. This ensures that, through at most log t slides,
all paths from a1 to b1 go through only both sr and tr. Following the described steps, we
have executed a total of b slides. To see that a1 and b1 are now disconnected, note that after
the slides of the tokens on vd for d ∈ {1, . . . , log t} are performed, all paths from a1 to b1
in G go through sr and tr. Thus it suffices to argue that the remaining 2(2κ − 2) · (m − 1)
slides disconnect sr and tr. First, if this is not the case, then no path between sr and tr
goes through any u(i,j) for all i ∈ [2(κ − 1)] and j ∈ [m − 1] since the tokens that left those
vertices have been replaced. Also, the last four vertices on any path between sr and tr must
be vp,r

eh
(1) for some p ∈ [κ − 1] and some eh ∈ E(Hr), vq,r

eg
(2) for some q ∈ {p, . . . , κ − 1}

and some eg ∈ E(Hr), tq
r and tr. However, by construction, there exists no paths between

all vertices vp,r
eh

(1) and vq,r
eg

(2) for each p ≤ q ∈ [κ − 1], such that ϕr(eh) ̸= ϕr(eg) and eh

and eg are non-adjacent. Thus, given our choice of the free vertices remaining in Ep
r (.) for

all p ∈ [κ − 1], no path exists between sr from tr and therefore between a1 and b1. ◁

▷ Claim 20. If (G, S, b, a1, b1) is a yes-instance of VCut-D, then there exists an integer r ∈ [t]
for which (Hr, ϕr, κr) is a yes-instance of Rainbow Matching.

Proof. Assume Cℓ for ℓ ≤ b, is a solution to (G, S, b, a1, b1) that is reached with only 2(2κ−2)·
(m − 1) + log t slides and disconnects a1 from b1, then any token that slides in G slides at
most once, given that everything except:

for d ∈ {1, . . . , log t}, the vertex vd and each vertex of T that is at level d,
u(i,j) for i ∈ [2(κ − 1)] and j ∈ [m − 1], to each vertex v

⌈i/2⌉,r
eh (1) for each r ∈ [t] if i is

odd, and to each vertex v
⌈i/2⌉,r
eh (2) for each r ∈ [t] if i is even,

the endpoints of each edge e(i,j) ∈ Mi for i ∈ [2(κ − 1)] and j ∈ [m − 1],
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Figure 6 An illustration of E1
1 , E2

1 , s1
1, t1

1, s2
1, and t2

1 of G1 of the or-cross-composition of
Theorem 18. In H1, the vertices are a, b, c, d, e, f , g, h, i, and j. For simplification purposes, the
figure illustrates the types of edges but does not contain all edges between the illustrated vertices.
Length m3 + log t paths are represented by the edges (regular, dotted or dashed). Vertices in
grey brackets are in E1

1(1) and those in brown brackets are in E1
1(2). Yellow edges are between

vertices representing edges of the same color in H1 and dotted ones between all vp,r
eh

(2) and vq,r
eg

(1)
for q = p + 1, whenever eh ̸= eg. Finally, the dashed edge shows that the edges, represented by the
edge-vertices incident to it in G1, are adjacent in H1. In G1, length m3 + log t paths exist between s1

and both of s1
1 and s2

1 and between t1 and both of t1
1 and t2

1. No vertex in this figure contains a
token (colored vertices display the colors of the edges in the instance (H1, ϕ1, r1)).
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is connected by paths of length (m3 + log t) > b. Thus, we know that the tokens on the
vertices vd for d ∈ {1, . . . , log t} will have to leave some paths that go from a1 to b1 at least
through one pair of vertices sr and tr for some r ∈ [t] and can use at most log t slides. We
know that in G \ Cℓ, no path exists between sr and tr. Since no token can reach sr and tr
in the allocated budget, the remaining slides can only disconnect sr from tr. Note also
that u(i,j) ∈ Cℓ, for i ∈ [2(κ − 1)] and j ∈ [m − 1] as otherwise, a path from a1 to b1 that
goes through sr, u(i,j) and tr will remain tokens-free. This implies that at most m − 1 tokens
can be slid into any one level {E1

r (·), . . . , Eκ−1
r (·)}. We show via an inductive argument that

the set of edges in Hr represented by the vertices in {E1
r (·), . . . , Eκ−1

r (·)} but not in Cℓ must
form a matching Mr in Hr of size κr = κ, such that for eh, eg ∈ Mr, ϕr(eh) ̸= ϕr(eg) and
the claim follows. Let P (q) be the proposition that the set Eq of edges represented by vertices
in {E1

r (·), . . . , Eq
r (·)} but not in Cℓ form a matching such that for eh, eg ∈ Eq, ϕr(eh) ̸= ϕr(eg)

and that vertices that remain free in Eq+1
r (1) for q < κ − 1 represent the same edges as

the vertices that remain free in Eq
r (2). We show that P (q) holds by induction on the

levels q = {1, . . . , κ − 1}.
We prove the base case by contradiction and assume that a vertex v1,r

eg
(2) that remains

free in E1
r (2) either represents an edge eg that is incident to an edge eh represented by a

vertex v1,r
eh

(1) that remains free in E1
r (1) or it holds that ϕr(eg) = ϕr(eh). This implies that

there exists a path between sr and tr that goes from sr to s1
r , to v1,r

eh
(1), v1,r

eg
(2), t1

r and to tr
and thus Cℓ is not a solution to (G, S, b, a1, b1). As for the second part of the statement,
assume that a vertex v1,r

eh
(2) that remains free in E1

r (2) does not represent the same edge as
any of the vertices that remain free in E2

r (1), then there exists a path between sr and tr that
goes through, s2

r , then any of the latter vertices, followed by v1,r
eh

(2) and t1
r and thus Cℓ is

not a solution to (G, S, b, a1, b1). Note that the same arguments used in the base case apply
for the inductive step.

In other words, given the second part of the statement, we may assume (for contradiction
purposes) that a vertex vi,r

eg
(2) for i ≤ q (that remains free in Ei

r(2)) either represents an
edge eg that is incident to an edge eh represented by a vertex vi′,r

eh
(1) for i′ ≤ i (that remains

free in Ei′

r (1)) or it holds that ϕr(eg) = ϕr(eh). By construction, this implies that there
exists a path from sr and tr that goes from sr to si′

r , vi′,r
eh

(1), vi,r
eg

(2), ti
r, and to tr and thus Cℓ

is not a solution to (G, S, b, a1, b1). As for the second part of the statement, assume that a
vertex vq,r

eh
(2) (that remains free in Eq

r (2)) does not represent the same edge as any of the
vertices that remain free in Eq+1

r (1), then there exists a path between sr and tr that goes
through, sq+1

r , then any of the latter vertices, followed by vq,r
eh

(2) and tq
r and thus Cℓ is not a

solution to (G, S, b, a1, b1).
Thus, P (κ − 1) holds and the set Eκ−1 of edges represented by vertices

in {E1
r (·), . . . , Eκ−1

r (·)} but not Cℓ form a matching of size κ such that for eh, eg ∈
Eκ−1, ϕr(eh) ̸= ϕr(eg). ◁

This concludes the proof of the theorem. ◀
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Abstract
One approach to studying the Fréchet distance is to consider curves that satisfy realistic assumptions.
By now, the most popular realistic assumption for curves is c-packedness. Existing algorithms for
computing the Fréchet distance between c-packed curves require both curves to be c-packed. In
this paper, we only require one of the two curves to be c-packed. Our result is a nearly-linear time
algorithm that (1 + ε)-approximates the Fréchet distance between a c-packed curve and a general
curve in Rd, for constant values of ε, d and c.

2012 ACM Subject Classification Theory of computation → Computational geometry

Keywords and phrases Fréchet distance, c-packed curve, approximation algorithm

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.37

Related Version Full Version: https://arxiv.org/abs/2407.05114 [15]

1 Introduction

The Fréchet distance [13] is a popular similarity measure between curves. The Fréchet
distance has a variety of applications, from geographic information science [23, 24, 26] to
computational biology [21, 29] and data mining [22, 28]. The Fréchet distance can be seen
as the minimum leash length of a dog walking problem.

Suppose a person and a dog walk along two polygonal curves P and Q, respectively. The
goal of both the person and the dog is to walk along the path, independently and at possibly
different speeds, but without leaving the path or going backwards. The leash length of a
given walk is defined to be the maximum distance attained between the person and the dog.
The Fréchet distance is the globally minimum leash length over all possible walks.

The Fréchet distance can be computed between a pair of polygonal curves in nearly-
quadratic time. Alt and Godau [1] provided an O(n2 log n) time exact algorithm for computing
the Fréchet distance. Buchin, Buchin, Meulemans and Mulzer [6] provided a randomised
exact algorithm that computes the Fréchet distance in time O(n2√

log n(log log n)3/2) on a
pointer machine, and in time O(n2(log log n)2)) on word RAM.

Conditional lower bounds imply that the Fréchet distance problem is unlikely to admit
a strongly subquadratic time algorithm. Bringmann [2] showed that, under the Strong
Exponential Time Hypothesis, the Fréchet distance cannot be computed in time O(n2−δ)
for any δ > 0, if we allow for approximation factors up to 1.001. Buchin, Ophelders and
Speckmann [7] showed the same conditional lower bound even if we allow for approximation
factors up to 3, and even if the curves are one dimensional.

One approach to circumvent the conditional lower bounds on the Fréchet distance is to
focus on curves that satisfy realistic assumptions. Realistic assumptions reflect the spatial
distribution of curves from real-world data sets [17]. The most popular realistic input
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assumption for curves under the Fréchet distance is c-packedness [12]. A curve π ∈ Rd

is c-packed if for all r > 0, the total length of π inside any ball of radius r is upper bounded
by cr.

Driemel, Har-Peled and Wenk [12] introduced the c-packedness assumption and presented
a (1 + ε)-approximation algorithm for the Fréchet distance between a pair of c-packed
curves. Their algorithm runs in O(cn/ε + cn log n) time for curves in Rd. Bringmann and
Künnemann [3] improved the running time of the algorithm to O( cn√

ε
log2(1/ε) + cn log n)

for curves in Rd. Assuming the Strong Exponential Time Hypothesis, Bringmann [2] showed
that (i) for sufficiently small constants ε > 0 there is no (1 + ε)-approximation in time
O((cn)1−δ) for any δ > 0, and (ii) in any dimension d ≥ 5 there is no (1 + ε)-approximation
in time O((cn/

√
ε)1−δ) for any δ > 0.

Existing algorithms [3, 12] for computing the Fréchet distance between c-packed curves
require that both curves are c-packed. An open problem is whether the Fréchet distance
can be approximated efficiently when only one curve is c-packed. This asymmetric case may
occur if the two curves come from two different data sets. For example, in error detection we
may want to match a curve containing errors to a curve close to the ground truth.

▶ Problem 1. Can the Fréchet distance be approximated efficiently if only one of the
two curves is c-packed? In particular, for constant values of ε, d and c, can we obtain a
subquadratic time (1 + ε)-approximation of the Fréchet distance between a c-packed curve and
a general curve in Rd?

We resolve Problem 1 in the affirmative. Our result is an O(c3(n + m) log2d+1(n) log m)
time algorithm that (1 + ε)-approximates the Fréchet distance between a c-packed curve
with n vertices in Rd and a general curve with m vertices in Rd, where ε is a constant. In
other words, to (1 + ε)-approximate the Fréchet distance in nearly-linear time, our result
implies that it suffices to assume that only one of the two curves is c-packed. Our result is
stated formally in Theorem 11. Note that for constant values of d, the running time is also
polynomial in c and ε.

1.1 Related work
By now, the most popular realistic input assumption for curves under the Fréchet distance is
c-packedness. The c-packedness assumption has been applied to a wide variety of Fréchet
distance problems. Typically, these algorithms incur an approximation factor of (1 + ε), and
have a polynomial dependence on ε−1. Chen, Driemel, Guibas, Nguyen and Wenk [8] study
the map matching problem between a c-packed curve and realistic graph, that is, to compute
a path in the graph that is most similar to the c-packed curve. Har-Peled and Raichel [19]
compute the mean curve of a set of c-packed curves. The mean curve is a curve that minimises
its maximum weak Fréchet distance to the set of curves. Driemel and Har-Peled [11] consider
a variant of the Fréchet distance on c-packed curves, where any subcurve of the c-packed curve
can be replaced by a shortcut segment. Brüning, Conradi and Driemel [4] and Gudmundsson,
Huang, van Renssen and Wong [14] study two distinct variants of the subtrajectory clustering
problem on c-packed curves, that is, to detect trajectory patterns by computing clusters
of subcurves. Van der Hoog, Rotenberg and Wong [27] study data structures for c-packed
curves under the discrete Fréchet distance. Conradi, Driemel and Kolbe [9] consider the
approximate nearest neighbour problem for c-packed curves in doubling metrics. Conradi,
Driemel and Kolbe [10] compute the Fréchet distance between c-packed piecewise continuous
smooth curves.
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Given a polygonal curve, the problem of computing its packedness value c has been
considered. Gudmundsson, Sha and Wong [17] provide a 6.001-approximation algorithm that
runs in O(n4/3 log9 n) time for curves in R2. They also provided an implementation for a
2-approximation algorithm that runs in O(n2), and verified that c < 50 for a majority of data
sets that were tested. Har-Peled and Zhou [20] provide a randomised 288.001-approximation
algorithm that runs in O(n log2 n) time and succeeds with high probability.

The c-packedness assumption can be applied to any set of edges, as a result, c-packed
graphs have also been studied. Gudmundsson and Smid [18] study the map matching problem
between a curve with long edges and a c-packed graph with long edges. They consider the
data structure variant, where the graph is known in preprocessing time and the curve is only
known at query time. Gudmundsson, Seybold and Wong [16] generalise the result of [18]
and provide a map matching data structure for any c-packed graph and for any query curve.

1.2 Notation
Let ε > 0 be a positive real number. Without loss of generality, we can assume 0 < ε < 1

2 , as
providing a (1+ε)-approximation for smaller values of ε also provides a (1+ε)-approximation
for larger values of ε.

Let d be a fixed positive integer, and let Rd be d-dimensional Euclidean space. A polygonal
curve P = p1 . . . pn in Rd consists of n vertices {pi}n

i=1 connected by n − 1 straight line
segments {pipi+1}n−1

i=1 , where pi ∈ Rd and pipi+1 ⊂ Rd.
We define c-packedness. Let c be a positive real number. A polygonal curve P in Rd is

c-packed if, for any radius r > 0 and for any ball B(p, r) centred at p ∈ Rd with radius r,
the set of segments in P ∩ B(p, r) has total length upper bounded by cr.

Next, we define the Fréchet distance. Let P = p1 . . . pn. With slight abuse of notation,
define the function P : [1, n] → Rd so that P (i) = pi for all integers i ∈ {1, . . . , n}, and
P (i + x) = (1 − x)pi + xpi+1 for all reals x ∈ [0, 1]. Let Γ(n) be the space of all continuous,
non-decreasing, surjective functions from [0, 1] → [1, n]. For a pair of polygonal curves
P = p1, . . . , pn and Q = q1, . . . , qm, we define the Fréchet distance to be

dF (P, Q) = inf
α∈Γ(n)
β∈Γ(m)

max
µ∈[0,1]

d(P (α(µ)), Q(β(µ)))

where d(·, ·) denotes the Euclidean distance in Rd.

2 Decision algorithm

In this section, we solve the decision version of the Fréchet distance problem. We defer the
optimisation version of the Fréchet distance problem to Section 3. Both the decision and
optimisation versions will incur an approximation factor of (1 + ε).

We formally define the decision version. First we define the exact decision version.
Let r be a positive real number. Let P = p1p2 . . . pn be a c-packed curve in Rd and let
Q = q1q2 . . . qm be a general curve in Rd. Given P , Q and r, the exact decision problem is
to answer whether (i) dF (P, Q) ≤ r or (ii) dF (P, Q) > r, where dF (·, ·) denotes the Fréchet
distance. Unfortunately, in our case, we will not be able to decide between (i) and (ii)
exactly. Therefore, we instead solve the approximate decision version. In the approximate
decision problem, we are additionally allowed a third option, that is (iii) to provide a
(1 + ε)-approximation for dF (P, Q).

ISAAC 2024
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We will build a decider for the approximate decision version, for any fixed 0 < ε < 1
2 .

Given any P , Q and r, the decider returns either (i), (ii) or (iii). The decider requires
the c-packed curve to be simplified. We will first describe the simplification procedure
(Section 2.1), then we will construct the fuzzy decider (Section 2.2), and finally we will
combine two fuzzy deciders into a complete approximate decider (Section 2.3).

2.1 Simplification
The first step in the decision algorithm is to simplify the c-packed curve P . We will use the
simplification algorithm in Driemel, Har-Peled and Wenk [12].

▶ Fact 2 ([12]). Given µ > 0 and a polygonal curve π = p1p2p3...pk in Rd, we can compute
in O(k) time a simplification simpl(π, µ) with the following properties:
a) for any vertex p ∈ π there exists a vertex q ∈ simpl(π, µ) such that d(p, q) ≤ µ,
b) dF (π, simpl(π, µ)) ≤ µ,
c) all segments in simpl(π, µ) have length at least µ (except the last),
d) if π is c-packed, then simpl(π, µ) is 6c-packed.

Proof. We state Algorithm 2.1 from [12], since we will use it in Section 3.1 to determine the
critical values of our algorithm. Mark the initial vertex p1 and set it as the current vertex.
Scan the polygonal curve from the current vertex until it reaches the first vertex pi that is at
least µ away from the current vertex. Mark pi and set it as the current vertex. Repeat this
until the final vertex, and mark the final vertex. Set the marked vertices to be the simplified
curve, and denote it as simpl(π, µ). See Figure 1. Fact 2a follows from Algorithm 2.1 in [12].
Facts 2b, 2c and 2d follow from Lemma 2.3, Remark 2.2 and Lemma 4.3 in [12]. ◀

start

end

Figure 1 A polygonal trajectory P (blue) and its µ-simplification (red dashed). The vertices
marked with blue squares are on P but not included in the simplification.

2.2 Fuzzy decider
The second step in the decision algorithm is to construct a fuzzy decider. Let ε′ = ε/30.
Given P , Q and r, the fuzzy decision problem is to answer whether (i) dF (P, Q) ≤ (1+ε′/2)r,
or (ii) dF (P, Q) > (1 − 2ε′)r. We call the decision problem fuzzy as there is a fuzzy region
((1 − 2ε′) r, (1 + ε′/2) r] where it would be acceptable to return either (i) or (ii). Note that
unlike the complete approximate decider, for the fuzzy decider, there is no option (iii).



J. Gudmundsson, T. Mai, and S. Wong 37:5

The overall approach in the fuzzy decider is to approximate the optimal walks along K

and Q, where K is the simplification of P from Fact 2. In particular, our approach is to
guess how far along K we are when we reach vertex qi on Q. We use a layered directed graph
to model the walk along K, where each layer corresponds to the walk reaching qi on Q.

The fuzzy decision algorithm constructs a layered directed graph and searches it for a
suitable walk. We divide the fuzzy decision algorithm into three steps. The first step is to query
a range searching data structure [25] to construct the vertices of the graph (Section 2.2.1).
The second step is to query an approximate Fréchet distance data structure [11] to construct
the directed edges of the graph (Section 2.2.2). The third step is to run a breadth first search
and then to return either (i) or (ii) (Section 2.2.3).

2.2.1 Constructing the vertices
The first step in the fuzzy decider is to construct the vertices of the layered directed graph.
Let δ = ε′/2 = ε/60. Construct the simplification K = simpl(P, δr) using Fact 2. Recall that
layer i corresponds to candidate positions on K when we reach qi on Q. Formally, define
layer i to be Wi = {wi,j}. All points wi,j ∈ Wi satisfy wi,j ∈ K and d(wi,j , qi) ≤ 2r. Note
that wi,j is not necessarily a vertex of P , but rather a point on an edge of K = simpl(P, δr).
To construct Wi, we require the data structure of Schwarzkopf and Vleugels [25], which is a
range searching data structure for low density environments.

▶ Definition 3. A set of objects Σ is k-low density if, for every box H, there are at most k

objects in H that intersect it and are larger than it. The size of an object is the size of its
smallest enclosing box.

▶ Fact 4 (Theorem 3 in [25]). A k-low density environment Σ of n objects in Rd can be
stored in a data structure of size O(n logd−1 n + kn), such that it takes O(logd−1 n + k) time
to report all E ∈ Σ that contains a given query point q ∈ Rd. The data structure can be
computed in O(n logd n + kn log n) time.

We apply Fact 4 to the curve K. In particular, we turn K into a low-environment in Rd+1

by using the trough construction of Gudmundsson, Seybold and Wong [16]. The same trough
construction was also used in [5].

▶ Lemma 5. Let δ > 0 be fixed. Let P be a c-packed curve with n vertices in Rd. Let K =
simpl(P, δr). We can preprocess K into a data structure of O(n logd n + cδ−1n) size, so
that given a query point q ∈ Rd, the data structure can return in O(logd n + cδ−1) time
all O(cδ−1) edges of K that are within a distance of 2r from q. The preprocessing time is
O(n logd+1 n + cδ−1n log n).

Proof. The curve K is 6c-packed by Fact 2d. Next, we generalise the trough construction of
Gudmundsson, Seybold and Wong [16] to (d + 1)-dimensions. We define a trough object in
Rd+1 for every segment e ∈ K by trough(e, δ) = {(x1, . . . , xd, z) : d ((x1, . . . , xd) , e) ≤ 4z ≤
8δ−1|e|}, where d(·, ·) and | · | are measured under the Euclidean metric in Rd. Let T be the
set of all trough objects. By Lemma 23 in [17], T is an O(cδ−1)-low-density environment.
We apply the data structure from Fact 4 on the environment T .

Given a query point q = (x1, . . . , xd), we query the data structure for all troughs that
contain the (d + 1)-dimensional point (x1, . . . , xd, r/2). Suppose the data structure returns
a set of k objects {trough(ei, δ)}k

i=1. Then k = O(cδ−1), since T is an O(cδ−1)-low-density
environment, and q has zero size. From the set of k troughs we extract the set of k edges
{ei}k

i=1.
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37:6 Approximating the Fréchet Distance When Only One Curve Is c-Packed

The running times follow from Fact 4 and from T being an O(cδ−1)-low-density environ-
ment. It remains to prove the correctness of the query. Recall the definition of the trough
that (x1, . . . , xd, r/2) ∈ trough(e, δ) if and only if d ((x1, . . . , xd) , e) ≤ 4 · r

2 ≤ 8δ−1|e|. In
particular, d (q, e) ≤ 2r covers all edges in K that intersect a ball of radius 2r centred at q

and 4δ−1|e| ≥ r covers all edges of length at least δr/4. Since K is also (δr)-simplified, all
edges of K (except for the last edge) are at least of length δr by Fact 2c. We can check the
last edge of K separately. ◀

We use Lemma 5 to construct Wi for all 1 ≤ i ≤ m. Recall that Q = q1 . . . qm. Query
the data structure in Lemma 5 to obtain all edges in K = simpl(P, δr) that are within a
distance of 2r from qi. Let this set of edges be Ti. Note that |Ti| = O(cδ−1), since K is
6c-packed and each edge in Ti has length at least δr. For each edge ei,j ∈ Ti, we choose
O(δ−1) evenly spaced points on the chord ei,j ∩ B(qi, 2r), so that the distance between two
consecutive points on the chord is less than δr. We add these evenly spaced points to Wi for
each ei,j ∈ Ti, so that in total, |Wi| = O(cδ−2). See Figure 2.

qi

qi+1

2r

Wi

Wi+1

wi+1,k

wi+1,k′

wi,j

ai,j

bi,j

bi+1,k

ai+1,k

Figure 2 The general curve Q (black), the (δr)-simplification K (blue) and two candidate sets Wi

and Wi+1 (red dots). The coloured arrows indicate the order of vertices on the curve. A candidate
set Wi (red dots) contains evenly spaced points on K chords that are at most a distance 2r away
from qi, i.e., in the violet shading. The point wi,j is on the edge ai,jbi,j and the point wi+1,k is on
the edge ai+1,kbi+1,k.

This completes the construction of Wi for 1 ≤ i ≤ m. Since q1, qm must be matched to
p1, pn respectively, we can simplify the sets W1 = {p1} and Wm = {pn}. The vertices of our
graph are ∪m

i=1Wi, which completes the first step of the construction of the fuzzy decider.

2.2.2 Constructing the edges
The second step in the fuzzy decider is to construct the edges of the layered directed graph.
Each edge in the graph is a directed edge from Wi to Wi+1 for some 1 ≤ i ≤ m − 1. A
directed edge from wi,j ∈ Wi to wi+1,k ∈ Wi+1 models a simultaneous walk, from wi,j to
wi+1,k and from qi to qi+1, on K and Q respectively. We only add this directed edge into
the graph if its associated walk is feasible. To decide whether the walk is feasible, we check
two conditions. The first condition is that wi,j preceeds wi+1,k along the curve K. The
second condition is whether the Fréchet distance between the subcurve K⟨wi,j , wi+1,k⟩ and
the segment qiqi+1 is at most r. See Figure 3. To efficiently check the second condition, we
require the approximate Fréchet distance data structure of Driemel and Har-Peled [11].
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q

qi+1

wi,j

wi+1,k

K〈wi,j, wi+1,k〉

dF

Wi

Wi+1

Figure 3 The Fréchet distance (purple), between a segment (qi, qi+1) (black) and subcurve
K⟨wi,j , wi+1,k⟩ (blue). A candidate set Wi (red dots) contains evenly spaced points on K chords
that are at most a distance 2r away from qi, i.e., in the green shading.

▶ Fact 6 (Theorem 5.9 in [11]). Given δ > 0 and a polygonal curve Z with n vertices in Rd, one
can construct a data structure in O(δ−2d log2(1/δ)n log2 n) time that uses O(δ−2d log2(1/δ)n)
space, such that for a query segment pq, and any two points u and v on the curve, one can
(1 + δ)-approximate the distance dF (Z⟨u, v⟩, pq) in O(δ−2 log n log log n) query time.

We construct the data structure in Fact 6 on the curve K. Let 1 ≤ i ≤ m − 1, wi,j ∈ Wi

and wi+1,k ∈ Wi+1. We query the data structure in Fact 6 to compute a (1+δ)-approximation
of dF (K⟨wi,j , wi+1,k⟩, qiqi+1). If the reported value is at most r, then we insert the directed
edge from wi,j to wi+1,k. We repeat this for all 1 ≤ i ≤ m − 1, wi,j ∈ Wi and wi+1,k ∈ Wi+1.
This completes the construction of the edges in the directed graph, and completes the second
step of the fuzzy decider.

2.2.3 Returning either (i) or (ii)
The third step of the fuzzy decider is to run a breadth first search on the layered directed
graph. Recall that W1 = {p1} and Wm = {pn}. We use the breadth first search to decide
whether there is a directed path from p1 to pn. Recall that ε′ = ε/30 and δ = ε/60.
If there is a directed path, we return (i) dF (P, Q) ≤ (1 + ε′/2)r. Otherwise, we return
(ii) dF (P, Q) > (1 − 2ε′)r. Next, we prove the correctness of the fuzzy decider. We have two
cases.

There is a directed path from p1 to pn in the layered directed graph. Let the directed
path be c1 . . . cm. Then ci ∈ Wi for all 1 ≤ i ≤ m. We match the vertex qi to ci

for all 1 ≤ i ≤ m. We match the segment qiqi+1 to the subcurve K⟨ci, ci+1⟩ for all
1 ≤ i ≤ m − 1. Since there is a directed edge from ci to ci+1, we have that the estimated
Fréchet distance between the segment qiqi+1 and the subcurve dF (K⟨ci, ci+1⟩, qiqi+1) is
at most r. Formally, we have Ci ≤ r, where

dF (K⟨ci, ci+1⟩, qiqi+1) ≤ Ci ≤ (1 + δ) · dF (K⟨ci, ci+1⟩, qiqi+1).

In particular, we have dF (K⟨ci, ci+1⟩, qiqi+1) ≤ r. Taking the maximum over all 1 ≤ i ≤
m − 1, we get

dF (K, Q) ≤ max
i=1,...,m−1

dF (K⟨ci, ci+1⟩, qiqi+1) ≤ r.
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37:8 Approximating the Fréchet Distance When Only One Curve Is c-Packed

By Fact 2b, we have dF (P, K) ≤ δr. Since the Fréchet distance obeys the triangle
inequality, we have

dF (P, Q) ≤ dF (P, K) + dF (K, Q) ≤ r + δr ≤ (1 + ε′/2)r.

Therefore, it is correct to return (i) dF (P, Q) ≤ (1 + ε′/2)r in the case where there is a
directed path from p1 to pn.
There is no directed path from p1 to pn in the layered directed graph. Let r∗ = dF (P, Q).
Suppose that for the optimal Fréchet distance between P and Q, we match qi ∈ Q to
p∗

i ∈ P for all 1 ≤ i ≤ m. Therefore d(qi, p∗
i ) ≤ r∗. Let r′ = dF (K, Q). Suppose that

for the optimal Fréchet distance between K and Q, we match qi ∈ Q to k∗
i ∈ K for

all 1 ≤ i ≤ m. Therefore d(qi, k∗
i ) ≤ r′. Since the Fréchet distance obeys the triangle

inequality, we have r′ = dF (K, Q) ≤ dF (P, Q) + dF (K, P ) = r∗ + δr.
Assume for the sake of contradiction that r∗ ≤ (1 − 2ε′)r. Then, we have

r′ ≤ r∗ + δr ≤ (δ + 1 − 2ε′) r < r < 2r.

Therefore, d(qi, k∗
i ) ≤ r′ < 2r. Thus, there exists k∗

i ∈ K that is at most a distance 2r

away from qi and the edge that k∗
i resides on is also at most 2r away from qi. Hence,

Wi is non-empty, and there exists ui ∈ Wi such that ui and k∗
i share the same chord

(edge) in K and dK(ui, k∗
i ) ≤ δr. In particular, there exists ui, vi ∈ Wi where k∗

i is on
the subcurve K⟨ui, vi⟩, so that dK(ui, k∗

i ) ≤ δr, dK(vi, k∗
i ) ≤ δr, and dK(ui, vi) ≤ δr.

See Figure 4.

ui

k∗

i

vi

ui+1

k∗

i+1

vi+1

qi

qi+1

K

Figure 4 The point k∗
i marked with a green cross, and its immediate neighbour points ui and

vi, marked with blue dots. Note that k∗
i is on the subcurve K⟨ui, vi⟩, so that dK(ui, k∗

i ) ≤ δr,
dK(vi, k∗

i ) ≤ δr, and dK(ui, vi) ≤ δr.

Consider r′
i = dF (K⟨ui, ui+1⟩, qiqi+1) when qi ∈ Q is matched to ui ∈ Wi ⊂ K and

qi+1 ∈ Q is matched to ui+1 ∈ Wi+1 ⊂ K. Then

r′
i ≤ dF (K⟨k∗

i , k∗
i+1⟩, qiqi+1) + dF (K⟨k∗

i , k∗
i+1⟩, K⟨ui, ui+1⟩)

≤ r′ + dF (K⟨k∗
i , k∗

i+1⟩, K⟨ui, ui+1⟩)
≤ r′ + dF (k∗

i ◦ K⟨k∗
i , ui+1⟩ ◦ ui+1k∗

i+1, uik
∗
i ◦ K⟨k∗

i , ui+1⟩ ◦ ui+1)
≤ r′ + max

{
dF (k∗

i , uik
∗
i ), dF (K⟨k∗

i , ui+1⟩, K⟨k∗
i , ui+1⟩), dF (ui+1k∗

i+1, ui+1)
}

≤ r′ + max
{

dK(k∗
i , ui), 0, dK(k∗

i+1, ui+1)
}

≤ r′ + max {δr, 0, δr}
≤ r′ + δr

where ◦ denotes the concatenation of polygonal curves. Therefore,

r′
i ≤ r′ + δr ≤ (δ + 1 − 2ε′ + δ) r = (2δ + 1 − 2ε′) r ≤ (1 − ε′) r.
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Let Ci be the (1 + δ)-approximation of dF (K⟨ui, ui+1⟩, qiqi+1) returned by the data
structure in Fact 6. Then, r′

i ≤ Ci ≤ (1 + δ)r′
i. Therefore, Ci ≤ (1 + δ)r′

i < (1 + ε′)r′
i ≤

(1 + ε′)(1 − ε′)r < r for all 1 ≤ i ≤ m. Hence, there is a directed edge from ui to ui+1 in
the layered directed graph, for all 1 ≤ i ≤ m−1. In particular, u1 . . . um is a directed path
from p1 to pn, which is a contradiction. We conclude that our assumption r∗ ≤ (1 − 2ε′)r
cannot hold, and it is correct to return r∗ > (1 − 2ε′)r in the case where there is no
directed path from p1 to pn.

We obtain the following theorem.

▶ Theorem 7 (Fuzzy decider). Given a positive real number r, 0 < ε < 1
2 , and a c-

packed curve P with n vertices in Rd, one can construct a data structure in O(n logd+1 n +
cε−1n log n + ε−2d log2(1/ε)n log2 n) time that uses O(n logd n + cε−1n + ε−2d log2(1/ε)n)
space, so that given a query curve Q with m vertices, the data structure returns in O(logd n +
mc2ε−6 log n log log n) query time either (i) dF (P, Q) ≤ (1 + ε′/2)r or (ii) dF (P, Q) >

(1 − 2ε′)r.

Proof. First, we summarise the preprocessing procedure. Let δ = ε/60. We use Fact 2
to construct the simplification K = simpl(P, δr). We use Lemma 5 to construct a range
searching data structure on K, and we use Fact 6 to construct an approximate distance
data structure on K. Next, we summarise the query procedure. We query Lemma 5 to
construct Wi for 1 ≤ i ≤ m, we query Fact 6 to construct the edges between Wi and Wi+1
for 1 ≤ i ≤ m − 1, and finally we run a breadth first search. We argued correctness in
Section 2.2.3. It remains to analyse preprocessing time, space, and query time.

The preprocessing time of Fact 2, Lemma 5 and Fact 6 is O(n logd+1 n + cδ−1n log n +
δ−2d log2(1/δ)n log2 n). The space of the data structures in Lemma 5 and Fact 6 is O(n logd n+
cδ−1n + δ−2d log2(1/δ)n). Substituting δ−1 = O(ε−1) yields the stated preprocessing time
and space.

We analyse the query time. Constructing the set Wi for all 1 ≤ i ≤ m takes O(m(logd n +
cδ−2)) time, since using Lemma 5 to query the set of edges close to qi takes O(logd n + cδ−1)
time, and constructing evenly spaced points takes O(cδ−2) time. Since |Wi| = O(cδ−2), the
number of pairs ∪m−1

i=1 (Wi × Wi+1) is O(mc2δ−4). Querying Fact 6 to decide whether there
is a directed edge takes O(δ−2 log n log log n) time per pair. In total, constructing the edges
in the layered directed graph takes O(mc2δ−6 log n log log n) time. Running breadth first
search takes O(mc2δ−4) time. The total query time is O(logd n + c2δ−6m log n log log n).
Substituting δ−1 = O(ε−1) yields the stated query time. ◀

2.3 Complete approximate decider
The third step in the decision algorithm is to use the fuzzy decider to construct a complete
approximate decider. Recall that, given ε, P , Q and r, the complete approximate decider
returns either (i) dF (P, Q) ≤ r, (ii) dF (P, Q) > r, or (iii) a (1 + ε)-approximation for
dF (P, Q).

▶ Theorem 8 (Complete approximate decider). Given a positive real number r, 0 < ε < 1
2 , and

a c-packed curve P with n vertices in Rd, one can construct a data structure in O(n logd+1 n+
cε−1n log n + ε−2d log2(1/ε)n log2 n) time that uses O(n logd n + cε−1n + ε−2d log2(1/ε)n)
space, so that given a query curve Q with m vertices in Rd, the data structure returns in
O(logd n + mc2ε−6 log n log log n) query time either (i) dF (P, Q) ≤ r, (ii) dF (P, Q) > r, or
(iii) a (1 + ε)-approximation for dF (P, Q).
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Proof. Let r1 = 1
1+ε′/2 r and r2 = 1

1−2ε′ r, where ε′ = ε/30. First, given r1, ε, and P ,
construct the data structure in Theorem 7, and query the data structure on Q. Second, given
r2, ε, and P , construct the data structure in Theorem 7, and query the data structure on Q.
If the first query returns (i), we return (i). If both the first and second queries return (ii),
we return (ii). Otherwise, if the first query returns (ii) and the second query returns (i), we
return (iii). We prove correctness in three cases.

The first query returns (i). Then by Theorem 7, dF (P, Q) ≤ (1 + ε′/2)r1 = r, so
returning (i) in the complete approximate decider is correct.
Both the first and second queries return (ii). Then by Theorem 7, dF (P, Q) > (1−2ε′)r2 =
r, so returning (ii) in the complete approximate decider is correct.
The first query returns (ii) and the second query returns (i). The first query implies
dF (P, Q) > (1 − 2ε′) · r1 = (1 − 2ε′) · 1

1+ε′/2 · r. The second query implies dF (P, Q) ≤
(1 + ε′/2) · r1 = (1 + ε′/2) · 1

1−2ε′ · r. Putting these together, we have

dF (P, Q) ∈
(

1 − 2ε′

1 + ε′/2r,
1 + ε′/2
1 − 2ε′ r

]
.

Note that
1+ε′/2
1−2ε′ r
1−2ε′

1+ε′/2 r
=

(
1 + ε′/2
1 − 2ε′

)2
< ((1 + ε′/2)(1 + 4ε′))2

< (1 + 6ε′)2 < 1 + 30ε′ = 1 + ε.

Hence, 1−2ε′

1+ε′/2 r is a (1 + ε)-approximation of dF (P, Q), so returning (iii) in the complete
approximate decider is correct.

Finally, the preprocessing time, space, and query time follow from Theorem 7. ◀

This completes the decision version of the approximate Fréchet distance problem. Next,
we consider the optimisation version of the approximate Fréchet distance problem.

3 Optimisation algorithm

In Section 3.1, we apply a binary search to compute the optimal simplification. In Section 3.2,
we apply parametric search to compute the Fréchet distance. In both steps, we use the
complete approximate decider in Theorem 8, which incurs an approximation factor of (1 + ε).

3.1 Approximating the optimal simplification
First, we provide an algorithm to compute the optimal simplification of P . In particular,
the optimal simplification is K∗ = simpl(P, δr∗), where δ = ε/60 and r∗ = dF (P, Q). Our
approach is to search over the critical values of the µ-simplification algorithm in Fact 2. A
critical value of the µ-simplification algorithm is a value of µ where the simplification changes.
Define the set of pairwise distances of P to be L(P ) = {d(pi, pj) : 1 ≤ i < j ≤ n}. We can
observe that the set of pairwise distances L breaks up the positive real line into

(
n
2
)

+ 1
intervals, such that within each interval the µ-simplification does not change. This observation
follows from the algorithm in Fact 2, and the same observation is made in Section 3.3.3 in [12].
Unfortunately, |L| = O(n2). To overcome this, we use approximate distance selection.

▶ Fact 9 (Lemma 3.9 in [12]). Given a set P of n points in Rd, one can compute in O(n log n)
time a set Z of O(n) numbers, such that for any y ∈ L(P ), there exists numbers x, x′ ∈ Z

such that x ≤ y ≤ x′ ≤ 2x.
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We can refine Fact 9 to obtain Corollary 10. We replace the 8-WSPD in Lemma 3.9
of [12] with an 8/ε-WSPD.

▶ Corollary 10. Given a set P of n points in Rd, one can compute in O(n/εd + n log n) time
a set Z of O(n/εd) numbers, such that for any y ∈ L(P ), there exists numbers x, x′ ∈ Z such
that x ≤ y ≤ x′ ≤ (1 + ε)x.

Next, we perform binary search on the set Z in Corollary 10. In particular, for x ∈ Z, we
decide whether δr∗ < x or δr∗ > x by running the complete approximate decider in Theorem 8
on r = x/δ, δ = ε/60, P and Q. After O(log n) applications of the complete approximate
decider, we obtain δr∗ ∈ [x, x′] for a consecutive pair of elements x, x′ ∈ Z. We have two cases.
In the first case, we compute the optimal simplification of P , that is, K∗ = simpl(P, δr∗). In
the second case, we compute a (1 + ε)-approximation of r∗ = dF (P, Q).

If x′ > (1 + ε)x. By the contrapositive of Corollary 10, there is no y ∈ L(P ) ∩ [x, x′]. In
other words, within the interval [x, x′] the simplification of P does not change. Therefore,
K∗ = simpl(P, x) = simpl(P, δr∗).
If x′ ≤ (1 + ε)x. Therefore, x′/δ is a (1 + ε)-approximation of r∗ = dF (P, Q), as required.

Therefore, we can compute K∗ = simpl(P, δr∗), as otherwise we would have a (1 + ε)-
approximation of r∗. The running time is dominated by the O(log n) applications of the
complete approximate decider.

3.2 Approximating the Fréchet distance
From Section 3.1, we computed the simplification K∗ = simpl(P, δr∗). Let r∗

1 =
1

1+ε′/2 r∗, r∗
2 = 1

1−2ε′ r∗. We can use the same procedure to compute the simplifica-
tions K∗

1 = simpl(P, δr∗
1) and K∗

2 = simpl(P, δr∗
2). If K∗

1 ≠ K∗, then there must be an
element x ∈ Z in the interval [δr∗

1 , δr∗], so x/δ would be a (1 + ε)-approxmation of r∗.
Therefore, K∗ = K∗

1 , and similarly, K∗ = K∗
2 .

We proceed with parametric search. Note that in Section 3.1, we did not apply parametric
search to compute K∗ due to efficiency reasons. It is not straightforward to parallelise Fact 2,
moreover, since the simplification K∗ = K∗

1 = K∗
2 does not change during the execution

of the parametric search, we can avoid reconstructing the data structures in Lemma 5 and
Fact 6. We obtain the following theorem.

▶ Theorem 11. Given ε > 0, a c-packed curve P in Rd, and a general curve Q in Rd, one
can compute a (1 + ε)-approximation of dF (P, Q) in O(TsTp log m) time, where

Ts = n logd+1 n + cε−1n log n + ε−2d log2(1/ε)n log2 n + mc2ε−6 log n log log n,

Tp = logd n + cε−1 + ε−2 log n log log n.

Proof. First, we summarise the preprocessing procedure. We compute the simplification
K∗ = simpl(P, δr∗) using the procedure described in Section 3.1. We build the data structures
in Lemma 5 and Fact 6 on the simplified curve K∗.

Second, we summarise the query procedure. Here, we use parametric search. We use
the algorithm in Theorem 8 as both the decision algorithm and the simulated algorithm.
We describe the simulated algorithm. Let r be the search parameter. Let r1 = 1

1+ε′/2 r

and r2 = 1
1−2ε′ r. We simulate the complete approximate decider by simulating the fuzzy

decider in Theorem 7 on r1 and r2. We divide the simulation of the fuzzy decider on r1 into
three steps. First, we compute Wi by querying the data structure in Lemma 5. We use
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parametric search and the decision algorithm (Theorem 8) to resolve the critical values in
the query. Second, we compute the directed edges from Wi to Wi+1 by querying the data
structure in Fact 6. We apply parametric search in the same way. Third, we run a breadth
first search on the layered directed graph. There are no critical values in this step, so we do
not need to apply parametric search. We repeat the simulation of the fuzzy decider on r2.
Finally, by parametric search, we return the optimal value r∗.

Third, we argue correctness. If Theorem 8 returns (iii) at any point, we obtain a (1 + ε)-
approximation of r∗, and we are done. If Theorem 8 never returns (iii) at any point, we will
show that the decision algorithm and the simulated algorithm are both correct. The decision
algorithm is correct since we either return r∗ ≤ r or r∗ > r. We show the preprocessing
and query procedures of the simulated algorithm are correct. In particular, we will show
that we correctly simulate the execution of Theorem 8 as though r = r∗. The preprocessing
procedure is correct, since K∗ = K∗

1 = K∗
2 , so our data structures are correct for r∗

1 and r∗
2 .

The query procedure is correct, since we can use the correct decision algorithm to resolve
all critical values, and simulate the correct execution path as though r = r∗. Moreover,
Theorem 8 (without (iii)) acts discontinuously at r = r∗, so r∗ is a critical value of the
simulated algorithm. Therefore, parametric search is able to locate r∗ and return it.

Fourth, we analyse the running time. The preprocessing time is dominated by O(log n)
calls to Theorem 8. The query time is dominated by parametric search. The running time of
parametric search is O(PpTp + TpTs log Pp), where Ts is the sequential running time of the
decision algorithm, Pp is the number of processors used in the simulated algorithm, and Tp

is the number of parallel steps used by the simulated algorithm. The sequential running
time is Ts = O(n logd+1 n + cε−1n log n + ε−2d log2(1/ε)n log2 n + mc2ε−6 log n log log n) by
Theorem 8. The simulated algorithm can be efficiently parallelised. In particular, the
simulated algorithm computes Wi by querying Lemma 5, and computes the directed edges
from Wi to Wi+1 by querying Lemma 6; these can be queried in parallel for all 1 ≤ i ≤ m.
Given Pp = m processors, we can perform all of these queries in in Tp = O(logd n + cδ−1 +
δ−2 log n log log n) parallel steps. The overall running time is dominated by O(TsTp log m),
which the stated running time. ◀

We can simplify the running time if ε is constant.

▶ Corollary 12. Given a constant ε > 0, a c-packed curve P with n vertices in Rd, and a
general curve Q with m vertices in Rd, one can (1 + ε)-approximate dF (P, Q) in O(c3(n +
m) log2d+1(n) log m) time.

4 Conclusion

In this paper, we provide an O(c3(n + m) log2d+1(n) log m) time algorithm to (1 + ε)-
approximate the Fréchet distance between two curves in Rd, in the case when only one curve
is c-packed and ε is constant. The running time is nearly-linear if c and d are also constant.
An open problem is whether the running time can be improved, in particular, whether the
dependence on ε, c, d, log n or log m can be reduced. Another open problem is whether we
can obtain results for related problems when only one of the two curves is c-packed. Yet
another open problem is whether similar results can be obtained for other realistic input
curves. In particular, can the Fréchet distance be (1 + ε)-approximated in subquadratic time
when only one of the curves is κ-bounded, or when only one of the curves is ϕ-low density?
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Abstract
Given a graph G and two spanning trees T and T ′ in G, Spanning Tree Reconfiguration
asks whether there is a step-by-step transformation from T to T ′ such that all intermediates are
also spanning trees of G, by exchanging an edge in T with an edge outside T at a single step.
This problem is naturally related to matroid theory, which shows that there always exists such
a transformation for any pair of T and T ′. Motivated by this example, we study the problem of
transforming a sequence of spanning trees into another sequence of spanning trees. We formulate
this problem in the language of matroid theory: Given two sequences of bases of matroids, the goal
is to decide whether there is a transformation between these sequences. We design a polynomial-time
algorithm for this problem, even if the matroids are given as basis oracles. To complement this
algorithmic result, we show that the problem of finding a shortest transformation is NP-hard to
approximate within a factor of c log n for some constant c > 0, where n is the total size of the ground
sets of the input matroids.
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1 Introduction

In reconfiguration problems (see [8, 15] for introductory material), given two (feasible)
configurations in a certain system, the objective is to determine whether there exists a step-
by-step transformation between these configurations such that all intermediate configurations
are also feasible. Among numerous reconfiguration problems studied in the literature, one
of the first problems explicitly recognized as a reconfiguration problem is Spanning Tree
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Reconfiguration. In this problem, given two spanning trees T, T ′ in a (multi)graph G, one
is asked to find a transformation from one spanning tree T into the other spanning tree T ′ by
repeatedly exchanging a single edge (i.e., T−e+f for an edge e ∈ E(T ) and f ∈ E(G)\E(T )),
such that all intermediates are also spanning trees in G. Ito et al. [9]1 observed that one
can always find such a transformation with exactly |E(T ) \E(T ′)| exchanges by exploiting a
well-known property of matroids.

Let E be a finite set and let B ⊆ 2E be a nonempty collection of subsets of E that
satisfies the following basis exchange axiom: for distinct B, B′ ∈ B and x ∈ B \ B′, there
is y ∈ B′ \ B satisfying B − x + y ∈ B. Then, the pair M = (E,B) is called a matroid,
and each set in B is called a basis of M . For a connected graph G with edge set E(G), let
T be the collection of all edge subsets, each of which induces a spanning tree in G. Then
it is well known that T satisfies the basis exchange axiom: for each e ∈ E(T ) \ E(T ′),
there is an edge f ∈ E(T ′) \ E(T ) such that T − e + f is a spanning tree of G. Hence,
the pair (E(G), T ) is a matroid, called a graphic matroid. This also allows us to find a
transformation of |E(T ) \E(T ′)| exchanges for Spanning Tree Reconfiguration. Since
every transformation between T and T ′ requires at least |E(T ) \ E(T ′)| exchanges, this is a
shortest one among all transformations.

In this paper, we address a natural extension of Spanning Tree Reconfiguration. Let
G be a (multi)graph. We say that a sequence of k spanning trees (T1, . . . , Tk) of G is feasible
if the spanning trees are edge-disjoint. A pair of two feasible sequences of spanning trees
T = (T1, . . . , Tk) and T′ = (T ′

1, . . . , T ′
k) is said to be adjacent if there is an index 1 ≤ i ≤ k

such that Tj = T ′
j for 1 ≤ j ≤ k with i ≠ j and T ′

i = Ti − e + f for some e ∈ E(Ti) and
f ∈ E(G) \ E(Ti). Given two feasible sequences of k spanning trees T = (T1, . . . , Tk) and
T′ = (T ′

1, . . . , T ′
k) of a graph G = (V, E), Spanning Tree Sequence Reconfiguration

asks whether there are feasible sequences T0, . . . ,Tℓ such that T0 = T, Tℓ = T′, and Ti−1
and Ti are adjacent for all 1 ≤ i ≤ ℓ. This type of problem naturally extends conventional
reconfiguration problems by enabling a “simultaneous transformation” of multiple mutually
exclusive solutions.

To address Spanning Tree Sequence Reconfiguration, we consider a more general
problem, called Basis Sequence Reconfiguration. Let M = (M1, . . . , Mk) be a sequence
of matroids, where Mi = (Ei,Bi) for 1 ≤ i ≤ k. Let us note that Ei and Ej may not be
disjoint for distinct i and j. A basis sequence of M is a sequence B = (B1, . . . , Bk) such that
Bi is a basis of Mi (i.e., Bi ∈ Bi). A basis sequence B = (B1, . . . , Bk) is said to be feasible
for M if Bi ∩Bj = ∅ for 1 ≤ i < j ≤ k. A pair of feasible basis sequences B = (B1, . . . , Bk)
and B′ = (B′

1, . . . , B′
k) is said to be adjacent if there is an index 1 ≤ i ≤ k such that Bj = B′

j

for 1 ≤ j ≤ k with i ̸= j and B′
i = Bi − x + y for some x ∈ Bi and y ∈ Ei \Bi. A feasible

basis sequence B is reconfigurable to a feasible basis sequence B′ if there are feasible basis
sequences B0, . . . ,Bℓ of M such that B0 = B, Bℓ = B′, and Bi−1 and Bi are adjacent for all
1 ≤ i ≤ ℓ. We refer to such a sequence ⟨B0, . . . ,Bℓ⟩ as a reconfiguration sequence between B
and B′. Our problem is formally defined as follows.

Basis Sequence Reconfiguration
Input: A tuple M = (M1, . . . , Mk) of k matroids and feasible basis sequences B =

(B1, . . . , Bk) and B′ = (B′
1, . . . , B′

k).
Question: Determine if B is reconfigurable to B′.

1 More specifically, they considered a weighted version of this problem.
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(a) (b)

Figure 1 The figure illustrates an instance in which a pair of edge-disjoint spanning trees (a)
cannot be transformed into the other pair (b), where the spanning trees are indicated by dashed
blue lines and solid red lines.

Note that if Mi = (E(G), T ) for every i, B = T, and B′ = T′, Basis Sequence
Reconfiguration is equivalent to Spanning Tree Sequence Reconfiguration.

We also consider an optimization variant of Basis Sequence Reconfiguration:
Given an instance of Basis Sequence Reconfiguration, the goal is to find a shortest
reconfiguration sequence between B and B′. We refer to this problem as Shortest Basis
Sequence Reconfiguration.

We investigate the computational complexity of Basis Sequence Reconfiguration.
In this paper, matroids are sometimes given as basis oracles, that is, given a set X ⊆ E of a
matroid M = (E,B), the basis oracle (of M) returns true if and only if X ∈ B. In such a
case, we can access B through this oracle and assume that the basis oracle can be evaluated
in polynomial in |E|. Our main contribution is as follows.

▶ Theorem 1. Basis Sequence Reconfiguration can be solved in polynomial time,
assuming that the input matroids are given as basis oracles. Moreover, if the answer is
affirmative, we can compute a reconfiguration sequence between given two feasible basis
sequences in polynomial time as well.

This result nontrivially generalizes the previous result of [9]. It would be worth mentioning
that, in contrast to Spanning Tree Reconfiguration, our problem Spanning Tree
Sequence Reconfiguration has infinitely many no-instances (see Figure 1 for an example).

A natural extension of Basis Sequence Reconfiguration is to find a shortest recon-
figuration sequence. Unfortunately, we show that it is hard to find it in polynomial time,
even for approximately shortest reconfiguration sequences.

▶ Theorem 2. Shortest Basis Sequence Reconfiguration is NP-hard even if the
input sequence M consists of two partition matroids. Furthermore, unless P = NP, Shortest
Basis Sequence Reconfiguration cannot be approximated in polynomial time within a
factor of c log n for some constant c > 0, where n is the total size of the ground sets of the
input matroids.

Related work

Due to the property of “one-by-one exchange” in combinatorial reconfiguration, various
reconfiguration problems are naturally related to matroids [1, 5, 9, 11, 12, 13]. As mentioned
above, Ito et al. [9] studied Spanning Tree Reconfiguration and showed that every
spanning tree can be transformed into any other spanning tree in a graph. Given this fact,
Ito et al. [12] further considered a directed analogue of this problem, in which the objective
is to determine whether two arborescences (i.e., directed spanning trees) in a directed graph
are transformed into each other. Contrary to the undirected counterpart, for a (weakly)
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connected directed graph D = (V, A), the pair (A,F) is not a matroid in general, where
F denotes the family of arc sets F ⊆ A, each of which forms an arborescence of D, while
it is the collection of common bases of two matroids, i.e., F = B1 ∩ B2 for some matroids
(A,B1) and (A,B2). They still showed that every arborescence can be transformed into any
other arborescence in a directed graph. As a generalization of [12], Kobayashi, Mahara, and
Schwarcz [13] studied the reconfiguration problem of (not the sequence of but) the union
of disjoint arborescences. Namely, in their setting, a feasible solution is the union

⋃k
i=1 Fi

of disjoint arborescences F1, F2, . . . , Fk, and two feasible solutions
⋃k

i=1 Fi and
⋃k

i=1 F ′
i are

adjacent if and only if there are x ∈
⋃k

i=1 Fi \
⋃k

i=1 F ′
i and y ∈

⋃k
i=1 F ′

i \
⋃k

i=1 Fi such that⋃k
i=1 Fi − x + y =

⋃k
i=1 F ′

i . We note that even if two feasible solutions
⋃k

i=1 Fi and
⋃k

i=1 F ′
i

are adjacent in the sense of [13], the corresponding tuples (F1, F2, . . . , Fk) and (F ′
1, F ′

2, . . . , F ′
k)

may not be adjacent in our sense. It is worth mentioning that the reconfiguration problem
of the union of disjoint bases is trivially solvable, since it is just the reconfiguration problem
of bases of the union of matroids; see Section 2 for the definition of the matroid union. For
other reconfiguration problems related to (common bases of) matroids, see [5, 12].

Our work is highly related to a recent work of Bérczi, Mátravölgyi, and Schwarcz [1].
They considered the symmetric exchange version of our problem, where two (not necessarily
feasible) basis sequences B = (B1, . . . , Bk) and B′ = (B′

1, . . . , B′
k) are adjacent if there are

x ∈ Bi \Bj and y ∈ Bj \Bi such that

B′ = (B1, . . . , Bi−1, Bi − x + y, Bi+1, . . . , Bj−1, Bj − y + x, Bj+1, . . . , Bk).

This reconfiguration problem has received considerable attention as its reconfigurability is
essentially equivalent to White’s conjecture [20]. (See [1] for a comprehensive overview of
White’s conjecture.) In particular, the conjecture states that for any pair of two feasible
basis sequences B = (B1, . . . , Bk) and B′ = (B′

1, . . . , B′
k), B is reconfigurable to B′ (by

symmetric exchanges) if and only if
⋃k

i=1 Bi =
⋃k

i=1 B′
i. The conjecture is confirmed for

graphic matroids [2, 6], which means that for every pair of sequences of edge-disjoint k

spanning trees (T1, . . . , Tk) and (T ′
1, . . . , T ′

k) in a graph, one is reconfigurable to the other by
symmetric exchanges if

⋃k
i=1 E(Ti) =

⋃k
i=1 E(T ′

i ). This is in contrast to our setting, having
an impossible case as seen in Figure 1.

We would like to emphasize that our setting is also quite natural as it can be seen as a
reconfiguration problem in the token jumping model, which is best studied in the context
of combinatorial reconfiguration [8, 15]. In particular, our problem can be regarded as a
reconfiguration problem for multiple solutions. One of the most well-studied problems in this
context is Coloring Reconfiguration [3, 4, 7], which can be seen as a multiple solution
variant of Independent Set Reconfiguration. There are several results working on recon-
figuration problems for multiple solutions, such as Disjoint Paths Reconfiguration [10]
and Disjoint Shortest Paths Reconfiguration [18].

2 Preliminaries

For a positive integer n, let [n] := {1, 2, . . . , n}. For integers p and q with p ≤ q, let
[p, q] := {p, p + 1, . . . , q − 1, q}. For sets X and Y , the symmetric difference of X and Y is
defined as X △ Y := (X \ Y ) ∪ (Y \X).

Let E be a finite set and let B ⊆ 2E be a nonempty collection of subsets of E. We
say that M = (E,B) is a matroid if for B, B′ ∈ B and x ∈ B \ B′, there is y ∈ B′ \ B

satisfying (B \ {x}) ∪ {y} ∈ B. For notational convenience, we may write B − x + y instead
of (B \ {x})∪ {y}. Each set in B is called a basis of M . It is easy to verify that each basis of
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M has the same cardinality, which is called the rank of M . In this paper, we may assume
that, unless explicitly stated otherwise, matroids are given as basis oracles. In this model, we
can access a matroid M = (E,B) through an oracle that decides whether X ∈ B for given
X ⊆ E.2 We also assume that we can evaluate this query in time |E|O(1).

Let M1 = (E1,B1), . . . , Mk = (Ek,Bk) be k matroids and let M = (M1, . . . , Mk). For
i ∈ [k], let Bi be a basis of Mi. A tuple B = (B1, . . . , Bk) of bases is called a basis sequence
of M. Since Ei and Ej may have an intersection for distinct i and j, Bi and Bj are not
necessarily disjoint. We say that B is feasible if Bi ∩ Bj = ∅ for distinct i, j ∈ [k]. For
two feasible basis sequences B = (B1, . . . , Bk) and B′ = (B′

1, . . . , B′
k) of M, we say that

B is adjacent to B′ if there is an index i ∈ [k] such that Bj = B′
j for j ∈ [k] \ {i} and

B′
i = Bi − x + y for some x ∈ Bi and y ∈ Ei \Bi. A reconfiguration sequence between B and

B′ is a tuple of feasible basis sequences ⟨B0,B1, . . . ,Bℓ⟩ such that B0 = B, Bℓ = B′, and Bi−1
and Bi are adjacent for all i ∈ [ℓ]. The length of the reconfiguration sequence is defined as ℓ.

Let M = (E,B) be a matroid. The dual of M is a pair M∗ = (E, {E \ B | B ∈ B}),
which also forms a matroid [16]. A coloop of a matroid M is an element e ∈ E that belongs
to all the bases of M , that is, e ∈ B for all B ∈ B. Let M = (E,B) and M ′ = (E′,B′) be
matroids and let B∗ be the family of maximal sets in {B ∪B′ | B ∈ B, B′ ∈ B′}. Then, the
pair (E ∪ E′,B∗) is the matroid union of M and M ′, which is denoted M ∨M ′. It is well
known that M ∨M ′ is also a matroid [16]. We can generalize this definition for more than
two matroids: For k matroids M1, . . . , Mk, the matroid union of M1, . . . , Mk is denoted by∨k

i=1 Mi. If the ground sets E and E′ of M and M ′ are disjoint, then M ∨M ′ is called the
direct sum of M and M ′, and we write M ⊕M ′ instead of M ∨M ′.

In our proofs, we use certain matroids. Let E be a finite set. For an integer r with
0 ≤ r ≤ |E|, the rank-r uniform matroid on E is the pair (E, {B ⊆ E | |B| = r}), that is,
the set of bases consists of all size-r subsets of E. Let {E1, . . . , Ek} be a partition of E (i.e.,
E =

⋃k
i=1 Ei and Ei ∩ Ej = ∅ for distinct i, j ∈ [k]). For each i ∈ [k], we set ri as an integer

with 0 ≤ ri ≤ |Ei|. If B ⊆ 2E consists of the sets B satisfying |B ∩ Ei| = ri for each i ∈ [k],
then the pair (E,B) forms a matroid, called the partition matroid. We can construct such a
partition matroid by taking the direct sum of the rank-ri uniform matroids on Ei for i.

Let D = (V, A) be a directed graph. For an arc a ∈ A, we write head(a) to denote the
head of e and tail(a) to denote the tail of e. A matching of D is a set N ⊆ A of arcs such
that no pair of arcs in N share a vertex. A walk in D is a sequence (v0, a1, v1, a2, . . . , aℓ, vℓ)
such that tail(ai) = vi−1 and head(ai) = vi for all i ∈ [ℓ]. When no confusion is possible, we
may identify the directed graph with its arc set.

3 Polynomial-time algorithm

This section is devoted to a polynomial-time algorithm for Basis Sequence Reconfigu-
ration, implying Theorem 1. Let M1 = (E1,B1), M2 = (E2,B2), . . . , Mk = (Ek,Bk) be k

matroids that are given as basis oracles. We denote by M = (M1, M2, . . . , Mk) the tuple of
matroids M1, . . . , Mk.

Let B = (B1, . . . , Bk) and B′ = (B′
1, . . . , B′

k) be two feasible basis sequences of M. Take
any coloop x of the matroid union

∨k
i=1 Mi. Since all bases in B are mutually disjoint,⋃k

i=1 Bi is a basis of
∨k

i=1 Mi. This implies that x ∈ Bi for some i. Suppose that there
is a feasible basis sequence (B1, . . . , Bi−1, Bi − x + y, Bi+1, . . . , Bk) of M obtained from B

2 Our algorithm also runs in polynomial time even when the input matroids are given as independence or
rank oracles.
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by exchanging x ∈ Bi with y ∈ Ei \ Bi in Mi. As it is feasible,
⋃k

i=1 Bi − x + y is also a
basis of

∨k
i=1 Mi, contradicting the fact that x is a coloop. This implies that every coloop

in
∨k

i=1 Mi belongs to a basis in a feasible basis sequence that is reconfigurable from B.
More formally, let K denote the set of coloops in

∨k
i=1 Mi. If B is reconfigurable to B′, we

have (K ∩B1, . . . , K ∩Bk) = (K ∩B′
1, . . . , K ∩B′

k). The following theorem says that this
necessary condition is also sufficient.

▶ Theorem 3. Let K be the set of coloops of
∨k

i=1 Mi. For feasible basis sequences B =
(B1, . . . , Bk) and B′ = (B′

1, . . . , B′
k) of M, one is reconfigurable to the other if and only if

(K ∩B1, . . . , K ∩Bk) = (K ∩B′
1, . . . , K ∩B′

k).

The proof of Theorem 3 is given in Section 3.2 below. Before the proof, we introduce the
concept of exchangeability graphs and present its properties in Section 3.1.

3.1 Exchangeability graph
For a matroid M = (E,B) and a basis B ∈ B, the exchangeability graph of M with respect
to B, denoted as D(M, B), is a directed graph whose vertex set is the ground set E of M

and whose arc set A is

A := {(x, y) | x ∈ B and y ∈ E \B such that B − x + y ∈ B}.

Note that D(M, B) is bipartite; all arcs go from B to E \B.
Let N = {(x1, y1), (x2, y2), . . . , (xn, yn)} ⊆ A be a matching of D(M, B) and let B△N :=

B \{x1, x2, . . . , xn}∪{y1, y2, . . . , yn}. We say that N is unique if there is no perfect matching
N ′ other than N in the subgraph of D(M, B) induced by {x1, . . . , xn, y1, . . . , yn}. The
following is a well-known lemma in matroid theory, called the unique-matching lemma.

▶ Lemma 4 (e.g., [14, Lemma 2.3.18]). If N = {(x1, y1), (x2, y2), . . . , (xn, yn)} is a unique
matching in the subgraph of D(M, B) induced by {x1, . . . , xn, y1, . . . , yn}, then B △N ∈ B.

The exchangeability graph of M with respect to B, denoted as D(M,B), is the union of
the exchangeability graphs D(Mi, Bi) = (Ei, Ai) of Mi with respect to Bi for all i ∈ [k]. In
the following, the vertex set of D(M,B) is denoted by E, that is, E =

⋃k
i=1 Ei. We note

that, for distinct i, j ∈ [k], the two arc sets Ai and Aj are disjoint, since Bi ∩Bj = ∅. A walk
W in D(M,B) is called a tadpole-walk if W is of the form

(x0, a1, x1, . . . , xm−1, am, xm = x0, am+1, xm+1, am+2, . . . , an, xn) (1)

for some 0 ≤ m < n such that the former part (x0, a1, x1, . . . , xm−1, am, xm = x0) forms
a directed cycle and the latter part (xm = x0, am+1, xm+1, . . . , xn) forms a directed path
with xn ∈ E \

⋃k
i=1 Bi, where x0, x1, . . . , xn are distinct except for x0 = xm if m > 0. See

Figure 2 for an illustration. The former part can be empty; in this case, W is just a directed
path ending at some vertex in E \

⋃k
i=1 Bi. We introduce a total order ≺ on the vertex set

of W as: The smallest vertex is x0(= xm) and xi ≺ xj if and only if i < j for other vertices
xi, xj . We say that W is shortcut-free if, for all i ∈ [k] and two arcs a, a′ ∈ W ∩ Ai with
tail(a) ≺ tail(a′), we have (tail(a), head(a′)) /∈ Ai. A subgraph W ′ of D(M,B) is said to be
valid if it is the disjoint union of a (possibly empty) directed path ending at some vertex
in E \

⋃k
i=1 Bi and a (possibly empty) directed cycle. For a valid subgraph W ′ of D(M,B),

we define B△W ′ := (B1 △ (W ′ ∩A1), B2 △ (W ′ ∩A2), . . . , Bk △ (W ′ ∩Ak)). Observe first
that W ′ ∩Ai forms a matching in D(Mi, Bi) for each i. To see this, suppose that there are
two arcs a and a′ in W ′ ∩ Ai that share a vertex x. Since each component of W ′ is either
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xm = x0

x1

x2

a1

a2

am

xm+1 xm+2

am+1

xn

am+2

Figure 2 A tadpole-walk starting from x0 and ending at xn.

a directed path or a directed cycle, we can assume that head(a) = tail(a′) = x. However,
x /∈ Bi as head(a) = x and x ∈ Bi as tail(a′) = x, a contradiction. Observe next that
|
⋃k

i=1 Bi| = |
⋃k

i=1(Bi △ (W ′ ∩ Ai))|. This follows from the fact that the path component
has a sink vertex in E \

⋃k
i=1 Bi (if it is nonempty).

The following two lemmas play important roles in the proof of Theorem 3.

▶ Lemma 5. Suppose that W is a shortcut-free tadpole-walk in D(M,B) and W ′ is a valid
subgraph of W . Then B△W ′ is a feasible basis sequence of M.

Proof. We first observe that Bi △ (W ′ ∩ Ai) and Bj △ (W ′ ∩ Aj) are disjoint for distinct
i, j ∈ [k]. This follows from the following facts: |Bi| = |Bi △ (W ′ ∩ Ai)| for each i and
|
⋃k

i=1 Bi| = |
⋃k

i=1(Bi △ (W ′ ∩Ai))|. Thus, it suffices to show that Bi △ (W ′ ∩Ai) ∈ Bi for
each i.

Let b1, b2, . . . , bℓ be the arcs in the matching W ′ ∩Ai; we may assume that i < j if and
only if tail(bi) ≺ tail(bj). Since W is shortcut-free, we have (tail(bi), head(bj)) /∈ Ai for any
distinct i, j ∈ [ℓ] with i < j. Observe that W ′ ∩Ai forms a unique matching in D(Mi, Bi).
This can be seen by considering the other case that W ′ ∩ Ai is not unique in D(Mi, Bi),
yielding that D(Mi, Bi) has an arc (tail(bi), head(bj)) for some i, j ∈ [ℓ] with i < j. Thus
Bi △ (W ′ ∩Ai) ∈ Bi by Lemma 4. ◀

▶ Lemma 6. Let B = (B1, . . . , Bk) be a feasible basis sequence of M and B :=
⋃k

i=1 Bi. For
y ∈ E \ B, we denote by Ty the set of vertices that are reachable to y in D(M,B), that is,
the set of vertices x in E such that there is a directed path from x to y in D(M,B). Then
the set of coloops of M :=

∨k
i=1 Mi is equal to B \

⋃
y∈E\B Ty.

Proof. Clearly B contains all coloops of M as B is a basis of M . By considering the basis
exchange axiom for the dual matroid M∗ of M , an element x ∈ B is not a coloop of M if and
only if there is y ∈ E \B such that B−x + y is a basis of M . Here, it easily follows from [19,
Theorem 42.4] that, for x ∈ B and y ∈ E \B, the set B − x + y is a basis of M if and only if
there is a directed path from x to y in D(M,B). Hence the existence of such y ∈ E \B can
be rephrased as the existence of a directed path from x to some vertex y ∈ E \B in D(M,B).
This implies that the set of coloops of M is equal to B \

⋃
y∈E\B Ty, where Ty denotes the

set of vertices that are reachable to y in D(M,B). ◀

Using Lemma 6, we can decide in polynomial time whether the condition (K∩B1, . . . , K∩
Bk) = (K∩B′

1, . . . , K∩B′
k) in Theorem 3 holds as follows. Let E =

⋃k
i=1 Ei. We can construct

the exchangeability graph D(M,B) with
∑k

i=1 |Ei|2 ≤ k|E|2 oracle calls. By Lemma 6, we
can compute the set K of coloops of M in time O(|E|2) using a standard graph search
algorithm.
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3.2 Proof of Theorem 3
In this subsection, we provide the proof of Theorem 3, and then we also see that Theorem 1
follows from our proof of Theorem 3.

We define the distance d(B,B′) between B and B′ by d(B,B′) :=
∑k

i=1 |Bi △B′
i|. As we

have already seen the only-if part of Theorem 3 in the previous subsection, in the following,
we show the if part by induction on d(B,B′).

It is easy to see that d(B,B′) = 0 if and only if B = B′. Suppose that d(B,B′) > 0. If
there is a feasible basis sequence B′′ = (B′′

1 , B′′
2 , . . . , B′′

k ) of M such that B is reconfigurable
to B′′ and d(B′′,B′) < d(B,B′), we have (B′

1 ∩K, . . . , B′
k ∩K) = (B1 ∩K, . . . , Bk ∩K) =

(B′′
1 ∩K, . . . , B′′

k ∩K). Hence B′′ is reconfigurable to B′ by induction, which implies that
B is reconfigurable to B′. Thus, our goal is to find such a feasible basis sequence B′′. To
this end, we first compute a shortcut-free tadpole-walk W in D(M,B) and then transform B
to B′′ one-by-one along this W . A crucial observation in this transformation is that each
intermediate basis sequence is of the form B△W ′ for some valid subgraph W ′ of W , meaning
that it is a feasible basis sequence of M by Lemma 5.

Take any x0 ∈
⋃k

i=1 Bi \B′
i, say, x0 ∈ Bi0 \B′

i0
. Then there is x1 ∈ B′

i0
\Bi0 such that

Bi0 − x0 + x1 ∈ Bi0 . Hence we have a1 = (x0, x1) ∈ Ai0 . If x1 ∈ E \
⋃k

i=1 B, we obtain a
tadpole-walk (x0, a1, x1); we are done. Otherwise, this vertex x1 belongs to Bi1 for some
i1 ( ̸= i0). In particular, by x1 ∈ B′

i0
, we have x1 ∈ Bi1 \B′

i1
. Hence there is x2 ∈ B′

i1
\Bi1

such that Bi1 − x1 + x2 ∈ Bi1 , implying a2 = (x1, x2) ∈ Ai1 . By repeating this argument, we
can find either of the following subgraphs of D(M,B):
Type I: a directed path (x0, a1, x1, . . . , an, xn) satisfying that xn ∈ E \

⋃k
i=1 Bi and that

xℓ ∈ Biℓ
\B′

iℓ
, xℓ+1 ∈ B′

iℓ
\Biℓ

, and aℓ+1 ∈ Aiℓ
for all ℓ ∈ [0, n− 1].

Type II: a directed cycle (xp, ap+1, xp+1, . . . , xq−1, aq, xq = xp) satisfying that xℓ ∈ Biℓ
\B′

iℓ
,

xℓ+1 ∈ B′
iℓ
\Biℓ

, and aℓ+1 ∈ Aiℓ
for all ℓ ∈ [p, q − 1].

In the former case (Type I), the resulting directed path is a tadpole-walk. Consider the latter
case (Type II). By the assumption that (B1 ∩K, . . . , Bk ∩K) = (B′

1 ∩K, . . . , B′
k ∩K), none

of the vertices xp, . . . , xq belongs to the set K of coloops. This implies that, by Lemma 6,
D(M,B) has a directed path from each vertex in the cycle to a vertex in E \

⋃k
i=1 Bi. We

can choose such a directed path (xr, b1, y1, . . . , bm, ym) from a vertex xr in the cycle to a
vertex ym in E \

⋃k
i=1 Bi so that the path is arc-disjoint from the cycle, by taking a shortest

one among all such paths. Then, the walk (xr, ar, xr+1, . . . , xr, b1, y1, . . . , bm, ym) forms a
tadpole-walk. We denote by W the tadpole-walk obtained in these ways (Type I and II). In
the following, by rearranging the indices, we may always assume that W is of the form (1),
where the former part C = (x0, a1, x1, . . . , xm−1, am, xm = x0) is a directed cycle and the
later part P = (xm = x0, am+1, xm+1, . . . , xn) is a directed path in D(M,B). Note that the
directed cycle C can be empty, which corresponds to Type I.

We next update the above W so that W becomes shortcut-free. Suppose that W is
not shortcut-free. Then there are arcs a, a′ ∈W ∩Ai such that tail(a) ≺ tail(a′) satisfying
a′′ := (tail(a), head(a′)) ∈ Ai. Let a = (xp, xp+1) and let a′ = (xq, xq+1). Since W ∩ Ai is
a matching in D(M,B), we have p + 1 ̸= q. We then execute one of the following update
procedure:

If a and a′ belong to the directed path P , then update W as

W ← (x0, . . . , xm−1, am, xm = x0, am+1, . . . , ap, xp, a′′, xq+1, . . . , xn).

If a and a′ belong to the directed cycle C, then update W as

W ← (x0, a1, . . . , ap, xp, a′′, xq+1, . . . , xm = x0, am+1, xm+1, . . . , xn).
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x2
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xq+1
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a′′ a′′

Figure 3 The figure depicts tadpole-walks (with shortcuts) and their updated tadpole-walks.

If a belongs to C and a′ belongs to P , then update W as

W ← (xp, ap+1, . . . , ap, xp, a′′, xq+1, . . . , xn).

See Figure 3 for illustrations.
Suppose that W is a tadpole-walk of Type I. In this case, the second and third cases

never occur. By the choice of a = (xp, xp+1), a′ = (xq, xq+1), and a′′ = (xp, xq+1), we have
xp ∈ Bi \B′

i, xq+1 ∈ B′
i \Bi, and (xp, xq+1) ∈ Ai. Moreover, the updated W is a directed

path ending at xn ∈ E \
⋃k

i=1 Bi, which implies that W is still a tadpole-walk of Type I.
Suppose next that W is of Type II. In the first and third cases, the cycle part does not
change; the updated W is still of a tadpole-walk Type II. In the second case, the cycle part
is shortened by a′′ but the updated W is still a tadpole-walk as well. By the choice of a, a′,
and a′′, we have xp ∈ Bi \B′

i, xq+1 ∈ B′
i \Bi, and (xp, xq+1) ∈ Ai. Hence the resulting W is

still a tadpole-walk of Type II. Since this update procedure strictly reduces the size of W ,
we can eventually obtain a shortcut-free tadpole-walk in polynomial time.

Finally, we construct a reconfiguration sequence based on a shortcut-free tadpole-walk W

of each type. Suppose that W is of Type I, i.e., W = (x0, a1, x1, . . . , xn) is a directed path
with n ≥ 1. For p ∈ [n− 1], let Wp denote the subgraph of W induced by {an−p+1, . . . , an}.
Then Wp forms a directed path (xn−p, an−p+1, xn−p+1, . . . , xn), which implies that Wp is
valid. By Lemma 5, B△Wp is a feasible basis sequence for each p. Furthermore, we have
B△Wp = (B△Wp−1)△ (xn−p+1, xn−p) (in which (xn−p+1, xn−p), the reverse of an−p+1,
can be viewed as an arc in D(M,B△Wp−1)). This implies that B△Wp−1 and B△Wp are
adjacent for all p ∈ [n− 1], where W0 := ∅. Hence

⟨B = B△W0,B△W1,B△W2, . . . ,B△Wn−1 = B△W ⟩

is a reconfiguration sequence from B to B △ W . In addition, since xℓ ∈ Biℓ
\ B′

iℓ
and

xℓ+1 ∈ B′
iℓ
\Biℓ

for each ℓ ∈ [0, n− 1], we have d(B△W,B′) = d(B,B′)− 2n < d(B,B′).
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Figure 4 The bold red walk in the upper digraph represents Wp for p = n − 1, and that in the
lower digraph for p = n.

Suppose next that W is of Type II, i.e., W is of the form (1) with 0 < m < n,
where the (nonempty) former part C = (x0, a1, x1, . . . , xm−1, am, xm = x0) is a directed
cycle and the later part P = (xm = x0, am+1, xm+1, . . . , xn) is a directed path. For
p ∈ [n − 1], let Wp denote the subgraph of W induced by {an−p+1, . . . , an}, which forms
a directed path (xn−p, an−p+1, xn−p+1, . . . , xn) as in the case of Type I and is valid. For
p ∈ [n, 2n − m − 1], let Wp denote the subgraph of W induced by {a1, a2, . . . , am} ∪
{a(m−n+2)+p, a(m−n+2)+(p+1), . . . , an}, where W2n−m−1 is defined as C. In this case, Wp

forms the disjoint union of the directed cycle C and the subpath of P starting from xm−n+1+p

ending at xn ∈ E \
⋃k

i=1 Bi; the subpath is empty if p = 2n−m− 1. Thus Wp is also valid.
By Lemma 5, B△Wp is feasible for each p ∈ [2n−m− 1]. Furthermore, we have

B△Wp =


(B△Wp−1)△ (xn−p+1, xn−p) if p ∈ [n− 1],
(B△Wp−1)△ (xm+1, x1) if p = n,

(B△Wp−1)△ a(m−n+1)+p if p ∈ [n + 1, 2n−m− 1].

See Figure 4 for the case of p = n. This implies that B△Wp−1 and B△Wp are adjacent for
all p ∈ [2n−m− 1], where W0 := ∅. Hence

⟨B = B△W0,B△W1,B△W2, . . . ,B△W2n−m−1 = B△ C⟩

is a reconfiguration sequence from B to B △ C. In addition, since xℓ ∈ Biℓ
\ B′

iℓ
and

xℓ+1 ∈ B′
iℓ
\ Biℓ

for each ℓ ∈ [m], we have d(B△ C,B′) = d(B,B′) − 2m < d(B,B′). This
completes the proof of Theorem 3.

The above proof immediately turns into an algorithm for finding a feasible basis sequence
B′′ with d(B′′,B′) < d(B,B′) in polynomial time. As shown in the previous subsection, we
can construct the exchangeability graph D(M,B) using k|E|2 oracle calls. We can compute
a shortcut-free tadpole-walk in D(M,B) in O(|E|2) time. Thus, we can compute a feasible
basis sequence B′′ of M with d(B′′,B′) < d(B,B′) such that B is reconfigurable to B′′ in
O(|E|2) time and |E|2 oracle calls. Since d(B,B′) is at most 2|E|, we can obtain an entire
reconfiguration sequence from B to B′ in O(|E|3) time and |E|3 oracle calls in the case where
B is reconfigurable to B′. Note that the length of the above reconfiguration sequence is
O(|E|2). Therefore, Theorem 1 follows.
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4 Inapproximability of finding a shortest reconfiguration sequence

In this section, we prove Theorem 2, that is, Shortest Basis Sequence Reconfiguration
is hard to approximate in polynomial time under P ̸= NP. To show this inapproximability
result, we perform a reduction from Set Cover, which is notoriously hard to approximate.

Let S ⊆ 2U be a family of subsets of a finite set U where n = |U | and m = |S|. We say
that a subfamily S ′ ⊆ S covers U (or S ′ is a set cover of U) if U =

⋃
S∈S′ S. Set Cover is

the problem that, given a set U and a family S ⊆ 2U of subsets of U , asks to find a minimum
cardinality subfamily S ′ ⊆ S that covers U . Set Cover is known to be hard to approximate:
Raz and Safra [17] showed that there is a constant c∗ > 0 such that it is NP-hard to find
a c∗ log(n + m)-approximate solution of Set Cover. Throughout this section, we assume
that the whole family S covers U .

From an instance (U,S) of Set Cover, we construct two partition matroids M1 = (E1,B1)
and M2 = (E2,B2) such that there is a set cover of U of size at most k if and only if there
is a reconfiguration sequence between feasible basis sequences Bs and Bt of M = (M1, M2)
with length at most ℓ for some ℓ.

4.1 Construction

To construct the partition matroids M1 and M2, we use several uniform matroids and
combine them into M1 and M2. In the following, we assume that the sets in S are ordered
in an arbitrary total order ⪯. For each element u ∈ U , we define f(u) + 3 elements
e1

u, e2
u, e3

u, c1
u, . . . , c

f(u)
u and three sets:

E1
u := {e1

u, e2
u}, E2

u := {e1
u, e2

u, e3
u}, E3

u := {e3
u} ∪ {c1

u, c2
u, . . . , cf(u)

u },

where f(u) := |{S ∈ S | u ∈ S}| is the number of occurrences of u in S. We denote by M i
u

the rank-1 uniform matroid over Ei
u for 1 ≤ i ≤ 3, that is, each basis of M i

u contains exactly
one element in Ei

u. For each set S ∈ S, we denote by M0
S the uniform matroid of rank |S|

with ground set E0
S := {cf(u,S)

u | u ∈ S} ∪ {s1
S}, where f(u, S) = |{S′ | S′ ⪯ S, u ∈ S′}|.

Note that E0
S ∩ E0

S′ = ∅ for distinct S, S′ ∈ S. We let L := 2n2. For 1 ≤ i ≤ L, we denote
by M i

S the rank-1 matroid with ground set Ei
S := {si

S , si+1
S }. Then, we define two partition

matroids M1 and M2 as:

M1 :=
⊕
u∈U

M1
u ⊕

⊕
u∈U

M3
u ⊕

⊕
S∈S

n2⊕
i=1

M2i−1
S , M2 :=

⊕
u∈U

M2
u ⊕

⊕
S∈S

M0
S ⊕

⊕
S∈S

n2⊕
i=1

M2i
S .

The matroids M1 and M2 are illustrated in Figure 5. We denote by E1 and E2 the ground
sets and by B1 and B2 the collections of bases of M1 and M2, respectively. Each uniform
matroid constituting these partition matroids is called a block. Since M1 and M2 are partition
matroids, the following observation follows.

▶ Observation 7. Let (B1, B2) be a feasible basis sequence of (M1, M2) and let x ∈ B1 be
arbitrary. Then, for any element y ∈ E1 \ (B1 ∪ B2) that belongs to the same block as x

in M1, (B1 − x + y, B2) is a feasible basis sequence of (M1, M2). Similarly, let x ∈ B2 be
arbitrary. Then, for any element y ∈ E2 \ (B1 ∪B2) that belongs to the same block as x in
M2, (B1, B2 − x + y) is a feasible basis sequence of (M1, M2).
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e1u

e2u

e1v

e2v

e3u

e3v

e1w

e2w

e3w

s1S s2S s3S s4S sL+1
SsLS

M 1
u

M 1
v

M 1
w

M 3
u

M 3
v

M 3
w

· · ·M 1
S M 3

S ML
SM 2

S

M 2
u

M 2
v

M 2
w

M 0
S


c1u, . . . , c

f(u)
uc3u

c2v

c4w

Figure 5 The figure depicts (hypergraph representations of) two partition matroids M1 and M2.
A set S ∈ S contains three elements u, v, w ∈ U with f(u, S) = 3, f(v, S) = 2, and f(w, S) = 4.
Solid black circles represent elements in Bs

1, and solid red circles represent elements in Bs
2.

Let Bs = (Bs
1, Bs

2) be a feasible basis sequence such that

Bs
1 = {e1

u | u ∈ U} ∪ {e3
u | u ∈ U} ∪

⋃
S∈S
{s2i−1

S | i ∈ [n2]},

Bs
2 = {e2

u | u ∈ U} ∪
⋃

S∈S
{cf(u,S)

u | u ∈ S} ∪
⋃

S∈S
{s2i

S | i ∈ [n2]}.

It is easy to verify that Bs
1 and Bs

2 are bases of M1 and M2, respectively. Similarly, let
Bt = (Bt

1, Bt
2) be a feasible basis sequence such that

Bt
1 = {e2

u | u ∈ U} ∪ {e3
u | u ∈ U} ∪

⋃
S∈S
{s2i−1

S | i ∈ [n2]},

Bt
2 = {e1

u | u ∈ U} ∪
⋃

S∈S
{cf(u,S)

u | u ∈ S} ∪
⋃

S∈S
{s2i

S | i ∈ [n2]}.

Let us note that sL+1
S /∈ Bs

1 ∪ Bs
2 ∪ Bt

1 ∪ Bt
2 for all S ∈ S. Moreover, we have Bs

1 \ Bt
1 =

Bt
2 \Bs

2 = {e1
u | u ∈ U} and Bt

1 \Bs
1 = Bs

2 \Bt
2 = {e2

u | u ∈ U}.

4.2 Correctness
Before proceeding to our proof, we first give the intuition behind our construction. Suppose
that there are tokens on the elements in Bs

1 ∪Bs
2. As observed in the previous subsection, we

have e1
u ∈ Bs

1 \ Bt
1 and e1

u ∈ Bt
2 \ Bs

2 for u ∈ U . Moreover, e2
u ∈ Bt

1 \ Bs
1 and e2

u ∈ Bs
2 \ Bt

2
for u ∈ U . Thus, in order to transform Bs to Bt, we need to “swap” the tokens on e1

u

and e2
u. However, as all the elements except for sL+1

S for S ∈ S are occupied by tokens in
Bs

1 ∪ Bs
2, this requires to move an “empty space” initially placed on sL+1

S to e3
u for some

S ∈ S with u ∈ S, and then swap the tokens on e1
u and e2

u using the empty space on e3
u. By

the construction of M1 and M2, this can be done by (1) shifting the tokens along the path
between sL+1

S and s1
S one by one, (2) moving the empty space from s1

S to c
f(u,S)
u , and then

(3) moving the empty space from c
f(u,S)
u to e3

u, which requires at least L exchanges. As L is
sufficiently large, we need to cover the elements in U with a small number of sets in S for a
short reconfiguration sequence. The following lemma gives an upper bound on the length of
a shortest reconfiguration sequence.
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Algorithm 1 An algorithm for constructing a reconfiguration sequence between Bs and
Bt from a set cover S∗ ⊆ S of U .

Input: A set cover S∗ ⊆ S of U .
Output: A reconfiguration sequence between Bs and Bt.

1 Ũ ← ∅, B← Bs

2 foreach S ∈ S∗ do
3 for i = L, L− 1, . . . , 1 do
4 B← B△ (si

S , si+1
S )

5 foreach S ∈ S∗ do
6 if S \ Ũ ̸= ∅ then
7 foreach u ∈ S \ Ũ do
8 B← B△ (cf(u,S)

u , s1
S)

9 B← B△ (e3
u, c

f(u,S)
u )

10 B← B△ (e2
u, e3

u)
11 B← B△ (e1

u, e2
u)

12 B← B△ (e3
u, e1

u)
13 B← B△ (cf(u,S)

u , e3
u)

14 B← B△ (s1
S , c

f(u,S)
u )

15 Ũ ← Ũ ∪ S

16 foreach S ∈ S∗ do
17 for i = 1, 2, . . . , L do
18 B← B△ (si+1

S , si
S)

▶ Lemma 8. Let S∗ ⊆ S be a set cover of U of size at most k. Then, there is a reconfiguration
sequence between Bs and Bt with length at most 2kL + 7n.

Proof. Given a set cover S∗ ⊆ S, we construct a reconfiguration sequence between Bs and
Bt by applying the algorithm described in Algorithm 1. Let B = (B1, B2) be a feasible basis
sequence of (M1, M2). For x, y ∈ E1 ∪ E2, we call (x, y) a valid pair if either
(1) x ∈ B1 and y ∈ E1 \ (B1 ∪B2) belong to the same block in M1; or
(2) x ∈ B2 and y ∈ E2 \ (B1 ∪B2) belong to the same block in M2.
For a valid pair (x, y), we define

B△ (x, y) =
{

(B1 − x + y, B2) if (x, y) satisfies (1),
(B1, B2 − x + y) if (x, y) satisfies (2).

By Observation 7, B△ (x, y) is a feasible basis sequence of (M1, M2).
When we update a feasible basis sequence B = (B1, B2) with B △ (x, y) for some

x, y ∈ E1 ∪ E2 in the algorithm, the pair (x, y) is always assured to be valid. Thus, all the
pairs B = (B1, B2) appearing in the execution of the algorithm are feasible basis sequences
of (M1, M2). Since S∗ is a set cover of U , we have Ũ = U when the algorithm terminates.
Thus, for each u ∈ U , the steps from line 8 to line 14 are executed exactly once. This implies
that the algorithm correctly computes a reconfiguration sequence between Bs and Bt with
length 2kL + 7n. ◀

▶ Lemma 9. Suppose that there is a reconfiguration sequence between Bs and Bt of length ℓ.
Then, there is a set cover S∗ ⊆ S of U with |S∗| ≤ ⌊ℓ/2L⌋.
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Proof. Let σ = ⟨B0, . . . ,Bℓ⟩ be a reconfiguration sequence between Bs and Bt of length ℓ.
For a feasible basis sequence B = (B1, B2), an element e ∈ E1 ∪ E2 is said to be free in B
if e /∈ B1 ∪ B2. We define S∗ := {S ∈ S | s1

S is free in Bi for some i}. Then the following
holds.

▷ Claim 10. The subfamily S∗ of S is a set cover of U .

Proof. Let Bi = (Bi
1, Bi

2) for i ∈ [0, ℓ]. We first observe that, for S ∈ S and i ∈ [0, ℓ], if
s1

S ∈ Bi
1, then {cf(u,S)

u | u ∈ S} ⊆ Bi
2. This can be seen as follows. Since s1

S ∈ Bi
1, we have

s1
S /∈ Bi

2. As Bi
2 must contain a basis B0

S of M0
S , which is the uniform matroid of rank |S|

with the ground set {cf(u,S)
u | u ∈ S} ∪ {s1

S}, the basis B0
S must be {cf(u,S)

u | u ∈ S}. That
is, we have {cf(u,S)

u | u ∈ S} ⊆ Bi
2.

We then show the assertion of Claim 10. Suppose for contradiction that there is an
element u∗ ∈ U that is not covered by S∗. Then, for S ∈ S with u∗ ∈ S, the element s1

S

is not free in Bi for any 0 ≤ i ≤ ℓ, which implies that s1
S belongs to Bi

1. Thus, for each
i, we have Bi

2 ⊇
⋃

S∈S:u∗∈S{c
f(u,S)
u | u ∈ S} ⊇ {c1

u∗ , . . . , c
f(u∗)
u∗ }, where the first inclusion

follows from the above observation. By this inclusion with the fact that M3
u∗ is the uniform

matroid of rank 1 with the ground set {e3
u∗} ∪ {c1

u∗ , . . . , c
f(u∗)
u∗ }, the basis Bi

1 must contain
e3

u∗ for each i. Hence, during the reconfiguration sequence σ = ⟨B0, . . . ,Bℓ⟩, we cannot move
any element in E1

u∗ = {e1
u∗ , e2

u∗} (or more precisely E1
u∗ ∪ E2

u∗ ∪ E3
u∗). This contradicts

that σ is a reconfiguration sequence from Bs to Bt; recall e1
u∗ ∈ Bs

1 \ Bt
1 = Bt

2 \ Bs
2 and

e2
u∗ ∈ Bt

1 \Bs
1 = Bs

2 \Bt
2. ◁

In the reconfiguration sequence σ = ⟨B0, . . . ,Bℓ⟩, for each S ∈ S∗, the element sL+1
S must

be free in B0 and Bℓ, and s1
S must be free at least once. Hence, the length ℓ of σ is at least

2L · |S∗|, where L is equal to the number of required steps to move from a feasible basis
sequence such that sL+1

S (resp. s1
S) is free to another feasible basis sequence such that s1

S

(resp. sL+1
S ) is free. Since S∗ is a set cover by Claim 10, we can conclude that there is a set

cover of size at most ⌊ℓ/2L⌋. ◀

Proof of Theorem 2. To prove the NP-hardness, we give a polynomial-time reduction from
Set Cover. We claim that I = (U,S) has a set cover of size at most k if and only if there
is a reconfiguration sequence between Bs and Bt of length at most (2k + 1) · L. We may
assume n ≥ 4.

Suppose that I has a set cover of size at most k. Then, by Lemma 8 and 7n ≤ 2n2 = L,
we can construct a reconfiguration sequence from Bs to Bt of length at most 2kL + 7n ≤
2kL + 2n2 = (2k + 1) · L, proving the forward implication.

Conversely, assume that there is a reconfiguration sequence between Bs and Bt of length
at most (2k + 1) · L. Then, by Lemma 9, we obtain a set cover for I of the size at most
⌊(2k + 1) · L/2L⌋ = ⌊k + 1/2⌋ = k.

To prove the inapproximability, let N =
∑k

i=1 |Ei| and suppose that there exists a
c′ log N -approximation algorithm A′ for Shortest Basis Sequence Reconfiguration for
some constant c′ > 0. Then we construct an algorithm A that, given an instance I = (U,S)
of Set Cover, outputs a set cover of I as follows.

1. Construct an instance I ′ = (M,Bs,Bt) of Shortest Basis Sequence Reconfigura-
tion from an instance I = (U,S) of Set Cover using the construction in Section 4.1.

2. Compute a reconfiguration sequence σ′ of I ′ by applying A′.
3. Compute a set cover S∗ for I from σ′ by Lemma 9.
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▷ Claim 11. For some constant c > 0, algorithm A produces a c log(n + m)-approximation
solution for Set Cover.

Proof. Since S covers U , by Lemma 8, there is a reconfiguration sequence between Bs and
Bt) of length at most 2L · OPT(I) + 7n, where OPT(I) is the minimum cardinality of a
set cover of U . Moreover, we have N ≤ (n + m)d for some constant d. Thus, A′ outputs
a reconfiguration sequence σ′ of length at most ℓ := c′ log N · (2L · OPT(I) + 7n) in time
(n + m)O(1). Finally, by Lemma 9, we can compute a set cover S∗ ⊆ S of U from σ′ with
size at most ℓ/2L = c′ log N · (OPT(I) + o(1)) ≤ 2c′ log N · OPT(I). Since N ≤ (n + m)d,
we have |A(I)| ≤ c log(n + m) ·OPT(I) for any constant c > 2c′d. ◁

By choosing the constant c′ as c′ < c∗/2d, we derive a polynomial-time c∗ log(n + m)-
approximation algorithm for Set Cover, completing the proof of Theorem 2. ◀

5 Conclusion

In this paper, we studied Basis Sequence Reconfiguration, which is a generalization of
Spanning Tree Sequence Reconfiguration. For this problem, we first showed that
Basis Sequence Reconfiguration can be solved in polynomial time, assuming that the
input matroids are given as basis oracles. Second, we showed that the shortest variant of
Basis Sequence Reconfiguration is hard to approximate within a factor of c log n for
some constant c > 0 unless P = NP.

For future work, it is interesting to investigate the computational complexity of the
special settings of Basis Sequence Reconfiguration. It would be interesting to design
faster or simpler algorithms for Basis Sequence Reconfiguration with graphic matroids,
that is, for Spanning Tree Sequence Reconfiguration. Our hardness result for the
shortest variant uses two distinct partition matroids. Thus, it would be worth considering
the case for two identical matroids. Finally, the computational complexity of Shortest
Spanning Tree Sequence Reconfiguration is another promising direction.
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Abstract
Additively Separable Hedonic Games (ASHGs) are coalition-formation games where we are given a
directed graph whose vertices represent n selfish agents and the weight of each arc uv denotes the
preferences from u to v. We revisit the computational complexity of the well-known notion of core
stability of symmetric ASHGs, where the goal is to construct a partition of the agents into coalitions
such that no group of agents would prefer to diverge from the given partition and form a new coalition.
For Core Stability Verification (CSV), we first show the following hardness results: CSV
remains coNP-complete on graphs of vertex cover 2; CSV is coW[1]-hard parameterized by vertex
integrity when edge weights are polynomially bounded; and CSV is coW[1]-hard parameterized
by tree-depth even if all weights are from {−1, 1}. We complement these results with essentially
matching algorithms and an FPT algorithm parameterized by the treewidth tw plus the maximum
degree ∆ (improving a previous algorithm’s dependence from 2O(tw∆2) to 2O(tw∆)). We then move on
to study Core Stability (CS), which one would naturally expect to be even harder than CSV. We
confirm this intuition by showing that CS is Σp

2-complete even on graphs of bounded vertex cover
number. On the positive side, we present a 22O(∆tw)

nO(1)-time algorithm parameterized by tw + ∆,
which is essentially optimal assuming Exponential Time Hypothesis (ETH). Finally, we consider the
notion of k-core stability: k denotes the maximum size of the allowed blocking (diverging) coalitions.
We show that k-CSV is coW[1]-hard parameterized by k (even on unweighted graphs), while k-CS
is NP-complete for all k ≥ 3 (even on graphs of bounded degree with bounded edge weights).
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1 Introduction

Coalition-formation games model situations where a subset of selfish agents need to be
partitioned into teams (coalitions) in such a way that takes into account their preferences.
Because such games capture a vast array of interesting situations in the real world [40], they
have been a subject of intense study in computational social choice and the social sciences
at large. One particularly interesting and natural special case of such games is when the
preferences of each agent only depend on the other agents that she is placed together with in
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the same coalition (and not on the placement of agents on other coalitions). Such games are
referred to in the literature as hedonic games and have also attracted much interest from
the computer science perspective [1, 2, 6, 7, 10, 12, 13, 20, 30, 35, 42], thanks in part to
their numerous applications in, for example, social network analysis [36], scheduling group
activities [18], and allocating tasks to wireless agents [41]. For more information we refer the
reader to [14] and the relevant chapters of standard computational social choice texbooks [4].

Hedonic games are extremely general. Unfortunately, this generality renders them hard
to study from the computer science perspective – indeed, even listing the preferences of all n
agents takes space exponential in n as the naïve approach would require listing an ordering of
all coalitions for each agent. This motivates the study of natural restrictions of hedonic games.
In this paper we focus on one of the most natural such restrictions: Additively Separable
Hedonic Games (ASHGs) introduced in [11], where the input is an edge-weighted directed
graph, vertices represent the agents, and the weight of the arc uv denotes the preference
of u for v, that is, the utility that agent u derives from being in the same coalition as v.
The utility of an agent u in a coalition C can then be succinctly encoded as the sum of the
weights of edges incident on u with their other endpoint in C. If the weights of uv and vu are
the same for every pair of agents u, v, ASHGs are called symmetric. For symmetric ASHGs,
the input graph becomes undirected.

In any situation where agents behave selfishly, it becomes critical to look for stable
outcomes, that is, outcomes which the agents are likely to accept, based on their preferences.
In the context of ASHGs, the question then becomes: given an edge-weighted graph G

representing the agents’ preferences, can we find a stable partition of the agents into coalitions
(possibly also optimizing some other social welfare goal)? The computational complexity of
such questions has been amply studied [3, 5, 21, 27, 36, 37, 44] and several natural notions
of stability have been proposed. In this paper we revisit the computational complexity of
one of the most widely-studied such notions, which is called core stability ([35, 39, 43, 45]).
Intuitively, a partition of n agents is called core stable, if a group of agents does not want
to leave their coalitions to form a coalition together. More formally, given a partition P
of the agents, a blocking coalition is a set of agents X such that all v ∈ X have strictly
higher utility in X than in the initial partition P. Hence, if a blocking coalition X exists,
the initial partition is unstable, because the agents of X would prefer to form a new coalition.
A partition is then called core stable if no blocking coalition (of any size) exists. Notice that
core stability is a very strong (and hence very desirable) notion of stability, compared with
simpler notions, such as Nash stability (which only precludes divergence by a single agent).

Attractive though it may be from the game theory point of view, the notion of core
stability presents some serious drawbacks from the point of view of computational complexity.
In particular, deciding if an ASHG admits a core stable outcome is not just NP-hard, but in
fact Σp

2-complete, that is, complete for the second level of the polynomial hierarchy [45], even
if the preferences are symmetric (i.e., the input graph is undirected), has bounded degree,
and edge weights are bounded by a constant [39]. Compared to simpler notions of stability,
such as Nash stability (which is “only” NP-complete [23]), core stability is therefore highly
intractable, and this strongly motivates the search for a better understanding of what the
source of this intractability is and for ways to deal with it. The focus of this paper is on using
notions of graph structure from parameterized complexity to achieve a more fine-grained
understanding of the complexity of this problem. Throughout the paper we will concentrate
on the case where agent preferences are symmetric, that is, the given graphs are undirected.
Since most of our results are negative, this (natural) restriction only renders them stronger.
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Figure 1 The complexity of Core Stability (CS) and Core Stability Verification (CSV)
with respect to graph parameters: treewidth (tw), pathwidth (pw), tree-depth (td), vertex integrity
(vi), and vertex cover (vc). We denote by wmax the maximum absolute weight. The hardness results
are colored in red and the algorithmic results are colored in blue. The connection between the upper
parameter p and the lower parameter q indicates that q ≤ p + 1 holds for any graph G.

Our results. In this paper we present several results that improve and clarify the state of
the art on the complexity of finding core stable outcomes in ASHGs (see Figure 1). We study
two closely related problems: Core Stability (CS) and Core Stability Verification
(CSV), which correspond to deciding if a core stable partition exists and deciding if a given
partition is indeed core stable respectively. Intuitively, the reason CS is complete for the
second level of the polynomial hierarchy (and not just NP-complete) is that CSV is also
known to be intractable (coNP-complete [16, 43]). Our high-level aim is to understand which
parts of the combinatorial structure of the input are responsible for the complexity of these
two problems. In order to quantify the input structure we will use standard structural tools
from the toolbox of parameterized complexity, such as the notions of treewidth and related
parameters1.

We begin our investigation with CSV and ask the question which restrictions on the
input are likely to render the problem tractable (or conversely, what are the sources of the
problem’s intractability). We identify two possible culprits: the problem could become easy
if we either impose restrictions on the graph structure, for example by requiring that the
input be of low treewidth or degree, or if we impose restrictions on the allowed edge weights.
Our results indicate that these two sources of intractability interact in non-trivial ways:
placing restrictions of one type is typically not enough to render the problem tractable, but
the problem does sometimes become tractable if we restrict both the graph structure and
the allowed weights. More precisely, we show that:

If we place absolutely no restrictions on the allowed weights, CSV remains hard even on
severely restricted instances, that is, graphs of vertex cover 2 (Theorem 2). We find this
rather surprising, as this class of graphs (which are essentially stars with one additional
vertex) is rarely general enough to render problems intractable.
One may be tempted to interpret the previous result as an artifact of the exponentially
large weights we allow in the input. However, we show that even if we place the restriction
that weights are polynomially bounded in the input size, CSV still remains quite hard from

1 Throughout the paper we assume the reader is familiar with the basics of parameterized complexity, as
given for example in [17].
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the parameterized perspective, and more precisely coW[1]-hard parameterized by vertex
integrity (Theorem 3). Note that graphs with small vertex integrity are graphs where
there exists a small separator whose removal breaks down the graph into components
of bounded size, so this parameterization is again rather restrictive because it usually
easily renders most graph problems almost as tractable as parameterizing by vertex
cover [25, 33].
Finally, we show that even if we insist on weights only being selected from the set {−1, 1},
CSV is coW[1]-hard parameterized by tree-depth (Theorem 4).

Taken together these results show that CSV is an unusually intractable problem where
hardness comes from a combination of two factors: the complexity of dealing with the edge
weights and the complexity of dealing with the graph-theoretic structure of the input. We
complement the above with several algorithms that paint a clearer picture of the complexity
of CSV showing that: (i) CSV is polynomial-time solvable on trees (Theorem 5), hence
Theorem 2 cannot be extended to graphs of vertex cover 1 (i.e., stars) (ii) CSV is FPT
parameterized by vertex integrity plus the maximum edge weight (Theorem 7), so the hardness
result of Theorem 4 cannot be extended to vertex integrity (iii) Theorem 4 is matched by an
XP algorithm parameterized by treewidth with parameter dependence (∆wmax)O(tw), that
is, an XP algorithm when weights are polynomially bounded (Theorem 8) (iv) the former
algorithm can be improved to an FPT running time (even for unbounded weights) if we
parameterize by tw+∆ (this was already observed by Peters [38], who gave an algorithm with
parameter dependence 2O(∆2tw), but we improve this complexity to 2O(∆tw) in Theorem 9).

The results above paint a comprehensive and rather negative picture on the complexity
of CSV, which seems to imply that our main problem, that is, finding core-stable partitions,
is likely to be even more intractable. We confirm this intuition by showing that CS remains
Σp

2-complete even on graphs of bounded vertex cover (Theorem 10). One encouraging
piece of news, however, is that we did manage to obtain an FPT algorithm when CSV is
parameterized by tw + ∆, so this seems like a case worth considering for CS. Indeed, Peters
[38] already showed that CS is FPT for this parameterization, without, however, giving an
explicit algorithm (his argument was based on Courcelle’s theorem). We improve upon this
by giving an explicit algorithm whose dependence is double-exponential on tw + ∆, using the
technique of reducing to ∃∀-SAT advocated in [31] (Theorem 11). Despite fixed-parameter
tractability, it is fair to say that the running time of our algorithm is quite disappointing.
Our main contribution in this part is to show that this is, unfortunately, likely to be optimal:
even for instances of bounded degree, the existence of an algorithm with better than double-
exponential dependence on treewidth would violate the ETH (Theorem 16). This shows
another aspect where core-stability is significantly harder than Nash stability, which has
“just” slightly super-exponential dependence in tw + ∆ [28]. Note that the phenomenon that
problems complete for the second level of the polynomial hierarchy tend to have double-
exponential complexity in treewidth has been observed before [22, 32, 34, 8]. Along the way,
we provide a fine-grained analysis of the complexity of solving ∃∀-SAT parameterized by
treewidth, which may be of independent interest.

Finally, we conclude our paper by considering one last relevant parameter: the size of the
allowed blocking coalition. We say that a partition is k-core stable if no blocking coalition of
size at most k exists. The concept of k-core stability was first proposed in [20] for handling
more practical scenarios. For small values of k this is a natural variation of the problem,
which could potentially render it more tractable – indeed, for k fixed, CSV is trivially in P
and CS is trivially in NP. Unfortunately, we show that not much more is gained from these
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parameterizations: CSV is coW[1]-hard parameterized by k (even on unweighted graphs);
while k-CS is NP-complete for all fixed k ≥ 3, even on graphs of bounded maximum degree
and with bounded weights.

The full version of this paper is available on arXiv, where all missing proofs can be found.

2 Preliminaries

We use standard graph-theoretic notation and focus on undirected graphs. An Additively
Separable Hedonic Game (ASHG) is represented by a directed graph G = (V,E), where
vertices of V represent the agents, and a weight function w : E → Z. To simplify notation we
will extend w to all pairs of vertices and assume that w(uv) = 0 whenever uv ̸∈ E. We also
assume that the self-utility of an agent is 0, that is, w(uu) = 0. If w(uv) = w(vu) for every
pair of u, v, an ASHG is called symmetric and the input graph is undirected. A partition
P of V is a collection of disjoint subsets of V whose union includes all of V . We will call
the sets of such a partition coalitions. Slightly abusing notation, we will write, for u ∈ V ,
P(u) to denote the set of P that contains u. The utility of an agent u ∈ X in a set X ⊆ V

is defined as ut(X,u) =
∑

v∈X w(uv), while the utility of u in a partition P is defined as
utP(u) = ut(P(u), u) =

∑
v∈P(u) w(uv). Even though we defined w as a function to the

integers, we will sometimes allow rational edge weights, but with denominators sufficiently
small that it will always be easy to obtain an equivalent integer instance by multiplying all
weights by an appropriate integer. We use wmax to denote the maximum absolute weight of
a given ASHG instance. Unless otherwise stated, we assume that w is given to us encoded in
binary (and hence wmax may have value exponential in the input size).

We are chiefly interested in the following notion of stability.

▶ Definition 1 (Core stability). A partition P of an ASHG (G,w) is core stable, if there
exists no X ⊆ V (G) such that for all u ∈ X we have ut(X,u) > utP(u).

If the set X mentioned in Definition 1 does exist, then we say that P is unstable and
that X is a blocking coalition. For fixed integer values of k, we will also study the notion of
k-Core Stability: a partition is k-core stable if no blocking coalition of size at most k exists.

The two computational problems we are interested in are Core Stability (CS) and
Core Stability Verification (CSV). In the former problem we are given as input an
ASHG and are asked if there exists a core stable partition; in the latter we are also given a
specific partition P and are asked if P is core stable.

We say that a partition P of V (G) is connected if G[P ] is connected for every P ∈ P.
Notice that for both CSV and CS we may assume that the partition P we seek or we are
given is connected, as replacing a disconnected coalition P ∈ P with a coalition for each of
its components does not change utP(u) for any u ∈ V and hence does not affect stability.

Graph parameters and Parameterized Complexity. We assume the reader is familiar with
the basics of parameterized complexity, such as the classes FPT and W[1], as given for
example in [17]. We assume that the reader is also familiar with standard structural graph
parameters. The parameters we will focus on are treewidth (tw), pathwidth (pw), tree-depth
(td), vertex integrity (vi), and vertex cover (vc). For the definitions of treewidth and
pathwidth, as well as the corresponding (nice) decompositions we refer the reader to [17].
The vertex integrity vi(G) of a graph G is defined as the minimum k such that there exists
a set S ⊆ V (G) (called a vi(k)-set) such that the largest component of G− S has order at
most k−|S|. The tree-depth of a graph G is defined inductively as follows: an isolated vertex
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Figure 2 The graph (G, w) constructed in the proof of Theorem 2. The vertex cover is marked
by blue squares. The initial partition is given by dot-dashed boxes.

has tree-depth 1; the tree-depth of a disconnected graph is the maximum of the tree-depth of
its components; the tree-depth of a connected graph G is defined as minv∈V (G) td(G− v) + 1.
The vertex cover of G is the size of the smallest set of vertices of G that intersects all edges.

It is well known that for all graphs G we have tw(G) ≤ pw(G) ≤ td(G) ≤ vi(G) ≤
vc(G) + 1 where the second relationship is shown in [9] and the others follow immediately
from the definition of the respective parameters. In terms of parameterized complexity these
parameters therefore form a hierarchy: if a problem is FPT for a smaller parameter, then it
is FPT for the larger ones and conversely if a problem is intractable for a large parameter,
then it is intractable for a smaller one. We therefore say that larger parameters are more
restrictive, with vertex cover being the most restrictive parameter we consider. We use ∆(G)
to denote the maximum degree of a graph G and omit G when it is clear from the context.

3 Core Stability Verification

In this section we study the complexity of Core Stability Verification (CSV). What
we discover is that this is an unusually intractable problem, even for quite restricted para-
meterizations. We complete the picture by giving complementing algorithms.

3.1 Hardness Results
We first prove the following three hardness results.

▶ Theorem 2. Core Stability Verification is weakly coNP-complete on graphs of vertex
cover number 2.

Proof. First note that CSV is in coNP as it is polynomial to verify that a given coalition
is blocking. We give a reduction from Partition. Given a set of positive integers A =
{a1, . . . , an}, the Partition problem asks whether there exists a subset A′ of A such
that

∑
a∈A′ a = s/2 where s =

∑
a∈A a. This problem is well-known to be weakly NP-

complete [24].
We construct an instance of CSV. The construction is depicted in Figure 2. First, we

create n vertices v1, . . . , vn corresponding to a1, . . . , an ∈ A and four vertices x, y, x′, y′. Then
we add edges vix of weight ai + ϵ, viy of weight −ai, xx′ of weight 3s/2, yy′ of weight s/2,
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and xy of weight s+ ϵ. Here, without loss of generality, let ϵ be an integer sufficiently smaller
than mini ai; this can be achieved for example by multiplying all elements of A (and s) by n,
and setting ϵ = 1. Let (G,w) be the constructed graph. The partition P to verify consists of
{x, x′}, {y, y′} and singletons {v1}, . . . , {vn}. Also note that {x, y} is a vertex cover of G.

If there exists A′ ⊆ A such that
∑

a∈A′ a = s/2, then the coalition X = {vi : ai ∈
A′} ∪ {x, y} blocks P. To see this, observe that the utility of each vertex in X increases by
at least ϵ and thus X is a blocking coalition of P.

Conversely, suppose that there exists a blocking coalition X of P. Clearly, X contains
neither x′ nor y′. If X does not contain x, no vertex can have positive utility in X. Thus,
they also do not join X as they have non-negative utility in P. Thus, X must contain x.
To increase the utility of x, y must be contained in X. In particular, if y was not contained
in X, then the utility of x would be at most s + nϵ < 3s/2. Since y must have utility
more than s/2 in X, it holds that

∑
vi∈X ai ≤ s/2. Finally, since x obtains at least s + ϵ

utility in X from y ∈ X, and x has 3/2s utility in P , we have that s+ ϵ+
∑

vi∈X ai > 3/2s,
that is

∑
vi∈ai

> 1/2s − ϵ. Since ϵ is sufficiently smaller than mini ai, this implies that∑
vi∈X ai = s/2 and hence there exists a subset A′ of A such that

∑
a∈A′ a = s/2. ◀

We use a similar but more involved construction to reduce Bin Packing to CSV.

▶ Theorem 3. Core Stability Verification is coW[1]-hard parameterized by vertex
integrity, even if all weights are bounded by a polynomial in the input size.

We prove the third hardness result by a reduction from Bounded Degree Deletion.

▶ Theorem 4. Core Stability Verification is coW[1]-hard parameterized by tree-depth,
even if all weights are in {−1, 1}.

3.2 Algorithms
In this section, we prove the algorithmic results complementing the hardness results of the
previous section.

▶ Theorem 5. Core Stability Verification is polynomial time solvable on trees.

▶ Theorem 6. Core Stability Verification can be solved in time (vcwmax)O(vc)∆2 +
O(vcn).

Proof. Given a graph (G,w) and a partition P of V (G), we check whether there is a blocking
coalition X ⊆ V (G) of P. In the algorithm, we first compute a minimum vertex cover S of
size vc in time O(1.25284vc + vcn) [29]. Then we guess the intersection S′ of X and S. The
number of possible candidates of the intersection S′ is at most 2|S|. Let I ′ ⊆ V (G) \S be the
set of vertices in V (G)\S such that each vertex u ∈ I ′ satisfies

∑
v∈NG(u)∩S′ w(uv) > utP(u).

The vertices in I ′ could form a blocking coalition of P by cooperating with the vertices in
S′. In order for X to become a blocking coalition, all the vertices in S′ must have larger
utility in X than their utility in P after some vertices in I ′ joined X. This condition can be
represented as an Integer Linear Program (ILP) as follows:∑

v∈I′

w(uv)xv +
∑

v∈NG(u)∩S′

w(uv) ≥ utP(u) + 1 ∀u ∈ S′ (1)

xv ∈ {0, 1} ∀v ∈ I ′ (2)

ISAAC 2024
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where the variable xv represents whether vertex v ∈ I ′ joins X. On the left hand side of
(1),

∑
v∈NG(u)∩S′ w(uv) represents the contribution of edge weights in S′ to the utility of u.

Clearly, the ILP is feasible if and only if there is a blocking coalition X because the utility of
each agent in X strictly increases. Note that we suppose that each edge weight is an integer.

Here, the feasibility check of an ILP {Ax = b, x ≥ 0, x ∈ Zn} can be solved in time
(m · Λ)O(m) · ||b||2∞ where A ∈ Zn×m, b ∈ Zm, and Λ is an upper bound on each absolute
value of an entry in A [19]. By adding a slack variables in Z to each inequality in (1),
the ILP can be transformed into the form {Ax = b, x ≥ 0, x ∈ Zn} where n = |I ′| + |S′|
and m = |S′|. Since the maximum absolute value of coefficients of variables is wmax, the
range of utP(u) and

∑
v∈NG(u)∩S′ w(uv) is [−wmax∆, wmax∆], the ILP can be solved in time

(vcwmax)O(vc)(wmax∆)2 = (vcwmax)O(vc)∆2. Thus, the total running time is O(1.25284vc +
vcn) + 2vc(vcwmax)O(vc)∆2 = (vcwmax)O(vc)∆2 +O(vcn). ◀

▶ Theorem 7. Core Stability Verification is in FPT parameterized by vi + wmax.

▶ Theorem 8. Core Stability Verification can be computed in time (∆wmax)O(tw)nO(1).

▶ Theorem 9. Core Stability Verification can be computed in time 2O(tw∆)(n +
logwmax)O(1).

4 Core Stability

In this section we study the complexity of Core Stability (CS). We first show that CS
remains Σp

2-complete even on graphs of bounded vertex cover number (Theorem 10).
The second part of this section is dedicated to extending our understanding of the

complexity of CS parameterized by tw + ∆. We give an algorithm for CS running in time
22O(∆tw)

n (Theorem 11) improving on the previous algorithm based on Courcelle’s Theorem by
Peters [38]. In order to avoid having to formulate a tedious dynamic programming algorithm,
we instead obtain our algorithm via a reduction to ∃∀-SAT, which is known to be solvable in
double-exponential time (in treewidth) [15]. We complement these results by giving an ETH
based lower bound of 22o(pw) on graphs of bounded degree (Theorem 16). This shows that
the double-exponential dependence of our algorithm on treewidth is in fact inevitable, and
confirms a pattern shown by other Σp

2-complete problems [32].

4.1 Core stability on graphs of bounded vertex cover number
In this section we prove the following result.

▶ Theorem 10. Core Stability is Σp
2-complete on graphs of vertex cover number 12.

To obtain this result we use a variation of the constructions used to prove Theorem 2
and Theorem 3; however reducing from an appropriate variant of Partition namely ∃∀-
partition. To control how core stable partitions behave we use a gadget utilizing the non-core
stable graph given in [3]. Details of this auxiliary gadgets construction and behaviour is
omitted due to space limitation.

4.2 Core stability parameterized by maximum degree and treewidth
We first prove the algorithmic result of the section.

▶ Theorem 11. Core Stability can be solved in time 22O(∆tw)
nO(1).
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Before we prove Theorem 11, let us sketch our high-level strategy. Given an instance of
Core Stability, we want to produce an equivalent instance ϕ of ∃∀-SAT, such that ϕ
has treewidth roughly ∆tw, where ∆ and tw are the maximum degree and treewidth of
the original instance. We could then use the known (double-exponential) algorithm for
∃∀-SAT [15] to solve our problem. Intuitively, we would then attempt to use the existential
part of ϕ to encode the “there exists a partition” part of the problem, and the universal part
to encode the “all blocking coalitions fail to be blocking” part.

Fundamentally, this strategy is sound and works in a relatively straightforward way for
the universal part: we use a boolean variable for each vertex (to encode whether it belongs in
the potential blocking coalition) and to check that a coalition fails to be blocking for a vertex
v we need to place a constraint on v and all its (at most ∆) neighbors. This means that a
tree decomposition of ϕ should be constructible from a tree decomposition of the square of
the original graph, which would have width at most ∆tw.

Where we run into some more difficulties, however, is in encoding the existential part.
Intuitively, this is because encoding the partition of the vertices of a bag into coalitions
requires a super-linear number of bits, hence it is not sufficient to define a variable for each
vertex. Indeed, to simplify things, we define a variable for each pair of vertices that appear
together in a bag, encoding whether they are together in a coalition. This means that the
treewidth of the formula ϕ we construct is in fact not O(∆tw), but actually can only be
upper-bounded by O(tw2 + ∆tw).

Nevertheless, we insist on obtaining an algorithm that is double-exponential “only” in
∆tw, and not in tw2. In order to circumvent this difficulty we observe that the term that is
super-linear in treewidth only depends on existentially quantified variables. Thankfully, we
manage to show, via an argument that is more careful than that of [15], that ∃∀-SAT has
a time complexity that only needs to be double-exponential in the number of universally
quantified variables of each bag (Proposition 12). Using this, we are able to show that the
second exponent of the running time is “only” O(∆tw), which as we show later is optimal,
even when ∆ = O(1), under the ETH.

Let us now give some more details. We first recall that ∃∀-SAT is a variant of the SAT
problem where we aim to decide the satisfiability of a given quantified Boolean formula
(QBF) ϕ which is of the form ∃x1 . . . ∃xk∀y1 . . . ∀yℓψ where ψ is a DNF formula on variables
x1, . . . , xk, y1, . . . , yℓ. Two common ways of associating structure of satisfiability problems is
to consider the primal or incidence graph of the formula. The primal graph of a formula ϕ
(in CNF or DNF) is a graph on the set of variables of ϕ where two variables are adjacent if
they appear in the same clause. Similarly, the incidence graph is a bipartite graph on the set
of variables and clauses of ϕ where a variable is adjacent to all clauses it appears in. For
convenience, we use a variant of ∃∀-SAT. We say that a QBF ϕ is in ∃3 CNF ∀ DNF if ϕ can
be written as

ϕ = ∃x1 . . . ∃xk

k′∧
i=1

di ∀y1 . . . ∀yℓ

ℓ′∨
i=1

ci

for some k, k′, ℓ, ℓ′ ∈ N where di are disjunctive clause over variables x1, . . . , xk containing at
most 3 literals per clause and ci are conjunctive clauses over variables x1, . . . , xk, y1, . . . , yℓ.
We present an algorithm for ∃3 CNF ∀ DNF in several steps. First, we give an algorithm with
an improved running time than that of [15].
▶ Proposition 12. There is an algorithm that takes as input an instance of ∃∀-SAT
∃x∀yϕ(x, y), where x, y are tuples of boolean variables, ϕ is in 3-DNF, and a tree decom-
position of the primal graph of ϕ where each bag contains at most t∃ existentially quantified
variables and at most t∀ universally quantified variables and decides if the input is satisfiable
in time 2O(t∃+2t∀ )|ϕ|O(1).
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▶ Proposition 13. There is an algorithm that takes as input an ∃3 CNF ∀ DNF-SAT instance
ϕ and a tree decomposition of its incidence graph of width t that contains at most t∀ universally
quantified variables in each bag and at most 2 clauses in each bag, and decides ϕ in time
2O(t2t∀ )|ϕ|.

Proof of Theorem 11. We prove Theorem 11 by a reduction to ∃3 CNF ∀ DNF-SAT. Let
(G,w) be an instance of CS and (T, β) be a rooted tree decomposition of G. Here, we denote
the bag of a node t ∈ T by β(t). First we let (G′, w′) be the graph obtained from (G,w)
by adding edges uv of weight 0 for every pair of vertices u, v appearing in a bag together.
It is straightforward to see that (G,w) is a YES-instance of CS if and only if (G′, w′) is a
YES-instance of CS. Additionally, G′ is chordal and (T, β) is a tree decomposition of G′.

We construct an instance ϕ of ∃3 CNF ∀ DNF-SAT. We introduce a variable xe for every
e ∈ E(G′) and a variable yu for every vertex u ∈ V (G′). An assignment αX : {xe : e ∈
E(G′)} → {0, 1} represents a subset of E(G′) and an assignment αY : {yu : u ∈ V (G′)} →
{0, 1} represents a subset of V (G′). Intuitively, a partition of V (G′) corresponds to a
set of edges, i.e., by including all edges that are incident to vertices from the same part.
For every t ∈ V (T ) we define a formula ϕt essentially expressing transitivity. We use
formula ϕt to enforce sufficient criteria for the set of edges represented by an assignment
αX : {xe : e ∈ E(G′)} → {0, 1} to correspond to a partition of V (G′). Let

ϕt =
∧

u1,u2,u3∈β(t)

(
xu1u2 ∧ xu2u3

)
→ xu1u3 =

∧
u1,u2,u3∈β(t)

(
¬xu1u2 ∨ ¬xu2u3 ∨ xu1u3

)
.

For a fixed partition P represented by some assignment αX : {xe : e ∈ E(G′)} → {0, 1} our
formula needs to ensure that no blocking coalitions exist. This is realized by guaranteeing
that for each assignment αY : {yu : u ∈ V (G′)} → {0, 1} the set corresponding to αY is not
blocking. Intuitively, the formula ϕu defined below ensures that the utility of vertex u in P is
at least as large as the utility of u in the coalition represented by αY . To realize this, we make
sure that the set N of neighbors of u which are in the coalition represented by αY and the set
Ñ of neighbors of u which are in the same part as u in P satisfy

∑
v∈N w(uv) ≤

∑
v∈Ñ w(uv).

For u ∈ V (G′) let

ϕu =
∨

N,Ñ⊆N
G′ (u),∑

v∈N
w(uv)≤

∑
v∈Ñ

w(uv)

(
yu∧

∧
v∈N

yv ∧
∧

v∈NG′ (u)\N

¬yv ∧
∧

v∈Ñ

xuv ∧
∧

v∈NG′ (u)\Ñ

¬xuv

)
.

We now define the formula ϕ to be

ϕ = ∃xe1 . . . ∃xem

∧
t∈V (T )

ϕt ∀yv1 . . . ∀yvn

(
¬yv1 ∧ · · · ∧ ¬yvn

)
∨

∨
u∈V (G′)

ϕu.

Observe that ϕ is in ∃3 CNF ∀ DNF. In the following we prove that (G′, w′) is a YES-instance
of CS if and only if ϕ is satisfiable.

First assume that P is a core stable partition of V (G′). We define an assignment
αX : {xe : e ∈ E(G′)} → {0, 1} by setting αX(xe) = 1 if e is incident to two vertices
residing in the same part of P and αX(xe) = 0 otherwise. This assignment satisfies ϕt for
every t ∈ V (T ) as for any three vertices u1, u2, u3 ∈ β(t) it holds that if αX(xu1u2) = 1 and
αX(xu2u3) = 1, then u1, u2 and u3 must reside in the same part of P and hence αX(xu1u3) = 1.
Furthermore, consider any assignment αY : {yu : u ∈ V (G′)} → {0, 1} and let X = {u ∈
V (G′) : αY (yu) = 1}. We have to argue that the formula

(
¬yv1 ∧ · · · ∧ ¬yvn

)
∨

∨
u∈V (G′) ϕu is



T. Hanaka, N. Köhler, and M. Lampis 39:11

satisfied under the assignments αX and αY . In case thatX = ∅, the clause
(
¬yv1 ∧ · · · ∧ ¬yvn

)
is satisfied. On the other hand, if X ̸= ∅, then there must be a vertex u ∈ X whose utility
in P is at least as large as its utility in X as the set X cannot be a blocking coalition.
Hence, for the sets N = NG′(u) ∩ X and Ñ = NG′(u) ∩ P , where P ∈ P is the part
containing u, we have that

∑
v∈N w(uv) ≤

∑
v∈Ñ w(uv). Therefore, ϕu contains the clause(

yu∧
∧

v∈N yv ∧
∧

v∈NG′ (u)\N ¬yv ∧
∧

v∈Ñ xuv ∧
∧

v∈NG′ (u)\Ñ ¬xuv

)
and this clause is satisfied

under the assignment αX and αY by choice of N and Ñ . This shows that ϕ is satisfiable.

On the other hand, assume that ϕ is satisfiable and let αX : {xe : e ∈ E(G′)} → {0, 1} be
an assignment such that

∧
t∈V (T ) ϕt as well as ∀yv1 . . . ∀yvn

(
¬yv1 ∧ · · · ∧ ¬yvn

)
∨

∨
u∈V (G′) ϕu

is satisfied under αX . We let EX = {e ∈ E(G′) : αX(xe) = 1} and define a partition P by
letting every part of P correspond to the vertices of a connected component of the graph
(V (G′), EX). To show that the partition P is core stable we use the following claim.

▷ Claim 14. For every edge uv ∈ E(G′) it holds that uv ∈ EX if and only if u and v are
contained in the same part of P.

Towards a contradiction assume that P is not core stable and let X be a blocking coalition.
We define an assignment αY : {yu : u ∈ V (G′)} → {0, 1} by setting αY (yu) = 1 if u ∈ X and
αY (yu) = 0 otherwise. By assumption, the DNF formula

(
¬yv1 ∧ · · · ∧ ¬yvn

)
∨

∨
u∈V (G′) ϕu

is satisfied under assignment αX and αY . As X cannot be empty there is at least one
u ∈ V (G′) such that αY (yu) = 1 and hence the clause

(
¬yv1 ∧ · · · ∧ ¬yvn

)
cannot be

satisfied under the assignment αY which implies that some clause in
∨

u∈V (G′) ϕu must be
satisfied. Let u ∈ V (G′) and N, Ñ ⊆ NG′(u) with

∑
v∈N w(uv) ≤

∑
v∈Ñ w(uv) such that the

clause
(
yu∧

∧
v∈N yv ∧

∧
v∈NG′ (u)\N ¬yv ∧

∧
v∈Ñ xuv ∧

∧
v∈NG′ (u)\Ñ ¬xuv

)
is satisfied under

assignments αX and αY . This implies that N = NG′(u)∩X and Ñ = {v ∈ V (G′) : uv ∈ EX}.
Since by Claim 14, {v ∈ V (G′) : uv ∈ EX} = NG′(u)∩P , where P is the part of P containing
u, this implies that the utility of u in X is less or equal to the utility of u in P. As this
contradicts our assumption that X is a blocking coalition it follows that P is core stable.

▷ Claim 15. The formula ϕ has incidence treewidth at most ∆(G′)tw(G′) + tw(G′)2 + 2.
Furthermore, we can construct a decomposition of that width which contains at most 2
clauses per bag and at most (∆(G′) + 1)tw(G′) universally quantified variables per bag.

As (T, β), G′ and the formula ϕ can be computed in time O(tw(G′)2n), combining the
reduction with the algorithm from Proposition 13 yields a 22O(∆tw)

nO(1) time algorithm. ◀

Finally, we prove our ETH based lower bound.

▶ Theorem 16. Unless the ETH fails, there is no algorithm for Core stability running
in time 22o(pw)

nO(1) even if G has bounded degree and weights are constant.

We give an overview of our construction. Given an instance ϕ of (3, 3)-SAT (each variable
appears at most 3 times) we construct a graph (G,w) and show that ϕ is satisfiable if and
only if (G,w) is core stable. Firstly, we use a gadget based on the non-core stable graph
given in [3] to control potential core stable partitions. The auxiliary gadget is a non-core
stable graph H that we attach with positive weight edges at a set S of vertices. Because
H is not core stable any partition must place some vertex of H in a part with some s ∈ S.
Using negative weight edges we can control this behaviour even further. We achieve that
{h, s} must be in any core stable partition for one vertex s ∈ S where h ∈ V (H) is a fixed
vertex of H.

ISAAC 2024



39:12 Core Stability in Additively Separable Hedonic Games of Low Treewidth

We now describe the construction. Every variable xi, i ∈ [n] of ϕ is represented by
two vertices yi and ¬yi and for each i ∈ [n] we attach one auxiliary gadget at {yi,¬yi}.
We add further vertices (details follow in the next paragraph). Each of these additional
vertices v either has its private auxiliary gadget attached at {v} or is not connected to any
auxiliary gadgets. We define a special set of partitions of V (G) which we refer to as candidate
partitions as follows. Any candidate partition P has to contain either {h, yi} or {h,¬yi}
(but not both) where h is a vertex of the respective auxiliary gadget. For any other vertex v
without an attached auxiliary gadget (excluding vertices of auxiliary gadgets) any candidate
parition P has to contain {v}. For any vertex v with an auxiliary gadget attached at {v} any
candidate partition P has to contain the set {h, v} where h is a vertex of respective auxiliary
gadget. Using the properties of the auxiliary gadget, we can argue that any core stable
partition has to be a candidate partition. By the construction, there is a correspondence
between assignments and candidate partitions, i.e., α(xi) = 1 if and only if {h, yi} ∈ P for
candidate partition P and the corresponding assignment α.

Any blocking coalition of a candidate partition allows us to find a clause which is not
satisfied under the assignment which corresponds to the candidate partition and vice versa.
This is realized as follows. We take 2m+ 1 cycles U1, . . . , Um, V 1, . . . , V m, Z of length 3n
where 2m ≤ 3n is the number of clauses of ϕ. By choosing suitable edge weights, we enforce
that any blocking coalition of any candidate partition contains Z and either Uk or V k (but
not both) for every k ∈ [m]. For now, we call any set containing Z, Uk or V k (but not both)
for every k ∈ [m] (and some other vertices we neglect here) a candidate blocking coalition.
We number the clauses of ϕ in such a way that each candidate blocking coalition corresponds
to a clause. More sprecifically, the j-th clause corresponds to the candidate blocking coalition
X in which Uk ∈ X if and only if the k-th bit of j in binary is 0.

Each vertex in Z corresponds to the appearance of a variable. Assume z ∈ Z corresponds
to the appearance of variable xi in clause cj . We connect z to either yi or ¬yi dependent
on whether xi appears negated in cj . We connect z to either Uk or V k for every k ∈ [m]
dependent on whether the k-th bit of j in binary is 0 or 1 using a gadget we call clause
selection gadget. The gadget enforces that z obtains a +1 towards its total utility in X if
and only if the candidate blocking coalition X does not encode the clause cj . By choice of
edge weights, we ensure that vertex z can only be convinced to join a blocking coalition if it
either gets utility +1 from its clause selection gadget or utility +1 from yi (or ¬yi, resp.).
On the other hand, yi (¬yi, resp.) can only be convinced to join a blocking coalition if it
appears as a singleton in the partition we are trying to block and hence the corresponding
literal is false. In conclusion, for any candidate partition P there is a blocking coalition X

if and only if for the clause corresponding to X each literal is false. Hence, (G,w) is core
stable if and only if ϕ is satisfiable.

5 k-Core Stability

In this section we consider the complexity of finding and verifying k-core stable partitions,
when the size of the allowed blocking coalitions k is a parameter. Even though the two
problems do become easier when k is a fixed constant (because we can check all possible
blocking coalitions in polynomial time), we show that it is likely that not much more can
be gained from this assumption: k-CSV is coW[1]-hard parameterized by k (Theorem 17),
while k-CS is NP-complete even if k ≥ 3 is a fixed constant (Theorem 19). On the positive
side, we do show that finding 2-core stable partitions is in P, but it is worth noting that the
fact that we consider undirected graphs is crucial to obtain even this small tractable case.
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▶ Theorem 17. k-Core Stability Verification is in XP when parameterized by k

whereas coW[1]-hard even on unweighted graphs.

Proof. The upper bound can be easily shown by brute force. That is, given a coalition
structure P , for each coalition X of size at most k, we check if each agent v in X has higher
utility than in P. The running time of brute force is nO(k).

Then we show that k-CSV is W[1]-hard even on unweighted graphs. We give a reduction
from k-Clique. Given a graph G, we attach k − 2 pendant vertices for each vertex in V (G).
Let Pv be the set of pendant vertices for v. We set P = {Pv ∪ {v} : v ∈ V (G)} as a coalition
structure to verify.

In the following, we show that there exists a k-clique in G if and only if there exists
a blocking coalition for P. Let C be a clique of size k in G. For C, each vertex in C has
the utility k − 1. Since v ∈ V has the utility k − 2 in P, C is a blocking coalition for P.
Conversely, let X be a blocking coalition for P . Since vertices in

⋃
v∈V (G) Pv have maximum

utility 1 in P , they do not join X. Thus, X is a subset of V (G). Since the utility of v ∈ V (G)
is k − 2 in P and |X| = k, X is a clique of size k. ◀

▶ Theorem 18. Every graph admits a 2-core stable partition and 2-Core Stability can be
solved in polynomial time.

Proof. Given a weighted graph (G,w), start with the partition where every vertex is a
singleton. Order the positive-weight edges in non-increasing order e1, e2, . . . , em. For each ei,
do the following: if the endpoint of ei are currently singletons, merge them into a cluster of
size 2; otherwise move to the next edge. The resulting partition P is 2-core stable because if
there was a blocking coalition of size 2, it would have to induce an edge ei = uv. However,
when ei is considered, at least one of u, v was not a singleton. Therefore, the utility of that
vertex must be larger in P than in the coalition {u, v} contradicting the assumption that
{u, v} is a blocking coalition. ◀

▶ Theorem 19. For any fixed k ≥ 3, k-Core Stability is NP-complete on bounded degree
graphs, even if the weights are constant.

6 Conclusion

The general tenor of our results indicates that core stability is an algorithmically highly
intractable notion: even for very restricted input structures, obtaining efficient algorithms
seems out of reach; and even for the few cases where positive fixed-parameter tractability
results can be obtained, complexity lower bounds still push the parameter dependence
to prohibitive levels. Despite the above, we believe that a promising avenue for future
research may be the further investigation of k-core stability. Even though we have shown
that parameterizing the problem by k alone does not help, it would be interesting to ask
whether parameterizing at the same time by both k and a structural parameter (such as
treewidth) could help us evade the lower bounds that apply to each case individually. Finally,
investigating the parameterized complexity of core stability in other variants of hedonic
games such as fractional hedonic games [2, 26, 20] is another promising direction.
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Abstract
Crossing Number is a celebrated problem in graph drawing. It is known to be NP-complete
since the 1980s, and fairly involved techniques were already required to show its fixed-parameter
tractability when parameterized by the vertex cover number. In this paper we prove that computing
exactly the crossing number is NP-hard even for graphs of path-width 12 (and as a result, for simple
graphs of path-width 13 and tree-width 9).

Thus, while tree-width and path-width have been very successful tools in many graph algorithm
scenarios, our result shows that general crossing number computations unlikely (under P ̸= NP) could
be successfully tackled using graph decompositions of bounded width, what has been a “tantalizing
open problem” [S. Cabello, Hardness of Approximation for Crossing Number, 2013] till now.
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1 Introduction

The notion of a crossing number originally arose during WWII by Turán [16] for completed
bipartite graphs in the context of the minimization of the number of crossings between tracks
connecting brick kilns to storage sites. Formally, the crossing number cr(G) of a graph G is
the minimum number of pairwise edge crossings in a drawing of G in the plane. Determining
the crossing number of a graph is one of the most prominent combinatorial optimization
problems in graph theory.

Back in the 1980s, Garey and Johnson [8] showed that the crossing number minimization is
NP-hard. Their result has been extended even to fairly restrictive graph classes, in particular
the problem is NP-hard even for cubic graphs [10], and also for a fixed rotation scheme [14].
Moreover, Crossing Number is APX-hard [2] (does not admit a PTAS unless P = NP) in
its general setting.

Another direction of the extensive research is on computation of the crossing number for
graphs that are initially close to planar graphs. Surprisingly, Crossing Number remains
NP-hard for almost planar graphs (graphs that can be made planar and hence crossing-free
by the removal of just a single edge) [3], and remains NP-hard on almost planar graphs even
when only 3 vertices are of degree greater than 3 [11,12]. This means that with respect to
the maximum degree of the graph, as well as with respect to the number of edges to remove
from the graph to make it planar, Crossing Number is para-NP-hard.
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One more way to deal with the hardness of Crossing Number, is exploiting the structure
of the input to get an understanding of how it affects the computational feasibility of the
problem. From this side, if the input graph has a vertex cover of bounded size, then the
crossing number can be computed exactly in FPT-time (some function of the parameter, i.e.
vertex cover number, multiplied by a polynomial of the input size) [13]. Thus, investigation
of the Crossing Number for other structural parameters (in particular, feedback vertex set
number, tree-depth, path-width, and tree-width) not once was mentioned as an interesting
research venue to explore [1, 2, 17]. In this direction, it is known that the problem is solvable
in linear time on maximal graphs of path-width 3, admits a 2-approximation algorithm on
(general) graphs of path-width 3, and admits a 4w3-approximation on maximal graphs of
path-width w [1]. For a more involved overview of the results on Crossing Number, we
refer the reader to a recent survey by Zehavi [17].

In this paper, we present a hardness result: Crossing Number is NP-hard even on a
graphs of constant path-width (and, respectively, tree-width), namely, for path-width 12 (and
tree-width 9). That also immediately closes the question of whether Crossing Number is
FPT or XP on aforementioned graph classes under usual complexity assumptions, since our
result shows that the problem is para-NP-hard.

▶ Theorem 1.1 (cf. Theorem 3.1 and Theorem 3.2). Given a graph G and an integer k, the
problem to decide whether a graph G can be drawn with at most k crossings is NP-complete
even when G is required to have path-width at most 12, and when G is required to be simple
of path-width at most 13 and tree-width at most 9.

In Section 2 we define the basic concepts, i.e., of a drawing, the crossing number, width
decompositions, and the problem itself. In Section 3 we describe a hardness reduction from
Satisfiability. Since the proof is rather technical, we propose separately the construction
(Section 3.3), necessary conditions for an existence of a drawings with some predefined
crossing number (Section 3.4), correctness of the reduction (Section 3.5), and, lastly, that
the width parameters, i.e. path-width and tree-width, of the constructed graph are constant
(Section 3.6). We conclude with Section 4.

2 Preliminaries

We will consider finite graphs with possible parallel edges throughout the paper. We begin
with the standard terminology of graph theory [7], including the notions of tree-width and
path-width [5] which are commonly used parameters to capture the complexity of a graph,
and of graph drawing concepts [6].

Furthermore, for an integer n ∈ N, we denote by [n] = {1, . . . , n}.

2.1 Drawings
A drawing G of a graph G in the plane is a mapping of the vertices V (G) to distinct points
in the plane, and of the edges E(G) to simple curves connecting their respective endpoints
but not containing any other vertex point. When convenient, we will refer to the elements
(vertices and edges) of the drawing by the corresponding elements of G. A crossing is the
intersection (a common point) of two distinct edge curves, other than their common endpoint.
It is well established that the search for an optimal solution to the crossing number problem
can be restricted to so called good drawings: any pair of edges crosses at most once, adjacent
edges do not cross, and there is no crossing point in common to three or more edges.
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A drawing G is planar (or a plane graph) if G has no crossings, and a graph in planar if it
has a planar drawing. The number of crossings in a particular drawing G is denoted by cr(G)
and the minimum over all good drawings G of a graph G by cr(G). We call cr(GG) and cr(G)
the crossing number of the drawing GG and the graph G, respectively. The Crossing
Number problem for a given graph G asks for a good drawing G with the least possible
number of crossings.

We will also use a common artifice in crossing number research. In a weighted graph,
each edge is assigned a positive number (the weight or thickness of the edge, usually an
integer). Now the weighted crossing number is defined as the ordinary crossing number, but
a crossing between edges e1 and e2, say of weights t1 and t2, contributes the product t1 · t2
to the weighted crossing number. For the purpose of computing the crossing number, an
edge of integer weight t can be equivalently replaced by t parallel edges of weights 1; this is
since we can easily redraw each of the t edges closely along one with the least number of
crossings. Hence, from now on, we will use weighted edges instead of parallel edges, and
shortly say crossing number to the weighted crossing number.

2.2 Tree-width and Path-width
A tree decomposition T of an undirected graph G is a pair (T, χ), where T is a tree (whose
vertices we call nodes) rooted at a node r and χ is a function that assigns to each node t ∈ T
a set χ(t) ⊆ V (G) such that the following holds:

For every {u, v} ∈ E(G) there is a node t such that u, v ∈ χ(t).
For every vertex v ∈ V (G), the set of nodes t satisfying v ∈ χ(t) forms a nonempty
subtree of T .

The sets χ(t), for t ∈ V (T ), are called bags of the tree decomposition. The width of a tree
decomposition (T, χ) is the size of a largest set χ(t) minus 1, and the tree-width of the
graph G, denoted tw(G), is the minimum width of a tree decomposition of G.

The path decomposition and path-width are defined analogously with the only difference
that the tree T is required to be a path.

We are going to use the following cops-and-robber game characterization on the graph G.
The robber player can freely move along cop-free paths in the graph.
The cops fly in a helicopter; can land on a vertex or be lifted back up. When the helicopter
shows above a vertex v, the robber has time to escape wherever they chooses to.
The robber is caught whenever a cop lands on the robber’s vertex v.

Such a game is called monotone if the robber never gets a chance to reach a vertex previously
occupied by a cop.

The cited characterization is as follows.

▶ Theorem 2.1 (Seymour and Thomas [15]).
(1) The tree-width of G is at most t if and only if t + 1 cops can always catch the robber in

G in a monotone game if the robber is visible to the cop player.
(2) The path-width of G is at most t if and only if t + 1 cops can always catch the robber in

G in a monotone game provided the robber is not visible to the cops.

3 Hardness Reduction

In this section, we present and prove a polynomial time reduction that given an instance
I = (C, V) of Satisfiability, constructs an equivalent instance (G, k) of Crossing Number
on a graph of constant path-width (and tree-width).

ISAAC 2024
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Satisfiability
Input: A set of clauses C = {C1, . . . , Cℓ} over variables V = {x1, . . . , xn}
Question: Does there exist an assignment of the variables τ : V → {True, False}
satisfying all clauses in C?

Crossing Number
Input: A graph G, and k ∈ Z≥0
Question: Does G admit a drawing G in the plane such that G has at most k crossings?

▶ Theorem 3.1. There is a polynomial-time algorithm that, given an instance I of Satis-
fiability, outputs an equivalent instance of Crossing Number on a graph G of path-width
at most 12 and tree-width at most 9 (where G is allowed to have parallel edges).

If simplicity of the graph G is desirable, we immediately conclude:

▶ Corollary 3.2. There is a polynomial-time algorithm that, given an instance I of Satis-
fiability, outputs an equivalent instance of Crossing Number on a simple graph G of
path-width at most 13 and tree-width at most 9.

Proof. For any graph G and e ∈ E(G), the same drawing as a point set may be used both
for G and for G with the edge e subdivided; informally, subdivisions of edges do not matter
for Crossing Number. Hence, if the graph G of Theorem 3.1 contains parallel edges, we
form a graph G′ by subdividing each such edge of G once and obtain cr(G′) = cr(G). The
tree-width does not change, and the path-width of G′ grows by at most 1 compared to G. ◀

3.1 High-level Idea
Naturally, for interpreting a Satisfiability instance I = (V, C) in an instance (G, k) of
Crossing Number, one would use a large “grid structure”. Such structure would allow to
separately interpret values of the variables V, and to let all clauses C interact with their
variables; one could imagine, e.g., variables in columns and clauses in rows of the grid
structure, and their interaction happening in specially crafted cells in which the row and the
column intersect.

However, if a graph contains a large grid as a minor, then its tree-width is also large, and
our aim here is to obtain a graph G of constant tree-width and path-width. Thus, we are
instead going to base our reduction on a frame graph F with many small separators (here of
size 4 + 4) ordered from left to right, in order to achieve constant path-width of resulting G.
The crucial thing is that for each of the separators X, there are three components of (F − X)
– the “left”, “middle” and “right” ones – such that the left and right components are forced
to cross with the middle component many times (see Figure 1 and Figure 2 for a brief
illustration). This way we enforce the sought large grid structure in any optimal drawing of
the frame F , and consequently in any optimal drawing of G.

At the same time, the frame is constructed such that there is certain drawing flexibility
possible, namely we can perform “vertical flips” of the middle components of separators
mentioned in the previous paragraph (see Figure 1), and these will form a part of the variable
gadgets in our reduction. We will use this drawing flexibility of our variable gadgets to
encode the truth values of variables in Satisfiability (see Figure 4 for a brief illustration of
this encoding). Specific small gadgets (see Figure 3) will be added to the variable gadgets in
G to encode in which clauses they participate, and a satisfying assignment of the variables
will then be checked as a possibility to draw added global clause edges of G (one edge per
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Table 1 Color-encoding of the weights of the corresponding edges; and Θn,ℓ(ω1) denotes the
class of functions f such that C1 · ω1 ≤ f(ω1) ≤ C2 · ω1 for positive constants C1, C2 dependent on
n and ℓ, but not on ω.

Color Usage Weight

Heavy-brown (HB) The frame and Var-gadgets attachments ω8

Light-black (LB) Var-gadgets interior skeletons ω6

Red (R) Paths in Var-gadgets (vertical) ω4 + Θn,ℓ(ω1)

(R’) Stairs interconnecting Var-gadgets (horizontal) ω3

Blue (B) Paths in Var-gadgets (vertical) ω4 + Θn,ℓ(ω1)

(B’) Stairs connecting within Var-gadgets (horizontal) ω3

Cyan (C) Clauses Encoding within Var-gadgets ω2

Green (G) (Global) Clause Edges ω0 = 1

each clause, see the green edges in Figure 2) with minimum crossing cost across the whole
picture. This is an idea similar to the one used in [3]. The crucial point of the construction,
however, is how to enforce the unique right crossing pattern between the frame components
as in Figure 1, and for this we build upon an idea originally introduced in [12] and now
detailed within Section 3.4.

3.2 Auxiliary Graphs
To facilitate the presentation, we use colors, i.e. heavy-brown (HB), light-black (LB), red (R),
blue (B), cyan (C), green (G), to encode the future order of the weights of the corresponding
edges (see in Section 3.2). The weights of the edges will play a crucial role in the future
description of possible drawings of the constructing graph. The weight values are assigned with
respect to a sufficiently large (still polynomial in |C| + |V|) edge weight ω, e.g., ω = |E(G)|2.
Then, informally, even one crossing of weight ωt+1 “outweighs” all crossings of G of weight ωt.
Observe that, importantly, all weights used in our construction will be bounded by a
polynomial in |I|.

Further, we present auxiliary graphs for use as building blocks (Figure 1), before describing
the whole construction of the crossing number instance G.

Variable gadgets. We start by defining Var-gadgets. For each i ∈ [n], we construct a
Vari-gadget of height h ∈ Z>0 (see an example of Vari for h = 4 in Figure 1a, the value of h

to be defined later).
First, we introduce the vertex set of Vari as

V (Vari) = {bi
j,P , bi

j,N , vi
j,P , vi

j,N }j∈[h+2] ∪ {ri
j,L, ri

j,R}j∈[h+3] ∪ {wi
0, ui

0, wi
1, ui

1}.

We add 6 paths as follows:
two B-paths (constructed on B-edges) go through vertices {bi

j,P }j∈[h+2] and
{bi

j,N }j∈[h+2], and we will refer to the paths as B-pos and B-neg respectively;
two LB-paths go through vertices {vi

j,P }j∈[h+2] (LB-pos) and {vi
j,N }j∈[h+2] (LB-neg);

two R-paths go through vertices {ri
j,L}j∈[h+3] (R-left) and {ri

j,R}j∈[h+3] (R-right).
We make these paths adjacent (with HB-edges) to the vertices wi

0, ui
0, wi

1, ui
1 as follows:

both B-pos and B-neg paths by their corner vertices to wi
0 and ui

0;
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3,P vi

3,N

vi
4,P vi

4,N

vi
5,P vi

5,N

ui
0

wi
0

ui
1

wi
1

(a) The variable gadget Vari, h = 4.

r0
2,R r4

2,L

r0
3,R r4

3,L

r0
4,R r4

4,L

r0
5,R r4

5,L

r0
6,R r4

6,L

x1
0 = u1

0

x1
1 = w1

0

x2
0 = u2

0

x2
1 = w2

0

x3
0 = u3

0

x3
1 = w3

0

uBL uBR

uT RuT L

(b) The frame with n variable gadgets for n = 3, h = 4.

Figure 1 Auxiliary graphs. Note that for each i ∈ [n], the 8-tuple {ui
0, ui

1, ri
1,L, ri

1,R,

wi
0, wi

1, ri
h+3,L, ri

h+3,R} is a vertex cut in the frame graph.

both LB-pos and LB-neg, analogously, to wi
1 and ui

1; and
both R-left and R-right paths to both wi

0, ui
0 and wi

1, ui
1

(see Figure 1a).
Lastly, for each j ∈ [2, h + 1], we add stairs between pairs of -pos and -neg paths, i.e.,
pairwise connecting B-/LB-pos and B-/LB-neg paths with B’-edges bi

j,P vi
j,P and bi

j,N vi
j,N

respectively.
The weight of each edge of Vari is as specified in Section 3.2; in particular, for the R-paths,
the weight of the edges ri

j,Lri
j+1,L and ri

j,Rri
j+1,R is exactly ω4 + j(j + 1)ω, and for the

B-paths, the weight of the edges bi
j,P bi

j+1,P and bi
j,N bi

j+1,N is exactly ω4 + j(j + 2)ω.

The frame. We construct the frame for n Var-gadgets of height h, where n, h ∈ Z>0.
First, we introduce the HB-cycle (with HB-edges) on 4 vertices uBL (bottom-left), uT L

(top-left), uT R (top-right), uBR (bottom-right) in the specified order.
Then, we subdivide (n times) the edge between uBL and uBR by adding vertices {xi

0}i∈[n];
analogously we subdivide the edge between uT L and uT R by adding {xi

1}i∈[n].
Further, we add another HB-edge between uBL and uT L (resp., between uT R and uBR) and
subdivide it h times by adding vertices {r0

j,R}j∈[2,h+2] (resp., by adding {rn+1
j,L }j∈[2,h+2]).

We call the resulting graph of this construction (see Figure 1b) the frame F .
Now, we attach n Var-gadgets to the frame F .
For each i ∈ [n], we introduce a Vari-gadget (as described in Section 3.2) and pairwise
identify vertices ui

0, wi
0 of Vari with vertices xi

0, xi
1 of the frame respectively.

Lastly, we add stairs (interconnections) between R-paths of the neighboring Var-gadgets
and the frame, i.e. for each i ∈ [n + 1] and j ∈ [2, h + 2], we add R’-edge ri−1

j,R ri
j,L. Thus,

for each i ∈ [n + 1], we make stairs between the R-right path of Vari−1 (or, if i = n + 1,
with a subdivision of the frame’s side uT RuBR) and the R-left path of Vari (or, if i = 1,
with a subdivision of the frame’s side uT LuBL).

The weights of all new edges are again as specified in Section 3.2.
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This finishes the construction of our frame with n Var-gadgets G′ (see G′ for h = 4, n = 3
in Figure 1b). Note that G′ still lacks the clause edges (see in further Figure 2) and an
interpretation of variable occurrences in clauses (the cells of further Figure 3).

So far, for simplicity, we allow ourselves to refer to Figure 1b to illustrate the defined
graph G′. Observe the natural meaning the R-left and R-right paths in each gadget Vari;
in order to facilitate their connections to Vari−1 and to Vari+1, R-left is naturally drawn
to the left of R-right. On the other hand, the B-/LB-pos and B-/LB-neg paths of Vari

are symmetric and not adjacent outside of Vari, and hence they can be flexibly drawn –
B-/LB-pos to the left or to the right of B-/LB-neg; this is what will later define the truth
value of the variable represented by Vari.

3.3 The Full Reduction
Consider an instance (C, V) of Satisfiability (with |C| = ℓ, |V| = n). We construct an
instance (G, k) of Crossing Number as follows. See Figure 2 for a schematic representation.

First, we introduce G′, the frame with n Var-gadgets of height h = 4ℓ + n − 2.
Then, for each i ∈ [n], we encode the occurrence of the variable xi in clauses C. For that
purpose, for each j ∈ [ℓ], between LB-pos and LB-neg paths of the existing Vari-gadget we
add a cell. Each cell is defined by two horizontal LB-edges and 3 edges inside, depending
on the type (pos, neg, neut) of the cell: pos if x ∈ C; neg if x ∈ C; neut if neither x nor
x is in C. A cell of each type is shown in Figure 3.

C1

C2

C3

C1

C2

C3

x1 x2 x3 x4 x5

Figure 2 For an example instance of Satisfiability, given by V = {x1, x2, x3, x4, x5} and
C = {(x1 ∨ x2 ∨ x4 ∨ x5), (x1 ∨ x3 ∨ x5), (x2 ∨ x3 ∨ x4)}; the depicted graph G is constructed as an
input of the sought reduction to Crossing Number of G. Notice, in particular, the addition of the
clause edges (drawn in green from left to right across the frame) and the shaded areas in which the
clause edges will presumably be drawn.
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LB-pos LB-neg

(a) Cpos: x ∈ C.

LB-pos LB-neg

(b) Cneg: x ∈ C.

LB-pos LB-neg

(c) Cneut: neither x nor x is in C.

Figure 3 Cell types; for cases of variable x occurrence in clause C.

Cells inside the same Vari-gadget are separated with additional LB-edges as shown in
Figure 2. For a formal description, we start with LB-edges (again, all weights are as
specified in Section 3.2) inside Var-gadgets which separate cells. For each i ∈ [n], we add

an LB-path from vi
1,N to vi

1+i,P (below all cells of this Vari-gadget), precisely on vertices
vi

1,N , vi
2,P , vi

2,N , . . . , vi
i,N , vi

1+i,P in this order;
another LB-path from vi

4ℓ+i−1,N to vi
h+2,P (above all cells in Vari), precisely on vertices

vi
4ℓ+i−1,N , vi

4ℓ+i,P , vi
4ℓ+i,N , . . . , vi

h+1,N , vi
h+2,P ; and

for each j ∈ [ℓ − 1], a LB-path on vertices vi
4j+i−1,N , vi

4j+i,P , vi
4j+i,N , vi

4j+i+1,P

(between cells number j and j + 1).
After that, we add cells themselves in the bottom-up order. For all j ∈ [ℓ], we introduce
two LB-edges vi

4j+i−3,P vi
4j+i−3,N and vi

4j+i−1,P vi
4j+i−1,N , and then we proceed with

encoding of our Satisfiability instance (C, V) it the following way:
if xi ∈ Cj , we introduce a Cpos cell (Figure 3a), i.e. we add three C-edges as a path
through vi

4j+i−3,P , vi
4j+i−2,N , vi

4j+i−2,P , vi
4j+i−1,N ;

in case xi ∈ Cj , we introduce a Cneg cell (Figure 3b), i.e. we add three C-edges as a
path through vi

4j+i−3,N , vi
4j+i−2,P , vi

4j+i−2,N , vi
4j+i−1,P ;

lastly, if neither xi nor xi is in Cj , we introduce a Cneut cell (Figure 3c),
formed by one LB-edge vi

4j+i−2,P vi
4j+i−2,N and two C-edges vi

4j+i−3,P vi
4j+i−2,N and

vi
4j+i−2,N vi

4j+i−1,P .
Finally, for each j ∈ [ℓ], we add a G-edge that corresponds to the clause Cj itself. Here,
we subdivide two vertical HB-edges of the frame and connect these newly added vertices.
Precisely, for each j ∈ [ℓ], we subdivide the edge between r0

4j−2,R, r0
4j−1,R (on the left

vertical side uBLuT L of the frame, cf. Figure 1b) and the edge between rn+1
4j+n−1,L, rn+1

4j+n,L

(on the right vertical side uBRuT R). Note the shift in the indices of the subdivided edges,
up by n + 1 from left to right.

This concludes the construction of G.
The reduction returns (G, k) as an instance of Crossing Number where, for h = 4ℓ+n−2,

k = 2n(2h+1)ω7 +2nℓω6 +4nℓω4 +2n
h+1∑
j=2

j(j +1)ω4 +2n
h+1∑
j=1

j(j +2)ω4 +nℓω2 +(ω2 −1).

3.4 Drawings Claims
Until this point, all Figures were provided as an illustration without arguing why a certain
drawing of the corresponding graph was selected. This subsection is dedicated to shed light
on the conditions that necessarily have to be satisfied for a drawing G of the previously
constructed instance (G, k) of the Crossing Number unless G is not a solution.

So, we are considering the constructed instance (G, k) of Crossing Number from
Section 3.3. Following the way the graph G was introduced, we begin to formulate observations
and claims that every drawing of the graph with at most k crossings has to satisfy. Naturally,
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C1

C2

C3

C1

C2

C3

x1 = True x2 = True x3 = False x4 = False x5 = False

Figure 4 A drawing of the graph G from Figure 2, constructed from an instance of Satisfiability
given by V = {x1, x2, x3, x4, x5} and C = {(x1 ∨ x2 ∨ x4 ∨ x5), (x1 ∨ x3 ∨ x5), (x2 ∨ x3 ∨ x4)}.
The depicted drawing G of G corresponds to the satisfying assignment x1 = x2 = True, x3 = x4 =
x5 = False. The clause C1 = (x1 ∨ x2 ∨ x4 ∨ x5) is satisfied by the variable x5 (observe that the
G-edge of C1 makes an extra jump-up in the drawing area of Var5 to the right, yet crossing only one
C-edge there – same as in other gadgets), C2 = (x1 ∨x3 ∨x5) is satisfied by x3 and C3 = (x2 ∨x3 ∨x4)
is satisfied by x2. See Figure 5 for a drawing representing an unsatisfying assignment.

we start with conditions for the heaviest edges, for the frame and Var-gadgets, and after
that we argue about the clauses encoding. Due to space restrictions, we leave proofs of the
(*)-marked statements to the full arXiv version of the paper.

▶ Observation 3.3. (*) If there exists a drawing G of G such that cr(G) ≤ k, then G has no
crossing that involves any of HB-edges.

▶ Observation 3.4. (*) Let H is a subgraph of G. If (H, k) is a no-instance of the Crossing
Number, then (G, k) is a no-instance of the Crossing Number.

Based on Theorem 3.4, we now show some claims that speak only about a subgraph of G.
As in Section 3.2, let F be the frame and G′ be the frame with n Var-gadgets (Figure 1) of
the graph G; so, we are going to speak about properties which hold regardless of our clauses
encoding in G. However, both next claims still follow from the same type of argument,
namely, any crossing between the considered edges would be more costly than the selected
value of k allows.

▶ Claim 3.5. (*) If there exists a drawing G′ of G′ such that cr(G′) ≤ k, then there are no
other crossings than crossings between R- or B-edges with R’- or B’-edges in G′.

ISAAC 2024
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C1

C2

C3

C1

C2

C3

x1 = True x2 = True x3 = True x4 = False x5 = False

Figure 5 Another drawing of the graph G from Figure 2, constructed from an instance of
Satisfiability given by V = {x1, x2, x3, x4, x5} and C = {(x1 ∨ x2 ∨ x4 ∨ x5), (x1 ∨ x3 ∨ x5), (x2 ∨
x3 ∨ x4)}, for comparison with the drawing in Figure 4.
The depicted drawing G′ of G corresponds to the unsatisfying assignment x1 = x2 = x3 = True,
x4 = x5 = False. The clause C1 = (x1 ∨ x2 ∨ x4 ∨ x5) is satisfied by the variable x5 and
C3 = (x2 ∨ x3 ∨ x4) is satisfied by x2, same as in Figure 4. The difference for the unsatisfied clause
C2 = (x1 ∨ x3 ∨ x5) is that here the G-edge of C2 has no way to make the required extra jump-up
without crossing more than one C-edge inside one of Var-gadgets (or other heavier edges). Hence,
here the G-edge of C2 makes extra crossing with two C-edges in the drawing area of Var3, and this
unavoidably leads to cr(G′) > k.

▶ Claim 3.6. (*) If a drawing G′ of G′ is a solution of the instance (G′, k), then, for all
u, v ∈ V (G′ \ F ), both u and v are lying in the same face of the frame F in G′, and the
selection of such a face is uniquely predetermined.

Theorem 3.6 allows us, without loss of generality, fix a drawing of the frame F as it is
shown in Figure 1b. So, we define a positioning of left and right sides. This way, the fixed
drawing of the frame determines a linear order of gadgets Vari (from left to right following
increasing order of i ∈ [n]).

Furthermore, we already almost fixed a drawing of Var-gadgets inside the frame. Still,
the fact that we have not enough budget for any other crossing (namely, crossings between
R’- and B’-edges of weight ω3 have not been covered yet) needs some proper counting that
we will provide further. By now, according to Theorem 3.5, the R/B/LB-paths of Var-gadgets
are not allowed to cross each other in any solution if such a one exists.

Lastly, let us notice that the positioning of the vertical R-paths is also fixed.



P. Hliněný and L. Khazaliya 40:11

▶ Claim 3.7. (*) If a drawing G′ of G′ is a solution of the instance (G′, k), then, for all
i ∈ [n], the R-left path of the Vari is drawn to the left from both LB-paths of Vari, while the
R-right path is to the right.

Now, let us check how crossings of R- and B-edges with R’- and B’-edges behave. Briefly
saying, by the following Theorem 3.8, we show that crossings between the R- and B-edges
are also predefined by a construction. For this purpose, while constructing the graph G, we
played a bit with additional adjustment weight of order ω1 for the vertical R- and B-edges.
This adjustment weight selection forces the unique alternation of crossings exactly as shown
in Figure 1b and subsequent figures.

▶ Lemma 3.8. (*) If a drawing G′ of G′ is a solution of the instance (G′, k), then each B-edge
(R-edge) crosses exactly one R’-edge (B’-edge). The total weight of all crossings between B(R)-

and R’(B’)-edges adds 2n

(
(2h + 1)ω7 +

h+1∑
j=2

j(j + 1)ω4 +
h+1∑
j=1

j(j + 2)ω4

)
to the count cr(G′).

Next, we return back to the full reduction graph G, and investigate properties of its
admissible drawings.

▶ Lemma 3.9. (*) If the crossing number of a drawing G of G does not exceed k, then the
G-edges add at least 2nℓω6 + 4nℓω4 + nℓω2 more crossings. In particular, every G-edge in G
crosses precisely one C-edge of every Vari-gadget.

For each G-edge, we define its cells area as a connected region (union) of faces in a
drawing G of G as it is shown in Figure 4 with a grey fill, i.e. for each j ∈ [ℓ], there is a
single connected horizontal block of faces that includes all cells of the clause Cj and will
correspond to the cells area for the G-edge which is jth in bottom-up order. For each such a
cells area we furthermore define its up- and down-level as the subsets of faces that are higher
and lower, respectively, by subscripts of their vertices. To clarify the last point, by the next
lemma we show that for each j ∈ [ℓ], if the crossing number of the drawing G of the graph G

does not exceed k, then the jth G-edge does not leave its cells area. Now, we proceed with
that formally.

▶ Lemma 3.10. (*) If the crossing number of a drawing G of G does not exceed k, then any
G-edge cannot be drawn (even partially) outside of its cells area (see Figure 4).

3.5 Correctness
Before proceeding with the correctness arguments, let us look back and see that, indeed, all
drawing claims imply that if some drawing G of G with cr(G) ≤ k exists, then almost all
possible crossings are predefined. Practically the only freedom still left is the possibility to
flip (independently of others) each Var-gadget. By flips of the Var-gadget we mean its two
possible embeddings, which differ only by the order of B- and LB-paths, e.g. going from left
to right in our Figures. As an example, let us consider Figure 4: here, we meet first from left

either a pair of B-pos, LB-pos paths and then call such an embedding a pos-side flip
(see Var3-gadget in the middle in Figure 5);
or a pair of B-neg, LB-neg paths and then call such an embedding a neg-side flip (see
Var3-gadget in the middle in Figure 4).

And this is exactly the intuition behind transferring a possible variable assignment from
Satisfiability instance to a possible drawing of the Crossing Number instance, and back.

Suppose, given an instance (C, V) of Satisfiability, that the reduction from the previous
subsection returns (G, k) as an instance of Crossing Number.

ISAAC 2024
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▶ Lemma 3.11. If (C, V) is a satisfiable instance of Satisfiability, then the graph G of
the constructed instance (G, k) admits a drawing G such that cr(G) ≤ k.

Proof. Again, let G′ be the frame with n Var-gadgets which is a subgraph of G. We start
with the drawing of G′ as specified by Figure 1, which actually corresponds to the “minimal
drawing” investigated in Theorem 3.8. We are going to show that this drawing has exactly
the same number of crossings as claimed in Theorem 3.8.

Indeed, for every i ∈ [n], the R-left and R-right paths of the Vari-gadget each are
crossed by h B’-edges in our drawing, and the B-pos and B-neg paths of the Vari-gadget each
are crossed by (h + 1) R’-edges. Taking into account the alternating order of these crossings
and the exact weights of the edges of these paths (see in Section 3.2), we count exactly

2ω3

(
hω4 + (h + 1)ω4 +

h+1∑
j=2

j(j + 1)ω1 +
h+1∑
j=1

j(j + 2)ω1

)
crossings on Vari. Summing over

all i ∈ [n], we get 2n

(
(2h + 1)ω7 +

h+1∑
j=2

j(j + 1)ω4 +
h+1∑
j=1

j(j + 2)ω4

)
crossings. There are

no more crossings in our drawing of G′.
Now we add the cell gadgets of G to every Var-gadget, without additional crossings, and

the G-edges denoted by ej of all clauses Cj ∈ C. The goal is to show that G is (can be)
drawn with at most k crossings. Each G-edge ej crosses every Var-gadget in total weight of
2ω6 + 4ω4 + Θn,ℓ(ω1) crossings, together giving another 2nℓω6 + 4nℓω4 + Θn,ℓ(ω1) crossings
in our drawing. It only remains to estimate the weight of crossings of the G-edges ej with
the cell gadgets. If we can achieve the state that each G-edge ej additionally crosses only one
C-edge (of weight ω2) of cell gadgets in every Var-gadget, then, comparing the full count to
the reduction parameter definition

k = 2n(2h+1)ω7 +2nℓω6 +4nℓω4 +2n
h+1∑
j=2

j(j +1)ω4 +2n
h+1∑
j=1

j(j +2)ω4 +nℓω2 +(ω2 −1),

we see that it is enough to have Θn,ℓ(ω1) ≤ ω2 − 1. The latter holds true by our (sufficiently
large) choice of the base weight ω.

It thus remains to show that aforementioned desired drawings of the G-edges ej are
simultaneously possible. Since the given Satisfiability instance is satisfiable, there is a
truth assignment τ of V such that for every clause Cj ∈ C, an occurrence of some variable
xi ∈ V in Cj satisfies Cj in τ . If the variable xi ∈ V, i ∈ [n], is valued True, then the
Vari-gadget is pos-side flipped in our drawing of G′, i.e., that the LB-pos path of Vari is to
the left of the LB-neg path of Vari. If xi is False, then the Vari-gadget is neg-side flipped,
i.e., with LB-pos to the right.

Now, for every Cj ∈ C, the edge ej is drawn in the down-level of its cells area (as defined
in Section 3.4), until we reach the cell in the Vari-gadget where i is the least index such that
an occurrence of xi satisfies Cj in τ . Then, inside this Vari-gadget, the edge ej jumps up to
the up-level of its cells area, as depicted in Figure 3a if xi ∈ Cj , resp. in Figure 3b if xi ∈ Cj .
The Figure shows that this jump-up is also possible with crossing only one C-edge in the cells
gadget of Vari. For the rest, the edge ej is drawn in the up-level of its cells area. This is the
sought solution to a drawing of the reduction graph G with at most k crossings; indeed, the
edge ej arrives to the right side of the frame by n + 1 levels higher that its beginning on the
left side. ◀

▶ Lemma 3.12. If G admits a drawing G such that cr(G) ≤ k, then the original Satisfiab-
ility instance (C, V) is satisfiable.
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Proof. If cr(G) ≤ k, then G satisfies the drawings claims of Section 3.4 and, in particular,
Theorem 3.9 and Theorem 3.10. We define a valuation τ : V → {True, False} as follows;
xi ∈ V is set True if Vari pos-side flipped in G (the LB-pos path of Vari is drawn to the left
of the LB-neg path of Vari), and xi is set False otherwise.

Now, for every clause Cj ∈ C, the edge ej in G starts in the down-level of its cells area
and ends in the up-level. By Theorem 3.10, there has to be a Vari-gadget, i ∈ [n], such
that ej jumps up to the up-level of its cells area within the subdrawing of Vari in G. By
the definition of the cell types in the construction of G, see in Figure 3, this is possible in
accordance with Theorem 3.9 (only one crossing with a C-edge) only if xi ∈ Cj and xi is set
to True, or if xi ∈ Cj and xi is set to False. In other words, if every Cj ∈ C is satisfied by
our valuation τ . And this completes the proof. ◀

3.6 On Path-width of the Resulting Instance
The last missing ingredient in the proof of Theorem 3.1 (and hence, of Theorem 1.1) is an
estimate of the path-width and tree-width of the constructed instance G. To obtain it, we
will use the cops-and-robber game characterization from Theorem 2.1.

We start with an auxiliary technical claim.

▶ Lemma 3.13. (*) Let H be a graph whose vertex set is partitioned into m disjoint parts
V (H) = A1 ∪ . . . ∪ Am, and for some ai ≤ bi, i ∈ {1, . . . , m}, let Ai = {vi,j : ai ≤ j ≤ bi}.
Assume that
a) each Ai induces a path in H in the natural order of vertices, i.e. vi,ai

, vi,ai+1, . . . , vi,bi
;

b) if an edge vi,jvi′,j′ exists in H for i ̸= i′, then |i − i′| = 1 and |j − j′| ≤ 1; and
c) there are no indices i ̸= i′, j ̸= j′ such that both vi,jvi′,j′ ∈ E(H) and vi,j′vi′,j ∈ E(H).1
Then there exists a valid monotone search strategy for the cop player on H using m + 1 cops
against an invisible robber. Furthermore, this strategy can be assumed to start with the cop
player occupying the vertex subset {v1,a1 , . . . , vm,am

}.

▶ Proposition 3.14. For any given Satisfiability instance, the graph G constructed in
Section 3.3 (for the proof of Theorem 3.1) is of path-width at most 12 and of tree-width at
most 9.

Proof. The proof would be finished if we find a monotone search strategy for the cop player
on G using 13 cops against an invisible robber (implies path-width at most 12), and one
using 10 cops against a visible robber (implies tree-width at most 9). We start with the
former.

Firstly, let us place 8 cops (see Figure 1) on vertices r1
1,L, r1

h+3,L, uBL, uT L (left side of G)
and rn

1,R, rn
h+3,R, uBR, uT R (right side of G). Note (see Figure 4) that such a placement of

cops separates the set U0 ⊆ V (G) formed by the vertices of the left and right HB-paths of the
frame, and of the R-left path of Var1 and the R-right path of Varn from the rest of the
graph G. We can now use additional 4 + 1 = 5 cops to search the subgraph induced by U0
by using Theorem 3.13. Notice, however, that in this application the levels dealt with in
Theorem 3.13 are shifted against the natural indexing from the construction of G.

After the previous initial phase, we continue the search by induction on i = 1, 2, . . . , n.
We assume 8 cops placed on vertices ri

1,L, ri
h+3,L, ui−1

0 , wi−1
0 (the latter two being uBL, uT L

if i = 1) and, again, rn
1,R, rn

h+3,R, uBR, uT R. Further, we assume that V (Vari−1) (if i > 1)

1 The graph H can be easily pictured as having a planar drawing with the paths on A1, . . . , Am drawn
vertically in order from left to right, and other edges joining only neighboring verticals on the same
horizontal level or between two consecutive levels.
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is already robber-free. We place 4 of the remaining cops onto vertices ui
0, ui

1, wi
1, wi

0, and
subsequently lift the cops from ri

1,L, ri
h+3,L, ui−1

0 , wi−1
0 . We now have 5 free cops which can

be used to search the B-/LB-pos and B-/LB-neg paths of Vari by using Theorem 3.13. Then,
we place 2 of the free cops onto ri+1

1,L , ri+1
h+3,L, and use the remaining 3 cops to search the

R-right path of Vari and the R-left path of Vari+1, again by Theorem 3.13. After finishing
previous, we may lift the cops from ui

1 and wi
1, and we are back in the induction assumption

with i + 1 instead of i.
It is easy to verify that the described procedure is a valid monotone search strategy

against an invisible robber.

Regarding the tree-width subcase, we use knowledge of robber’s position for a slight
improvement of the previous search strategy. At the beginning, after placing cops on r1

1,L,
r1

h+3,L, uBL, uT L and rn
1,R, rn

h+3,R, uBR, uT R, we look at whether the robber is trapped
inside the set U0 and if this is the case, we throw in 9-th cop to catch the robber in U0 by
Theorem 3.13 while using also the 4 cops starting on r1

1,L, uBL, rn
1,R, uBR.

In the induction phase, whenever the robber is trapped inside the B-/LB-pos and
B-/LB-neg paths of Vari, we may instead use the 4 cops from rn

1,R, rn
h+3,R, uBR, uT R to

perform the catch by Theorem 3.13. We do likewise in the other subcase of the R-right
path of Vari and the R-left path of Vari+1. When moving cops from the position on ri

1,L,
ri

h+3,L, ui−1
0 , wi−1

0 to next ui
0, ui

1, wi
1, wi

0, we now move cops in pairs – place onto ui
0, ui

1
and lift from ri

1,L, ui−1
0 , and then do the other pairs. We observe that the maximum number

of cops needed in this strategy is 4 + 4 + 2 = 10, and this is tight at the moment just before
trapping the robber in the R-right/R-left paths. ◀

4 Conclusion

We have shown that the Crossing Number problem is NP-hard for graphs of path-width 12
(and as a result, even of tree-width 9). It is worth to remark that, since the measures
clique-width and rank-width are bounded by O(2tw), their width decompositions are also too
much general to help deal with the Crossing Number problem. On the other hand, there
are more restrictive parameterizations worth trying, e.g. treedepth, distance to linear forest
(distance to disjoint paths), feedback vertex set number (distance to a forest), or cut-width
or bandwidth.

Barely any of the existing results could be extended for the parameters above. Thus,
investigation whether any of them could yield fixed-parameter tractability (or W-hardness)
of Crossing Number is an interesting venue to explore. However, as it is known that
Crossing Number is in FPT when parameterized by the solution value (k) [4, 9], it only
makes sense to investigate those parameters which do not bound the crossing number itself.
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Abstract
The class of graph deletion problems has been extensively studied in theoretical computer science,
particularly in the field of parameterized complexity. Recently, a new notion of graph deletion
problems was introduced, called deletion to scattered graph classes, where after deletion, each
connected component of the graph should belong to at least one of the given graph classes. While
fixed-parameter algorithms were given for a wide variety of problems, little progress has been made
on the kernelization complexity of any of them. Here, we present the first non-trivial polynomial
kernel for one such deletion problem, where, after deletion, each connected component should be a
clique or a tree - that is, as dense as possible or as sparse as possible (while being connected). We
develop a kernel of O(k5) vertices for the same.
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1 Introduction

Graph modification problems form one of the most fundamental problem classes in algorithms
and graph theory. The input instance of a graph modification problem consists of an
undirected/directed graph, and a non-negative integer k, and the objective is to decide if
there exists a set of at most k vertices/edges/non-edges whose deletion/addition yields in a
graph belonging to some special graph class. A specific graph modification problem allows
to perform a specific graph operation, usually being vertex deletion or edge deletion or edge
addition or edge editing. Each of these operations, and vertex-deletion in particular, have
been extensively studied from the perspective of classical and parameterized complexity. For
example, some vertex deletion graph problems that have received intense attention in the
past three decades include Vertex Cover, Feedback Vertex Set, Cluster Vertex
Deletion Set, Interval Vertex Deletion Set, Chordal Vertex Deletion Set,
and more (see [3, 6, 7, 8, 9, 14, 17, 20, 32, 28, 38]).

A graph class Π is said to be hereditary if Π is closed under taking induced subgraphs.
There are several hereditary graph classes Π such that the corresponding Π-Vertex Dele-
tion problem is well-studied. Such examples include all of the problems listed above.
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Formally, the Π-Vertex Deletion is defined as follows: given a graph G and a non-
negative integer k, we ask whether G contains at most k vertices whose deletion results in
a graph belonging to class Π. Lewis and Yannakakis [35] proved that for every non-trivial
Π, the Π-Vertex Deletion problem is NP-complete. Later, Cai [5] has proved that if a
hereditary graph class Π can be described by a finite set of forbidden subgraphs containing all
minimal forbidden subgraphs in the class, then vertex deletion to Π becomes fixed-parameter
tractable (FPT).

Most of the computational problems that are NP-hard in general graphs can often be
solved in polynomial time when restricted to special graph classes. For example, Vertex
Cover is NP-hard on general graphs, but can be solved in polynomial time in forests,
bipartite graphs, interval graphs, chordal graphs, claw-free graphs, and bounded treewidth
graphs (see [12, 13, 23, 37]). Additionally, several other graph theoretic problems have
also been studied in special graph classes (see [2, 4, 11, 18, 22, 24, 30, 31, 33, 36] for some
examples). If your input graph is such that each of its connected components belong to one
of those special graph classes where the problem is solvable, then the problem can be solved
by solving it over each component of the graph. Therefore, such a graph where each of the
components belong to different graph classes are interesting. We say that such graphs belong
to a scattered graph class. Vertex deletion problems are useful to find a set of few vertices
whose removal results in a graph class where the problem of our interest is tractable. Since
the same problem is tractable in scattered graph classes (i.e. tractable in each of the graph
class), vertex deletion to scattered graph classes are interesting to look at as well.

Many of the graph classes can be characterized by a set of forbidden graphs [15, 34, 23, 10].
Vertex deletion problems for such graph classes boils down to hitting such forbidden subgraphs
occuring as induced subgraphs of the input graph. Unlike this, for deletion to a scattered
graph class, the deletion set X might separate the vertices of the union of the forbidden
subgraphs for each of the graph classes (instead of hitting them) so that all such graphs
do not occur in any of the connected components of the graph G − X. This ramps up the
difficulty for coming up with FPT, approximation and kernelization algorithms for deletion
to scattered graph classes. A naive approach of finding the solutions (or kernels) for each of
the deletion problems separately and “combining” them is unlikely to work.

Ganian et al. [21] studied backdoors to scattered classes of CSP problems. Subsequently,
Jacob et al. [25, 26] built on the works by Ganian et al. [21] and initiated a systematic study
of vertex deletion to scattered graph classes. They considered the (Π1, . . . , Πd)-Deletion
problem where the input instance is a graph G a parameter k with respect to d (constant)
hereditary graph classes Π1, . . . , Πd. The objective is to decide if there is a set of at most k

vertices S such that every connected component of G − S is in Πi for some i ∈ [d]. After
that, Jacob et al. [26] considered specific pairs of hereditary graph classes Π1 and Π2
and have provided singly exponential-time fixed-parameter tractable (FPT) algorithms and
approximation algorithms for (Π1, Π2)-Deletion problems. Very recently, Jansen et al. [29]
conducted a follow-up work on (Π1, . . . , Πd)-Deletion problems and have improved the
results appearing in [25]. A common theme for the FPT algorithms for deletion to scattered
graph classes is a non-trivial “unification” of the techniques used in the deletion problems of
each of the graph classes.

Our Problem and Results. To the best of our knowledge, vertex deletion to scattered graph
classes is essentially unexplored from the perspective of polynomial kernelization that is
a central subfield of parameterized complexity. The only folklore result that follows from
Jacob et al. [26] states that if there are two hereditary graph classes Π1 and Π2 such that
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both Π1 and Π2 can be described by finite forbidden families and Pd (the induced path of d

vertices) is a forbidden induced subgraph for Π1 for some fixed constant d, then the problem
(Π1, Π2)-Deletion can be formulated as a d-Hitting Set problem and hence admits a
polynomial kernel. This folklore result is very restrictive and does not capture any hereditary
graph class whose forbidden sets are not bounded by a fixed constant.

In this paper, we initiate the study of vertex deletion to scattered graph classes from
the perspective of polynomial kernelization. We consider the problem Cliques or Trees
Vertex Deletion where given a graph G and a non-negative integer k, we ask if G contains
a set S of at most k vertices, such that G−S is a simple graph and every connected component
of it is either a clique or a tree – that is, as dense as possible or as sparse as possible (while
being connected). Naturally, we are specifically interested in the case where the input graph
is already a simple graph. However, our preprocessing algorithm can produce intermediate
multigraphs. Hence, we directly consider this more general formulation. Formally, we define
our problem as follows.

Cliques or Trees Vertex Deletion (CTVD) Parameter: k

Input: An undirected (multi)graph G = (V, E) and a non-negative integer k.
Question: Does G contain a set S of at most k vertices such that G − S is a simple
graph and every connected component of G − S is either a clique or a tree?

This problem is particularly noteworthy as it captures the essence of scattered classes:
allowing the connected components to belong to vastly different graph classes and ideally
the simplest ones where various computational problems are polynomial-time solvable. Here,
we indeed consider the extremes: the simplest densest graph (cliques) and the most natural
class of sparsest connected graphs (trees). If X is a feasible solution to Cliques or Trees
Vertex Deletion for a graph G, then we call X a (clique, tree)-deletion set of G. We
consider the (upper bound on the) solution size k as the most natural parameter. Jacob et
al. [26] proved that Cliques or Trees Vertex Deletion is in FPT - specifically, that it
admits an algorithm that runs in O∗(4k)-time. In this paper, we prove the following result
on the polynomial kernelization for this problem.

▶ Theorem 1.1. Cliques or Trees Vertex Deletion (CTVD) admits a kernel with
O(k5) vertices.

Our theorem is the first non-trivial result on a polynomial kernel for vertex deletion to pairs
of graph classes. The proof of this kernelization upper bound is based on several non-trivial
insights, problem specific reduction rules, and structural properties of the solutions.

Organization of the Paper. In Section 2, we introduce basic terminologies and notations.
Section 3 is devoted to the proof of our main result (Theorem 1.1). Finally, in Section 4, we
conclude with some future research directions.

2 Preliminaries

We use standard graph theoretic terminologies from Diestel’s book [15]. For a vertex v in
G, let dG(v) denote the degree of v in G, which is the number of edges in G incident to v.
When we look at the number of edges incident on v, we take the multiplicity of every edge
into account. A pendant vertex in a graph G is a vertex having degree one in G. A pendant
edge in a graph G is the edge incident to a pendant vertex in G. A path P in a graph is a
sequence of distinct vertices (v1, . . . , vr) such that for every 1 ≤ i ≤ r − 1, vivi+1 is an edge.

ISAAC 2024
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A degree-2-path in G is a path P such that all its internal vertices have degree exactly 2 in
G. If a graph G has a degree-2-path P = (v1, . . . , vr) such that v1 is a pendant vertex, for
every i ∈ {2, . . . , r − 1}, dG(vi) = 2 and dG(vr) > 2, then we call P a degree-2-tail of length
r. If G has a degree-2-path P = (v1, . . . , vr) such that for all i ∈ {2, . . . , r − 1}, dG(vi) = 2,
and dG(v1), dG(vr) > 2, then we call P a degree-2-overbridge of length r. Sometimes, for
simplicity, we use P = v1 − v2 − . . . − vr to denote the same path P of r vertices. The graph
Kt for integer t ≥ 1 is the clique of t vertices. For a non-negative integer c, the graph cK1
is the collection of c isolated vertices. The graphs Ct and Pt for integer t ≥ 1 are the cycle
and path of t vertices respectively. We define a paw graph as the graph with four vertices
u1, u2, u3 and u4 where u1, u2, u3 form a triangle, and u1 alone is adjacent to u4 (thus, u4 is
a pendant vertex). We define a diamond graph as the graph with four vertices u1, u2, u3 and
u4 where u1, u2, u3 form a triangle, and u1, u2 are adjacent to u4. Note that both paw and
diamond contain a triangle as well as a 2K1 as induced subgraphs. We say that a vertex
x ∈ V (G) is adjacent to a subgraph G[Y ] for some x /∈ Y if x has a neighbor in Y in the
graph G. A cut of G is a bipartition (X, Y ) of V (G) into nonempty subsets X and Y . The set
EG(X, Y ) is denoted as the edges crossing the cut. We omit the subscript when the graph is
clear from the context. Let C be a cycle having r vertices We use C = v1 − v2 − . . . − vr − v1
to denote the cycle with edges vivi+1 for every 1 ≤ i ≤ r − 1 and the edge vrv1.

▶ Definition 2.1 (v-flower). For a graph G and a vertex v in G, a v-flower is the structure
formed by a family of ℓ cycles C1, C2, . . . Cℓ in G all containing v and no two distinct cycles
Ci and Cj sharing any vertex except v. We refer to the Cis’ as the petals and to v as the
core. The number of cycles ℓ is the order of the v-flower.

▶ Proposition 2.2 ([13], Lemma 9.6). Given a graph G with v ∈ V (G) and an integer k,
there exists a polynomial-time algorithm that either provides a v-flower of order k + 1 or
compute a set Z ⊆ V (G) \ {v} with at most 2k vertices satisfying the following properties: Z

intersects every cycle of G that passes through v, and there are at most 2k edges incident to
v and with second endpoint in Z.

Let q be a positive integer and G be a bipartite graph with vertex bipartition (A, B). For
Â ⊆ A and B̂ ⊆ B, a set M ⊆ E(G) of edges is called a q-expansion of Â into B̂ if

(i) every vertex of Â is incident to exactly q edges of M , and
(ii) exactly q|Â| vertices of B̂ are incident to the edges in M .

The vertices of Â and B̂ that are the endpoints of the edges of M are said to be saturated
by the q-expansion M . We would like to clarify that by definition of q-expansion M of Â

into B̂, all vertices of Â are saturated by M , and |B̂| ≥ q|Â|. But not all vertices of B̂ are
guaranteed to be saturated by M .

▶ Lemma 2.3 (q-Expansion Lemma [39, 13]). Let q ∈ N and G be a bipartite graph with
vertex bipartition (A, B) such that |B| ≥ q|A|, and there is no isolated vertex in B. Then,
there exist non-empty vertex sets X ⊆ A and Y ⊆ B such that

(i) there is a q-expansion M of X into Y , and
(ii) no vertex in Y has a neighbor outside X, that is, N(Y ) ⊆ X.

Furthermore, the sets X and Y can be found in time O(mn1.5).

Recently, Fomin et al. [19] have designed the following generalization of the Lemma 2.3
(q-Expansion Lemma) as follows.

▶ Lemma 2.4 (New q-Expansion Lemma [19, 1, 27]). Let q be a positive integer and G be a
bipartite graph with bipartition (A, B). Then there exists Â ⊆ A and B̂ ⊆ B such that there
is a q-expansion M of Â into B̂ in G such that
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(i) N(B̂) ⊆ Â, and
(ii) |B \ B̂| ≤ q|A \ Â|.

Furthermore, the sets Â, B̂ and the q-expansion M can be computed in polynomial-time.

Observe that the Lemma 2.4 statement does not require the two conditions that B has
no isolated vertex and |B| ≥ q|A| that were required for the Lemma 2.3. In particular, if
|B| > q|A|, then it must be that |B̂| > q|Â| and B̂ will contain some vertex that is not
saturated by the q-expansion M .

Forbidden Subgraph Characterization. Given a graph class G, any (induced) subgraph
that is not allowed to appear in any graph of G is called an obstruction for G (also known
as forbidden subgraphs or forbidden induced subgraphs). We first identify the obstructions
for Cliques or Trees Vertex Deletion. Clearly, on simple graphs, we cannot have an
obstruction for both a tree and a clique in the same connected component. If G is the class
of all cliques, then the obstruction for G is 2K1 and if G is the class of all forests, then any
cycle Ct with t ≥ 3 is an obstruction for G. Note that a cycle Ct with t ≥ 4 contains 2K1 as
an induced subgraph. Throughout the paper, we sometimes abuse the notation where an
obstruction (or a forbidden induced subgraph) is viewed as a set and sometimes it is viewed
as an (induced) subgraph.

▶ Observation 2.5. For every integer t ≥ 4, the cycles Ct contains 2K1 as induced subgraph.

Thus, we can conclude that the obstructions for Cliques or Trees Vertex Deletion
are cycles Ct with t ≥ 4 and connected graphs with both 2K1 and C3 as induced subgraphs.
For multigraphs, a vertex with a self-loop and two vertices with two (or more) edges are
obstructions as well. If a connected graph has both 2K1 and C3 as induced subgraphs, a
(clique, tree)-deletion set either intersects the union of the vertex sets of these subgraphs or
contains a subset separating them. The following lemma claims that if a connected graph
contains both 2K1 and C3 as induced subgraphs, then it contains a paw or a diamond.

▶ Lemma 2.6 (⋆).1 A connected graph G with both 2K1 and C3 as induced subgraphs
contains either a paw or a diamond as an induced subgraph.

From Lemma 2.6, we get a forbidden subgraph characterization for the class of graphs
where each connected component is a clique or a tree.

▶ Lemma 2.7 (⋆). Let G be the class of all simple graphs where each connected component
is a clique or a tree. Then, a simple graph G belongs to G if and only if G does not contain
any paw, diamond or cycle Ci with i ≥ 4 as an induced subgraph.

Parameterized Complexity and Kernelization. A parameterized problem L is a set of
instances (x, k) ∈ Σ∗ × N where Σ is a finite alphabet and k ∈ N is a parameter. The notion
of “tractability” in parameterized complexity is defined as follows.

▶ Definition 2.8 (Fixed-Parameter Tractability). A parameterized problem L is said to be
fixed-parameter tractable (or FPT) if given (x, k) ∈ Σ∗ × N, there is an algorithm A that
correctly decides if (x, k) ∈ L in f(k)|x|O(1)-time for some computable function f : N → N.
This algorithm A is called fixed-parameter algorithm (or FPT algorithm) for the problem L.

1 Due to lack of space, the proofs that are omitted or marked ⋆ can be found in the full version.
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Observe in the above definition that we allow combinatorial explosion with respect to the
parameter k while the algorithm runs in polynomial-time with respect to |x|. We say that
two instances (x, k) of L and (x′, k′) of L are equivalent if (x, k) ∈ L if and only if (x′, k′) ∈ L.
The notion of kernelization (also known as parameterized preprocessing) is defined as follows.

▶ Definition 2.9 (Kernelization). A kernelization for a parameterized problem L ⊆ Σ∗ × N
is an algorithm that given an instance (x, k) of L, outputs an equivalent instance (x′, k′)
(called kernel) of L in time polynomial in |x| + k such that |x′| + k′ ≤ g(k) for some function
g : N → N. If g(k) is kO(1), then L is said to admit a polynomial kernel.

A kernelization algorithm usually consists of a collection of reduction rules that have
to be applied exhaustively in sequence. A reduction rule is safe if given an instance (x, k)
of L, one application of the reduction rule outputs an equivalent instance (x′, k′) of L. It
is well known that “a decidable parameterized problem is FPT if and only if it admits a
kernelization”. For more details, we refer to [13, 16, 19] for more formal definitions about
parameterized complexity and kernelization.

3 A Polynomial Kernel for Cliques and Trees

This section is devoted to a polynomial kernel for Cliques or Trees Vertex Deletion.
As the first step, we invoke the following proposition by Jacob et al. [26] that computes a
(clique, tree)-deletion set S ⊆ V (G) with at most 4k vertices.

▶ Proposition 3.1 ([26], Theorem 6). Cliques or Trees Vertex Deletion admits a
4-approximation algorithm.

We begin with the following observation, whose proof is trivial.

▶ Observation 3.2. For any subset Z ⊆ V (G), if (G, k) is a yes-instance for Cliques or
Trees Vertex Deletion with solution X, then (G − Z, k) is a yes-instance for Cliques
or Trees Vertex Deletion with solution X \ Z.

Overview of the Kernelization Algorithm. We start with invoking the 4-approximation
algorithm for Cliques or Trees Vertex Deletion(Proposition 3.1) to get a (clique,
tree)-deletion set S of size at most 4k. In Section 3.1, we provide some reduction rules that
guarantee that every connected component of G − S has a neighbor in S, and the graph has
no degree-2-path of G has more than four vertices. Subsequently, in Section 3.2, we provide
some reduction rules and prove that the number of vertices in the connected components of
G − S that are cliques is O(k5). Finally, in Section 3.3, we reduce the number of vertices in
the connected components of G − S that are trees to O(k2). For this, we prove a variant of
Proposition 2.2 and use reduction rules related to that using New q-Expansion Lemma (i.e.
Lemma 2.4).

3.1 Initial Preprocessing Rules
Let S be a 4-approximate (clique, tree)-deletion set of G obtained from Proposition 3.1.
If |S| > 4k, we conclude that (G, k) is a no-instance and return a trivial constant sized
no-instance. Hence, we can assume without loss of generality that |S| ≤ 4k. We also assume
without loss of generality that G has no connected component that is a clique or a tree.
If such components are there, we can delete those components. Hence, we can naturally
assume from now onwards, that every connected component of G − S (that is either a clique
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or a tree) has some neighbor in S. But some of our subsequent reduction rules can create
some component in G − S that is neither a clique nor a tree. So, we state the following
reduction rule for the sake of completeness. In this following reduction rule, we delete isolated
connected components C in G − S, whose safeness easily follows. All the obstructions for
Cliques or Trees Vertex Deletion are connected graphs and intersect with S. Thus,
no obstruction can be part of isolated component C, and also S.

▶ Reduction Rule 3.3. If there exists a connected component C in G − S such that no vertex
in C has a neighbor in S, then remove C from G. The new instance is (G − C, k).

Since one of our subsequent reduction rules can create parallel edges. As parallel edges
are also obstructions, we state the following reduction rule whose safeness is also trivial.

▶ Reduction Rule 3.4. If there is an edge with multiplicity more than two, reduce the
multiplicity of that edge to exactly two.

We also have the following reduction rule that helps us to bound the number of pendant
vertices attached to any vertex.

▶ Reduction Rule 3.5. If there exists a vertex u in G adjacent to vertices v and v′ that are
pendants in G, then remove v from G. The new instance is (G − v, k).

▶ Lemma 3.6 (⋆). Reduction Rule 3.5 is safe.

We can conclude that if Reduction Rule 3.5 is not applicable, then every vertex in G is
adjacent to at most one pendant vertex in G. From now, we assume that every vertex in G

is adjacent to at most one pendant vertex. Our next two reduction rules help us to reduce
the length (the number of vertices) of a degree-2-path in G. Note that a degree-2-path can
be of two types, either a degree-2-tail or a degree-2-overbridge. The following two reduction
rules handle both such types.

▶ Reduction Rule 3.7. Let P = (v1, v2, . . . , vℓ) be degree-2-tail of length ℓ such that dG(v1) >

2, dG(vℓ) = 1 and Z = {v3, v4, . . . , vℓ}. Then, remove Z from G. The new instance is
(G − Z, k).

▶ Lemma 3.8 (⋆). Reduction Rule 3.7 is safe.

Our previous reduction rule has illustrated that we can shorten a long degree-2-tail to
length at most two. Now, we consider a degree-2-overbridge P of length ℓ. Our next lemma
gives us a structural characterization that if we delete all but a few vertices of P , then the
set of all paws and diamonds remain the same even after deleting those vertices.

▶ Lemma 3.9 (⋆). Let P = (v1, v2, . . . , vℓ) be a degree-2-overbridge of length ℓ in G and
Z = {v3, v4, . . . , vℓ−2}. Consider the graph G′ obtained from G by deleting the vertices of Z

and then adding the edge v2vℓ−1. Then the following statements hold true.
(i) Every paw and every diamond of G is disjoint from Z.
(ii) Every paw and every diamond of G′ is disjoint from {v2, vℓ−1}.
(iii) The set of paws and diamonds in both G and G − Z are the same.

Our next reduction rule exploits the above lemma and reduces the length of a degree-2-
overbridge to at most four.

▶ Reduction Rule 3.10. Let P = (v1, v2, . . . , vℓ) be a degree-2-overbridge of length ℓ in G

and Z = {v3, v4, . . . , vℓ−2}. Let G′ be the graph obtained from G by removing Z and adding
the edge v2vℓ−1. The new instance is (G′, k). We refer to Figure 1 for an illustration.

▶ Lemma 3.11 (⋆). Reduction Rule 3.10 is safe.
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v1

v2

v3 vℓ−2

vℓ−1

vℓ vℓ

vℓ−1

v1 v2

Figure 1 An illustration of applying Reduction Rule 3.10.

3.2 Bounding the Clique Vertices in G − S

Let V1 ⊆ V (G) \ S denote the set of vertices of the connected components of G − S that
form cliques of size at least 3. We now bound the number of connected components in G[V1]
(which are cliques). Let us create an auxiliary bipartite graph H = (S, C) with S on one side
and C having a vertex set corresponding to each of the clique connected components in V1
on the other side. We add an edge (s, C) with s ∈ S and C ∈ C if s is adjacent to at least
one vertex in C. We now show how to ensure that |C| ≤ 2|S|. Note that by Reduction Rule
3.3, no component in C is an isolated vertex in H. So, we have the following reduction rule,
where we rely on the Expansion Lemma.

▶ Reduction Rule 3.12. If |C| ≥ 2|S|, then call the algorithm provided by the q-Expansion
Lemma with q = 2 (Lemma 2.3) to compute sets X ⊆ S and Y ⊆ C such that there is a
2-expansion M of X into Y in H and NH(Y) ⊆ X. The new instance is (G − X, k − |X|).

▶ Lemma 3.13 (⋆). Reduction Rule 3.12 is safe.

Thus, we have the following observation.

▶ Observation 3.14. After exhaustive applications of Reduction Rules 3.3- 3.12, |C| ≤ 8k.

We now give one of the most crucial reduction rules that gives us an upper bound the
size of every clique in G[V1]. We have the following marking scheme for each of the cliques
in G[V1].

Procedure 1 Mark-Clique-K.

For every non-empty subset Z of size at most 3 of S, for every function f : Z → {0, 1}, let
KZ,f be the set of vertices v in K such that for each z ∈ Z,

if f(z) = 1, then v is adjacent to z.
if f(z) = 0, then v is not adjacent to z.

We arbitrarily mark min{|KZ,f |, k + 4} vertices of KZ,f . Note that we have marked at
most ε(k) = (23(4k

3
)

+ 22(4k
2

)
+ 2

(4k
1

)
)(k + 4) vertices in K. Let v ∈ K be a vertex that is

not marked by the above procedure Mark-Clique-K. The following set of lemmas illustrate
that v is an irrelevant vertex of G.

▶ Lemma 3.15 (⋆). Let S be a (clique, tree)-deletion set of at most 4k vertices and K be a
connected component of G − S that is a clique. Moreover, let v ∈ K be a vertex that is not
marked by the procedure Mark-Clique-K and X ⊆ V (G) \ {v} be a set of at most k vertices.
If G − X has a vertex subset O and G[O] is isomorphic to C4, or a diamond or a paw then
G − (X ∪ {v}) also contains a C4, or a diamond, or a paw as an induced subgraph.

Our previous lemma has illustrated that if G − X has a paw or a diamond or a C4 as an
induced subgraph, then G − (X ∪ {v}) also has a paw or a diamond or a C4 respectively.
We will now illustrate and prove an analogous statement when G − X has an induced cycle
of length larger than 4. We begin with the following observation.
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▶ Observation 3.16 (⋆). Let C = v − u − u1 − u2 − . . . − u′ − v be a cycle of length at least
5 in G where the path P = u − u1 − u2 − . . . − u′ is an induced path in G. Then there exists
a cycle of length at least 4 or a diamond as an induced subgraph in G.

Using the above observation, we can prove the following lemma.

▶ Lemma 3.17. Let S be a (clique, tree)-deletion set set of at most 4k vertices and K be a
connected component of G − S that is a clique. Moreover, let v ∈ K be a vertex that is not
marked by the procedure Mark-Clique-K and X ⊆ V (G) \ {v} be a set of at most k vertices.
If G − X has an induced cycle of length at least 5, then there exists a cycle of length at least
4 or a diamond as an induced subgraph in G − (X ∪ {v}).

Proof. Suppose that the premise of the statement is true but for the sake of contradiction,
we assume that G − (X ∪ {v}) does not have cycles of length at least 4 and diamonds as
induced subgraphs. Since v is the only vertex that is in G but not in G − {v}, it follows
that there is an induced cycle C of length at least 5 in G − X such that v ∈ C. Note that
C has at most two vertices from K including v as K is a clique. Furthermore, it must
have two non-adjacent vertices from S as otherwise C contains a triangle or an induced C4,
contradicting that C is an induced cycle of length at least 5. Let z1, z2 ∈ C ∩ S that are
non-adjacent. There are two cases.
Case (i): The first case is |C ∩ K| = 1 and let C ∩ K = {v}. Then, both z1 and z2 are

adjacent to v ∈ C. Let us define a function f : {z1, z2} → {0, 1} with f(z1) = 1 and
f(z2) = 1. For the set {z1, z2} and the function f , the vertex v is unmarked by the
procedure Mark-Clique-K. Hence, there are k +4 vertices that are adjacent to both z1 and
z2 and are marked by the procedure. All the marked vertices are in K \ {v} out of which
at most k vertices are in X. Hence, there is v′ ∈ K \ X such that v′ is adjacent to both
z1 and z2 and is marked by the procedure. Let us look at the cycle C ′ = (C \ {v}) ∪ {v′}.
Note that C ′ is a cycle where the path from z1 to z2 is an induced path in G − X. There
could be edges from v′ to other vertices of C ′. By Observation 3.16, C ′ is either an
induced cycle of length at least 4 in G or it induces a diamond. Since C ′ ∩ (X ∪ {v}) = ∅,
this contradicts our initial assumption that G − (X ∪ {v}) does not have cycles of length
at least 4 and diamonds as induced subgraphs.

Case (ii): The second and last case is |C ∩ K| = 2. Let v, x ∈ C ∩ K. Observe that v and x

are two consecutive vertices in C. Since vx ∈ E(G), it must be that v is adjacent to z1
and x is adjacent to z2. As C is an induced cycle of length at least 5, it must be that z1
is not adjacent to x and z2 is not adjacent to v.
Let us define a function f : {z1, z2} → {0, 1} with f(z1) = 1 and f(z2) = 0. For the set
{z1, z2} and the function f , the vertex v is unmarked by the procedure Mark-Clique-K.
Hence, there are k + 4 vertices that is adjacent to z1 and not adjacent to z2 that are
marked by the procedure. All the marked vertices are in K \ {v} out of which at most
k vertices are in X. Hence, there is v′ ∈ K \ X such that v′ is adjacent to z1 and not
adjacent to z2 that is marked by the procedure.
We replace v in C by v′ to get a new cycle C ′ that has the same number of vertices as C

(see Figure 2 for an illustration). Note that C ′ is a cycle where the path from z1 to x

is an induced path in G − X. There could be edges from v′ to other vertices of C ′. By
Observation 3.16, C ′ is either an induced cycle of length at least 4 in G or it induces
a diamond. This contradicts our initial assumption that G − (X ∪ {v}) does not have
cycles of length at least 4 and diamonds as induced subgraphs.

Since the above cases are mutually exhaustive, this completes the proof. ◀
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v

v
′

x

C \ (K ∪ {z1, z2}) C \ (K ∪ {z1, z2})v v
′

z1 z2 z1 z2

Figure 2 An illustration of C5.

Consider a connected component K of G − S such that S is a (clique, tree)-deletion set
of G with at most 4k vertices and K is a clique. Lemma 3.15 and Lemma 3.17 illustrate
that if a vertex v ∈ K is not marked by the procedure Mark-Clique-K, then deleting v from
the graph is safe. As a consequence of this, we have the following reduction rule the safeness
of which follows from the above two lemmas.

▶ Reduction Rule 3.18. Let K be a connected component in G[V1]. If v ∈ K is an unmarked
vertex after invoking the procedure Mark-Clique-K, then remove v from G. The new instance
is (G − v, k).

▶ Lemma 3.19. Reduction Rule 3.18 is safe.

Proof. The forward direction (⇒) is trivial as if X is a solution of size at most k in G, then
by Observation 3.2, X \ {v} is a solution of size at most k in G − v.

For the backward direction (⇐), let X be a solution of size at most k in G − v. Targeting
a contradiction, suppose X is not a solution in G. Then, there exists an obstruction O of
Cliques or Trees Vertex Deletion in G − X containing v that is a diamond, or a paw,
or Ci where i ≥ 4 due to Lemma 2.7. If O is isomorphic to a C4, or a diamond, or a paw,
then by Lemma 3.15, G − (X ∪ {v}) also contains a C4, or a diamond, or a paw as induced
subgraph. It contradicts Lemma 2.7 that X is a solution to G − {v}. Else, O is isomorphic
to Ci where i ≥ 5. By Lemma 3.17, G − (X ∪ {v}) contains a Cj , where j ≥ 4, or a diamond
as induced subgraph. This contradicts Lemma 2.7 as X is a solution to G − {v}. Hence X is
a solution to G. ◀

We have the following lemma that bounds |V1|, i.e. the number of vertices that are part
of cliques of size at least 3 in G − S.

▶ Lemma 3.20. Let G be the graph obtained after exhaustive application of Reduction Rules
3.3 to 3.18. Then |V1| ≤ 8kε(k) where ε(k) = (k + 4)(8

(4k
3

)
+ 4

(4k
2

)
+ 2

(4k
1

)
).

Proof. Since Reduction Rules 3.3-3.12 are not applicable, it follows from Observation 3.14
that the number of connected components in G[V1] is at most 8k. Every connected component
of G[V1] is a clique. For every connected component K of G[V1], observe that the procedure
Mark-Clique-K marks at most ε(k) vertices from K. Since Reduction Rule 3.18 is not
applicable, G[V1] has no unmarked vertices. As G[V1] has at most 8k connected components,
it follows that |V1| ≤ 8kε(k). ◀

3.3 Bounding the Tree Vertices in G − S

In this section, we describe the set of reduction rules that we use to reduce the number of
vertices that participate in the forests of G − S. Let V2 = V \ (S ∪ V1). Note that G[V2] is
the collection of trees in G − S.
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▶ Reduction Rule 3.21. Let v be a leaf in a connected component C of G[V2] such that
neither v nor its neighbor in C is adjacent to any vertex of S. Then, delete v from G and
the new instance is (G − v, k′) with k′ = k.

▶ Lemma 3.22 (⋆). Reduction Rule 3.21 is safe.

Let C be a connected component of G[V2]. We say that C is a pendant tree of G[V2] if
either C consists of pendant vertex of G or has a unique vertex u that has a unique neighbour
in S and no other vertex of C has any neighbor in S. We have the following observation.

▶ Observation 3.23 (⋆). Let C be a connected component of G[V2]. Then, C is a pendant
tree if and only if E(C, V (G) \ C) contains a single edge.

Given a pendant tree C of G[V2], we call x ∈ S the unique S-neighbor of C if NG(C) = {x}
and |NG(x) ∩ C| = 1. Furthermore, given a vertex x ∈ S, we call C a pendant tree-neighbor
of x if C is a pendant tree of G[V2] and x is the unique S-neighbor of C.

▶ Reduction Rule 3.24. Let C be a pendant tree in G[V2] such that x ∈ S is a unique
S-neighbor of C. Then, delete all the vertices of C except for the vertex u that has the unique
S-neighbor x ∈ S in C to obtain the graph G′. Let (G′, k′) be the output instance such that
k′ = k.

▶ Lemma 3.25 (⋆). Reduction Rule 3.24 is safe.

▶ Lemma 3.26 (⋆). If Reduction Rule 3.24 is not applicable to the input instance (G, k),
then any pendant tree of G[V2] is a pendant vertex of G.

Recall from Definition 2.1 that a v-flower of order r is a collection of r cycles that pairwise
intersect at v and are pairwise disjoint otherwise. Our next reduction rule uses the concept
of v-flower and Proposition 2.2 as follows.

▶ Reduction Rule 3.27. For v ∈ S, we invoke Proposition 2.2 in G[V2 ∪ {v}]. If this gives a
v-flower of order 3k + 2, then delete v from G and the new instance is (G − v, k − 1).

▶ Lemma 3.28 (⋆). Reduction Rule 3.27 is safe.

Since Reduction Rule 3.27 is not applicable, invoking Proposition 2.2 of order (3k + 2)
at G[{v} ∪ V2] gives us a set Hv ⊆ V2 of at most 6k + 4 vertices that intersects all cycles of
G[{v} ∪ V2] that passes through v. Our following lemma proves that the same vertex subset
Hv also intersects all paws and diamonds of G[{v} ∪ V2] passing through v.

▶ Lemma 3.29 (⋆). If Reduction Rule 3.27 is not applicable, then polynomial time, we can
obtain a vertex subset Hv ⊆ V2 with |Hv| ≤ 6k + 4 such that Hv intersects every cycle, every
paw, and every diamond in G[{v} ∪ V2] that passes through v.

When the above mentioned reduction rules are not applicable, we have the following
lemma which bounds the number of connected components of the graph G[V2 \ Hv] that is
adjacent to only v.

Construction of Auxiliary Bipartite Graph. If none of the above reduction rules are
applicable, we exploit the structural properties of the graph using the above mentioned
lemmas and construct an auxiliary bipartite graph that we use in some reduction rules later.
Let C denote the connected components of G[V2 \ (Hv ∪ {v})] that are adjacent to v. In
other words, if D ∈ C, then D is a connected component of G[V2 \ (Hv ∪ {v})] such that v is
adjacent to D.
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▶ Definition 3.30. Given v ∈ S, let Hv denote the set of at most 6k + 4 vertices obtained
by Lemma 3.29 for the graph G[{v} ∪ V2]. Consider the graph G[V2 \ (Hv ∪ {v})] that is a
forest. We define an auxiliary bipartite graph H = (Hv ∪ (S \ {v}), C) where Hv ∪ (S \ {v})
is on one side, and C on the other side. The set C contains a vertex for each connected
component C of G[V2 \ (Hv ∪ {v})] that has a vertex adjacent to v. We add an edge between
h ∈ Hv ∪ (S \ {v}), and connected component C ∈ C if h is adjacent to a vertex in component
C ∈ C.

We prove the following observation that is crucial to the next reduction rule which reduces
the number of edges incident to a vertex v ∈ S with other endpoint being V2.

▶ Observation 3.31 (⋆). Let H = (Hv ∪ (S \ {v}), C) be the auxiliary bipartite graph as
defined in Definition 3.30. If v has degree more than 60(k + 1) in G[{v} ∪ V2], then C has
more than 4(|S| + |Hv|) components.

Applying the New Expansion Lemma. If there is a vertex v ∈ S such that there are at
least 60(k + 1) edges incident to v with the other endpoints being in V2, then Observation
3.31 implies that |C| > 4(|S|+ |Hv|). Suppose that we apply new 4-expansion lemma (Lemma
2.4 with q = 4) on H to obtain A ⊆ (S \ {v}) ∪ Hv, B ⊆ C with a 4-expansion M̂ of A into B.
Then, it satisfies that (i) |C \B| ≤ 4|(S ∪Hv)\A| and NH(B) ⊆ A. As |C \B| ≤ 4|(S ∪Hv)\A|
and |C| > 4(|S| + |Hv|), it must be that |B| > 4|A|. Then, there must be a component
C∗ ∈ B such that C∗ is not an endpoint of M̂ (or not saturated by M̂). Let B̂ ⊆ B denote
the components of B that are saturated by M̂ . As some component of B is not in B̂, it must
be that B̂ ⊂ B. We use these characteristics crucially to prove that our next reduction rule
is safe.

▶ Reduction Rule 3.32. Let v ∈ S be a vertex with degree at least 60(k + 1) in G[{v} ∪ V2]
and let H be the auxiliary bipartite graph as illustrated in Definition 3.30. We invoke the
algorithm provided by Lemma 2.4 (i.e. new q-expansion lemma with q = 4) to compute sets
A ⊆ Hv ∪(S \{v}) and B ⊆ C such that A has a 4-expansion M̂ into B in H and NH(B) ⊆ A.
Let B̂ ⊆ B denotes the vertices of B that are saturated by M̂ (endpoints of M̂ in B). Remove
the edges between v and the connected components in B̂ in G and create a double edge between
v and every vertex in A to obtain the graph G′. The new instance is (G′, k′) with k = k′.
We refer to the Figure 3 for an illustration.

Before we prove the safeness of the above reduction rule, we prove the following lemma.

▶ Lemma 3.33. Let X be an optimal (clique, tree)-deletion set of G of size at most k and
A, B, B̂ denote the vertex subsets obtained from Reduction Rule 3.32. Then, v ∈ X or A ⊆ X.

Proof. Let X be an optimal (clique, tree)-deletion set of G of size at most k. As the Lemma
2.4 (new q-expansion lemma) with q = 4 has been already applied in Reduction Rule 3.32
and the obtained sets are A ⊆ (S ∪ Hv) \ {v} and B ⊆ C such that NH(B) ⊆ A (due to item
(ii) of Lemma 2.4), any connected component C ∈ B can have neighbors only in A ∪ Hv ∪ {v}
in G. By Definition 3.30, every connected component C ∈ C has a vertex that is adjacent to
v. If some component C∗ ∈ C has two vertices adjacent to v, then there is a cycle that passes
through v and the vertices of C∗ but avoids Hv. This contradicts with Lemma 3.29 that Hv

intersects all cycles passing through v. Hence, for every connected component C ∈ C, there
is exactly one vertex that is adjacent to v.

Suppose for the sake of contradiction that there is an optimal (clique, tree)-deletion
set X∗ of G of size at most k such that v /∈ X∗ and A ̸⊂ X∗. Let X∗

B denotes the
intersection of X∗ with the vertices that are in the connected components in B. We set
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v ∈ S v ∈ S

A ∩ S

A ∩Hv

A ∩ S A ∩Hv

B B

Figure 3 An illustration of Reduction Rule 3.32. The blue components are the components of
B and the red component is the chosen component C for which the edge between u and C is not
deleted. The blue components of B are the ones that are the endpoints of expansion M̂ .

X̂ = (X∗ \ X∗
B) ∪ (A \ X∗) ∪ {v}. We claim that X̂ is a (clique, tree)-deletion set of G and

|X̂| < |X∗|. For the first part, note that the cycles hit by X∗ but not X̂ must contain a vertex
from X∗

B. Such cycles must contain a vertex in NH(B) as each component of B is a forest. It
follows from the item (i) of Lemma 2.4 that NH(B) ⊆ A and A ⊆ Hv ∪ (S \ {v}). Therefore,
the neighbors of all vertices spanned by the connected components of B are contained in
A ∪ {v}. By construction of X̂, as A ∪ {v} ⊆ X̂, it follows that X̂ is a (clique, tree)-deletion
set of G.

Now, we claim that |X̂| < |X∗|. Since A ̸⊂ X∗ and v /∈ X∗, there is x ∈ A \ X∗.
Due to Lemma 2.4, there are four connected components C1, C2, C3, C4 in B̂ such that v is
adjacent to one vertex from each of C1, C2, C3, C4 and x is adjacent to some vertex in each
of C1, C2, C3, C4. If v is adjacent to x, then G[{v, x} ∪ C1 ∪ C2 ∪ C3 ∪ C4] has several cycles
with a chord (or subdivision of diamonds) that contains {x, v} and vertices from exactly two
connected components from {C1, C2, C3, C4}. In particular for every pair i, j ∈ {1, 2, 3, 4},
there is a cycle with a chord containing v, x and vertices from Ci and Cj . Since v, x /∈ X∗,
it must be that X∗ must have at least one vertex from at least three of these connected
components {C1, C2, C3, C4}. As our updating procedure removes the vertices of B from
X∗ and adding vertices of A \ X∗, it follows that for every x ∈ A \ X∗, one vertex is added
and at least three additional vertices appearing in the components of {C1, C2, C3, C4} are
removed from X∗. This ensures that X̂ has strictly lesser vertices than X∗ contradicting the
optimality of X∗. This completes the proof. ◀

We use the above lemma to prove that Reduction Rule 3.32 is safe.

▶ Lemma 3.34. Reduction Rule 3.32 is safe.

Proof. For the forward direction (⇒), let X be a (clique, tree)-deletion set of G with at most
k vertices. We assume without loss of generality that X is an optimal (clique, tree)-deletion
set of G. Due to Lemma 3.33, it follows that either v ∈ X or A ⊆ X. For both the cases,
observe that G′ − X is a subgraph of G − X. Hence, X is a (clique, tree)-deletion set of G′

of size at most k′.
For the backward direction (⇐), let X ′ be a (clique, tree)-deletion set of G′ of size at

most k′(= k). Note that in G′, we have double edge between v and every vertex in A. Thus,
v ∈ X ′ or A ⊆ X ′ to hit the cycles formed by these double edges. In case v ∈ X ′, then the
graphs G − X ′ and G′ − X ′ are precisely the same. Therefore, X ′ is a (clique, tree)-deletion
set of G as well. For the other case, we have that A ⊆ X ′ but v /∈ X ′. Suppose for the
sake of contradiction that some component of G − X ′ is neither a clique, nor a tree. Then,
G − X ′ has an obstruction O. Since for any connected component C ′ ∈ B, it must be that
NH(C ′) ⊆ A, it follows that NG(C ′) ⊆ A ∪ {v}. By construction of G′, an edge uv ∈ E(G)
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is not an edge of G′ if u ∈ C ′ for some connected component C ′ ∈ B̂. The obstruction
O must contain an edge uv ∈ E(G) such that uv /∈ E(G′). Such an edge is possible only
for some C ′′ ∈ B̂. As v can have at most one neighbor in every component C ′′ ∈ B and
the vertices of C ′′ are adjacent to only A ∪ {v} with A ⊆ X ′, the only possible way uv

edge can be part of an obstruction in G − X ′ is a paw. Then, this obstruction O is a paw
containing u and v. Since |C| > 4(|S| + |Hv|), and due to the condition (ii) of Proposition
2.4, |C \ B| ≤ 4|(S ∪ Hv) \ A|, it must be that |B| > 4|A|. Therefore, there is at least one
connected component C ∈ B \ B̂. Furthermore, Reduction Rule 3.32 has chosen not to delete
the edge vu∗ such that u∗ ∈ C and vu∗ ∈ E(G). But by construction of G′, vu∗ ∈ E(G′).
Observe that O∗ = (O \ {u}) ∪ {u∗}) also induces a paw in the graph G. Then, u∗ must
be in the set X ′ as otherwise it would contradict that X ′ is a (clique, tree)-deletion set of
X ′. So, we set X∗ = (X ′ \ {u∗}) ∪ {v} and clearly by construction |X∗| = |X ′|. Since the
neighrborhood of any connected component of B is contained in A ∪ {v}, this ensures us that
X∗ is a (clique, tree)-deletion set of G. This completes the proof of the lemma. ◀

Observe that the above mentioned reduction rules do not increase the degree of v. When
none of the above mentioned reduction rules are applicable, no connected component C

(with at least three vertices) of G[V2] can have two leaves u and v both of which are pendant
vertices in G. But, it is possible that C has one leaf u that is a pendant vertex of the whole
graph G.

▶ Lemma 3.35. Let G be the graph obtained after applying Reduction Rules 3.3-3.32
exhaustively. Then the number of vertices in V2 is at most 1525k|S|.

Proof. We use N to denote the vertices of V2 that are adjacent to some vertex of S. As
Reduction Rule 3.32 is not applicable, for every v ∈ S, there are at most 60(k + 1)(≤ 61k)
edges incident to v with the other endpoint being in V2 (hence in N). Hence, the number of
vertices of N is at most 61k|S|.

Let us bound the number of leaves in the forest G[V2] that is not in N . Since Reduction
Rule 3.21 is exhaustively applied, such a leaf is adjacent to a vertex that is adjacent to some
vertex in S (therefore, such vertices are in N). Since Reduction Rule 3.5 is exhaustively
applied, two such leaves are not adjacent to the same vertex. Hence, we can define an
injective function from the leaves of G[V2 \ N ] to the internal vertices in the forest G[V2]
that is in N .

Thus, the total number leaves in G[V2] is at most 2|N |. Since, the number of vertices
with degree at least 3 in G[V2] is at most the number of leaves in G[V2], the number of
vertices of G[V2] with degree at least three is at most 2|N |. Therefore, the sum of the number
leaves in G[V2], and the number of vertices with degree at least 3 of G[V2] is at most 4|N |.
Additionally, there are some vertices of N that are neither counted as a leaf of G[V2] nor is
counted as a vertex of degree at least three in G[V2]. Number of such vertices is at most |N |.

It remains to bound the number of degree 2 vertices in the forest G[V2] that is not in N .
Note that such vertices are also degree 2 vertices in G. Since Reduction Rules 3.7 and 3.10
are exhaustively applied, any degree-2-overbridge of G[V2] has size at most four. Each such
degree-2-overbridge connects two vertices of G[V2] such that those two vertices are leaves, or
vertices from N . We replace all such degree-2-overbridges by edges to get a forest H with at
most 5|N | vertices, and thus edges. Since each edge of H corresponds to at most 4 vertices,
we have at most 20|N | vertices of V2 each of which have degree exactly two in G.

Thus the total number of vertices in G[V2] is bounded by 25|N |. Since |N | ≤ 61k|S|, the
the total number of vertices in the forest G[V2] is bounded by 1525k|S|. ◀
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Combining Lemma 3.20 and Lemma 3.35, we are ready to prove our final result that we
restate below.

▶ Theorem 1.1. Cliques or Trees Vertex Deletion (CTVD) admits a kernel with
O(k5) vertices.

Proof. Given the input instance (G, k), the kernelization algorithm invokes Reduction Rules
3.3-3.32 exhaustively. Let (G′, k′) denotes the output instance such that S′ is a (clique, tree)-
deletion set of G′ with at most 4k vertices. Suppose that V1 ⊆ G′ − S′ denotes the vertices
such that every connected component of G[V1] is a clique and V2 ⊆ G′−S′ denotes the vertices
such that every connected component of G[V2] is a tree. Since Reduction Rules 3.3-3.18 are
not applicable, it follows from Lemma 3.20 that |V1| is O(k5). Additionally, as Reduction
Rules 3.3-3.32 are not applicable, it follows from Lemma 3.35 that |V2| ≤ 1525k|S′| = 6100k2.
Therefore, the total number of vertices in G′ is |S′| + |V1| + |V2| which is O(k5). ◀

4 Conclusions and Future Research

Our paper initiates a study of polynomial kernelization for vertex deletion to pairs of scattered
graph classes. One natural open question is to improve the size of our kernel, e.g. to O(k3)
vertices. We believe that such a result is possible to achieve, but we suspect that it would
require new techniques to develop such results. Jacob et al. [26] have provided an O∗(4k)-time
algorithm for Cliques or Trees Vertex Deletion. It would also be interesting to design
an FPT algorithm where the base of the exponent is (substantially) improved from 4. On a
broader level, it would be interesting to explore the possibility of getting a polynomial kernel
for problems where the objective is to delete a set of at most k vertices so that the connected
components would belong to other interesting pairs of graph classes, such as (interval graph,
trees), and (chordal graph, bipartite permutation). In addition, vertex/edge deletion to
scattered graph classes are also interesting from approximation algorithms perspective. In
fact, it would be interesting to improve the approximation guarantee of Proposition 3.1
that is also an open problem. Additionally, the dual version of this problem, i.e. “packing
vertex-disjoint obstructions to the scattered class of cliques and trees” is also interesting
from the perspective of parameterized complexity. The same problem can be considered as
packing vertex-disjoint induced subgraphs that are paws or diamonds or cycles of length at
least 4. A natural approach to solve this problem requires to design an Erdos-Posa style
theorem for packing obstructions for scattered class of cliques and trees. Finally, a more
general open problem is to identify pairs of graph classes (Π1, Π2) for which vertex deletion
to Π1 as well as vertex deletion to Π2 admits polynomial sized kernels, but (Π1, Π2)-Deletion
does not admit a polynomial kernel.
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Abstract
We prove direct-sum theorems for Wilber’s two lower bounds [Wilber, FOCS’86] on the cost of
access sequences in the binary search tree (BST) model. These bounds are central to the question of
dynamic optimality [Sleator and Tarjan, JACM’85]: the Alternation bound is the only bound to
have yielded online BST algorithms beating log n competitive ratio, while the Funnel bound has
repeatedly been conjectured to exactly characterize the cost of executing an access sequence using the
optimal tree [Wilber, FOCS’86, Kozma’16], and has been explicitly linked to splay trees [Levy and
Tarjan, SODA’19]. Previously, the direct-sum theorem for the Alternation bound was known only
when approximation was allowed [Chalermsook, Chuzhoy and Saranurak, APPROX’20, ToC’24].

We use these direct-sum theorems to amplify the sequences from [Lecomte and Weinstein,
ESA’20] that separate between Wilber’s Alternation and Funnel bounds, increasing the Alternation
and Funnel bounds while optimally maintaining the separation. As a corollary, we show that Tango
trees [Demaine et al., FOCS’04] are optimal among any BST algorithms that charge their costs to
the Alternation bound. This is true for any value of the Alternation bound, even values for which
Tango trees achieve a competitive ratio of o(log log n) instead of the default O(log log n). Previously,
the optimality of Tango trees was shown only for a limited range of Alternation bound [Lecomte
and Weinstein, ESA’20].
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1 Introduction

Direct Sum theorems assert a lower bound on a certain complexity measure C of a composed1

problem f ◦ g in terms of the individual complexities of f and g, ideally of the form
C(f ◦ g) ≈ C(f) + C(g). Direct Sums have a long history in complexity theory, as they provide

1 Formally speaking, direct-sum problems pertain to the complexity of solving k separate copies of a
problem f , rather than computing a composed function of k copies g(f(x1), . . . , f(xk)), but it is common
to refer to both variations of the k-fold problem as direct-sums [23].
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a black-box technique for amplifying the hardness of computational problems C(f◦k) ≳ k ·C(f),
and are the most promising approach for proving several holy-grail lower bounds in complexity
theory [23, 20, 35, 2, 24]. Moreover, a “tensorization” property of C under composition
allows to “lift” the problem and leverage its asymptotic behavior (e.g., concentration),
which is not present in the single-copy problem – this feature has been demonstrated and
exploited in various models, including combinatorial Discrepancy [28, 38], Richness of data
structure problems [33], decision trees [35] and rank [24] to mention a few. Despite their
powerful implications, (strong) direct-sum scaling of composed problems are often simply
false [34, 39, 37], and highly depend on the underlying computational model.

In this paper, we study direct sums in the online BST model, motivated by the dynamic
optimality conjecture of Sleator and Tarjan [40]. The dynamic optimality conjecture postulates
the existence of an instance optimal binary search tree algorithm (BST), namely, an online self-
adjusting BST whose running time2 matches the best possible running time in hindsight for
any sufficiently long sequence of queries. More formally, denoting by T (X) the operational
time of a BST algorithm T on an access sequence X = (x1, . . . , xm) ∈ [n]m of keys to
be searched, the conjecture says that there is an online BST T such that ∀X, T (X) ≤
O(OPT(X)), where OPT(X) := minT ′ T ′(X) denotes the optimal offline cost for X. In their
seminal paper, Sleator and Tarjan [40] conjectured that splay trees are O(1)-competitive; A
more recent competitor, the GreedyFuture algorithm [30, 15, 31], also forms a compelling
candidate for constant-competitive dynamic optimality. However, the near-optimality of both
Splay trees and GreedyFuture was proven only in special cases [41, 18, 32, 7, 8, 21, 10, 13],
and they are not known to be o(log n)-competitive for general access sequences X (note
that every balanced BST is trivially O(log n)-competitive). After 35 years of active research,
the best provable bound to date is an O(log log n)-competitive BST, starting with Tango
trees [16], among other O(log log n)-competitive BST algorithms [5, 42, 6]. Interestingly, this
progress was made possible due the development of lower bounds in the BST model, as we
discuss next.

Indeed, a remarkable feature of the BST model – absent from general computational
models (e.g., word-RAM) – is that it allows for nontrivial lower bounds on the search time of
a fixed query sequence X: In general models, lower bounds against a specific input X do not
make much sense as the best algorithm in hindsight can simply “store and read-off the answer”
for X. Nevertheless, in the BST model, even an all-knowing binary search tree must pay
the cost of traversing the root-to-leaf path to retrieve keys. For example, there are classical
examples of deterministic access sequences (e.g., bit-reversal sequence [43]) that require the
worst case Ω(m log n) total search time. This feature is what makes instance-optimality in
the BST model an intriguing possibility. Our work focuses on two classic lower bounds due
to Wilber [43], the Alternation and Funnel bounds (a.k.a, Wilber’s first and second bounds),
which are central to the aforementioned developments.

The Alternation and Funnel Bounds. Essentially all BST lower bounds are derived from
a natural geometric interpretation of the access sequence X = (X1, . . . , Xm) as a point
set on the plane, mapping the ith access Xi to point (Xi, i) ([15, 22], see Figure 1). The
earliest lower bounds on OPT(X) were proposed in an influential paper of Wilber [43].
The alternation bound AltT (X) counts the total number of left/right alternations obtained
by searching the keys X = (X1, . . . , Xm) on a fixed (static) binary search tree T , where
alternations are summed up over all nodes v ∈ T of the “reference tree” T (see Figure 3

2 i.e. the number of pointer movements and tree rotations performed by the BST
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and the formal definition in Section 2). Thus, the Alternation bound is actually a family
of lower bounds, optimized by the choice of the reference tree T , and we henceforth define
Alt(X) := maxT AltT (X). The Alternation bound plays a key role in the design and analysis
of Tango trees and their variants [16, 42]. In fact, all non-trivial o(log n)-competitive BST
algorithms [16, 5, 42, 6, 11] rely on the Alternation bound.

In the same paper, Wilber proposed another lower bound – the Funnel Bound Funnel(X) –
which is less intuitive and can be defined by the following process: Consider the geometric
view {(Xi, i)}i∈[m] of the simple “move-to-root” algorithm that simply rotates each searched
key Xi to the root by a series of single rotations. Then Funnel(Xi, i) is exactly the number of
turns on the path from the root to Xi right before it is accessed [1, 22]. The Funnel bound
is then defined as Funnel(X) :=

∑m
i=1 Funnel(Xi, i). This view emphasizes the amortized

nature of the Funnel bound: at any point, there could be linearly many keys in the tree that
are only one turn away from the root, so one can only hope to achieve this bound in some
amortized fashion.

The Funnel bound has been repeatedly conjectured to tightly characterize the cost of
an offline optimal algorithm [43, 25, 6, 27]. Recently, Lecomte and Weinstein [27] proved
that the funnel bound is rotation-invariant, meaning that the bound is preserved when
the geometric representation of the input sequence is rotated by 90 degrees. This property
also holds for an optimal algorithm [15], giving another evidence that the Funnel bound
might give a tight characterization of the cost of an offline optimal algorithm. While the
Funnel bound does not have an algorithmic interpretation like Alt(X), Levy and Tarjan [29]
recently observed interesting similarities between Splay trees and the Funnel bound. The
core difficulty in converting Funnel(X) into a BST algorithm is its highly amortized nature
(also a feature of Splay trees), compared to the Alternation bound which gives a point-wise
lower bound on the retrieval time of Xi ∈ X. As such, understanding the mathematical
properties of the Funnel bound is important in its own right.

Access Sequence Composition and Known Direct-Sum Results. Informally, Direct Sum
theorems assert a lower bound on the complexity measure of solving R copies of a problem
in a given computational model, in terms of the cost of solving a single copy, ideally
C(f◦R) ≳ Ω(R) · C(f), where f◦R denotes certain R-copy composed problem. Indeed, the
precise notion of composition we use here (a-la [9]) is crucial, as direct-sum theorems are
subtle and often turn out to be false [34].

A natural definition of sequence-composition in the BST model was introduced by Chalerm-
sook et al. [9]. Let X(1), . . . , X(ℓ) be a sequence of ℓ access sequences where X(i) ∈ [ni]mi .
That is, each sequence X(i) has ni keys and mi accesses where m :=

∑
i mi, n :=

∑
i ni.

We view each sequence X(i) as the ith queue where we dequeue elements by the order of
the sequence X(i) (i.e., in FIFO order). Let X̃ ∈ [ℓ]m be a sequence with keys in [ℓ] such
that every j ∈ [ℓ] appears exactly mj times. We can view X̃ as a template which defines
the ordering of dequeue operations among the ℓ queues. We define the composed sequence
X := X̃(X(1), . . . , X(ℓ)) ∈ [n]m as follows. For each t = 1 to m, Xt := qt +

∑
i<X̃t

ni where
qt is the next element dequeued from X(X̃t). We refer the reader to Section 2 for the precise
definition.

The direct sum results for the optimal cost are well understood with applications to proving
non-trivial bounds of binary search trees. In [9], they prove (approximate) subadditivity of
the optimal cost on composed sequences. That is,

OPT(X) ≤ 3 · OPT
(

X̃
)

+
∑

j

OPT
(

X(j)
)

.
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The subadditivity of optimal cost finds application in proving the linear optimal bounds for
“grid” sequences, and a strong separation in the hierarchy of lazy finger bounds [9]. On the
other hand, [6] recently proved superadditivity of the optimal cost on composed sequences.
That is,

OPT(X) ≥ OPT
(

X̃
)

+
∑

j

OPT
(

X(j)
)

. (1)

The superadditivity of optimal cost finds an application in designing a new O(log log n)-
competitive online BST algorithm based on purely geometric formulation [6].

However, the direct sum results for Wilber’s bounds are poorly understood despite their
importance to the pursuit of dynamic optimality. The only published work that we are aware
of is the approximate subadditivity of the Alternation bound [6]. That is, they proved that

Alt(X) ≤ 4 · Alt
(

X̃
)

+ 8 ·
∑

j

Alt
(

X(j)
)

+ O(|X|). (2)

Their proof is quite involved, and it is based on geometric arguments and the probabilistic
method. This finds applications in proving the separation between the Alternation and Funnel
bounds. In [6], they used approximate subadditivity of the Alternation bound (Equation (2))
to prove a near-optimal separation between the Alternation and Funnel bounds. That is,
they constructed a sequence Y such that the gap between Alt(Y ) and Funnel(Y ) is as large
as Ω( log log n

log log log n ). This gap is nearly optimal because the upper bound of Tango tree [16]
implies that the gap must be O(log log n). This gap has been closed by an independent work
by Lecomte and Weinstein [27], proving the optimal separation between the Alternation and
Funnel bounds. That is, they constructed an instance Y such that the gap between Alt(Y )
and Funnel(Y ) is as large as Ω(log log n).

Furthermore, [6] also used the approximate subadditivity of the Alternation bound
(Equation (2)) to prove the Ω( log log n

log log log n ) gap between Alt(Y ) and cGB(Y ) where cGB(Y )
denotes the Consistent Guillotine Bound (cGB), a lower bound measure that is an extension
of Alt(Y ).

1.1 Our Results
We prove that the Alternation bound is subadditive whereas the Funnel bound is superadditive
for composed sequences. More precisely, we prove the following theorem.

▶ Theorem 1 (Direct-Sum Theorem for Wilber’s Bounds). Let X := X̃(X(1), . . . , X(l)) be a
composed sequence. Then

Alt(X) ≤ Alt
(

X̃
)

+
∑

j Alt
(
X(j)) + O(|X|), and

Funnel(X) ≥ Funnel
(

X̃
)

+
∑

j Funnel
(
X(j)) − O(|X|).

Our proof of the subadditivity of the Alternation bound is simpler and yields stronger
bounds than the proof in [6] (Theorem 3.6 in their arXiv version). Direct sum theorems
are a natural black-box tool for hardness amplification, as they effectively reduce complex
lower bounds to a simpler “one-dimensional” problem. Indeed, as a showcase application, we
use the base-case separation proved in [27] along with Theorem 1 to amplify both Wilber’s
bounds. Let Alt(X) := Alt(X)/|X|, and Funnel(X) := Funnel(X)/|X|. They proved that
there is a sequence Y such that

Alt(Y ) ≤ O(1), but
Funnel(Y ) ≥ Ω(log log n).
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Note that the sequence Y is easy w.r.t. the Alternation bound since Alt(Y ) ≤ O(1). We use
the sequence Y as a base-case and apply Theorem 1 to construct hard sequence w.r.t. the
funnel bound while maintaining the separation as in the following theorem 3.

▶ Theorem 2 (Hardness Amplification). There is a constant K > 0 such that for any n of the
form 22r and any power-of-two R ≤ log n

K , there is a sequence Y ◦R
n ∈ [n]m′ with m′ ≤ poly(n)

such that

Alt
(
Y ◦R

n

)
≤ O(R)

Funnel
(
Y ◦R

n

)
≥ Ω

(
R log

(
log n

R

))
.

Remark 1. We emphasize that the approximate subadditivity of the Alternation bound
(Equation (2)) is not sufficient for such hardness amplification. On the other hand, one could
also use the superadditivity of the optimal cost (Equation (1)) instead of the Funnel bound
to prove hardness amplification.

Tightness of the Separation. As a corollary of Theorem 2, we can derive the following
trade-offs between the multiplicative and additive factors for the Alternation bound.

▶ Theorem 3. Let α, β : N → R≥1 be any functions such that some BST algorithm achieves
an amortized cost of α(n)Alt(X) + β(n) for all access sequences X over n keys. Then
α(n) ≥ Ω

(
log

(
log n
β(n)

))
.

As we discuss below, the trade-offs are tight with the matching upper bounds from
Tango Trees (which can be derived directly from Tango trees). For convenience, we present
self-contained BST algorithms with the matching upper bounds .

▶ Lemma 4. There is a BST algorithm that takes an integer k ≤ log n as a parameter and
serve the sequence X = (X1, · · · , Xm) with the total access time of

O

((
Alt(X) + m · log n

k

)
· (log k + 1)

)
.

For the reason of space, we defer the proof of Lemma 4 to the full version.
In this algorithm, the additive cost is Θ

(
log n log k

k

)
and multiplicative cost Θ(log k). By

Theorem 3, if β(n) = Θ
(

log n log k
k

)
, then we have

α(n) ≥ Ω
(

log
(

log n

β(n)

))
= Ω

(
log

(
k

log k

))
= Ω(log k),

so our trade-off is optimal for any sufficiently large k ≤ log n.

Optimality of Tango Trees. As another corollary of Theorem 2, we prove the optimality
of Tango Trees among any algorithm charging its cost to Wilber’s Alternation bound for
all values of the Alt(X). Note that Alt(X) ≤ O(log n). Previously, the optimality of Tango
trees is known only when Alt(X) = O(1) [27].

3 This can be viewed as hardness amplification because the new sequence becomes harder from the
optimum’s point of view without losing the gap too much.
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The basic idea of Tango Trees is to “mimic” Wilber’s alternation bound via a BST, by
dynamically maintaining a partition of the reference tree T into disjoint paths, formed by
designating, for each node x ∈ T , the unique “preferred” descendant in T (left or right) which
was acessed most recently. Since each “preferred path” has length |p| ≤ depth(T ) ≤ log n,
every path can itself be stored in a BST, so assuming these paths can be dynamically
maintained (under split and joins), searching for the predecessor of a key xi inside each
path only takes O(log log n) time, until the search “falls-off” the current preferred path
and switches to a different one. The key observation is that this “switch” can be charged
to AltT (X), as it certifies a new alternation in Wilber’s lower bound, hence OPT must
pay for this move as well. This elegant argument directly leads to the aforementioned
O(log log n) · OPT(X) search time.

The analysis of Tango trees relies on charging the algorithm’s cost to the Alternation
bound. One may ask if the bound can be improved using a clever algorithm (not necessarily
Tango trees) so that we can charge o(log log n) factor to the Alternation bound. Unfortunately,
the answer is no as there are known examples of access sequences X̃ with Alt(X̃) = O(m)
but OPT(X̃) = Θ(m log log n) [27, 6]. In light of this, Tango trees are indeed off by a factor
Θ(log log n) from Alt(X̃). Interestingly, when OPT(X) ≳ m log n

2o(log log n) , one can do somewhat
better. Let OPT(X) := OPT(X)/|X|. The Tango tree, presented by [16] (see the discussion
in their Section 1.5), has a competitive ratio of

O

(
1 + log log n

OPT(X)

)
= o(log log n). (3)

The condition that allows o(log log n)-competitiveness is rather narrow: the amortized
optimal cost OPT(X) must be very close to log n to achieve o(log log n)-competitiveness.
Can we achieve o(log log n)-competitiveness with a wider range of OPT(X) using Alt(X)?

Unfortunately, the answer is no. More generally, we prove a matching lower bound:
the competitive ratio of any BST algorithm based on the Alternation bound must be at
least Ω(log log n

OPT(X)
), matching to the upper bound of the Tango tree by Equation (3). More

precisely, we prove the following theorem whose proof is a small modification of the proof in
Theorem 3.

▶ Theorem 5. Let α : N × R≥1 → R≥1 be any function such that some BST algorithm
achieves an amortized cost of α

(
n, OPT(X)

)
·
(
Alt(X) + 1

)
for all access sequences X over

n keys. Then α(n, s) ≥ Ω
(

log
(

log n
s

))
.

As a corollary of Theorem 5,4 the lower bound of Ω(log log n

OPT(X)
) follows by setting s to

be within constant factor of OPT(X). This holds for every BST algorithm based on the
Alternation bound. With the matching upper bound by Equation (3), Tango tree optimally
utilizes the Alternation bound.

1.2 Further Related Work
Splay trees and GreedyFuture are prime candidates for the dynamic optimality conjecture
since they both satisfy many important properties of dynamic trees including static optimal-
ity [40], working-set property [40, 19], dynamic finger property [14, 12], and more (see the

4 We remark that we cannot set β(n) = OPT(X) in Theorem 3 because β(n) does not depend on X and,
even if OPT(X) is a function of n, the construction of the sequence X depends on β(n). We need the
lower bound of Theorem 5.
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surveys [22, 25] for an overview of the results in the field). Although they are not yet known
to have o(log n)-competitiveness, they have substantially better bounds for special cases. For
example, both Splay trees and GreedyFuture are dynamically optimal for sequential access
sequences [18, 19]. For deque sequences, Splay trees are O(α∗(n))-competitive [32] whereas
GreedyFuture is O(α(n))-competitive [10]. Here, α(n) denotes the inverse Ackermann func-
tion and α∗(n) is the iterated function of α(n). The sequential and deque sequences are
special cases of the pattern-avoiding access sequences [8]. For any fixed-size pattern, Greedy-
Future is O(2(1+o(1))α(n))-competitive for pattern-avoiding access sequences [13]. It was
shown recently that an optimal BST algorithm takes O(n) total cost for any fixed pattern [3].
The bounds for specific classes of patterns can be improved if preprocessing is allowed [8, 21]
(i.e., the initial tree can be set before executing the online search sequences). Recently,
a slight modification of GreedyFuture was shown to be O(

√
log n)-competitive [11]. An

important application of GreedyFuture (or any competitive online BSTs) includes adaptive
sorting using treesort [4, 13] and heapsort [26].

The lower bounds in the literature other than Wilber’s bounds include the maximum
independent rectangle and SignedGreedy bounds [15], which subsume Wilber’s Alternation
and Funnel bounds. A similar lower bound was presented by Derryberry et al. [17]. Recently,
Guillotine Bound [6] was introduced, which is a generalization of Wilber’s Alternation bound.
Unfortunately, it is unclear how to design an algorithm that utilizes these bounds. Recently,
Sadeh and Kaplan [36] proved that the competitive ratio of GreedyFuture cannot be less
than 2 for the multiplicative factor, or o(m log log n) for the additive factor.

1.3 Paper Organization
We first describe terminologies and notations in Section 2. We prove the direct-sum results for
Wilber’s bounds (Theorem 1) in Section 3. In Section 4, we prove the hardness amplification
of Wilber’s bounds while maintaining their separation (Theorem 2) and we also prove
Theorem 3.

2 Preliminaries

We follow notations and terminologies from [27].

▶ Definition 6 (access sequence). An access sequence is a finite sequence X = (X1, . . . , Xm) ∈
Sm of values from a finite set of keys S ⊆ R. Usually, we let S := [n].

To make our definitions and proofs easier, we will work directly in the geometric repres-
entation of access sequences as (finite) sets of points in the plane R2.

▶ Definition 7 (geometric view). Any access sequence X = (X1, . . . , Xm) ∈ Sm can be
represented as the set of points GX := {(Xt, t) | t ∈ [m]}, where the x-axis represents the key
and the y-axis represents time (see Figure 1).

By construction, in GX , no two points share the same y-coordinate. We will say such a
set has “distinct y-coordinates”. In addition, we note that it is fine to restrict our attention
to sequences X without repeated values.5 The geometric view GX of such sequences also
has no two points with the same x-coordinate. We will say that such a set has “distinct x-
and y-coordinates”.

5 Indeed, Appendix E in [8] gives a simple operation that transforms any sequence X into a sequence
split(X) without repeats such that OPT(split(X)) = Θ(OPT(X)). Thus if we found a tight lower bound
L(X) for sequences without repeats, a tight lower bound for general X could be obtained as L(split(X)).
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X = (4, 1, 3, 5, 4, 2) −→

keys

time

(4, 1)
(1, 2)

(3, 3)
(5, 4)

(4, 5)
(2, 6)

GX

Figure 1 transforming X into its geometric view GX .

▶ Definition 8 (x- and y-coordinates). For a point p ∈ R2, we will denote its x- and y-
coordinates as p.x and p.y. Similarly, we define P.x := {p.x | p ∈ P} and P.y := {p.y | p ∈ P}.

We start by defining the mixing value of two sets: a notion of how many two sets of
numbers are interleaved. It will be useful in defining both the alternation bound and the
funnel bound. We define it in a few steps.

▶ Definition 9 (mixing string). Given two disjoint finite sets of real numbers L, R, let
mix(L, R) be the string in {L, R}∗ that is obtained by taking the union L ∪ R in increasing
order and replacing each element from L by L and each element from R by R. For example,
mix({2, 3, 8}, {1, 5}) = RLLRL.

▶ Definition 10 (number of switches). Given a string s ∈ {L, R}∗, we define #switches(s) as
the number of side switches in s. Formally,

#switches(s) := #{t | st ̸= st+1}.

For example, #switches(LLLRLL) = 2. Note that if we insert characters into s, #switches(s)
can only increase.

▶ Definition 11 (mixing value). Let mixValue(L, R) := #switches(mix(L, R)) (see Figure 2).

1 3 7

4 6 8 9

L

R

Figure 2 a visualization of mixValue({1, 3, 7}, {4, 6, 8, 9}) = 3.

The mixing value has some convenient properties, which we will use later:

▶ Fact 12 (properties of mixValue). Function mixValue(L, R) is:
(a) symmetric: mixValue(L, R) = mixValue(R, L);
(b) monotone: if L1 ⊆ L2 and R1 ⊆ R2, then mixValue(L1, R1) ≤ mixValue(L2, R2);
(c) superadditive under concatenation: if L1, R1 ⊆ (−∞, x] and L2, R2 ⊆ [x, +∞), then

mixValue(L1 ∪ L2, R1 ∪ R2) ≥ mixValue(L1, R1) + mixValue(L2, R2).
Finally, mixValue(L, R) ≤ 2 · min(|L|, |R|) + 1.

The definitions of Wilber’s Alternation and Funnel bounds (Alt(X), Funnel(X)) are
standard in the literature.



S. Jiang, V. Lecomte, O. Weinstein, and S. Yingchareonthawornchai 42:9

We now give precise definitions of Wilber’s two bounds.6

u

v w

x1

2 3

4 5

L R

L R L R

L R

reference tree T

Node Link used by each access Group by letter #

u R, L, L, R, R, L [R], [L, L], [R, R], [L] 3
v L, R, R [L], [R, R] 1
w L, R, L [L], [R], [L] 2
x R, L [R], [L] 1

Total 7

Figure 3 For access sequence X = (4, 1, 3, 5, 4, 2) and reference tree T , AltT (X) = 7.

▶ Definition 13 (alternation bound). Let P be a point set with distinct y-coordinates, and
let T be a binary search tree over the values P.x. We define AltT (P ) using the recursive
structure of T . If T is a single node, let AltT (P ) := 0. Otherwise, let TL and TR be the
left and right subtrees at the root. Partition P into two sets PL := {p ∈ P | p.x ∈ TL} and
PR := {p ∈ P | p.x ∈ TR} and consider the quantity mixValue(PL.y, PR.y), which describes
how much PL and PR are interleaved with time (we call each switch between PL and PR a
“preferred child alternation”). Then

AltT (P ) := mixValue(PL.y, PR.y) + AltTL(PL) + AltTR(PR). (4)

The alternation bound is then defined as the maximum over all trees:

Alt(P ) := max
T

AltT (P ).

In addition, for an access sequence X, let AltT (X) := AltT (GX) and Alt(X) := Alt(GX).

For the reason of space, we describe Wilber’s Funnel bounds in the full version.

▶ Definition 14 (amortized bounds). For any sequence X ∈ Sm, define amortized versions
of the optimal cost and the Wilber bounds:

OPT(X) := OPT(X)
m

, Alt(X) := Alt(X)
m

, Funnel(X) := Funnel(X)
m

.

▶ Definition 15 (composed sequence, see [9]). Let S1, . . . , Sl be disjoint sets of keys with
increasing values (i.e. ∀x ∈ Sj , x′ ∈ Sj+1, we have x < x′). For each j ∈ [l], let X(j) ∈ S

mj

j

be an access sequence with keys in Sj , and let X̃ be a sequence with keys in [l] such that every
j ∈ [l] appears exactly mj times (its total length is m := m1 + · · · + ml). Then we define the
composed sequence

X = X̃(X(1), . . . , X(l)) ∈ (S1 ∪ · · · ∪ Sl)m

as the sequence that interleaves X(1), . . . , X(l) according to the order given by X̃: that is,

Xt = X

(
X̃t

)
σ(t) where σ(t) := #

{
t′ ≤ t

∣∣∣ X̃t′ = X̃t

}
.

6 These definitions may differ by a constant factor or an additive ±O(m) from the definitions the reader
has seen before. We will ignore such differences, because the cost of a BST also varies by ±O(m)
depending on the definition, and the interesting regime is when OPT(X) = ω(m).
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Note that [6] defines the decomposition operation, which is the inverse operation of the
composition. We will use Definition 15 throughout this paper.

▶ Definition 16 (jx). In the context of Definition 15, for any key x ∈ S1 ∪ · · · ∪ Sl, let jx be
the unique index such that x ∈ Sjx .

3 Effect of Composition on Wilber’s bounds

We prove Theorem 1 in this section. Namely, we show that Wilber’s bounds act nicely under
composition, allowing us to boost the separation between them in Section 4. We divide the
proofs into the following two theorems.

▶ Theorem 17 (subadditivity of Alt). Let X := X̃(X(1), . . . , X(l)) be a composed sequence
with |X(1)| = · · · = |X(l)|.7 Then

Alt(X) ≤ Alt
(

X̃
)

+
∑

j

Alt
(

X(j)
)

+ O(m).

▶ Theorem 18 (superadditivity of Funnel). Let X := X̃(X(1), . . . , X(l)) be a composed
sequence. Then

Funnel(X) ≥ Funnel
(

X̃
)

+
∑

j

Funnel
(

X(j)
)

− O(m).

For the reason of space, we postpone the proof of Theorem 18 to the full version.

3.1 Subadditivity of the alternation bound
We prove Theorem 17 in this section.

Proof plan

We will show that for any binary search tree T over S1 ∪ · · · ∪ Sl,

AltT (X) ≤ Alt
(

X̃
)

+
∑

j

Alt
(

X(j)
)

+ O(m).

We will do this by
decomposing T into the corresponding binary trees T̃ over [l] and Tj over Sj for all j;
classifying preferred child alternations in T into 4 types, which correspond to either

alternations in T̃ ,
alternations in Tj for some j,
or to some other events that happen at most O(m) times in aggregate.

That is, we will show that

AltT (X) ≤ AltT̃

(
X̃

)
+

∑
j

AltTj

(
X(j)

)
+ O(m).

7 We make this assumption so that the proof is simpler.
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3.1.1 Decomposing the tree
For a tree T , we write x ≺T b if x is a descendent of b in T , and we write S ≺T b if x ≺T b

for all x ∈ S.

▶ Definition 19. Let Tj be the unique binary search tree over Sj such that if b, x ∈ Sj and
x ≺T b then x ≺Tj

b.

Tj is constructed by running the following recursive algorithm, which builds a tree Tout:
Start at the root of T , and let x be the current node.
If x ∈ Sj , then

make x the root of Tout;
form x’s left subtree in Tout by recursing on x’s left subtree in T ;
form x’s right subtree in Tout by recursing on x’s right subtree in T .

If x ̸∈ Sj then since Sj is contiguous, at most one of x’s left and right subtrees in T can
contain elements from Sj .

If there is one such subtree, form Tout by recursing on it.
Otherwise let Tout be the empty tree.

This algorithm clearly has the desired properties:
Clearly, by construction, Tj is a binary search tree and its set of keys is Sj .
If b, x ∈ Sj and x ≺T b, then x ≺Tj b, because the only way to get to x is to first pass
through b, add it as a root of the current subtree, then recurse on b’s subtree that contains
x, which eventually adds x to Tj as a descendent of b.
Tj is unique since the only nontrivial choice the algorithm makes is to add x as a root,
but this is necessary since it must be an ancestor of all of the keys that later get added
to this part of Tj .

▶ Definition 20. Let T̃ be the unique binary search tree over [l] such that if x ≺T b and
Sjb

, Sjx
≺T b then jx ≺T̃ jb.

T̃ is constructed by running the following recursive algorithm, which builds a tree Tout:
Start at the root of T , and let x be the current node.
If jx hasn’t already been seen earlier in the algorithm (which happens iff x is the lowest
common ancestor of all of Sjx in T ), then

make jx the root of Tout;
form jx’s left subtree in Tout by recursing on x’s left subtree in T ;
form jx’s right subtree in Tout by recursing on x’s right subtree in T .

If jx has already been seen earlier in the algorithm, then some ancestor of x was also in
Sjx

, and Sjx
is contiguous, so Sjx

must contain either x’s entire left subtree, or x’s entire
right subtree. That means that at most one of x’s subtrees can contain elements *not* in
Sjx

.
If there is one such subtree, form Tout by recursing on it.
Otherwise, let Tout be the empty tree.

This algorithm clearly has the desired properties:
Clearly, by construction, T̃ is a binary search tree and its set of keys is [l].
If x ≺T b and Sjb

, Sjx
≺T b then:

We can assume jx ̸= jb and thus x ̸= b, otherwise the claim is trivially true.
Since Sjb

≺T b, b must be the lowest common ancestor of all of Sjb
in T , so jb gets

added to T̃ when the algorithm is looking at node b.
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Also, since Sjx ≺T b and jx ≠ jb, that means that all the elements from Sjx are
descendents of b, so jx will be added to T̃ in one of the recursive branches launched
when looking at b.
Therefore jx will be a descendent of jb in T̃ .

T̃ is unique since the only nontrivial choice the algorithm makes is to add jx as root
when it first sees an element from Sjx , but this is necessary since for any j which will
eventually be added to this part of the tree, Sj must have been completely contained in
x’s subtree, and therefore jx must be an ancestor of j.

3.1.2 Stating the classification

Consider some left-to-right8 preferred child alternation that X produces in T . That is, take
some value b ∈ S1 ∪ · · · ∪ Sl and some times tx < ty ∈ [m] such that

x := Xtx
is in the left subtree of b in T ,

y := Xty
is in the right subtree of b in T ,

and none of the accesses Xtx+1, . . . , Xty−1 made in the interim were to values that are
strict descendents of b.

Let a be the lowest ancestor of b such that a < b and c be the lowest ancestor of b such that
b < c.9 This means that the left and right subtrees of b correspond to the keys in intervals
(a, b) and (b, c). We have x, y ≺T b, x ∈ (a, b), and y ∈ (b, c).

▷ Claim 21. One of the following must hold (from most “local” to most “global”):
1. All of b, x, y are in the same range Sjb

, so x and y are in the left and right subtrees of b

in Tjb
, and this corresponds to an alternation in Tjb

.
2. b is either the highest ancestor of x such that b ∈ Sjx and x < b, or the highest ancestor

of y such that b ∈ Sjy
and b < y.

3. Sjb
≺T b, and either jx is the closest (in key value) ancestor of jb in T̃ such that jx < jb,

or jy is the closest (in key value) ancestor of jb in T̃ such that jb < jy.
4. All of b, x, y are in different ranges (i.e. jx < jb < jy), jx is in jb’s left subtree in T̃ , and

jy is in jb’s right subtree in T̃ , so this corresponds to an alternation in T̃ .

3.1.3 Proving the classification
Proof of Claim 21. Let us prove that every alternation is of one of these four types.

First, suppose that jx = jb = jy. Then by construction of Tjb
, x and y are still descendents

of b in Tjb
, and since Tjb

is a binary search tree, x must be in b’s left subtree and y must
be in b’s right subtree. So this is type 1.
Now suppose that exactly one of jx = jb and jb = jy holds. By symmetry, suppose that
it is the former, and thus jx = jb < jy. Then we trivially have b ∈ Sjx

. And on the other
hand, consider any ancestor b′ of x which is higher than b and satisfies x < b′. Then b′

would have to satisfy y < b′ as well, and in particular jy ≤ jb′ , so it could not lie in Sjx .
Therefore b is the highest ancestor of x which lies in Sjx

and satisfies x < b. So this is
type 2.

8 The case where the alternation occurs from right to left is analogous.
9 If either a or c doesn’t exist, let a := −∞ or c := +∞ by convention.
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type 1 type 2 type 3 type 4
a

•

c

b

x y

Sjb

a

•

c

b

x y

Sjb

a

•

c

b

x y

Sja Sjb

a

•

c

b

x y

Sja Sjb Sjc

charge to Tjb
charge to tx charge to jb charge to T̃

Figure 4 A preferred child alternation in T : b’s preferred child changes from the left side (due to
an access to x) to the right side (due to an access to y). There are four qualitatively different ways in
which the alternation can happen depending on which ranges S1, . . . , Sl the keys a, b, c, x, y belong.

From now on we can assume that jx < jb < jy, which means in particular that ja < jb < jc,
that Sjb

is contained entirely in b’s subtree in T , and therefore b is the highest member
of Sjb

in T . Now, the lowest common ancestor of Sja
(resp. Sjc

) must be an ancestor
of a (resp. c) and therefore an ancestor of b, so by the properties of T̃ , ja (resp. jc) is
an ancestor of jb in T̃ . Furthermore, any ancestor of jb in T̃ must be of the form jz for
some ancestor z of b in T , so since a (resp. c) is the closest (in key value) ancestors of b

on its left (resp. right) side in T , ja (resp. jc) must be the closest ancestor of jb on its
left (resp. right) side in T̃ .

Suppose that at least one of ja = jx or jy = jc holds. By symmetry suppose that it is
the former. Then just by virtue of the fact that jx = ja, jx is the closest ancestor of
jb on its left side in T̃ . So this is type 3.
Otherwise, we have ja < jx < jb < jy < jc. This implies that Sjx lies entirely
within b’s left subtree, and Sjy

lies entirely within b’s right subtree, thus jx and jy are
descendents of jb in T̃ . So this is type 4. ◀

3.1.4 Using the classification to prove Theorem 17

Proof of Theorem 17. Let T be any binary search tree over S1 ∪ · · · ∪ Sl, and let Tj and T̃
be the corresponding trees defined in Definition 19 and Definition 20. We will show that

AltT (X) ≤ AltT̃

(
X̃

)
+

∑
j

AltTj

(
X(j)

)
+ O(m).

Let us use Claim 21: we charge type 1 alternations to AltTj

(
X(j)), type 4 alternations to

AltT̃

(
X̃

)
, and we show below that there are only O(m) alternations of types 2 and 3.

For type 2, this is because we can charge it uniquely to the access made to x or y (formally,
we charge it to tx or ty).

Let us take the first subcase: b is the highest ancestor of x such that b ∈ Sjx
and x < b.

x can only have one highest ancestor with a given property, so it has only one highest
“ancestor b such that b ∈ Sjx and x < b”. So this can apply to at most one of the
alternations that occurred when accessing x, and thus we can charge it to tx.

ISAAC 2024



42:14 Hardness Amplification for Dynamic Binary Search Trees

Let us take the second subcase: b is the highest ancestor of y such that b ∈ Sjy and b < y.
Again, y can only have one highest “ancestor b such that b ∈ Sjy

and b < y”. The access
to x is the first time that the preferred child switches back from b’s left child to b’s right
child after accessing y. So this event is unique from the perspective of this particular
access to y, and thus we can charge it to ty.

Finally, we will bound the total number of occurrences of type 3 alternations by charging
them to jb, not uniquely but in a l

m -to-1 manner. Let us take the case where jx is the closest
ancestor of jb in T̃ such that jx < jb (the other case is analogous). Clearly, jb determines
jx uniquely. And since b’s subtree contains Sjb

in its entirety, jb determines b uniquely too.
So once you know jb, the only uncertainty left about this alternation is which access within
X(jx) caused it. So the total number of alternations of this type is bounded by

l︸︷︷︸
which jb?

max
jx

∣∣∣X(jx)
∣∣∣︸ ︷︷ ︸

which access within X(jx)?

= l
m

l
= m,

where the first equality uses our assumption that |X(1)| = · · · = |X(l)|.
Overall, we have shown that

AltT (X) ≤ AltT̃

(
X̃

)
︸ ︷︷ ︸

type 4

+
∑

j

AltTj

(
X(j)

)
︸ ︷︷ ︸

type 1

+ O(m)︸ ︷︷ ︸
type 2 (charge to tx or ty)

+ O(m)︸ ︷︷ ︸
type 3 (charge to jb)

,

so we can now take the maximum over T to conclude

Alt(X) := max
T

AltT (X)

≤ max
T

AltT̃

(
X̃

)
+

∑
j

AltTj

(
X(j)

)
+ O(m)


≤ max

T̃
AltT̃

(
X̃

)
+

∑
j

max
Tj

AltTj

(
X(j)

)
+ O(m)

= Alt
(

X̃
)

+
∑

j

Alt
(

X(j)
)

+ O(m).

◀

4 Boosting the separation between Wilber’s bounds

We prove Theorem 2 in this section. We now use the composition properties of Alt and
Funnel we proved in Section 3 to show that Tango tree makes an optimal trade-off between
fixed costs and variable costs that depend on the alternation bound.

4.1 What boosting can we get?
Lecomte and Weinstein [27] show an Ω(log log n) separation between Alt and Funnel.

▶ Theorem 22 (Theorem 2 in [27]). For any n of the form 22k , there is a sequence Yn ∈ [n]m
where m ≤ poly(n), each element appears O(m/n) times, and

Alt(Yn) ≤ O(1)
Funnel(Yn) ≥ Ω(log log n).
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We can use the tight composition results from Section 3 to show the following boosted
separation. We emphasize that the approximate subadditivity of the Alternation bound [6]
is insufficient to boost the separation.

▶ Theorem 23 (Hardness Amplification, Restatement of Theorem 2). There is a constant
K > 0 such that for any n of the form 22k and any power-of-two R ≤ log n

K , there is a
sequence Y ◦R

n ∈ [n]m′ with m′ ≤ poly(n) such that

Alt
(
Y ◦R

n

)
≤ O(R)

Funnel
(
Y ◦R

n

)
≥ Ω

(
R log

(
log n

R

))
.

Proof. Let Yn be the sequence stated in Theorem 22. First, pad Yn so that each key appears
exactly m/n times, by adding each key one by one the appropriate number of times, in
ascending order. It is easy to see that this maintains the bounds

Alt(Yn) ≤ O(1)
Funnel(Yn) ≥ Ω(log log n).

Now, let CO, CΩ > 0 be constants such that

Alt(Yn) ≤ CO

Funnel(Yn) ≥ CΩ log log n

(we will allow ourselves to make CO even larger later on).
Let Y ◦1

n := Yn, and for all power-of-two R ≥ 1, let

Y ◦2R
n :=

(
Y ◦R√

n

)⊗
√

n(
Y ◦R√

n , . . . , Y ◦R√
n

)
,

where “X⊗
√

n” means “X repeated
√

n times”, and with an abuse of notation we assume
that the

√
n sequences Y ◦R√

n
, . . . , Y ◦R√

n
that are being composed each contains a distinct range

of keys. We can check that∣∣Y ◦R
n

∣∣ = n1−1/R|Yn1/R | ≤ n1−1/R poly
(

n1/R
)

≤ poly(n)

as desired. We will show by induction that

Alt
(
Y ◦R

n

)
≤ CO(2R − 1)

Funnel
(
Y ◦R

n

)
≥ CΩ

R + 1
2 log

(
log n

R

)
.

Base case: R = 1. We verify that indeed

Alt(Yn) ≤ CO

= CO(2 · 1 − 1)
= CO(2R − 1)

and

Funnel(Yn) ≥ CΩ log log n

= CΩ
1 + 1

2 log
(

log n

1

)
= CΩ

R + 1
2 log

(
log n

R

)
.

ISAAC 2024



42:16 Hardness Amplification for Dynamic Binary Search Trees

Inductive case: R → 2R. Suppose this is true for some R ≥ 1, for all n. Then for Alt, by
Theorem 17 we have

Alt
(
Y ◦2R

n

)
≤ Alt

(
Y ◦R√

n

)
+

√
n · Alt

(
Y ◦R√

n

)
√

n
+ O(1)

≤ 2CO(2R − 1) + O(1)
= CO(4R − 1) − CO + O(1)
≤ CO(4R − 1),

where the last step holds as long as CO is large enough.
For Funnel, by Theorem 18 we have

Funnel
(

Y ◦R√
n

)
≥ Funnel

(
Y ◦R√

n

)
+

√
n · Funnel

(
Y ◦R√

n

)
√

n
− O(1)

≥ CΩ(R + 1) log
(

log
√

n

R

)
− O(1)

= CΩ
2R + 1

2 log
(

log n

2R

)
+ CΩ

2 log
(

log n

2R

)
− O(1)

≥ CΩ
2R + 1

2 log
(

log n

2R

)
+ CΩ

2 log
(

K

2

)
− O(1)

≥ CΩ
2R + 1

2 log
(

log n

2R

)
,

where the penultimate step holds because R ≤ log n
K , and the last step holds as long as K is

large enough. ◀

5 Optimality of Tango Trees

We are ready to prove Theorem 3.

▶ Theorem 24 (Restatement of Theorem 3). Let α, β : N → R≥1 be any functions and let A

be some BST algorithm. Denote the amortized cost of A on an access sequence X as A(X).
Suppose that for all access sequences X over n keys, we have

A(X) ≤ α(n)Alt(X) + β(n).

Then α(n) ≥ Ω
(

log
(

log n
β(n)

))
for infinitely many values of n.

Proof. In fact we will show that the result holds under the weaker assumption that the
theorem holds for the optimal amortized cost:

OPT(X) ≤ α(n)Alt(X) + β(n).

The above inequality must in particular hold for the access sequence Y ◦R
n from Theorem 2,

where we let R be the largest power of two such that R ≤ β(n). This gives us
OPT

(
Y ◦R

n

)
≤ α(n)Alt(X) + β(n) ≤ O(R(α(n) + 1))

OPT
(
Y ◦R

n

)
≥ Ω

(
Funnel

(
Y ◦R

n

))
≥ Ω

(
R log

(
log n

R

))
.
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Combining these inequalities, we obtain

R(α(n) + 1) ≥ Ω
(

R log
(

log n

R

))
=⇒ α(n) ≥ Ω

(
log

(
log n

R

))
≥ Ω

(
log

(
log n

β(n)

))
(where the implication uses the fact that α(n) ≥ 1). ◀
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Abstract
This paper introduces a new reconfiguration problem of matchings in a triangular grid graph. In
this problem, we are given a nearly perfect matching in which each matching edge is labeled, and
aim to transform it to a target matching by sliding edges one by one. This problem is motivated
to investigate the solvability of a sliding-block puzzle called “Gourds” on a hexagonal grid board,
introduced by Hamersma et al. [ISAAC 2020]. The main contribution of this paper is to prove that,
if a triangular grid graph is factor-critical and has a vertex of degree 6, then any two matchings
can be reconfigured to each other. Moreover, for a triangular grid graph (which may not have a
degree-6 vertex), we present another sufficient condition using the local connectivity. Both of our
results provide broad sufficient conditions for the solvability of the Gourds puzzle on a hexagonal
grid board with holes, where Hamersma et al. left it as an open question.
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1 Introduction

Combinatorial reconfiguration is a fundamental research subject that studies the solution
space of combinatorial problems. A typical example is solving sliding-block puzzles such as
the 15-puzzle. The 15-puzzle can be viewed as the transformation between the arrangement
of puzzle pieces, and the goal is to transform an initial arrangement of pieces to a given
target arrangement. Combinatorial reconfiguration has applications in a variety of fields
such as mathematical puzzles, operations research, and computational geometry. See the
surveys by Nishimura [23] and van den Heuvel [28].

Hamersma et al. [13] introduced a new sliding-block puzzle on a hexagonal grid, which
they call Gourds. The name “gourd” refers to the shape of the puzzle pieces, which are
essentially 1 × 2 pieces on a board. Like in the 15-puzzle, only one grid cell is empty. The
goal is to obtain a target configuration of pieces on the board by moving pieces one-by-one,
similar to the 15-puzzle. Here we allow a piece to make three different kinds of moves: slide,
turn, and pivot (see [13] for the details). They characterized hexagonal grid boards without
holes such that the Gourds puzzle1 is always solvable, and left it as a main open question to
characterize boards with holes.

1 In this paper, the Gourds puzzle refers to the numbered type in [13] where each piece has numbers.
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43:2 Reconfiguration of Labeled Matchings in Triangular Grid Graphs

Motivated by the study of the Gourds puzzle, we introduce a reconfiguration problem
of matchings in a triangular grid graph. In the problem, we are given a matching that
exposes only one vertex, which is called a nearly perfect matching. Each matching edge,
which corresponds to a puzzle piece, is labeled. We are allowed to slide a matching edge
toward the exposed vertex. The goal is to move matching edges one-by-one to obtain a target
labeled matching. It should be emphasized that each edge in the given matching has to be
moved to the edge with the same label in the target matching. See Section 2 for the formal
definition. We remark that our problem can be defined on a general graph, which may be of
independent interest. The problem setting is different from the matching reconfiguration
problems studied in the literature. See Section 1.1.

In this paper, we investigate the reconfigurability of the above reconfiguration problem
of labeled matchings on a triangular grid graph. In particular, we aim to characterize a
triangular grid graph such that any two labeled matchings can be reconfigured to each other.
We call such a graph reconfigurable.

As mentioned in Section 3, it is not difficult to observe that, if a graph is reconfigurable,
then it is 2-connected and factor-critical. A graph is factor-critical if it has a nearly perfect
matching that exposes any vertex. These two conditions, however, are not sufficient, as there
exists a 2-connected factor-critical graph that is not reconfigurable.

The main contribution of this paper is to prove that, if a 2-connected factor-critical
triangular grid graph has at least one vertex of degree 6, then it is reconfigurable. Our results
can be adapted to the Gourds puzzle by taking the dual of a triangular grid graph, which
implies that the Gourds puzzle can always be solved when at least one hexagonal cell on the
board does not touch the holes or the outer face.

The key idea to prove the main result is to exploit the ear decomposition in matching
theory. A factor-critical graph is known to have a constructive characterization using
ear decomposition with odd paths and cycles. Using the ear structure, we show that, if
an ear decomposition starts from a reconfigurable subgraph, then we can recursively find
reconfiguration steps between any two labeled matchings. However, every ear decomposition
does not necessarily satisfy the above assumption. We then investigate the matching
structure of a triangular grid graph to identify simple reconfigurable subgraphs such that
every triangular grid graph with a vertex of degree 6 admits an ear decomposition starting
from one of them.

In addition, for a triangular grid graph (which may not have a vertex of degree 6), we
present another sufficient condition for the reconfigurability using the local connectivity. A
graph is said to be locally-connected if the neighbor vertices of any vertex induce a connected
graph. We prove that, if a triangular grid graph is locally-connected, but not isomorphic to
the Star of David graph (Figure 1), then it is reconfigurable. Moreover, we show that, for a
graph with 2n + 1 vertices, we can find in polynomial time reconfiguration steps with length
O(n3).

The characterization for the Gourds puzzle by Hamersma et al. [13] implies that a
triangular grid graph is reconfigurable if it is 2-connected, but not isomorphic to the Star of
David graph, and has no holes, where a hole is a face with boundary length at least 6. Our
conditions, which allow to have a hole, are much broader than theirs, as the local connectivity
and the 2-connectivity are equivalent for a graph with no holes.

Due to the space limitation, we omit the proofs of statements with the symbol ⋆ marks,
which may be found in the full version of this paper [19].
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Figure 1 The Star of David graph. Figure 2 A triangular grid graph with 2 holes.

1.1 Related Work

A factor-critical graph plays an important role in matching theory. It is known that any
non-bipartite graph can be decomposed in terms of maximum matching, called the Gallai-
Edmonds decomposition. It essentially decomposes a given graph into factor-critical graphs,
graphs with perfect matchings, and bipartite graphs. Also, factor-critical graphs are used to
describe facets of the matching polytope of a given graph. See [21, 26] for the details.

Sliding-block puzzles have been investigated in both recreational mathematics and al-
gorithms research. The 15-puzzle was introduced as a prize problem by Sam Loyd in 1878 [27].
In the 15-puzzle, it is characterized by odd/even permutations whether any configuration
can be realized or not [18]. However, it is NP-complete for n × n boards to compute the
smallest number of steps to reach a given configuration [10, 24]. There are many variants of
the 15-puzzle such as Rush Hour [6, 11] and rolling-block puzzles [7]. Many puzzles have
been shown NP-hard or PSPACE-hard (see e.g., [15]).

In the literature of combinatorial reconfiguration, the reconfiguration of matchings has
been studied extensively. Ito et al. [16] initiated to study a reconfiguration problem of
matchings. The aim is to decide whether a given matching can be transformed to a target
matching by adding/removing a matching edge in each step. They showed that the problem
can be solved in polynomial time with the aid of the Gallai-Edmonds decomposition. On
reconfigurating perfect matchings, Ito et al. [17] studied the shortest transformation of perfect
matchings by taking the symmetric difference along an alternating cycle, motivated by the
study of a diameter of the matching polytope (see also [8, 25]). Bonamy et al. [3] restricts
the length of alternating cycles used in the transformations to be 4. We remark that all the
above mentioned problems aim to transform an initial (perfect) matching to a target one in
which their matching edges are not labeled.

By taking the line graph of a given graph, reconfiguration problems of matchings can be
viewed as reconfiguration problems of independents sets. Our problem setting is related to its
variant known as the token sliding problem. The token sliding problem is PSPACE-complete,
even on restricted graph classes such as planar graphs [14]. On the other hand, the problem
can be solved in linear time on trees [9], and it is fixed-parameter tractable on bounded
degree graphs [2]. See also [5] for the survey on the independent set and dominating set
reconfiguration problems. Another related problem is the token swapping problem. In the
problem, we are given tokens on each vertex of a graph, and we want to move every token to
its target position by swapping two adjacent tokens. See e.g., [1, 4, 20, 22] and references
therein.

ISAAC 2024
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Figure 3 Slide operations. The colored, thick edges correspond to pieces.

2 Preliminaries

Let G = (V, E) be an undirected graph with 2n + 1 vertices. For a vertex u, we denote by
N(u) the set of vertices adjacent to u. For a vertex subset X, the subgraph induced by X in
G is denoted by G[X]. A path or a cycle is odd if it has an odd number of edges.

A matching is a subset of edges that have no common end vertices. A matching is nearly
perfect if its size is n. A vertex is covered by a matching M if it is the end vertex of some
edge in M , and exposed by M if it is not covered by M . A cycle is M -alternating if edges in
M and E \ M appear alternatively along C, except for one vertex (when the cycle is odd).

Reconfiguration of Labeled Matching in Triangular Grid Graphs

Consider the 2-dimensional triangular lattice of infinite size. A triangular grid graph is a
subgraph induced by a finite number of points in the triangular lattice. See Figure 2 for
example. In this paper, we also assume that a triangular grid graph is always connected. A
hole of a triangular grid graph is a face of the graph whose boundary is a cycle of length at
least 6.

We here formally define our reconfiguration problem. Let G = (V, E) be a triangular grid
graph with 2n + 1 vertices. We denote V = [2n + 1], where, for a positive integer x, we write
[x] = {1, 2, . . . , x}.

A placement is a mapping p : [n] → E such that p(i) and p(j) have no common end
vertices for every distinct i, j. We call each p(i) a piece. Then {p(i) | i ∈ [n]} ⊆ E forms a
nearly perfect matching in G, which is denoted by Mp. Let vp be the unique vertex exposed
by Mp. We also say that a mapping p exposes vp.

We define the following operations on a placement, which we call slide (see Figure 3).
Suppose that there exists an integer j ∈ [n] such that p(j) = (u, v) and (v, vp) ∈ E. Then we
transform p to a placement ps defined as

ps(i) =
{

p(i) (i ̸= j)
(v, vp) (i = j).

The obtained placement ps exposes the vertex u. In this case, we write p⇝ ps.
Let p, q be two distinct placements. If there exists a sequence of placements µ0, µ1, . . . , µℓ

such that (1) µ0 = p, µℓ = q, (2) µt ⇝ µt+1 for every integer t ∈ {0, 1, . . . , ℓ − 1}, then
we say that p is reconfigured to q. A graph is reconfigurable if any two placements can be
reconfigured to each other.

We remark that, in the Gourds puzzle, a piece has a pair of labels (numbers), meaning
that each piece has an orientation. That is, a mapping is defined from [n] to {(u, v), (v, u) |
(u, v) ∈ E}. This requires us to define another operation to change the orientation of pieces.
Specifically, when a piece with the exposed vertex induces a triangle, we are allowed to
change the orientation of the piece. Our problem does not distinguish (u, v) and (v, u), and
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Figure 4 Rotation operations for a placement aligned with an odd cycle when k = 3.

a placement is defined on a mapping from [n] to E. It should be noted, however, that our
results can be adapted to the Gourds puzzle case with orientation. See Sections 3.1 and 4 for
the details.

Rotation along a Cycle

We define a sequence of slide operations, called rotation, which will be used in the subsequent
sections. Let C be an odd cycle. We say that a placement p is aligned with C if C is an odd
Mp-alternating cycle and C has the exposed vertex vp.

Let p be a placement aligned with C. In what follows, we assume for simplicity that
V (C) = [2k + 1] for some integer k ∈ [n], and that the vertices of C are aligned in the
anti-clockwise order along C. We also assume that the first k pieces p(1), p(2), . . . , p(k) of p

are located on the cycle C.
For an odd integer j ∈ [2k + 1], we define a placement pj as, for i ∈ [k],

pj(i) =
{

(2i − 1, 2i) (2i < j)
(2i, 2i + 1) (j < 2i),

and pj(i) = p(i) for i ≥ k + 1. Thus pj exposes the vertex j. Moreover, for two integers
h, j ∈ [2k + 1] such that h ≡ j (mod 2), define pj,h as, for i ∈ [k],

pj,h(i) =
{

(h + 2i − 2, h + 2i − 1) (h + 2i − 1 < j)
(h + 2i − 1, h + 2i) (j < h + 2i − 1),

where these vertex labels are defined on Z2k+1 (i.e., modulo 2k + 1), and pj,h(i) = p(i) for
i ≥ k + 1.

Figure 4 is an example when k = 3. The left-most figure depicts a placement p3,1 = p3
where (p3,1(1), p3,1(2), p3,1(3)) = ((1, 2), (4, 5), (6, 7)). By applying slide to p3,1 once, we
obtain p1,1 = p1, that is, (p1,1(1), p1,1(2), p1,1(3)) = ((2, 3), (4, 5), (6, 7)). The right-most
figure depicts a placement p6,4, which is (p6,4(1), p6,4(2), p6,4(3)) = ((4, 5), (7, 1), (2, 3)).

The following observation asserts that pj,h’s can be reconfigured to each other in O(k2)
slide operations along C. Such a sequence of slide operations is called rotation along C, or
we say that we rotate p along C.

▶ Observation 2.1. For any two odd integers j, j′ ∈ [2k + 1], we can reconfigure pj to
pj′ using at most k slide operations. Moreover, for any four integers j, j′ ∈ [2k + 1] and
h, h′ ∈ [2k + 1] such that j ≡ h and j′ ≡ h′ (mod 2), we can reconfigure pj,h to pj′,h′ using
at most k2 + k slide operations.

Proof. Observe that, applying slide to pj along C, the exposed vertex j is moved to j − 2 or
j + 2 (mod 2k + 1). This means that pj ⇝ pj−2 and pj ⇝ pj+2 hold. Hence, by repeating
slide operations at most k times, pj can be reconfigured to pj′ . We next show the second

ISAAC 2024
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Figure 5 A factor-critical graph that is not
reconfigurable. We cannot change the ordering
of the pieces by slide.

Figure 6 A factor-critical graph that is re-
configurable.

statement. Similarly to the first statement, we can reconfigure pj,h to ph,h in at most k slide
operations. Applying slide to ph,h along C, we obtain a placement ph−2,h+1. Repeating this
procedure at most k times, we can reconfigure pj,h to ph′−3,h′ . Since we can reconfigure
ph′−3,h′ to pj′,h′ in at most k slide operations, the total number of slide operations is at most
k2 + k. ◀

3 Reconfiguration on Factor-Critical Graphs

In this section, we discuss the reconfigurability of a factor-critical graph. Recall that a graph
is factor-critical if, for any vertex v, G has a nearly perfect matching that does not cover v.

As mentioned in Introduction, being a factor-critical graph is a necessary condition for
reconfigurability.

▶ Observation 3.1. If a triangular grid graph G is reconfigurable, then it is factor-critical.

Proof. If G is not factor-critical, then G has some vertex u such that every nearly perfect
matching covers u. Then we cannot move the piece covering u in an initial placement so that
u becomes exposed. Hence there exist two placements such that one cannot be reconfigured
to the other. Thus the observation holds. ◀

Moreover, as observed in Hamersma et al. [13], the 2-connectivity is necessary for a graph
to be reconfigurable. We remark that, even if a graph is 2-connected and factor-critical, it
may not be reconfigurable. See Figure 5.

The main theorem of this section is the following. We show that a graph is reconfigurable
if it has a vertex of degree 6, which corresponds to a vertex not on the boundary cycles of
the holes or the outer face.

▶ Theorem 3.2. Let G = (V, E) be a 2-connected factor-critical triangular grid graph. If G

has a vertex of degree 6, then G is reconfigurable.

We remark that our condition is not necessary, as there exists a 2-connected factor-critical
graph such that it does not have a vertex of degree 6, but it is reconfigurable. See Figure 6 (see
also Lemma 3.14 and Section 5).

3.1 Proof Overview
In this section, we present the proof overview of Theorem 3.2. The proof makes use of the
ear decomposition of a factor-critical graph to design a reconfiguration sequence.

An ear decomposition of a graph G is a sequence of subgraphs G1, G2, . . . , Gk = G starting
from a subgraph G1 such that Gi+1 is obtained from Gi by adding an ear Pi for each i ≥ 1,
where an ear P of a subgraph G′ is a path of G with end vertices in G′ such that P is
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Figure 7 An ear decomposition and a matching aligned with the ear decomposition.

internally disjoint from G′. We denote by G′ + P the subgraph obtained from G′ by adding
the ear P . Thus, in the ear decomposition, it holds that Gi+1 = Gi + Pi for each i ∈ [k − 1].
See Figure 7 for an example.

An ear decomposition is proper if the end vertices of each ear are distinct, and odd if each
ear is of odd length. It is known that a 2-connected factor-critical graph is characterized by
odd and proper ear decomposition.

▶ Proposition 3.3 (Theorem 5.5.2 in Lovász–Plummer [21]). A graph G is 2-connected and
factor-critical if and only if G has an odd and proper ear decomposition starting from an odd
cycle.

Let p be a placement of G. Recall that Mp denotes a nearly perfect matching {p(i) ∈ E |
i ∈ [n]}, and vp is the vertex exposed by Mp. We say that a placement p is aligned with an
ear decomposition G1, . . . , Gk if it satisfies the following two conditions (Figure 7).
(a) G1 is an odd Mp-alternating cycle with the exposed vertex vp.
(b) For each i ∈ [k − 1], the ear Pi is Mp-alternating and its end vertices are not covered by

Mp ∩ E(Pi).

We show that any placement p can be reconfigured so that the obtained placement p′ is
aligned with a given ear decomposition G1, . . . , Gk. See Section 3.2 for the proof.

▶ Lemma 3.4. Let G be a 2-connected factor-critical triangular grid graph with 2n+1 vertices.
Let G1, . . . , Gk be an odd and proper ear decomposition of G. Then we can reconfigure any
placement p to a placement aligned with G1, . . . , Gk in O(kn) slide operations.

Let q be a target placement of G. Applying Lemma 3.4 to q as well, we can reconfigure
q so that the obtained placement q′ is aligned with G1, . . . , Gk. By taking the inverse of
the reconfiguration steps, we see that q′ can be reconfigured to q in O(kn) slide operations.
Therefore, in order to reconfigure p to q, it suffices to reconfigure p′ to q′.

We now present how to find a reconfiguration sequence between two placements aligned
with G1, . . . , Gk. Since Gi is factor-critical for any i ∈ [k], the ear structure suggests to design
a reconfiguration sequence recursively. In fact, we will show in Lemma 3.9 (Section 3.3) that,
if Gj is a reconfigurable graph with at least 5 vertices for some j < k, then so is Gk = G.
Note that the lemma holds even if a graph is not a triangular grid graph. However, Gj ’s
may not necessarily be reconfigurable, as there exists a factor-critical graph which is not
reconfigurable. To overcome the difficulty, we introduce a special kind of ear decomposition
starting from simple reconfigurable subgraphs.

We say that an odd and proper ear decomposition G1, G2, . . . , Gk is admissible if it
satisfies either

(i) G1 is a cycle of length 5 (Figure 8), or
(ii) P1 is of length 3 and has the end vertices u, v which are adjacent in G1 (Figure 9).

ISAAC 2024
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Figure 8 A pentagon. Figure 9 An odd cycle with a diamond.

Consider the case when (i) is satisfied. Since the ordering of ears with length 1 may be
changed in the ear decomposition, we may assume that the first 2 ears P1 and P2 are the
inner edges of G1. Then G3 = G1 + P1 + P2 induces a pentagon in G, where a pentagon is a
subgraph induced by three adjacent triangles. It is not difficult to see that the pentagon is
reconfigurable in a constant number of slide operations. On the other hand, consider the
case when (ii) is satisfied. Similarly to the case (i), we may assume that the second ear P2 is
the inner edge of P1. The subgraph G3 = G1 + P1 + P2 induces an odd cycle attached to a
diamond, where a diamond is a subgraph induced by two adjacent triangles. The subgraph
is shown to be reconfigurable in Lemma 3.14.

Therefore, G3 in an admissible ear decomposition is reconfigurable. Hence, if there exists
an admissible ear decomposition, we can find a reconfiguration sequence as below. See
Section 3.3 for the details.

▶ Lemma 3.5. Let G1, . . . , Gk = G be an admissible ear decomposition of G. Then any two
placements aligned with the ear decomposition can be reconfigured to each other.

We remark that the length of a reconfiguration sequence obtained in the above lemma is
at most n2n for a graph with 2n + 1 vertices, which is not bounded by a polynomial in n. It
may be interesting to find the optimal bound on the length of reconfiguration sequences. It
is known in [13] that the length is Ω(n2).

Finally, we show that there always exists an admissible ear decomposition in a triangular
grid graph with a vertex of degree 6.

▶ Theorem 3.6 (⋆). Let G be a 2-connected factor-critical triangular grid graph such that it
has a vertex of degree 6. Then G has an admissible ear decomposition.

Theorem 3.6 is a graph-theoretical result independent of designing a reconfiguration
sequence. Theorem 3.6 can be proved by investigating the matching structure of factor-critical
triangular grid graphs.

In summary, a reconfiguration sequence from an initial placement p to a target placement
q can be realized as below, which completes the proof of Theorem 3.2.

1. Reconfigure p to a placement aligned with an admissible ear decomposition G1, . . . , Gk,
denoted by p′, by Lemma 3.4.

2. Using Lemma 3.5, reconfigure p′ to another placement q′ aligned with G1, . . . , Gk, where
q′ is a placement obtained from q by Lemma 3.4.

3. Reconfigure q′ to the target placement q.

We remark that the proof of Theorem 3.2 above can be adapted to the Gourds puzzle in
which a piece has an orientation. This is because the structures (i) and (ii) in an admissible
ear decomposition can also be used to change the orientation of pieces in an arbitrary way.
Thus we have the following corollary.
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▶ Corollary 3.7. Let B be a hexagonal grid such that the dual triangular grid graph is a
2-connected factor-critical graph with a vertex of degree 6. Then any two configurations of
the same set of pieces on B can be reconfigured to each other.

3.2 Reconfiguration to a Placement Aligned with Ear Decomposition
In this subsection, we will show Lemma 3.4, that is, we will show that we can reconfigure an
initial placement p to a placement aligned with a given odd and proper ear decomposition
G1, . . . , Gk.

We first prove that we can reconfigure so that any vertex is exposed.

▶ Lemma 3.8. Let G be a 2-connected factor-critical triangular grid graph with 2n + 1
vertices. For any vertex v, we can reconfigure a placement p so that v is the exposed vertex,
in O(n) slide operations.

Proof. Since G is factor-critical, G has a nearly perfect matching Mv that exposes v. The
symmetric difference Mp∆Mv contains an Mp-alternating path P from vp to v, which is of
even length. We reconfigure p by sliding the pieces on the path P one-by-one. The resulting
placement exposes v. The number of slide operations is |P |/2, which is O(n). ◀

To obtain a placement aligned with the ear decomposition, we first reconfigure so that an
end vertex of the last ear Pk−1 is exposed using Lemma 3.8. Then, since each inner vertex
of the last ear Pk−1 is of degree 2 in G, the obtained placement is aligned with Pk−1. By
applying this procedure repeatedly for each ear, we can obtain a placement aligned with
G1, . . . , Gk. This implies Lemma 3.4 as below.

Proof of Lemma 3.4. Let vi be an end vertex of ear Pi for i ∈ [k −1]. The basic observation
is that, each inner vertex of the last ear Pk−1 is of degree 2, and hence, if a nearly perfect
matching M exposes vk−1, the last ear Pk−1 is an M -alternating path such that the end
vertices are not covered by edges of M ∩ E(Pk−1).

We perform the following procedure for each i = k − 1, k − 2, . . . , 1. Note that Gi is
factor-critical for any i ∈ [k].
1. Applying Lemma 3.8 to Gi+1, we reconfigure the current placement of Gi+1 so that vi is

exposed. Then the resulting placement is aligned with Pi by the above observation.
In the end of the above procedure, the obtained placement of the original graph G is
aligned with Pk−1, . . . , P1. Moreover, the exposed vertex is on G1. Thus this is a desired
placement. The necessary number of slide operations is O(kn), since we repeat the procedure
of Lemma 3.8 k − 1 times. ◀

3.3 Reconfiguration using Ear Decomposition
We next present how to reconfigure a placement aligned with an ear decomposition. Using the
ear structure, we can find a reconfiguration sequence if the subgraph Gk−1 is reconfigurable.

▶ Lemma 3.9. Let G1, . . . , Gk be an odd and proper ear decomposition of a graph G with
2n + 1 vertices. Suppose that Gk−1 has at least 5 vertices, and that, in Gk−1, any placement
aligned with the ear decomposition G1, . . . , Gk−1 can be reconfigured to another placement
aligned with G1, . . . , Gk−1, using t slide operations. Then there exists a reconfiguration
sequence between any two placements along with G1, . . . , Gk in G, which requires O(n2(t+n))
slide operations.
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Figure 10 Proof of Claim 3.11: An example when j = 2.

Proof. For simplicity, we denote Gk−1 = G′ and Pk−1 = Q in the proof. Let u, v be the end
vertices of Q. Let p be an initial placement of G and q be a target placement of G, both
of which are aligned with the ear decomposition. It follows from Lemma 3.8 that we can
reconfigure p (and q, resp.) so that v is exposed. Hence we may assume that both p and q

expose v. Moreover, by changing the indices of the pieces if necessary, we may assume that
the pieces q(1), . . . , g(ℓ) are placed on the ear Q in the order from v to u.

▷ Claim 3.10. There exists an Mp-alternating path P of even length from v to u in G′.

Proof. Since G′ is factor-critical, there exists a nearly perfect matching Mu that exposes u.
Taking Mp△Mu, we see that there exists an even Mp-alternating path P from v to u in G′.

◁

Let C be the cycle consisting of P and Q. Then C is an odd M -alternating cycle in G.
We will show that we can reconfigure p so that the first ℓ pieces are on the ear Q, using the
cycle C. We consider the following two cases, depending on whether C is a Hamilton cycle
or not.

▷ Claim 3.11. Suppose that C is not a Hamilton cycle of G. Then we can reconfigure p

to a placement p′ so that p′(1), . . . , p′(ℓ) are placed on Q in this order from v to u, using
O(ℓ(t + n2)) slide operations.

Proof. In this case, the graph G′ has an edge e ̸∈ E(P ) such that e ∈ Mp. Let e1 be the
edge of Mp covering u, and e2 be the edge of of Mp covering the vertex adjacent to u on Q.
See Figure 10.

We may assume that p(1) is on the cycle C, as otherwise p(1) is contained in G′, and
hence we can reconfigure the current placement in G′ so that p(1) is on P , keeping v exposed,
using t slide operations by the assumption.

We reconfigure p by the following 4 steps for j = 2, . . . , ℓ. Initially, we set p̃ = p.
1. We move the piece p̃(j) so that p̃(j) is on P as follows.

a. If p̃(j) is on Q, we rotate the current placement p̃ along C so that p̃(j) is located on P .
b. If p̃(j) is contained in G′ but not on P , then we reconfigure the current placement p̃

on G′ so that p̃(j) is located on P , keeping that p̃(1), . . . , p̃(j − 1) are on C.
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2. We reconfigure the current placement p̃ on G′ to swap p̃(j) and the piece on e. Thus
p̃(j) = e.

3. We rotate the current placement p̃ along C so that p̃(j − 1) is e2.
4. We reconfigure the current placement p̃ on G′ to swap p̃(j) and the piece on e1. Thus

p̃(j) has been changed to e1.
In the end of the j-th iteration, p̃(1), . . . , p̃(j) are located on C in this order from v to u.

Therefore, in the end of the above procedure, the pieces p̃(1), . . . , p̃(ℓ) are located on C in
this order from v to u. Thus we can rotate p̃ along C so that they are on Q.

In the above procedure, for each j, we reconfigure the placement restricted on G′ in a
constant number of times, and we rotate the placement along C at most twice. Therefore,
the total number of slide operations is O(ℓ(t + n2)) by Observation 2.1. ◁

▷ Claim 3.12. Suppose that C is a Hamilton cycle of G. Then we can reconfigure p to
a placement p′ so that p′(1), . . . , p′(ℓ) are placed on Q in this order from v to u, using
O(ℓn(t + n)) slide operations.

Proof. Since G′ has at least 5 vertices, P has at least 2 edges of Mp. Let e1, e2 be two edges
in Mp ∩ E(P ) such that e1, e2 appear consecutively along P . We can swap the 2 pieces on
e1 and e2 by reconfiguring on G′, using t slide operations. By using the strategy similar to
the bubble sort algorithm, we can obtain a placement p′ such that p′(1), . . . , p′(ℓ) are on C

in this order from v to u. This requires O(ℓn) swaps. Since each swap takes O(t + n) slide
operations, it takes O(ℓn(t + n)) slide operations in total. ◁

In each case, we can reconfigure p to a placement p′ so that the pieces p′(1), . . . , p′(ℓ)
are located on Q in this order from v to u. Since we can reconfigure the placement on
G′ to any placement, we can reconfigure p′ to q. The total number of slide operations is
O(ℓn(t + n)) = O(n2(t + n)). ◀

By applying Lemma 3.9 recursively, we see that, if Gj is a reconfigurable subgraph with
at least 5 vertices for some j < k, then Gk = G is reconfigurable. In particular, if a given ear
decomposition is admissible, then G is shown to be reconfigurable.

Below we upper-bound the number of operations to reconfigure two placements aligned
with an admissible ear decomposition. We will show each case of the definition of an
admissible ear decomposition separately. We assume that a graph has 2n + 1 vertices for
n ≥ 2.

▶ Lemma 3.13 (⋆). Let G1, . . . , Gk be an admissible ear decomposition such that G1 is a
cycle of length 5 (Figure 8). Then we can reconfigure an arbitrary placement p aligned with
G1, . . . , Gk to another placement aligned with G1, . . . , Gk in at most n2n slide operations.

We next discuss the second case of an admissible ear decomposition. The following lemma
says that the base case is reconfigurable.

Let G̃ = (V, E) be a triangular grid graph with 2n + 1 vertices for n ≥ 3 as in Figure 11.
More specifically, V = [2n + 1], and it consists of an odd cycle C of length 2n − 1 with vertex
set [2n − 1], attached to a diamond D with vertex set {2n − 2, 2n − 1, 2n, 2n + 1}.

▶ Lemma 3.14. The graph G̃ defined above with 2n + 1 vertices (n ≥ 3) is reconfigurable in
at most n3 + n2 operations.

Proof. Let p and q be an initial and target placements of G̃, respectively. We may assume
that the target pieces q(1), . . . , q(n − 1) are located in the anti-clockwise order along C, and
that D has pieces q(n − 1) and q(n). Let C ′ be the Hamilton cycle of length 2n + 1 in G̃.
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1 2

3

Figure 11 A factor-critical graph that is reconfigurable.

We present a reconfiguration sequence as follows: Initially, we set p̃ = p. For j = 1, 2, . . . , n,
we do the following 2 steps.
1. We rotate the current placement p̃ along C ′ so that p̃(j) is equal to the edge (2n, 2n + 1).
2. We rotate the current placement p̃ along C so that p̃(j − 1) is equal to the edge (2n − 1, 1).

Then p̃(1), . . . , p̃(j) are located on C ′ in the anti-clockwise order.

In the end of the procedure, p̃(1), . . . , p̃(n) are located on C ′ in the anti-clockwise order,
which is the desired placement q. In each iteration, we rotate the current placement along C

or C ′. By choosing the shorter one between the clockwise rotation and the anti-clockwise
rotation, it requires at most n2 + n slide operations by Observation 2.1. Hence the total
number of slide operations is at most n3 + n2. ◀

We next show the case when an admissible ear decomposition satisfies the second case.
This, together with Lemma 3.13, proves Lemma 3.5.

▶ Lemma 3.15 (⋆). Let G1, . . . , Gk be an admissible ear decomposition such that P1 is of
length 3 and has the end vertices u, v which are adjacent in G1 (Figures 9 and 11). Then we
can reconfigure an arbitrary placement p aligned with G1, . . . , Gk to another placement in at
most n2n slide operations.

4 Reconfiguration on Locally-Connected Graphs

In this section, we consider a triangular grid graph which is locally-connected. A vertex u

in a graph G is said to be locally-connected if the subgraph G[N(u)] is connected. A graph
G is called locally-connected if every vertex is locally-connected. It is observed that, if G is
locally-connected, then it is 2-connected, since, for a cut vertex u, the subgraph G[N(u)] is
disconnected.

The following theorem says that a locally-connected triangular grid graph, except for
the Star of David graph (Figure 1), is Hamiltonian. We note that, since their proof is
constructive, a Hamilton cycle can be found in polynomial time.

▶ Theorem 4.1 (Gordon, Orlovich, and Werner [12]). Let G be a triangular grid graph. If G

is locally-connected, but not isomorphic to the Star of David graph, then it has a Hamilton
cycle.

It follows from the above theorem that a locally-connected triangular grid graph, except
for the Star of David graph, is factor-critical, as it has an odd and proper ear decomposition
starting from a Hamilton cycle such that all the ears are single edges. On the other hand, the
Star of David graph is not factor-critical, and hence it is not reconfigurable (see also [13]).

The main theorem of this section is the following.



N. Kakimura and Y. Mishima 43:13

𝑐𝑏

𝑑𝑎
𝐻

𝑐𝑏

𝑑𝑎
𝐻

Figure 12 Diamonds and Hamilton cycles satisfying the condition in Lemma 4.5.

▶ Theorem 4.2. Let G = (V, E) be a triangular grid graph with 2n + 1 vertices. If G is
locally-connected, but not isomorphic to the Star of David graph, then G is reconfigurable.
Moreover, a reconfiguration sequence using O(n3) slide operations can be found in polynomial
time.

The proof for Theorem 4.2 exploits a Hamilton cycle in G to design a reconfiguration
sequence. We note that the proof for 2-connected graphs with no holes by Hamersma et
al. [13] also uses a Hamilton cycle. Our proof refines their proof so that we can deal with
holes.

Suppose that we are given two placements p and q. The proposed algorithm to reconfigure
p to q consists of the following three phases.
1. Reconfigure p to a placement aligned with a Hamilton cycle H, denoted by p′.
2. Reconfigure p′ to another placement q′ aligned with H.
3. Reconfigure q′ to the target placement q.

In Phase 1, we first reconfigure the initial placement p to a placement aligned with the
Hamilton cycle H, which is denoted by p′. Applying the same procedure to the target
placement q, we obtain a placement aligned with H, denoted by q′. We then reconfigure p′

to q′ in Phase 2. In Phase 3, the placement q′ can be reconfigured to the target placement q

by taking the inverse of Phase 1 operations for q.
It was shown in Hamersma et al. [13] that we can reconfigure a placement to a placement

aligned with a Hamilton cycle. We recall that a locally-connected graph is 2-connected.

▶ Theorem 4.3 (Hamersma et al. [13]). Let G be a 2-connected triangular grid graph with
2n + 1 vertices. Then we can reconfigure any placement to a placement aligned with a
Hamilton cycle H, using O(n2) slide operations.

Therefore, Phases 1 and 3 can be implemented in O(n2) slide operations. Thus it suffices
to implement Phase 2 to reconfigure any placement aligned with H to another placement
aligned with H. This step is realized by the following theorem.

▶ Theorem 4.4. Let G be a triangular grid graph with 2n + 1 vertices, which is locally-
connected, but not isomorphic to the Star of David graph. Let H be a Hamilton cycle. For a
pair of placements p, q aligned with H, we can reconfigure p to q in O(n3) slide operations.

The proof of Theorem 4.4 adopts a similar strategy to that of Theorem 3.2, where we
employs a Hamilton cycle instead of an ear decomposition. We identify a small subgraph
that can be used to reconfigure placements aligned with H.

▶ Lemma 4.5 (⋆). Let G be a triangular grid graph with 2n + 1 vertices. Let H be a
Hamilton cycle of G. Suppose that G has a diamond, whose vertices are a, b, c, d aligned in
the anti-clockwise order (Figure 12), such that either

(i) H contains the edges (a, b) and (c, d), but does not contain (a, c), or
(ii) H contains the edges (a, b) and (b, c).

Then we can reconfigure any placement aligned with H to another placement aligned with H

in O(n3) slide operations.
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Figure 13 An odd cycle with one chord.

We then show that such a diamond with a Hamilton cycle always exists if G is a locally-
connected triangular grid graph, which is not isomorphic to the Star of David graph. This
shows Theorem 4.4.

▶ Lemma 4.6 (⋆). Let G be a triangular grid graph with 2n + 1 vertices. If G is a locally-
connected triangular grid graph, which is not isomorphic to the Star of David graph, then there
exist a Hamilton cycle H and a diamond, whose vertices are denoted by a, b, c, d (Figure 12),
that satisfy either (i) or (ii) in Lemma 4.5.

This section is concluded with stating our results on the Gourds puzzle.

▶ Corollary 4.7. Let B be a hexagonal grid such that the dual graph is locally-connected, but
not isomorphic to the Star of David graph. Then any two configurations of the same set of n

pieces on B can be reconfigured to each other, using O(n3) moves.

5 Concluding Remarks

In this paper, we introduced a new reconfiguration problem of labeled matchings in a
triangular grid graph. We provided sufficient conditions for a graph to be reconfigurable
using a factor-critical graphs and a locally-connected graphs. It remains open to characterize
a reconfigurable triangular grid graph, when it is a factor-critical graph with no vertex
of degree 6, but not locally-connected. Let us here discuss the difficulty to obtain the
characterization. For example, consider a graph G consisting of an odd cycle C of length
2n + 1 with one chord (u, v) (Figure 13). Let C ′ be the odd cycle of G with the edge (u, v).
The length of C ′ is denoted by 2m + 1. Then we can observe that the reconfigurability of
G depends on m and n. Specifically, G is reconfigurable if and only if n − 1 and m − 1
are mutually prime. Indeed, since we can only rotate a placement along C ′ and C, which
correspond to cyclic permutations on [m] and [n], respectively, any permutation can be
realized if and only if n − 1 and m − 1 are mutually prime. This observation would imply
that it requires algebraic conditions to characterize a reconfigurable graph, like the 15-puzzle.
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44:2 Composition Orderings for Linear Functions and Matrix Multiplication Orderings

1 Introduction

We first consider composition orderings for linear functions, that is, polynomial functions of
degree one or zero. Namely, given a constant c ∈ R and n linear functions f1, . . . , fn : R → R,
each of which is expressed as fi(x) = aix + bi for some ai, bi ∈ R, we find a permutation
σ : [n] → [n] that minimizes/maximizes fσ(n) ◦ · · · ◦ fσ(1)(c), where [n] = {1, . . . , n} for a
positive integer n. Since composition of functions is not commutative even for linear functions,
i.e., fσ(2) ◦ fσ(1) ≠ fσ(1) ◦ fσ(2) holds in general, it makes sense to investigate the problem.
For example, let f1(x) = −(1/2)x+ 3/2, f2(x) = x− 3, f3(x) = 3x− 1, and c = 0, then the
identity σ (i.e., σ(1) = 1, σ(2) = 2 and σ(3) = 3) provides f3 ◦ f2 ◦ f1(0) = f3(f2(f1(0))) =
f3(f2(3/2)) = f3(−3/2) = −11/2, while the permutation τ with τ(1) = 2, τ(2) = 1 and
τ(3) = 3 provides f3 ◦ f1 ◦ f2(0) = 8 . In fact, we can see that σ and τ are respectively
minimum and maximum permutations for the problem. The composition ordering problem
is natural and fundamental in many fields such as combinatorial optimization, computer
science, and operations research. This problem, which was introduced by Kawase, Makino
and Seimi [17], had been dealt with implicitly in the field of scheduling.

The problem was first studied from an algorithmic point of view under the name of
time-dependent scheduling (e.g., [8, 9]). We are given n jobs with processing times p1, . . . , pn.
Unlike the classical scheduling, the processing time pi is not constant, depending on the
starting time of job i. Here each pi is assumed to satisfy pi(s) ≤ t + pi(s + t) for any
positive reals s and t, since we should be able to finish processing job i earlier if it starts
earlier. The model was introduced to deal with learning and deteriorating effects. As the
most fundamental setting of the time-dependent scheduling, we consider the linear model
of single-machine makespan minimization, where the makespan denotes the time when all
the jobs have been processed, and we assume that the machine can handle only one job at a
time and preemption is not allowed. The linear model means that the processing time pi is
linear in the starting time s, i.e., pi(s) = ãis+ b̃i for some constants ãi and b̃i. Then it is not
difficult to see that the model can be regarded as the minimum composition ordering problem
with linear functions fi(x) = (ãi + 1)x+ b̃i, since fi represents the time to finish job i if the
processing of the job starts at time x. Mosheiov [20] showed the makespan is independent of
the schedule, i.e., any permutation provides the same composite, if b̃i = 0 for any i ∈ [n].
Gawiejnowicz and Pankowska [13], Gupta and Gupta [14], Tanaev et al. [23], and Wajs [24]
studied the linear deterioration model, that is, ãi, b̃i > 0 (i.e., ai > 1 and bi > 0) for any
i ∈ [n]. Here ãi and b̃i are respectively called the deterioration rate and the basic processing
time of job i. It can be shown that a minimum permutation can be obtained by arranging the
jobs nonincreasingly with respect to ãi/b̃i (= (ai − 1)/bi). Gawiejnowicz and Pankowska [13]
also considered the cases ãi = 0 or b̃i = 0 for some i. Gawiejnowicz and Lin [12] dealt with
the linear models with nonnegative coefficients for various criteria. On the other hand, Ho,
Leung and Wei [15] considered the linear learning model, that is, 0 > ãi > −1, b̃i > 0 (i.e.,
1 > ai > 0 and bi > 0) for any i ∈ [n] and showed that a minimum permutation can be
obtained again by arranging the jobs nonincreasingly with respect to ãi/b̃i (= (ai − 1)/bi).
Gawiejnowicz, Kurc and Pankowska [11] discussed the relations between the deterioration
model and the learning model. Later, Kawase et al. [17] introduced the composition ordering
problem, showed that the maximization problem can be formulated as the minimization one,
and proposed an O(n log n)-time algorithm if all fi’s are nondecreasing, i.e., ai ≥ 0 for any
i ∈ [n]. However, it is still open whether it is polynomially computable for general linear
functions. Moreover, it is not known even when constantly many functions are decreasing.
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We remark that the time-dependent scheduling with the ready time and the deadline
can be regarded as the composition ordering problem with piecewise linear functions, and
is known to be NP-hard, and Kawase et al. [17] also studied the composition ordering
for non-linear functions as well as the related problems such as partial composition and
k-composition. We also remark that the free-order secretary problem, which is closely related
to a branch of the problems such as the full-information secretary problem [6], knapsack and
matroid secretary problems [1, 2, 22] and stochastic knapsack problems [4, 5], can also be
regarded as the composition ordering problem [17].

Main results obtained in this paper

We first characterize the minimum composition orderings for increasing linear functions. In
order to describe our result, we need to define three important concepts: counterclockwiseness,
collinearity, and potential identity.

We view a linear function f(x) = ax + b as the vector
(

b

1 − a

)
in R2, and its angle,

denoted by θ(f), is defined as the polar angle in [0, 2π) of the vector, where we define θ(f) = ⊥

if the vector of f is the origin
(

0
0

)
, i.e., f is the identity function. For linear functions

f1, . . . , fn, a permutation σ : [n] → [n] is called counterclockwise if there exists an integer
k ∈ [n] such that θ(fσ(k)) ≤ · · · ≤ θ(fσ(n)) ≤ θ(fσ(1)) ≤ · · · ≤ θ(fσ(k−1)), where identity
functions fi (i.e., θ(fi) = ⊥) are ignored and the inequalities are assumed to be transitive.
For example, we consider inequalities such as θ(fσ(1)) ≤ θ(fσ(3)) if θ(fσ(2)) = ⊥. Linear
functions f1, . . . , fn are called collinear if the corresponding vectors lie in some line through
the origin, i.e., there exists an angle λ such that θ(fi) ∈ {λ, λ + π,⊥} for all i ∈ [n], and
potentially identical if there exists a counterclockwise permutation σ : [n] → [n] such that the
corresponding composite is the identity function, i.e., fσ(n) ◦· · ·◦fσ(1)(x) = x. A permutation
is called minimum (resp., maximum) if the corresponding composite is the minimum (resp.,
maximum). Then we have the following complete characterization of minimum permutations.

▶ Theorem 1. For the minimum composition ordering problem with increasing linear
functions f1, . . . , fn, one of the following three statements holds.

(i) They are collinear if and only if any permutation is minimum.
(ii) If they are not collinear, then the following statements are equivalent:

(ii-1) They are potentially identical.
(ii-2) A permutation is minimum if and only if it is counterclockwise.

(iii) If they are neither collinear nor potentially identical, then a permutation σ is minimum
if and only if it is a counterclockwise permutation such that θ(fσ(n) ◦ · · · ◦ fσ(1)) + π ∈
[θ(fσ(t)), θ(fσ(s))]2π, where s and t denote the first and last integers i such that fσ(i) is
not the identity function.

Here we define [θ1, θ2]2π = {θ ∈ [λ1, λ2] | λ1 =2π θ1, λ2 =2π θ2, λ2 − λ1 ∈ [0, 2π)}, where for
two angles θ1, θ2 ∈ R, we write θ1 =2π θ2 if they are congruent on the angle, i.e., θ1 −θ2 ∈ 2πZ.

Although a single minimum permutation can be computed efficiently [17], the structure of
the minimum permutations has not been clarified. Therefore, it has been difficult to construct
an efficient algorithm for the minimum composition ordering problem in general (including
decreasing linear functions). Theorem 1 provides an interesting achievement that clarifies
the structure. Moreover, we can obtain the characterization of the minimum permutations
for nondecreasing linear functions by extending Theorem 1.

ISAAC 2024
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We note that Theorem 1 can also characterize maximum permutations by replacing
“counterclockwise” by “clockwise”, which is obtained from a transformation between minimiz-
ation and maximization. (See (2) in Section 2 and Remark 16 in Section 3). Incidentally,
the lexicographical orderings which Kawase et al. [17] introduced can be interpreted as
counterclockwise permutations, and they showed the existence of counterclockwise minimum
permutations.

These results enable us to count and enumerate all minimum/maximum permutations
efficiently.

▶ Corollary 2. The number of the minimum permutations of the minimum composition
ordering problem with increasing linear functions can be computed in polynomial time and
there exists a polynomial delay algorithm for enumerating all of them.

We also show the equivalence between the (global) minimality and the local minimality
for increasing linear functions, which is of independent interest from an optimization point
of view. To introduce the neighborhood of a permutation, let σ : [n] → [n] be a permutation.
For three positive integers ℓ, m and r with ℓ ≤ m < r, define a permutation σℓ,m,r : [n] → [n]
by

σℓ,m,r(i) =


σ(i) if 1 ≤ i < ℓ, r < i ≤ n,

σ(i− ℓ+m+ 1) if ℓ ≤ i < ℓ−m+ r,

σ(i+m− r) if ℓ−m+ r ≤ i ≤ r,

which is illustrated in Figure 1.

σ σ(1) . . . σ(l − 1)

l−1
︷ ︸︸ ︷

σ(l) . . . σ(m)

m−l+1
︷ ︸︸ ︷

σ(m+ 1) . . . σ(r)

r−m
︷ ︸︸ ︷

σ(r + 1) . . . σ(n)

n−r
︷ ︸︸ ︷

σl,m,r σ(1) . . . σ(l − 1) σ(m+ 1) . . . σ(r) σ(l) . . . σ(m) σ(r + 1) . . . σ(n)

Figure 1 Permutation σl,m,r obtained from σ by swapping two adjacent intervals.

The neighborhood N(σ) of σ is defined by N(σ) = {σℓ,m,r | ℓ ≤ m < r}, that is, the set of
permutations obtained from σ by swapping two adjacent intervals in σ. Note that swapping
jobs and considering partial schedules (intervals) can be found in the context of a single
machine time-dependent scheduling problem of minimizing the total completion time of
linearly deteriorating jobs [10, 21]. A permutation σ is locally minimum if fσ ≤ fµ for any
µ ∈ N(σ), where fσ is the composite by σ, that is, fσ(n) ◦ · · · ◦ fσ(1).

▶ Theorem 3. For the minimum composition ordering problem with increasing linear
functions, a permutation is (globally) minimum if and only if it is locally minimum.

The theorem reveals an interesting structural property of composition orderings. We remark
that the same results hold if “minimum” is replaced by “maximum” in Corollary 2 and
Theorem 3, similarly with Theorem 1. The results also hold if “increasing” is replaced by
“nondecreasing”.

We then deal with composition orderings for general linear functions. We provide several
structural properties of minimum permutations. These, together with the characterization
for increasing linear functions, provide a fixed-parameter tractable (FPT) algorithm for the
minimum composition ordering problem with general linear functions, with respect to the
number of decreasing linear functions.
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▶ Theorem 4. A minimum permutation of the minimum composition ordering problem with
n linear functions can be computed in O(k2kn6) time, where k (> 0) denotes the number of
decreasing linear functions.

We remark that the FPT algorithm can be modified to count and enumerate all minimum
permutations efficiently.

We next consider the multiplication orderings for matrices as a generalization of the
composition orderings for linear functions. The problem with matrices is to find a permutation
σ : [n] → [n] that minimizes/maximizes w⊤Mσ(n) · · ·Mσ(1)y for given n matrices M1, . . . ,

Mn ∈ Rm×m and two vectors w,y ∈ Rm, where m is a positive integer. The problem has
been studied in the context of max-plus algebra [3], but despite being a natural problem, to
our best knowledge, it has not been explored in the conventional algebra to date.

If we set w =
(

1
0

)
, y =

(
0
1

)
, and Mi =

(
ai bi

0 1

)
for any i ∈ [n], then the matrix

multiplication ordering problem is (mathematically) equivalent to the composition ordering
problem with linear functions fi(x) = aix+ bi, which shows that the matrix multiplication
ordering problem is a natural generalization of the composition ordering problem with linear
functions.

We obtain the following generalization of the results for linear functions. Matrices
M1, . . . ,Mn ∈ Rm×m are called simultaneously triangularizable if there exists an invertible
matrix P ∈ Rm×m such that P−1MiP is an upper triangular matrix for any i ∈ [n].

▶ Theorem 5. For the minimum matrix multiplication ordering problem with n simultaneously
triangularizable 2 × 2 matrices, the following statements hold.

(i) If all matrices have nonnegative determinants, then a minimum permutation can be
computed in O(n log n) time.

(ii) If some matrix has a negative determinant, then a minimum permutation can be
computed in O(k2kn6) time, where k denotes the number of matrices with negative
determinants.

As the negative side, we show that all possible natural generalizations turn out to be
intractable unless P = NP.

▶ Theorem 6.
(i) The minimum matrix multiplication ordering problem with 2 × 2 matrices is strongly

NP-hard, even if all matrices are nonnegative (i.e., all the elements are nonnegative)
and have nonnegative determinants.

(ii) The minimum matrix multiplication ordering problem with m×m matrices with m ≥ 3
is strongly NP-hard, even if all matrices are nonnegative and upper triangular.

We also deal with the target version of the matrix multiplication ordering problem, i.e.,
minimizing the objective function |w⊤Mσ(n) · · ·Mσ(1)y − t| for a given target t ∈ R.

▶ Theorem 7. Given matrices M1, . . . ,Mn, two vectors w,y and a target t ∈ R, the
problem to decide whether there exists a permutation σ such that |w⊤Mσ(n) · · ·Mσ(1)y − t| ≤
c1 · minρ |w⊤Mρ(n) · · ·Mρ(1)y − t| + c2 for any positive c1 and c2 is strongly NP-complete.

This means that the target version is non-approximable. We can show that the target version
is also non-approximable, even if the matrices correspond to increasing linear functions.

We then consider the relationship to matrices in max-plus algebra. Let Rmax be the set
R ∪ {−∞} with two binary operations max and + denoted by ⊕ and ⊗ respectively, i.e., for
a, b ∈ Rmax, a⊕ b = max{a, b} and a⊗ b = a+ b. The triple (Rmax,⊕,⊗) is called max-plus

ISAAC 2024
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algebra. We denote by 0 the additive identity −∞, and denote by 1 the multiplicative identity
0. This notation makes it easier for us to see the correspondence between max-plus algebra
and the conventional algebra. The two operations ⊕ and ⊗ are naturally extended to the
matrices on Rmax.

Bouquard, Lenté and Billaut [3] dealt with the problem to minimize the objective function

(
1 0 . . . 0

)
⊗Nσ(n) ⊗ · · · ⊗Nσ(1) ⊗


0
...
0
1

 , (1)

where each Ni is an upper triangular matrix in Rm×m
max . They showed that the problem in the

case m = 2 is a generalization of the two-machine flow shop scheduling problem to minimize
the makespan, and is solvable in O(n log n) time by using an extension of Johnson’s rule [16]
for the two-machine flow shop scheduling. Kubo and Nishinari referred to the relationship
between the flow shop scheduling and the conventional matrix multiplication [19]. Focusing
on this relationship, we show that the following result equivalent to the one of Bouquard et

al. is obtained as a corollary of Theorem 5 (i). For a max-plus matrix N =
(
a b

0 d

)
, where

a, b, d ̸= 0, we introduce κ(N) as follows:

κ(N) =


(−1, b− a) (a > d),
( 0, 0) (a = d),
( 1, d− b) (a < d).

▶ Theorem 8. For the minimum max-plus matrix multiplication ordering problem with
w =

(
1 0

)⊤, y =
(
0 1

)⊤, and 2 × 2 upper triangular matrices, that is, the objective
function (1) in the case m = 2, a minimum permutation can be obtained in the lexicographic
order for κ.

The organization of the paper

The rest of this paper is organized as follows. Section 2 provides some notation and basic
properties needed in the paper. In Section 3, we consider composition orderings for increasing
linear functions and provide an outline of the proof of Theorem 1. In Section 4 we deal
with general linear functions and make the exposition of ideas for an FPT algorithm to
prove Theorem 4. In Section 5 we generalize composition of linear functions to matrix
multiplication in the conventional algebra and max-plus algebras, and outline the proofs of
Theorems 5 and 8.

2 Notation and Basic Properties

In this section, we first fix notation and present several basic properties of linear functions,
which will be used in this paper. We then mention that minimum and maximum compositions
are polynomially equivalent.

We view a linear function f(x) = ax + b as the vector
−→
f =

(
b

1 − a

)
in R2, and its

angle, denoted by θ(f), is defined as the polar angle in [0, 2π) of the vector, where we define

θ(f) = ⊥ if the vector of f is the origin
(

0
0

)
, i.e., f is the identity function.
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For two reals ℓ and r with ℓ < r, let [ℓ, r] = {x ∈ R | l ≤ x ≤ r}. Similarly, we
denote semi-open intervals by (ℓ, r] and [ℓ, r), and open intervals by (ℓ, r). For a linear
function f(x) = ax + b, we respectively denote by α(f) and β(f) the slope and intercept
of f(x), i.e., α(f) = a and β(f) = b. A linear function f is respectively called increasing,
constant, and decreasing if α(f) > 0, α(f) = 0, and α(f) < 0. Since the result of arithmetic
operations on angles may take a value outside of [0, 2π), we provide some notation to deal with
such situations, some of which have already been used in the introduction. For two angles
θ1, θ2 ∈ R, we write θ1 =2π θ2 if they are congruent on the angle, i.e., θ1−θ2 ∈ 2πZ, and define
[θ1, θ2]2π = {θ ∈ [λ1, λ2] | λ1 =2π θ1, λ2 =2π θ2, λ2−λ1 ∈ [0, 2π)}. For example, if θ1 = 3π/2
and θ2 = π/3 then [3π/2, π/3]2π = · · · ∪ [−π/2, π/3] ∪ [3π/2, 7π/3] ∪ [7π/2, 13π/3] ∪ · · · . We
similarly define open and semi-open intervals such as (θ1, θ2)2π, [θ1, θ2)2π, and (θ1, θ2]2π. For
a non-interval set S, we define S2π = {θ | θ =2π λ for λ ∈ S}.

We next state four basic properties of linear functions. Note that Lemmas 9, 10, and 11
do not assume increasing linear functions.

▶ Lemma 9. Let g be the identity function, i.e., g(x) = x. Then for any function h, we
have h ◦ g = g ◦ h = h.

▶ Lemma 10. For two non-identical linear functions g and h, we have the following two
equivalences. The inequality for functions means that the inequality holds for any argument.

(i) h ◦ g < g ◦ h ⇔ θ(h) − θ(g) ∈ (0, π)2π.
(ii) h ◦ g = g ◦ h ⇔ θ(h) − θ(g) ∈ {0, π}2π.

▶ Lemma 11. Let g and h be two linear functions. Then
−−→
h ◦ g = h⃗+ α(h)g⃗.

▶ Lemma 12. For non-identical increasing linear functions g and h, we have the following
statements.

(i) θ(h) − θ(g) ∈ (0, π)2π ⇔ θ(h ◦ g) ∈ (θ(g), θ(h))2π ⇔ θ(g ◦ h) ∈ (θ(g), θ(h))2π.
(ii) θ(h) − θ(g) ∈ {0, π}2π ⇔ θ(h ◦ g) ∈ {θ(g), θ(h),⊥} ⇔ θ(g ◦ h) ∈ {θ(g), θ(h),⊥}.
(iii) θ(h) = θ(g) ⇒ θ(h ◦ g) = θ(g ◦ h) = θ(h) (= θ(g)).
(iv) θ(h ◦ g) = ⊥ ⇔ θ(g ◦ h) = ⊥ ⇒ θ(h) − θ(g) =2π π.

For linear functions f1, . . . , fn and a permutation σ : [n] → [n], we denote fσ(n) ◦· · ·◦fσ(1)
by fσ. Before ending this section, we provide a linear-time transformation between the
maximization problem and the minimization problem [17]. For a linear function f(x) = ax+b,
we define a linear function f̃ by

f̃(x) = ax− b. (2)

Note that the slope of f̃ is the same as that of f . For linear functions f1, . . . , fn and a
permutation σ : [n] → [n], we have β(fσ) = −β(f̃σ). Since any permutation σ : [n] → [n]
provides α(fσ) = α(f̃σ) =

∏
i∈[n] α(fi), we can see that the maximization problem with

f1, . . . , fn is equivalent to the minimization problem with f̃1, . . . , f̃n. Therefore, we mainly
deal with the minimization problem with linear functions.

3 Composition of Increasing Linear Functions

In this section, we consider composition orderings for increasing linear functions. Especially,
we provide an outline of the proof of Theorem 1.

We first prove Theorem 1 (i), which can be easily obtained from basic properties in
Section 2.

ISAAC 2024
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Proof of Theorem 1 (i). Let us first show the only-if part. For any i ∈ [n− 1], let ρi : [n] →
[n] be the i-th adjacent transposition, i.e., the transposition of two consecutive integers i
and i+ 1. Let id : [n] → [n] denote the identity permutation. Then we have fρi = f id, since
fi ◦ fi+1 = fi+1 ◦ fi by Lemmas 9 and 10 (ii). It is well-known that any permutation can be
obtained by a product of adjacent transpositions and therefore for any permutation σ we
obtain fσ = f id, which is minimum.

For the if part, suppose, without loss of generality, that f1 and f2 are not collinear. Then
we have f1 ◦ f2 ̸= f2 ◦ f1 by Lemma 10 (ii), which implies that f1 ◦ f2 ◦ (fn ◦ · · · ◦ f3) ̸=
f2 ◦ f1 ◦ (fn ◦ · · · ◦ f3), which completes the proof of the if part. ◀

Note that in fact Theorem 1 (i) does not require increasing linear functions, and hence it is
true even if fi’s are general linear functions.

The next lemma plays an important role throughout the paper.

▶ Lemma 13. A locally minimum permutation for non-collinear increasing linear functions
is counterclockwise.

By this and the following lemma, we can obtain the proof of Theorem 1 (ii).

▶ Lemma 14. Let σ : [n] → [n] be a counterclockwise permutation for increasing linear func-
tions f1, . . . , fn. If it provides the identity, i.e., fσ(x) = x, then any of the counterclockwise
permutations provides the identity.

Proof. Let a permutation τ : [n] → [n] provide the identity, i.e., fτ (x) = x. By Lemma 12
(iv), (fτ(n) ◦ · · · ◦ fτ(k+1)) ◦ (fτ(k) ◦ · · · ◦ fτ(1)) = (fτ(k) ◦ · · · ◦ fτ(1)) ◦ (fτ(n) ◦ · · · ◦ fτ(k+1)) for
any k ∈ {0, 1, . . . , n− 1}. The permutation producing the right-hand side is τ1,k,n, which we
will denote by τk and call k-shift of τ . The equality means that the composite by τ coincides
with the one by its k-shift, that is, fτ = fτk .

Moreover, for any permutation ν : [n] → [n], θ(fν(k)) = θ(fν(k+1)) for k ∈ [n− 1] implies
that fν = fνk,k,k+1 by Lemma 10 (ii).

Since any of the counterclockwise permutations is obtained by repeatedly applying
adjacent transpositions for the same angles and k-shift of σ, the two claims provide the
proof. ◀

Proof of Theorem 1 (ii). (ii-1) =⇒ (ii-2) follows from Lemmas 13 and 14.
For the converse direction, by Lemma 13 we suppose, on the contrary, that all counter-

clockwise permutations provide the same non-identical function g. Since fi’s are not collinear,
there exists a non-identical linear function fi such that

θ(fi) ̸∈ {θ(g), θ(g) + π}2π. (3)

Consider a counterclockwise permutation σ : [n] → [n] with σ(1) = i, and let h = fσ(n) ◦ · · · ◦
fσ(2). Then we have g = h◦fi. Since θ(h) ̸∈ {θ(fi), θ(fi) +π}2π ∪ {⊥} by (3) and Lemma 11,
Lemma 10 (i) implies that h ◦ fi ̸= fi ◦ h, which contradicts the assumption. ◀

Example 15 demonstrates the optimal condition in Theorem 1 (iii). Since the proof of
Theorem 1 (iii) is also involved, we only mention that it relies on the unimodality of fσ for
counterclockwise permutations σ.

▶ Example 15. Consider the following five increasing linear functions:

f1 = 1
2x+ 1, f2 = 1

3x− 1, f3 = 2x− 2, f4 = 2x− 1, and f5 = 3x.
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Then their vectors are given as follows (See Figure 2):

−→
f1 =

(
1

1/2

)
,

−→
f2 =

(
−1
2/3

)
,

−→
f3 =

(
−2
−1

)
,

−→
f4 =

(
−1
−1

)
, and

−→
f5 =

(
0

−2

)
.

Note that the identity permutation id : [n] → [n] is counterclockwise for fi’s, and moreover,
by Lemma 13, we can see that it is minimum, since

f id = 2x− 23, f id1 = 2x− 27
2 , f

id2 = 2x− 19
6 , f

id3 = 2x− 13
3 , f

id4 = 2x− 23
3 ,

which also shows that (f id, f id1 , f id2 , f id3 , f id4) is unimodal.
We can also see that the identity permutation satisfies θ(f id) + π ∈ [θ(f5), θ(f1)]2π.

O b

1 − a

f1
f2

f3
f4

f5

θ(f id)
θ(f id) + π

Figure 2 The vector representation for f1, . . . , f5.

▶ Remark 16. As discussed in Section 2, the maximization for fi’s is equivalent to the
minimization for f̃i’s given by (2). Thus all the results for increasing functions are applicable
for the maximization problem. Since the transformation (2) is the reflection across the
(1 − a)-axis in the vector representation, we can obtain the results by exchanging the term
“counterclockwise” by “clockwise”.

Corollary 2 is an immediate and direct conclusion of Theorem 1. Theorem 3 is proved by
using Theorem 1.

We can generalize increasing linear functions to nondecreasing linear functions in Theorems
1 and 3, and Corollary 2.

4 Composition of General Linear Functions

In this section, we discuss the composition of general linear functions f1, . . . , fn, where an
example of composition for general linear functions is given in Example 17. Let k denote
the number of decreasing functions in them, i.e., k = |{i ∈ [n] | α(fi) < 0}|. In Section 3
we provided structural characterizations for the minimum permutations when k = 0. We
present several structural properties for minimum permutations for general linear functions
and show ideas for FPT with respect to k for the minimization problem, whose complexity
status was open [17].

In the rest of this section, we restrict our attention to the case where no linear function
is identity or constant, i.e., fi(x) ̸= x and α(fi) ̸= 0 for all i ∈ [n]. Note that the identity
function plays no role in minimum composition. For a constant function f(x) = b, we
consider f (ϵ)(x) = ϵx+ b for some ϵ > 0 (we set f (ϵ) = f for a non-constant function) and
can reduce the case containing constant functions to the case of increasing functions. In
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other words, we can show that the minimality for f (ϵ)
1 , . . . , f

(ϵ)
n implies the one for f1, . . . , fn,

if |ϵ| is sufficiently small. We remark that our algorithm does not make use of ϵ explicitly,
since the orderings of angles θ(f (ϵ)

i )’s are only needed.

▶ Example 17. Consider the following seven linear functions:

f1 = 1
3x, f2 = 2

3x+ 1, f3 = x+ 1
2 , f4 = −x− 3, f5 = x− 1, f6 = 3

2x, f7 = 2x+ 1.

All but f4 are increasing. The vector representation is shown in Figure 3.

b

1 − a

1
f1

f2

f3

f4

f5

f6 f7

O

Figure 3 The vector representation for f1, ..., f7.

Note that the identity permutation is minimum. Recall that θ(fσ(i+1)) − θ(fσ(i)) ∈ [0, π]2π

holds for any minimum permutation σ for increasing linear functions by Theorem 3 and
Lemma 10. However, this crucial property for increasing linear functions does not hold
in general. For example, θ(f2) − θ(f1) ∈ (π, 2π)2π. Instead, we point out the following
properties: f3 ◦ f2 ◦ f1 before f4 is provided by a maximum permutation for f1, f2, and f3,
while f7 ◦ f6 ◦ f5 after f4 is provided by a minimum permutation for f5, f6, and f7. We also
note that f4 is not suitable for processing time, since both coefficients are negative.

We define two sets Lσ and Uσ of increasing linear functions. For a permutation σ : [n] →
[n], let nσ

1 , . . . , n
σ
k be integers such that nσ

1 < · · · < nσ
k and α(fσ(nσ

j
)) < 0 for all j ∈ [k].

For j ∈ {0, 1, . . . , k}, let Iσ
j = {i ∈ [n] | nσ

j < i < nσ
j+1}, where nσ

0 = 0 and nσ
k+1 = n + 1,

and define

Lσ =
⋃

k−j:even
Iσ

j and Uσ =
⋃

k−j:odd
Iσ

j .

By definition, the set of indices of all increasing functions {i ∈ [n] | α(fσ(i)) ≥ 0} is
partitioned into Lσ and Uσ. In Example 17, we have Lid = I id

1 = {5, 6, 7} and U id = I id
0 =

{1, 2, 3}.
The following lemma states that Lσ and Uσ are permuted counterclockwisely and clock-

wisely, respectively, if σ is minimum. Let Lσ = {ℓ1, . . . , ℓ|Lσ|} and Uσ = {u1, . . . , u|Uσ|},
where ℓ1 < · · · < ℓ|Lσ| and u1 < · · · < u|Uσ|, and let

pi = fσ(ℓi) for i ∈ [|Lσ|] and qi = fσ(ui) for i ∈ [|Uσ|].

▶ Lemma 18. Let σ : [n] → [n] be a minimum permutation for non-constant and non-
identical linear functions f1, . . . , fn. Let pi (i ∈ [|Lσ|]) and qi (i ∈ [|Uσ|]) denote increasing
linear functions defined as above. Then we have the following two statements.

(i) The identity id : [|Lσ|] → [|Lσ|] is counterclockwise for pi’s, unless they are collinear.
(ii) The identity id : [|Uσ|] → [|Uσ|] is clockwise for qi’s, unless they are collinear.
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Outline of Proof. We only prove the case where k is even and (i), since the odd case or (ii)
can be treated similarly.

fσ =
Iσ

k︷ ︸︸ ︷
p|Lσ| ◦ · · · ◦ p|Lσ|−|Iσ

k
|+1 ◦ gk/2 ◦ · · · ◦ g2 ◦

Iσ
2︷ ︸︸ ︷

p|Iσ
0 |+|Iσ

2 | ◦ · · · ◦ p|Iσ
0 |+1 ◦ g1 ◦

Iσ
0︷ ︸︸ ︷

p|Iσ
0 | ◦ · · · ◦ p1

where gj = fσ(nσ
2j

) ◦ fσ(nσ
2j

−1) ◦ · · · ◦ fσ(nσ
2j−1) for j ∈ {1, . . . , ⌈k/2⌉} ,and we set fσ(n+1) =

fσ(0) = x. Note that only two linear functions at both ends are decreasing.
Since all the linear functions in the right-hand side are increasing, Theorem 1 implies (i)

of the lemma. ◀

Moreover, the following crucial lemma (iii) shows that Lσ and Uσ are partitioned by two
angles ψ1 and ψ2. For an set I ⊆ [n], let θ(I) = {θ(fσ(i)) | i ∈ I}.

▶ Lemma 19. There exists a minimum permutation σ : [n] → [n] for non-constant and
non-identical linear functions f1, . . . , fn such that

(i) fσ(ℓ) (ℓ ∈ Lσ) are permuted counterclockwisely,
(ii) fσ(u) (u ∈ Uσ) are permuted clockwisely,
(iii) θ(Lσ) ⊆ [ψ1, ψ2] and θ(Uσ) ⊆ (ψ2, ψ1)2π for some two angles ψ1 ∈ (0, π) and ψ2 ∈

(π, 2π),
(iv) θ(Iσ

s ) ∩ θ(Iσ
t ) = ∅ for any distinct s and t.

This directly implies that a minimum permutation for linear functions f1, . . . , fn can be
computed in O(k!nk+4) time, where k denotes the number of decreasing fi’s. The reason is as
follows. Assume first that no fi is identity and we utilize f (ϵ)

i ’s instead of fi’s. By Lemma 19
(iii), we essentially have n2 possible angles ψ1 and ψ2. Based on such angles, we partition
the set of indices of increasing linear functions into I0, . . . , Ik. By Lemma 19 (i), (ii), and
(iv), we have at most nk+1 many such partitions. Since there exist k! orderings of decreasing
functions, by checking at most k!nk+3(= n2 × nk+1 × k!) permutations σ, we obtain a
minimum permutation for fi’s. Note that each such permutation σ and the composite fσ can
be computed in O(n) time, after sorting θ(f (ϵ)

i )’s. Since θ(f (ϵ)
s ) and θ(f (ϵ)

t ) can be compared
in O(1) time for sufficiently small ϵ > 0 without exactly computing their angles, we can
sort θ(f (ϵ)

i )’s in O(n log n) time. Thus in total we require O(k!nk+4 + n log n) = O(k!nk+4)
time. If some fi’s are identities, then we can put them into I0, where I0 is obtained in the
procedure above for the non-identical functions. Therefore, a minimum permutation can be
computed in O(k!nk+4) time.

In order to improve this XP result, namely, to have an FPT algorithm with respect to k,
we apply the dynamic programming approach to the following problem.

Problem LU-Ordered Minimum Composition
Input: Two sets of increasing linear functions L = {p1, . . . , p|L|} and U = {q1, . . . , q|U |},
and decreasing linear functions g1, . . . , gk with k > 0.
Output: A minimum permutation σ for linear functions in L ∪ U ∪ {g1, . . . , gk} such that

(i) Lσ = L and Uσ = U ,
(ii) the restriction of σ on L produces the ordering (p1, . . . , p|L|), and
(iii) the restriction of σ on U produces the ordering (q1, . . . , q|U |).

Note that a minimum permutation for the original problem can be computed by solving
Problem LU-Ordered Minimu Composition O(n4) times for |L| + |U | ≤ n− k. Since
the problem can be solved in O(2kk(|L| + |U | + k)2) time, we obtain Theorem 4.
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5 Matrix Multiplication

In this section, we consider matrix multiplication orderings as a generalization of composition
orderings for linear functions. We provide outlines of the proofs of Theorems 5 and 8, and
refer to the problems we use to prove Theorems 6 and 7.

In order to prove Theorem 5, we first assume that matrices M1, . . . ,Mn in R2×2 are all
upper triangular. Then we have the following lemma.

▶ Lemma 20. The minimum matrix multiplication ordering problem with 2 × 2 upper
triangular matrices can be reduced to the one with w⊤ =

(
1 0

)
, y⊤ =

(
0 1

)
, and 2 × 2

upper triangular matrices with positive (2, 2)-entries.

Thus we can assume that a given upper triangular matrix Mi =
(
ai bi

0 di

)
has a positive

di for i ∈ [n]. We then have

(
1 0

)
Mσ

(
0
1

)
=
(

n∏
i=1

di

)
fσ(0),

where fi(x) = (ai/di)x+ bi/di for i ∈ [n]. This implies that the minimum matrix multiplic-
ation ordering problem with 2 × 2 upper triangular matrices can be solved by solving the
minimum composition ordering problem with linear functions. We remark that our algorithm

concerns the comparison of polar angles θ(fi)’s, but not of the vectors
(

bi/di

1 − ai/di

)
, and

hence we do not need to care about the case where di = ϵ. Therefore, we have the following
lemma.

▶ Lemma 21. For the minimum matrix multiplication ordering problem with n 2 × 2 upper
triangular matrices, we have the following statements.

(i) If all matrices have nonnegative determinants, then a minimum permutation can be
computed in O(n log n) time.

(ii) If some matrix has a negative determinant, then a minimum permutation can be
computed in O(k2kn6) time, where k denotes the number of matrices with negative
determinants.

This immediately implies Theorem 5.
Unfortunately, this positive results cannot be extended to 1) the nonnegative determinant

case for m = 2, 2) the case of m ≥ 3, and 3) the target version; see Theorem 6 (i), (ii) and
Theorem 7. We use the 3-partition problem to prove Theorems 6 (i) and 7.

Bouquard et al. [3] showed that the problem to minimize (1) for the case m ≥ 3 is
strongly NP-hard by reduction from the three-machine flow shop scheduling problem to
minimize the makespan, which is known to be strongly NP-hard [7]. We use the former
problem to prove Theorem 6 (ii).
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Abstract
This paper presents a distributed algorithm in the CONGEST model that achieves a (1 + ϵ)-
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1 Introduction

A fractional covering problem (FCP) and its dual fractional packing problem (FPP) are
positive linear programs (LP) of the canonical form:

min
x

cT x (FCP, the primal LP) max
y

bT y (FPP, the dual LP)

s.t. Ax ≥ b s.t. AT y ≤ c

x ≥ 0 y ≥ 0,

where all Aij , bi, and cj are non-negative. This paper particularly focuses on k-row-sparse
FCPs (k-RS-FCP) and k-column-sparse FPPs (k-CS-FPP). These are FCPs and FPPs in
which the matrix A contains at most k non-zero entries per row. They are still fairly general
problems and can model a broad class of basic problems in combinatorial optimization, such
as the fractional version of vertex cover, bounded-frequency weighted set cover, weighted
k-uniform hypergraph matching, stochastic matching, and stochastic k-set packing.

This paper studies distributed algorithms for FCPs and FPPs in the CONGEST model.
The CONGEST model features a network G = (V, E), where each node corresponds to a
processor and each edge (u, v) represents a bidirectional communication channel between
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processors u and v. The computation proceeds in rounds. In one round, each processor first
executes local computations and then sends messages to its neighbors. Each of the messages
is restricted to O(log |V |) bits. The algorithm complexity is measured in the number of
rounds it performs.

For an FCP/FPP instance with m primal variables and n dual variables (i.e., A has
dimensions n × m), the network is a bipartite graph G = ([m], [n], E). Each primal variable
xj is associated with a left node j ∈ [m], and each dual variable yi is associated with a right
node i ∈ [n]. An edge (i, j) exists if and only if Aij > 0. At the beginning of a CONGEST
algorithm, each left node j only knows its corresponding cost cj and the column vector
(Aij : i ∈ [n]), and each right node i only knows bi and the row vector (Aij : j ∈ [m]). At
the end of the algorithm, each left node j is required to output a number x̂j and each right
node i to output a ŷi, which together are supposed to form approximate solutions to the
FCP and FPP respectively.

Let 1k denote the k-dimensional all-ones vector. The subscript k will be dropped if it
is implicit. Without loss of generality, this paper considers FCP and FPP instances of the
following normal forms:

min
x

1T x s.t. Ax ≥ 1 and x ≥ 0 (1)

and

max
y

1T y s.t. AT y ≤ 1 and y ≥ 0 (2)

where Aij is either 0 or ≥ 1. The reduction to the normal form proceeds as follows:
First, we can assume that each bi > 0 since otherwise we can set yi to zero and delete
the i-th row of A;
similarly, we can assume each cj > 0 since otherwise we can set xj to +∞ and delete the
j-th column of A, and then set yi to zero and delete the i-th row for all i with Aij > 0.
Then, we can replace Aij by Âij = Aij

bicj
, replace b and c by all-ones vector, and work

with variables x̂j = cjxj and ŷi = biyi.
Finally, we replace Âij with Ãij = Âij

min{Âi′j′ |Âi′j′>0} and work with x̃j = x̂j · min{Âi′j′ |

Âi′j′>0} and ỹi = ŷi · min{Âi′j′ | Âi′j′>0}.

Papadimitriou and Yannakakis [12] initiated the research on approximating FCPs/FPPs in
the CONGEST model. Bartal, Byers, and Raz [3] proposed the first constant approximation
ratio algorithm with polylog(m + n) rounds. After designing a distributed algorithm for
a specific FCP/FPP scenario, namely the fractional dominating set problem [10], Kuhn,
Moscibroda, and Wattenhofer [8] finally developed an efficient (1+ϵ)-approximation algorithm
for general FCP/FPP instances, running in O(log Γp·log Γd/ϵ4) round for normalized instances
where

Γp := max
j

n∑
i=1

Aij , and Γd := max
i

m∑
j=1

Aij .

Particularly, for RS-FCPs/CS-FPPs, the round complexity becomes O
(
log Amax · log Γp/ϵ4)

.
Later, Awerbuch and Khandekar [2] proposed another (1 + ϵ)-approximation algorithm for
general normalized FCP/FPP instances running in Õ(log2(nAmax) log2(nmAmax)/ϵ5) rounds,
which has worse bound than [8] but enjoys the features of simplicity and statelessness.

Several works studied the lower bound for CONGEST algorithms to approximate linear
programming. Bartal, Byers, and Raz [3] showed that (1 + ϵ)-approximation algorithms for
general FCPs/FPPs require at least Ω(1/ϵ) rounds. Kuhn, Moscibroda, and Wattenhofer
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proved that [5, 6, 7, 8, 11] no constant round, constant-factor approximation CONGEST
algorithms exist for the LP relaxation of minimum vertex cover, minimum dominating set,
or maximum matching in general graphs. Later, they improved this lower bound by showing
that [9] no o(

√
log(m + n)/ log log(m + n)) rounds CONGEST algorithms can constant-

factor approximate the LP relaxation of minimum vertex cover, maximum matching, or by
extension, the general binary RS-FCPs or CS-FPPs (i.e., Aij ∈ {0, 1}) as well.

In this paper, we propose a CONGEST algorithm (Algorithm 1) for approximating general
RS-FCP/CS-FPP instances, which is much simpler than the algorithm of [8]. Moreover,
our algorithm exhibits a worse dependency on Amax but improves the dependency on ϵ.
In particular, for the binary RS-FCPs or CS-FPPs, which include LP relaxations of many
combinatorial problems such as minimum vertex cover, minimum dominating set, maximum
matching, and maximum independent set, our algorithm runs in O(log Γp/ϵ2) rounds, which
is a 1/ϵ2 factor improvement over the algorithm of [8].

▶ Theorem 1 (Main Theorem). For any ϵ > 0, Algorithm 1 computes (1 + ϵ)-approximate
solutions to RS-FCP and CS-FPP at the same time, running in O(Amax · log Γp/ϵ2) rounds.

▶ Remark 2. In 2018, Ahmadi et al. [1] proposed a simple (1 + ϵ)-approximation distributed
algorithm for the LP relaxation of minimum vertex cover and maximum weighted matching
problems, which are special classes of 2-RS-FCPs and 2-CS-FPPs. They claimed the algorithm
runs in O(log Γp/ϵ2) rounds, an O(Amax) factor faster than our algorithm. Unfortunately,
there is a flaw in their proof1, and we do not know how to correct the proof to achieve the
claimed bound.

2 Algorithms

In this section, we present our algorithm (Algorithm 1) and the analysis. Indeed, our
algorithm applies to general FCP/FPP instances, and we will prove the following theorem:

▶ Theorem 3. For any ϵ > 0, Algorithm 1 computes (1 + ϵ)-approximate solutions to (1)
and (2) at the same time, running in O

(
Γd · log Γp/ϵ2)

rounds.

Our algorithm is based on the sequential fractional set cover algorithm by Eisenbrand et
al. [4] and the fractional weighted bipartite matching by Ahmadi et al. [1]. It will be helpful
to view (1) as a generalization of the fractional set cover problem. Specficially, there is a
universe U = {e1, · · · , en} of n elements, a collection S = {S1, S2, · · · , Sm} of subsets of U ,
and a matrix {AeS : e ∈ U, S ∈ S} indicating the covering efficiency of S on e. We say e ∈ S

if AeS > 0. Then (1) can be recast as the following generalization of the fractional set cover
problem:

min
x≥0

∑
S∈S

xS s.t.
∑
S∋e

AeS · xS ≥ 1 for any e. (3)

The dual (2) can be recast as:

max
y≥0

∑
e∈U

ye s.t.
∑
e∈S

AeS · ye ≤ 1 for any S. (4)

1 In the proof of Lemma 5.2 in the full version, Y +
v should be defined as y+

e /we rather than y+
e ;

α1/we

α1/we −1 ≤ α
α−1 seems doubtful since 1

we
> 1 in their setting.
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Algorithm 1 An (1 + ϵ)-approximation algorithm for the normalized FCP/FPP.

1 Parameter: α, f ∈ R≥0 and L ∈ N defined as in (5);
2 Initialize xS := 0 for any S, and ye := 0 and re := 1 for any e;
3 for ℓ = 1 to L do
4 for each all S in parallel do
5 if ρS ≥ 1

α · maxS′∩S ̸=∅ ρS′ then
6 xS := xS + 1;
7 for all e ∈ S do
8 ye := ye + AeS · re/

(∑
e∈S AeS · re

)
and re := re/αAeS ;

9 if re ≤ α−f then re := 0;

10 Return: x/f and y/(f · (1 + ϵ)) as the approximate solutions to (3) and (4)
respectively.

Our algorithm maintains a variable xS for each subset S, and two variables ye and re

for each element e. xS and ye are initially 0 and their values can only increase throughout
the algorithm; the variable re is initially 1 and its value can only decreases. Intuitively,
re denotes the “requirement” of element e. Furthermore, we define the efficiency of S as
ρS :=

∑
e∈S AeS · re.

Our algorithm consists of L phases. α and f are two other algorithmic parameters. The
values of L, α, f will be determined later. In the ℓ-th phase, the algorithm picks all subsets
S with

ρS ≥ 1
α

· max
S′∩S ̸=∅

ρ′
S .

and update the primal variable

xS := xS + 1,

as well as: for each e ∈ S,

ye := ye + AeS · re∑
e∈S AeS · re

, and re := re/αAeS .

In other words, let Ξℓ(e) := {S ∋ e | S is selected in the ℓ-th phase}, then after the ℓ-th
phase, we have

ye := ye + ∆ye = ye +
∑

S∈Ξℓ(e)

AeS · re∑
e∈S AeS · re

, and re := re/α

∑
S∈Ξℓ(e)

AeS
.

Besides, we set re = 0 as soon as re ≤ α−f . Finally, the algorithm returns x/f and
y/ ((1 + ϵ) · f) as the approximation solutions. See Algorithm 1 for a formal description.
▶ Remark 4. The two algorithms in [8] and [1] both have a similar greedy fashion: it
starts with all xS set to 0, always increases the xS whose “efficiency” is maximum up to a
certain factor, and then distributes the increment of xS among its elements and decreases
the requirements re. Our algorithm and the two algorithms of [8] and [1] differ in specific
implementations: the definition of efficiency, the distribution of increments, and the reduction
of requirements. In particular, the algorithm of [8] consists of two levels of loops: the goal of
the first-level loop is to reduce the maximum “weighted primal degree”, and one complete
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run of the second-level loop can be seen as one parallel greedy step. This two-level structure
complicates the algorithm of [8]. The algorithm of [1] only works for the LP relaxation
of minimum vertex cover and maximum weighted matching problems, which are special
classes of 2-RS-FCPs and 2-CS-FPPs. The distribution of increments and the reduction of
requirements in our implementation is similar to [1], and the main difference is the definition
of efficiency.

Before analyzing the correctness and efficiency of the algorithm, we present some helpful
observations about its behavior.

▶ Proposition 5. Throughout the algorithm, we always have
(a)

∑
S xS =

∑
e ye.

(b) For any S, the value of ρS is non-increasing, and lies within
(
α−f , Γp

]
∪ {0}.

(c) After each phase, maxS ρS decreases by a factor of at least α.

Proof.

Part (a). Initially,
∑

S xS =
∑

e ye = 0. Then, whenever we increase xS by 1, we increase∑
e ye by

∑
e∈S

AeS ·re∑
e∈S

AeS ·re
= 1.

Part (b). Since re is non-increasing, so is ρS :=
∑

e∈S AeS · re. Besides, the initial value
of ρS is

∑
e∈S AeS , which is upper-bounded by Γp. Furthermore, for any non-zero re where

e ∈ S, it should be strictly greater than α−f , since otherwise it will be set to 0. Recalling
that AeS ≥ 1, we have ρS > α−f or ρS = 0.

Part (c). Define ρmax := maxS ρS . Note that every S with ρS ≥ ρmax/α will be picked.
Then for any such S, re will decrease by a factor of α

∑
S′∈Ξℓ(e)

AeS ≥ αAeS ≥ α for any e ∈ S,
so ρS =

∑
e∈S AeS · re decreases by a factor of at least α as well. ◀

By Proposition 5 (b) and (c), it is easy to see that after ⌈logα Γp + f⌉ phases, all ρS and
re will become zero. We choose 2

α := 1 + ϵ

c · Γd
, and f := 2

ϵ · ln α
· ln Γp, and L := ⌈logα Γp + f⌉. (5)

where c is a sufficiently large constant. Note that each phase can be implemented in constant
rounds. So the following lemma holds.

▶ Lemma 6. Algorithm 1 runs in O(Γd · log Γp/ϵ2) rounds. When it terminates, all re = 0
and all ρS = 0.

What remains is to prove its correctness. Let xL and yL denote the values of x and y right
after the L-th phase. We first prove the feasibility.

▶ Theorem 7. xL/f and yL/ ((1 + ϵ) · f) are feasible solutions to (3) and (4) respectively.

Proof. We first show the feasibility of xL/f . Obviously, xL/f are non-negative. Given
any e, whenever we increase xS by 1 for some S ∋ e, we divide re by a factor αAeS . The

2 The reason behind the choices of parameters is that α should sufficiently close to 1 and f should
sufficiently large, such that αΓd+1 = 1 + O(ϵ) and ln Γp

ln α ≪ f . See the proof of Theorem 7 for details.

ISAAC 2024



45:6 Distributed Algorithm for Sparse Fractional Covering/Packing

initial value of re is 1; and by Lemma 6, finally re becomes ≤ α−f , and then is set to 0. We
therefore have∑

S∋e

AeS · xL
S ≥ f,

and then conclude the feasibility of xL/f .
In the following, we prove the feasibility of yL/f . Obviously, yL/((1 + ϵ) · f) are

non-negative. What remains is to show that for any S∑
e∈S

AeS · yL
e ≤ (1 + ϵ) · f.

For the convenience of presentation, define YS :=
∑

e∈S AeS · ye, which only increases during
the algorithm’s execution. The idea is to upper bound the increment ∆YS of YS in terms of
the decrement ∆ρS of ρS in each phase.

On the one hand, recalling that the increment of ye is

∆ye =
∑

S′∈Ξℓ(e)

AeS′ · re∑
e∈S′ AeS′ · re

=
∑

S′∈Ξℓ(e)

1
ρS′

· AeS′ · re,

we have

∆YS =
∑
e∈S

AeS · ∆ye =
∑
e∈S

∑
S′∈Ξℓ(e)

1
ρS′

· AeS · AeS′ · re ≤
∑
e∈S

∑
S′∈Ξℓ(e)

α

ρS
· AeS · AeS′ · re

= α

ρS

∑
e∈S

∑
S′∈Ξℓ(e)

AeS · AeS′ · re.

On the other hand,

∆ρS =
∑
e∈S

AeS · ∆re =
∑
e∈S

AeS · re ·
(

1 − 1/α

∑
S′∈Ξℓ(e)

AeS′
)

=
∑
e∈S

AeS · re · 1

α

∑
S′∈Ξℓ(e)

AeS′

(
α

∑
S′∈Ξℓ(e)

AeS′ − 1
)

≥
∑
e∈S

AeS · re · 1

α

∑
S′∈Ξℓ(e)

AeS′

 ∑
S′∈Ξℓ(e)

ln α · AeS′


≥ ln α

αΓd

∑
e∈S

∑
S′∈Ξℓ(e)

AeS · AeS′ · re

Combining the two inequalities above, we get

∆YS ≤ αΓd+1

ln α
· ∆ρS

ρS
.

Then, summing this inequality up over all phases, we have

Y end
S =

∑
each phase

∆YS ≤ αΓd+1

ln α

∑
each phase

∆ρS

ρS
≤ αΓd+1

ln α

∫ ρinitial
S

ρend
S

1
ρ

dρ

= αΓd+1

ln α
·
(
ln ρinitial

S − ln ρend
S

)
≤ αΓd+1

ln α
· (ln α · f + ln Γp)

= αΓd+1f + αΓd+1 ln Γp

ln α
≤ (1 + ϵ)f. ◀
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By Proposition 5 (a), we have
∑

S xL
S =

∑
e yL

e , which means∑
e

yL
e / ((1 + ϵ) · f) ≤ (1 + ϵ)

∑
S

xL
S/f.

We therefore conclude that xL/f and yL/ ((1 + ϵ) · f) are (1 + ϵ)-approximate solutions
to (3) and (4) respectively. By putting it and Lemma 6 together, we finish the proof of
Theorem 3.

3 Conclusion

This paper proposes a simple (1 + ϵ)-approximation CONGEST algorithm for row-sparse
fractional covering problems and column-sparse fractional packing problems. It runs in
O

(
Amax · log Γp/ϵ2)

rounds, where Γp = maxj

∑
i Aij and Γd = maxi

∑
j Aij . Our algorithm

is simpler than the algorithm of [8], worsens the Amax-dependency, but improves the ϵ-
dependency. For future work, it is an intriguing open problem, proposed by Suomela [13],
whether constant round, constant-factor approximation CONGEST algorithms exist for
row-sparse, column-sparse FCP/FPP instances – a special kind of RS-FCP/CS-FPP where
the number of nonzero entries in each column of A is also bounded. Our algorithm and the
algorithm of [8] are both such algorithms for instances where Amax is bounded.
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Abstract
In the F-Deletion problem, where F is a fixed finite family of graphs, the input is a graph G and an
integer k, and the goal is to determine if there exists a set of at most k vertices whose deletion results
in a graph that does not contain any graph of F as a minor. The F-Deletion problem encapsulates
a large class of natural and interesting graph problems like Vertex Cover, Feedback Vertex
Set, Treewidth-η Deletion, Treedepth-η Deletion, Pathwidth-η Deletion, Outerplanar
Deletion, Vertex Planarization and many more. We study the F-Deletion problem from the
kernelization perspective. In a seminal work, Fomin et al. [FOCS 2012] gave a polynomial kernel
for this problem when the family F contains at least one planar graph. The asymptotic growth of
the size of the kernel is not uniform with respect to the family F : that is, the size of the kernel is
kf(F), for some function f that depends only on F . Later Giannopoulou et al. [TALG 2017] showed
that the non-uniformity in the kernel size bound is unavoidable as Treewidth-η Deletion cannot
admit a kernel of size O(k

η+1
2 −ϵ), for any ϵ > 0, unless NP ⊆ coNP/poly. On the other hand it was

also shown that Treedepth-η Deletion admits a uniform kernel of size f(F) · k6 depicting that
there are subclasses of F where the asymptotic kernel sizes do not grow as a function of the family
F . This work led to the question of determining classes of F where the problem admits uniform
polynomial kernels.

In this paper, we show that if all the graphs in F are connected and F contains K2,p (a bipartite
graph with 2 vertices on one side and p vertices on the other), then the problem admits a uniform
kernel of size f(F) · k10. The graph K2,p is one natural extension of the graph θp, where θp is a
graph on two vertices and p parallel edges. The case when F contains θp has been studied earlier
and serves as (the only) other example where the problem admits a uniform polynomial kernel.

2012 ACM Subject Classification Theory of computation → Fixed parameter tractability

Keywords and phrases Uniform polynomial kernel, F-minor-free deletion, complete bipartite minor-
free graphs, K2,p, protrusions

Digital Object Identifier 10.4230/LIPIcs.ISAAC.2024.46

1 Introduction

For any fixed finite family of (multi-)graphs F , in the F-Deletion problem, given as input
a graph G and a positive integer k, the task is to determine whether the deletion of a set of
at most k vertices results in a graph that does not contain any graph of F as a minor. The
F-Deletion problem encompasses various natural and interesting problems such as Vertex
Cover, Feedback Vertex Set, Treewidth-η Deletion, Treedepth-η Deletion,
Pathwidth-η Deletion, Outerplanar Deletion, Vertex Planarization and much
more. As a result of the seminal work of Lewis and Yannakakis [18] the problem is known to
be NP-complete. By a celebrated result of Robertson and Seymour [22] every F-Deletion
problem is non-uniformly FPT, that is, for every integer k, there exists an algorithm that
solves the problem in f(k) · n3 time, where n is the number of vertices in the input graph.
However, when the family F is given explicitly, the problem is uniformly FPT because the
excluded minors for the graphs that are YES instances of the problem can be computed
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explicitly from the result by Adler et al. [1]. Another breakthrough result by Fomin et
al. [12] shows that the problem admits an algorithm with running time 2O(k) · nO(1) when
all the graphs in F are connected and F contains a planar graph. The class considered
by Fomin et al. seems a little restrictive at first, but it already encapsulates the classical
problems mentioned above except for Vertex Planarization. In fact, the class of problems
considered by Fomin et al. [12] are essentially about deleting k vertices to get to a graph of
constant treewidth, since graphs that exclude a planar graph H as a minor have treewidth
at most |V (H)|O(1) [3].

One of the major highlights of the result by Fomin et al. [12] is also a polynomial (in
k) kernel for the F-Deletion problem when F contains a planar graph. A noteworthy
feature of their kernelization algorithm is that the size of the kernel is f(F) · kg(F), for some
functions f, g that depend only on the family F . In particular, the exponent of the size
of the kernel depends on the family F . Such kernels are called non-uniform kernels as the
asymptotic size of the kernel varies with the family F . Such a result opens up questions
about the existence of a kernel of size f(F) · kO(1) for F-Deletion. Such a kernel is called
a uniform polynomial kernel.

Soon after the result of Fomin et al., Giannopoulou et al. [14] showed that the size of the
polynomial kernel by Fomin et al. is essentially tight in the sense that F-Deletion cannot
admit a kernel of size f(F) · kO(1), under reasonable complexity assumptions. In particular,
they showed that Treewidth-η Deletion, a special case of F-Deletion where F contains
a planar graph, cannot admit a uniform polynomial kernel unless NP ⊆ coNP/poly, even
when the parameter is the vertex cover of the graph. More specifically they showed that
Treewidth-η Deletion cannot admit a kernel on O(x

η+1
2 −ϵ) vertices, for any ϵ > 0, where

x is the size of the vertex cover in the input graph. They also complemented this result
by showing that Treedepth-η Deletion, another special case of F-Deletion when F
contains a path, admits a (uniform) kernel of size f(η) · k6 for some function f .

Other than Treedepth-η Deletion, the only other family F for which F-Deletion is
known to admit a uniform polynomial kernel (of size f(F) · k2 log3/2 k)) is when the graph
θp ∈ F [11]. Here θp is a graph with two distinct vertices and p parallel edges between them.

This contrast in the behaviour of the asymptotic size of polynomial kernels, obtained for
different specializations of F-Deletion, leads to the question- under what restrictions of F ,
does the F-Deletion problem admit uniform kernels? Our study investigates this direction
and exhibits an infinite collection of families F for which the F-Deletion problem admits
a uniform polynomial kernel.

Our Result. We show that F-Deletion admits a kernel of size f(F) · k10, when all the
graphs in F are connected and K2,p ∈ F , where K2,p is a complete bipartite graph on 2
vertices on one side and p vertices on the other. Henceforth, for any positive integer p,
let Fp denote an arbitrary finite family of connected graphs such that K2,p ∈ Fp. The
Fp-Deletion problem is formally defined as follows: given a graph G and an integer k, does
there exist X ⊆ V (G), |X| ≤ k such that G − X has no graph of Fp as a minor?

In the remaining paper we subsume the factors depending on Fp in the O(·) notation.
Also, a polynomial running time refers to a running time that is polynomial in the input size
where the exponent of the polynomial is an absolute constant (and hence does not depend
on Fp or k). Thus, our kernelization algorithm runs in “purely” polynomial time.

▶ Theorem 1.1. Fp-Deletion admits a kernel of size O(k10).
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K2,p-free graphs. The class Fp-Deletion that we consider is, and has to be, more restrict-
ive than what is considered by Fomin et al. [12], given the hardness result by Giannopoulou
et al. [14]. In the following points we motivate our interests in the study of the chosen
family Fp.
(1) Generalizes outerplanarity. A graph is called outerplanar if there exists a planar em-
bedding of it where all the vertices lie on the outer face. In the Outerplanar Deletion
problem, given as input a graph G and an integer k the goal is to decide if the deletion of
at most k vertices results in an outerplanar graph. A well-known consequence of Wagner’s
characterization of planar graphs implies that the Outerplanar Deletion problem is
equivalent to the F-Deletion problem where F = {K2,3, K4}, where K4 is a complete
graph on 4 vertices. Clearly, Fp-Deletion encapsulates and generalizes the Outerplanar
Deletion problem.
(2) Challenge in extension from θp. As mentioned earlier, prior to the polynomial kerneliza-
tion result of Fomin et al. [12] for general families F containing some planar graph, Fomin
et al. [11] gave a uniform polynomial kernel for F-Deletion when θp ∈ F . Such families
already encapsulate classical problems like Vertex Cover, Feedback Vertex Set and
Diamond Hitting [11].

Observe that K2,p is a natural extension of θp as it can be obtained from θp by subdividing
each of its edges once. This seemingly simple extension of θp already poses great technical
challenges, thereby disallowing to lift the kernelization techniques used in the θp case to the
K2,p case. As we describe in detail later (see Section 3), the challenge in making a uniform
polynomial kernel for special cases of F-Deletion lie in what we call the degree reduction
phase of [12]. We elaborate on this later but let us give some overview of it already here.
Let S be some approximate solution to the problem of size kO(1). Let C be some connected
component of G − S. If one can bound the degree of each vertex of x ∈ S in the set C by
f(F) · kO(1) (where the degree of k is independent of F), then following the approach of [12],
one can get a uniform polynomial kernel for the F-Deletion problem.

Using the above, a uniform polynomial kernel for F-Deletion when θp ∈ F follows very
easily: let S be a 1-redundant solution to the problem of size O(k2), that is for each x ∈ S,
S \ x is a solution to the problem. As we will see later such sets of O(k2) size can be found
easily. Let C be a connected component of G − S. Then for any x ∈ S, the degree of x in C

is at most p − 1, as otherwise there would be θp as a minor in G[C ∪ {x}], contradicting that
S \ {x} is a solution. Thus, in this case one can in fact, bound the degree of x in C by O(1).

The above simple argument for bounding the degree of x fails completely when the
forbidden minor is a subdivided θp, that is a K2,p. For example, consider a graph containing
n + 1 vertices, where one vertex is adjacent to all the other n vertices and these n vertices
are connected to form a path. This graph has θn as a minor but no K2,3 as a minor.
(3) Interesting structural graph properties of K2,p-free graphs. From a graph theoretic
viewpoint, excluding certain classes of graphs as minors seem to give close connections
to some interesting graph properties. One of the most interesting conjectures at present
demonstrating this is the Hadwiger’s Conjecture which states that the chromatic number
of any graph that avoids Kt as a minor is at most t − 1. Following this line of work, graph
theorists have developed a special interest in the class of graphs that exclude a complete
bipartite graph as a minor [10, 7, 23, 5, 20, 6, 9]. Together with connectivity requirements, and
possibly other assumptions, graphs with no Kq,p as a minor can be shown to have interesting
properties relating to toughness, hamiltonicity, and other traversability properties [4, 5, 21].
Particular attention has been given to the case when q = 2, as most of these properties
appear to hold for this special case too. Note that any graph avoiding K2,p as a minor is at
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most p − 1-connected. Results in the literature show that 3-connected K2,4-free graphs are
Hamiltonian and the 2-connected K2,4-free graphs have a Hamiltonian Path [10]. Also [7]
shows that every 2-connected K2,4-free graph contains two vertices whose deletion results in
an outerplanar graph. Graphs on n vertices that are K2,p-free are known to have long cycles,
in particular, cycles of length at least n/pp−1 [5]. Another result shows that the number
of edges in an n-vertex K2,p-free graph, for p ≥ 2, is at most (1/2)(p + 1)(n − 1) [6]. This
literature thus suggests that the class of K2,p-free graphs exhibit interesting graph theoretic
properties and hence, it could be worth to study this graph class algorithmically.
(4) Extremal limit before encapsulating planarization. In continuation of the above point, at
the front of avoiding a Kq,p as a minor, it must be noted that the case when q = 3 already
encompasses the classical and notorious Vertex Planarization problem. In this problem,
the goal is to delete at most k vertices such that the resulting graph is a planar graph.
This problem is equivalent to F-Deletion when F = {K3,3, K5} because of Wagner’s
characterization of planar graphs. Note that none of the graphs in F are planar. The first
constructive FPT algorithm for this problem was given by Marx and Schlotter in 2007 [19],
which was followed by an improved algorithm by Kawarabayashi [17]. This was followed by
the current best known algorithm for the problem by Jansen et al. [16] in 2014 that runs in
time 2O(k log k) · n. Over this long period of improvements, one important open question that
has intrigued the community is the question about the existence of a polynomial kernel for
the problem. Recently Jansen and Wlodarczyk [15] gave a lossy polynomial kernel for this
problem. But it seems for now that getting a (non-lossy) polynomial kernel for this problem
may require more novel ideas. Thus, on the front of avoiding complete bipartite minors,
avoiding anything beyond K2,p must first confront the Vertex Planarization problem.

Roadmap. In Section 2 we define basic notations and definitions. In Section 3 we describe
all the (five) steps of our kernelization algorithm. In particular, we state formally the five
main lemmas that we prove to give the complete proof of Theorem 1.1. In Section 4 we focus
on our main technical contribution of this work which is what we call the degree reduction
phase of the kernelization algorithm (step 2 of the 5 steps). We give an overview of the key
ideas of this phase, followed by formal proofs. In Section 5 we conclude with some open
questions. The details of the 4 other phases of the algorithm that are described in Section 3
have been omitted because of space constraints. Also the proofs of lemmas marked with ⋆

have been omitted due to space constraints.

2 Preliminaries

For standard notations and terminology that is not defined here, we refer to [8]. For the
definition of kernelization and related terminology we refer to the book [13]. Throughout the
paper, h = maxH∈Fp |V (H)|.

General. For positive integers i < j, [i] denotes the set {1, . . . , i} and [i, j] denote the set
{i, i + 1, . . . , j}. Given a sequence, an interval is a set of consecutive entries of the sequence.
The length of the interval is the number of entries in it.

Graphs. For u, v ∈ V (G) a (u, v)-path in G is a path from u to v. The internal vertices of a
path are the vertices of the path that are not its end-points. For X ⊆ V (G), a path is called
X-free if none of the vertices of X appear as internal vertices of the path. For X, Y ⊆ V (G),
Z ⊆ V (G) is called an (X, Y )-cut if G − Z has no path from a vertex of X to a vertex of Y .
When X or Y are singletons we drop the braces around them in this notation.
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Boundaried graphs and boundaried minors. For any positive integer t, a t-boundaried
graph is a graph G together with a specially assigned vertex set of size at most t called the
boundary of G. Also each vertex in the boundary is labelled with a distinct integer from [t].
A t-boundaried graph H is a minor of a t-boundaried graph G if H can be obtained from G

by deleting vertices or edges or contracting edges, but never contracting edges with both
endpoints being the vertices in the boundary. If we contract an edge between a boundary
vertex u and a non-boundary vertex v, the resulting vertex is a boundary vertex with the
same label as that of u. For a t-boundaried graph G, for any positive integer δ, the δ-folio(G)
is the set of all t-boundaried graphs of size at most δ that can be obtained as boundaried
minors in G.

3 The steps of the kernelization algorithm

The kernelization algorithm of Theorem 1.1 has five phases which we term as (1) redundant
solution, (2) degree reduction, (3) component reduction, (4) protrusion decomposition, and
(5) protrusion replacement. We emphasize here that the degree reduction phase is our main
technical contribution of this work and our special choice of starting with a redundant
solution in phase one is key for the second phase. Other than this, the overall structure
of our kernelization algorithm follows the footprints of that of [12]. For any graph G,
let cc(G) denote the set of connected components of G. Throughout the presentation,
h := maxF ∈Fp

|V (F )|. Let (G, k) be an instance of Fp-Deletion problem.

Redundant solution. In the first phase, we find a 1-redundant solution S in G of size
O(k2). A 1-redundant solution in G is a set of vertices S such that for every x ∈ S, S \ {x}
is a solution of Fp-Deletion. This step is different from that of [12] where any solution
modulator (for example, any approximate solution) works. Formally, we prove the following
lemma.

▶ Lemma 3.1 (⋆, Redundant solution). Given an instance (G, k) of Fp-Deletion, there is
a polynomial-time algorithm that either outputs x ∈ V (G) such that (G − {x}, k − 1) is an
equivalent instance of (G, k), or outputs a 1-redundant solution of (G, k) of size O(k2), or
concludes correctly that (G, k) is a NO instance of Fp-Deletion.

If Lemma 3.1 outputs x ∈ V (G) then we apply a reduction rule and output the instance
(G−{x}, k −1) as an equivalent instance. If it outputs NO, then we output a trivial constant
sized NO instance of Fp-Deletion. Otherwise, we have a 1-redundant solution of size
O(k2), that we denote by S in all the subsequent phases.

Degree reduction. The input to this phase is the instance (G, k) together with a 1-redundant
solution S. The goal is to design a reduction rule that bounds the size of the set of neighbours
of x in C, for each x ∈ S and C ∈ cc(G − S), by kO(1). An edge uv in G is called irrelevant
if the instance (G, k) is equivalent to the instance (G − uv, k).

Let a denote the number of 2-boundaried graphs on at most 2h+6 vertices. Let g : [a] → N
be a function such that g(1) := 18 · (2h + 6) and for each i > 1, g(i) := 18 · (2h + 6) · g(i − 1).
Also let degree-bound := p3 · (|S| · (p + k + 1) + 1) · g(a). We prove the following lemma.

▶ Lemma 3.2 (Irrelevant edge). Let (G, k) be an instance of Fp-Deletion and S be a
1-redundant solution in G. Let x ∈ S and C ∈ cc(G − S). If |N(x) ∩ C| ≥ degree-bound,
then there exists u ∈ N(x) ∩ C, such that xu is irrelevant. Moreover, such a vertex u can be
found in polynomial time.
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The key insights and the proof of Lemma 3.2 are delegated to Section 4. We use Lemma 3.2
as long as there exists x ∈ S and C ∈ cc(G − S) such that |N(x) ∩ C| ≥ degree-bound.
If u is the vertex reported by Lemma 3.2, then we apply a reduction rule and output an
equivalent instance (G − uv, k). Therefore at the end of this stage we can assume that for
each x ∈ S and C ∈ cc(G − S), |N(x) ∩ C| < degree-bound = O(k3). It is crucial to note
here that the exponent of k in degree-bound is independent of F .

Component reduction. In this phase, we design a reduction rule whose exhaustive applica-
tion guarantees that |cc(G − S)| = O(|S|2 · k) = O(k5). Formally we prove the following
lemma. Let comp-boundh := (10 + p) · (h + 1)2 · 2(h+1

2 ). Note that comp-boundh depends
only on h, p (and therefore only on Fp).

▶ Lemma 3.3 (⋆, Component reduction). Let (G, k) be an instance of Fp-Deletion and S

be some solution of Fp-Deletion (not necessarily optimal). If |cc(G − S)| ≥ comp-boundh ·
|S|2 · k 1, then there exists C ∈ cc(G − S) such that the instance (G, k) is equivalent to
(G − C, k). Moreover, such a component C can be found in polynomial time.

Apply Lemma 3.3 on the instance (G, k) and the set S from phase 1 until |cc(G − S)| =
O(k5).

Protrusion decomposition. Note that at the end of phase three, we can bound the size
of the set of neighbours of S (|N(S)|) by O(k10): indeed from phase three (Lemma 3.3)
|cc(G − S)| = O(k5), from phase 2, for each x ∈ S, |N(x) ∩ C| = O(k3) and |S| = O(k2).
We use this to obtain a protrusion decomposition of G with O(k10) protrusions. This is
defined below.

For a graph G, let tw(G) denote the treewidth (see [8] for the definition) of G. For a
positive integer a, an a-protrusion in G is a set of vertices X ⊆ V (G) such that tw(G[X]) ≤ a

and |NG(X)| ≤ a. For positive integers a, b, c, an (a, b, c)-protrusion decomposition of G is a
partition of V (G) = V0 ⊎ V1 ⊎ . . . ⊎ Vr such that the following holds: (1) |V0| ≤ a, (2) r ≤ b,
(3) for each i ∈ [c], N(Vi) ⊆ V0, and, (4) for each i ∈ [c], Vi is a c-protrusion in G.

In this phase, we prove the following lemma.

▶ Lemma 3.4 (⋆, Protrusion decomposition). Let G be a graph and S ⊆ V (D) such that
tw(G − S) ≤ η and G − S has at most ζ connected components. If |N(S) ∩ C| ≤ α for every
connected component of G−S, then G admits a (|S|+2αηζ, 6αζ, 2η)-protrusion decomposition
and can be computed in polynomial time.

We use Lemma 3.4 on G and the set S from phase 1. Since S is a solution to Fp-Deletion,
K2,p ∈ Fp and K2,p is planar, tw(G − S) = O((p + 2)9) [3]. Thus, in Lemma 3.4, on input
G, S, η = O((p + 2)9), from phase 3 ζ = O(k5) and, from phase 2 α = O(k3) · |S| = O(k5).
Thus, we get an (O(k10), O(k10), O(1))-protrusion decomposition of G.

Protrusion replacement. Let V0 ⊎ V1 ⊎ . . . Vr be the (O(k10), O(k10), O(1))-protrusion
decomposition of G obtained from the previous phase. Note that in order to bound the size
of the whole graph G, it remains to bound the size of protrusion Vi for each i ∈ {1, . . . , r}.
This is done in this final phase. To reduce the size of the protrusions, we use the fact that the
Fp-Deletion problem has Finite Integer Index. This allows one to “replace” each protrusion
Vi with a vertex set whose size depends only on Fp.

1 The bound on comp-boundh has not been optimized.
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Recall η, ζ, α from Lemma 3.4. The following proposition from [2, 12] implies a reduction
rule if the size of any Vi, i ∈ {1, . . . , r}, is larger than a fixed constant q that depends only
on Fp.

▶ Proposition 3.5 (Protrusion replacer, [2, 12]). Let (G, k) be an instance of Fp-Deletion
and let Vi ⊆ V (G) be a 2η-protrusion in G of size at least q, where q is a fixed constant that
depends only on Fp. Then there exists a polynomial-time algorithm that outputs an equivalent
instance (G′, k′) such that |V (G′)| < |V (G)| and k′ ≤ k.

Finally this implies the following corollary. Again recall η, ζ, α from Lemma 3.4 and q

from Proposition 3.5.

▶ Corollary 3.6. If |V (G)| ≥ |S| + 2αηζ + 6qαζk, then the reduction rule implied by
Proposition 3.5 is applicable.

This implies that when the reduction rule of Lemma 3.5 is not applicable, |V (G)| = O(k10).
The proof of Theorem 1.1 follows from Lemmas 3.1,3.2,3.3,3.4 and Corollary 3.6.

4 The degree reduction phase

In this section we elaborate on the degree reduction phase that we described in Section 3.
Recall that (G, k) is an instance of Fp-Deletion and S ⊆ V (G) is a 1-redundant solution,
that is for each x ∈ S, S \ {x} is a solution. Fix x ∈ S and C ∈ cc(G − S) such that
|N(x) ∩ C| ≥ degree-bound. Because S is 1-redundant, G[C ∪ {x}] is K2,p-free. Set
X := N(x) ∩ C. The goal is to design a reduction rule that bounds the size of X by kO(1).

4.1 Overview and key insights

We give an overview of the key insights in the proof of Lemma 3.2. The degree reduction
phase has two main steps. In this first step we find a subset of C that has a very nice
structure and in the second step we exploit this structure to “re-build” minor models of small
graphs so that they avoid an irrelevant edge.

A nicely structured set Cσ ⊆ C. As a first step, we exploit the fact that G[C ∪ {x}] is
K2,p-free to obtain a subset Cσ ⊆ C containing g(a) (recall a, g from Section 3) neighbours
of x such that Cσ has a very nice “chain-like” structure. The definition of the structure
is formalized in Definition 4.1 as an x-good sequence. Also see Figure 1. The proof of its
existence is given in Lemma 4.3. Below we state informally the nice structure of Cσ that we
achieve.

The chain structure: The set Cσ contains g(a) vertices of X, say ordered (u1, . . . , ug(a)).
For each other vertex v ∈ Cσ, v is on some X-free (ui, ui+1)-walk in C. For each i ∈ [g(a)−1],
let V σ

i be the set of vertices on some X-free (ui, ui+1)-walk in C. Then V σ
i ̸= ∅. For each

i, j ∈ [g(a) − 1], i ̸= j, V σ
i ∩ V σ

j = ∅. The set {ui, ui+1} ∪ V σ
i is called a block of Cσ.

The boundary to C: The vertices u1, ug(a) are the boundary vertices of Cσ in C. That is,
no vertex of Cσ \ {u1, ur} has any neighbour in C \ Cσ.

Neighbours in S after removing a solution: Lastly, for any Fp-Deletion solution T of
size at most k + 1, in G − T , the N(Cσ) ∩ S ⊆ {x}.
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Figure 1 The structure of Cσ: The part with the grey background is a connected component C

of G − S. The blue edges connect x to its neighbours in C.

The structure of minors of small graphs in Fp restricted to Cσ. In the second step, we
exploit this structure of Cσ to find a vertex u ∈ Cσ ∩ X such that xu is an irrelevant edge.
To show that xu is irrelevant, we want to show that if there is a set of at most k vertices T

in G − xu such that (G − xu) − T is Fp-free, then G − T is also Fp-free. In particular we
will show that if G − T has any graph H on at most h vertices as a minor, and there is a
minor model of H in G − T that uses the edge xu, then there is also a minor model of H in
G − T that does not use the edge xu (Lemmas 4.14 and 4.16).

For doing the above, the key insight is to focus on the minor model of H restricted to
Cσ ∪ {x}.

4.2 Proof of Lemma 3.2 (Irrelevant edge)
The goal of this section is to prove Lemma 3.2.

▶ Lemma 3.2 (Irrelevant edge). Let (G, k) be an instance of Fp-Deletion and S be a
1-redundant solution in G. Let x ∈ S and C ∈ cc(G − S). If |N(x) ∩ C| ≥ degree-bound,
then there exists u ∈ N(x) ∩ C, such that xu is irrelevant. Moreover, such a vertex u can be
found in polynomial time.

An x-sequence is a sequence σ of a subset of vertices of X. If σ = (u1, . . . , ur) is an
x-sequence, for each i ∈ [r − 1], the set V σ

i contains each vertex that appears on some X-free
(ui, ui+1)-walk in C. An i-block of σ refers to the set {ui, ui+1} ∪ V σ

i . An r-block is simply
the vertex ur. By a block of σ we simply refer to some i-block of σ. By the endpoints of
an i-block, we refer to the vertices ui and ui+1. Further Cσ :=

⋃r−1
i=1 V σ

i ∪
⋃r

i=1{ui}. The
length of the x-good sequence σ is r.

▶ Definition 4.1 (x-good sequence). An x-sequence σ = (u1, . . . , ur) is called an x-good
sequence if the following holds.
1. For every i ∈ [r − 1], there is an X-free (ui, ui+1)-walk in C.
2. For every i ∈ [2, r − 1], {ui−1, ui+1} is a (ui, X)-cut.
3. For any Fp-Deletion set T in G of size at most k + 1, if x ̸∈ T , N(Cσ) ∩ (S \ T ) = {x}.
4. No vertex of Cσ \ {u1, ur} has a neighbour in C \ Cσ.
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▶ Lemma 4.2 (⋆). If σ = (u1, . . . , ur) is an x-good sequence then, for any minimal
Fp-Deletion solution T in G of size at most k + 1 that does not contain x, {x} ⊆
N(Cσ \ {u1, ur}) \ T ⊆ {x, u1, ur}. Also, there exists a minimum Fp-Deletion solution T ∗

in G such that |T ∗ ∩ Cσ| ≤ 3.

In Section 4.2.1 we show that if X is large then there is a large x-good sequence
(Lemma 4.3). In Section 4.2.2 we show how to find an irrelevant edge xu, where u ∈ σ, given
a large x-good sequence σ.

4.2.1 Finding a large x-good sequence
The goal of this section is to prove the following lemma.

▶ Lemma 4.3. If |X| ≥ p3 · (|S| · (p + k + 1) + 1) · g(a), then there exists an x-good sequence
of length g(a). In fact, such a sequence can be found in polynomial time.

We start by taking some natural steps towards the construction of some x-sequence
that has Property 1 of Definition 4.1. We later perform more steps towards proving other
properties of Definition 4.1. Let us define an ordered partition of X = (L0, . . . , Ll) inductively
as follows. Fix an arbitrary vertex x0 ∈ X and let L0 be {x0}. Now suppose L0, . . . , Li

are defined, we define Li+1 as the set of vertices of X \ {
⋃

j∈[0..i] Lj} that are reachable
from Li by X-free paths in G[C]. We next prove a series of claims about this partition
X = (L0, . . . , Ll). Observe that each vertex of C is on some X-free (Li, Li+1)-walk.

▶ Lemma 4.4 (⋆). For every i ∈ [0, l], |Li| ≤ p − 1.

Observe that, if |X| ≥ p3 · (|S| · (p + k + 1) + 1) · g(a), then l ≥ p2(|S| · (p + k + 1) + 1)g(a).
The next definition and the upcoming steps help to ensure Property 2 of Definition 4.1

(this is formally proved in Lemma 4.11). For every i ∈ [0, l − 1], we say that a vertex v ∈ Li

is dangerous if the set of vertices in X that are reachable from Li \ v by paths whose internal
vertex set is disjoint from (X \ Li+1), is exactly Li+1. Observe that for any vertex v ∈ Li

which is not dangerous, there is a vertex v′ in Li+1 such that v′ is not reachable from Li \ v

by an (X \ Li+1)-free path. Such a vertex v′ is called a witness of a non dangerous vertex v.

▶ Lemma 4.5 (⋆). The number of indices i ∈ [0, l] such that Li contains a dangerous vertex
is at most p − 1.

▶ Lemma 4.6 (⋆). For every i ∈ [0, l − 1], if no vertex of Li is dangerous, then |Li| ≤ |Li+1|.

▶ Lemma 4.7 (⋆). Let t = (|S| · (p + k + 1) + 1)g(a). There exists i ∈ [l − t] such that none
of Li, . . . , Li+t contains dangerous vertices and |Li| = |Li+s| for all s ∈ [t].

Without loss of generality, let L1, . . . , Lt denote the interval of (L0, . . . , Ll) from
Lemma 4.7 that do not contain a dangerous vertex, where t = (|S| · (p + k + 1) + 1)g(a).
Using this consecutive sequence of t sets, we will now define an x-sequence σ⋆ = (u1, . . . , ut)
of length t. The vertices uj in this sequence are defined inductively as follows. Let u1 be
any vertex of L1. Then for any j ∈ [t − 1], uj+1 is the witness for the non dangerous vertex
uj . Note that σ⋆ might not be an x-good sequence. In what follows, we prove some nice
properties of σ⋆ and then use them to refine σ⋆ to obtain an x-good sequence. We would like
to remark that this refinement procedure is required to prove Property 3 of Definition 4.1.
We begin by proving a claim which will lead to the refinement. We will first show that these
sets are disjoint.
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▶ Lemma 4.8. For every j ∈ [t − 1], (uj , uj+1) is a (V σ⋆

j , X)-cut in G[C].

Proof. For the sake of contradiction, suppose that this is not the case and let P be a minimal
(V σ⋆

j , u)-path for some u ∈ X, in G[C] − {uj , uj+1}. If u ∈ Ls for s ≤ j − 1, then this
contradicts the fact that uj+1 is in Lj+1, and if u ∈ Ls for s ≥ j + 2, then this contradicts
the fact that u is not in Lj+1. If u ∈ Lj , then this contradicts the fact that uj is the witness
of uj−1 and if u ∈ Lj+1, this contradicts the fact that uj+1 is the witness of uj . ◀

As a corollary of Lemma 4.8, we conclude the following.

▶ Lemma 4.9. For each i, j ∈ [t], where i ̸= j, we have V σ⋆

i ∩ V σ⋆

j = ∅.

Let S1 ⊆ S be the set of all those vertices s of S such that there exists I ⊆ [t] of size at
least k + p + 2 and for each b ∈ I, s is adjacent to some vertex of V σ⋆

b ∪ ub (or to ub when
b = t). Let S2 = (S \ S1) \ x. An index b ∈ [t] is called affected if there exists s ∈ S2 such
that s is adjacent to V σ⋆

b ∪ ub (or to ub when b = t). By the definition of S2, the number
of affected indices is at most |S2| · (k + p + 1) ≤ |S| · (k + p + 1). Since the length of σ⋆ is
t = (|S| · (p+k +1)+1)g(a) and the number of affected indices is at most |S|(p+k +1), there
exists an interval σ of σ⋆ of length g(a) such that none of the indices corresponding to the
subscripts of the vertices in σ are affected. Without loss of generality, let σ = (u1, . . . , ug(a)).
We will now show that σ has Property 3 of Definition 4.1.

▶ Lemma 4.10 (Property 3). Let T be some Fp-Deletion set of size at most k + 1 such
that x ̸∈ T . Then N(Cσ) ∩ (S \ T ) = {x}.

Proof. By the definition of Cσ, N(Cσ) ∩ (S \ T ) contains x. For the sake of contradiction,
say s ∈ S \ x belongs to N(Cσ) ∩ (S \ T ). Since none of the indices corresponding to the
vertices in σ are affected, we conclude that s ∈ S1 \ T . Since |T | ≤ k + 1, σ is an interval of
σ⋆ and from Lemma 4.9, there exists at least p indices in [t] such that for each of these p

indices, say b, T ∩ (V σ⋆

b ∪ ub) = ∅ (or ub ̸∈ T , if b = t) and s is a neighbour of each of these p

sets V σ⋆

b ∪ ub. Then the graph induced by G − T on x, s and p of these sets contains K2,p as
a minor in G − T , which is a contradiction as T is an Fp-Deletion set. ◀

▶ Lemma 4.11 (Property 2). For every j ∈ [2, t − 1], {uj−1, uj+1} is a (uj , X)-cut in C.

Proof. Suppose there is a path in C between uj and some vertex u ∈ X different from
{uj−1, uj+1}. By definition of the Li’s, u belongs to either Lj−1, Lj or Lj+1. If u belongs
to Lj−1 or Lj , this contradicts the fact that uj is the witness of uj−1. If u belongs to Lj+1,
this contradicts the fact that u is the witness of a vertex different from uj in Lj , so we reach
a contradiction. ◀

▶ Lemma 4.12 (Property 4). (N(Cσ) \ {u1, ug(a)}) ∩ C ⊆ {u1, ug(a)}.

Proof. Fix i ∈ [g(a) − 1]. We will first show that no vertex of V σ
i has a neighbour in C \ Cσ.

For the sake of contradiction say v ∈ V σ
i is a neighbour of w ∈ C \ Cσ. Since w is on some

walk between two vertices of X \ {u1, . . . , ug(a)}, this implies that there is a path from v to
a vertex in X that does not intersect {u1, . . . , ug(a)}. This contradicts Lemma 4.8.

It remains to show that none of the vertices in {u2, . . . , ug(a)−1} have a neighbour in
C \ Cσ. We show this in two parts. Note from the construction of the sets Li, that for
any ui ∈ Li, its neighbours in X are either in Li−1, Li or Li+1. Because no vertex of Li

is dangerous and |Li−1| = |Li|, Li is an independent set and the only potential neighbour
of ui in Li−1 and Li+1 is ui−1 and ui+1 respectively. Thus we conclude that no vertex in
{u2, . . . , ug(a)−1} has a neighbour in (C \ Cσ) ∩ X.
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To finish the proof we need to show that no vertex of {u2, . . . , ug(a)−1} has a neighbour
in (C \ Cσ) \ X. For the sake of contradiction, say ui, for i ∈ [2, g(a) − 1], has a neighbour
w ∈ (C \ Cσ) \ X. Since w is on some walk between two vertices of X \ {u1, . . . , ug(a)}, this
would imply a walk from a vertex of X \ {u2, . . . , ug(a)−1} to ui, i ∈ [2, g(a) − 1]. This either
contradicts that ui ∈ Li or that w ̸∈ Cσ. ◀

From the construction of the sequence (L0, . . . , Ll), observe that σ satisfies Property 1 of
Definition 4.1. This together with Lemmas 4.10, 4.11 and 4.12 and the fact that the length
of σ is g(a), proves Lemma 4.3.

4.2.2 Finding an irrelevant edge
The goal of this section is to complete the proof of Lemma 3.2 using Lemma 4.3. Let
σ = (u1, . . . , ur) be an x-good sequence. The graph induced by σ, denoted by G[σ], is a
2-boundaried graph G[Cσ] with boundary u1, ur. By G[σi] we denote the 2-boundaried graph
induced by the i-block of σ, with boundary ui, ui+1. Let Ĝ = G[σ] ∪ x be a boundaried
graph with boundary that is a subset of {x, u1, ur}. Let h′ = 2(h + 3). The folio-set of G[σ],
denoted by folio-set(G[σ]), is the collection of {∪i∈[r]{h′-folio(G[σi])}}, where r is the length
of σ.

In order to prove Lemma 3.2, it is enough to show that there is a vertex ured ∈ X, such
that for any T ⊆ V (G) of size at most k, if there exists a graph H on h vertices that is
a minor of G − T and whose minor model uses the edge xured, then there exists a minor
model of H in G − T that does not use the edge xu. From Lemma 4.2 and Lemma 23 of [12]
(stated below) this will follow from Lemma 4.14.

▶ Proposition 4.13 (Lemma 23, [12]). Let G1 and G2 be t-boundaried graphs and G = G1⊕G2.
A graph H is a minor of G if and only if there exist H1 ≤m G1 and H2 ≤m G2 such that
|V (H1)| ≤ |V (H)| + t, |V (H2)| ≤ |V (H)| + t and H ≤m H1 ⊕ H2.

▶ Lemma 4.14. If the length of σ is g(a), then one can find a vertex ured ∈ σ in polynomial
time such that the following holds. Let H be a 3-boundaried graph with boundary {x} ⊆ B ⊆
{x, u1, ur} of size at most h + 3 that is present as a (boundaried) minor in Ĝ − T , where
T ⊆ V (Ĝ) \ x and |T | ≤ 3. Then there exists a minor model of H in Ĝ − T that does not
use the edge xured.

▶ Proposition 4.15 ([12]). If ϕ is a minimal minor model of H in G, then every vertex in
the minor model has degree at most |V (H)| in the minor model.

Let H be a 3-boundaried graph with boundary {x} ⊆ B ⊆ {x, u1, ur} in G. Let ϕ be a
minimal minor model of H in G. Let ϕ′ = ϕ \ x and H ′ be the (boundaried) graph witnessed
by ϕ′. By Proposition 4.15, |V (H ′)| ≤ 2|V (H)|. Let ϕ1 and ϕ2 be two minor models of
some 2-boundaried graph H in G[σ]. Then ϕ2 is said to be σ-compatible with ϕ1, if for every
branch set of ϕ1 that has a vertex of σ, the corresponding branch set of ϕ2 also has a vertex
of σ. Recall that all the vertices of σ are the vertices of X and hence they are neighbours of
x. With the discussion above, it is not difficult to see that to prove Lemma 4.14, it is enough
to prove Lemma 4.16.

▶ Lemma 4.16. If the length of σ is g(a), then one can find a vertex ured ∈ σ in polynomial
time such that the following holds. Let H be a 2-boundaried graph with boundary B ⊆ {u1, ur}
of size at most h′ that is present as a (boundaried) minor in Ĝ − T , where T ⊆ V (G[σ]) and
|T | ≤ 3. Let ϕ be a minor model of H in Ĝ − T . Then there exists a minor model ϕ′ of H

in Ĝ − T that does not use the edge xured and is σ-compatible with ϕ.
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The following lemma will be crucially used in the arguments that follow. It depicts the
structure of minors in G[σ]. Let H be a 2-boundaried minor in G[σ]. Let ϕ be a minor model
of H in G[σ]. The blocks of σ used by ϕ refers to the collection of blocks of σ that have a
non-empty intersection with the vertices of the minor model ϕ. The crucial blocks used by
ϕ refers to those blocks which have a branch set of ϕ fully contained in it. Note that the
number of crucial blocks of ϕ is at most |V (H)|.

▶ Lemma 4.17 (⋆). Let H be a connected 2-boundaried minor in G[σ]. Let ϕ be some minor
model of H in G[σ]. Then there exists a minor model ϕ′ of H in G[σ] obtained from ϕ by
replacing the vertices in the non-crucial blocks used by ϕ with any arbitrary path between the
endpoints of the block.

▶ Definition 4.18 (Chunk partition of σ). Let σ be an x-good sequence. A chunk of σ is an
interval of σ. A chunk partition of σ is a partition of the blocks of σ into intervals. Let σ′

be a chunk of σ. Then folio-set(σ′) is a set containing the h′- folio(G[σi]), for each i-block in
σ′. A chunk partition of σ is called uniform if the folio-sets of all chunks in the partition
are same. In particular, for any j ∈ [a], a chunk partition of σ is called j-uniform if it is
uniform and the size of the folio-set of each chunk is exactly j.

▶ Lemma 4.19 (⋆, Finding an i-uniform chunk partition). Let σ be an x-good sequence and let
the size of the folio-set(σ) be exactly i. If the length of σ is g(i) then there exists an interval
of σ, say σ′, which admits a j-uniform chunk partition of length 18h′, for some j ∈ [i].

▶ Lemma 4.20 (⋆, Replacement Lemma). Let σ be an x-good sequence and χ = (χ1, . . . , χs)
be an i-uniform chunk partition of σ, for some i ∈ [a]. Let s ≥ h′. Let H be a 2-boundaried
minor in G[σ] of size at most h′. Then H is present as a 2-boundaried minor in every
graph that is induced on any h′ sized interval of χ. Moreover, the later minor model of H is
σ-compatible with the former minor model of H.

▶ Lemma 4.21 (⋆). Let σ be an x-good sequence of length g(a) that admits an i-uniform
chunk partition, for some i ∈ [a], of length 18h′. Then Lemma 4.16 holds.

From Lemmas 4.21 and 4.19, Lemma 4.16 follows. Lemma 4.16 together with Lemma 4.3
finishes the proof of Lemma 3.2.

5 Conclusion

In this article we showed that F-Deletion where all graphs in F are connected and F
contains K2,p admits a uniform polynomial kernel of size O(k10). This result is the third
example where F-Deletion admits a uniform polynomial kernel; the first two being the
Treedepth-η Deletion and the case when F contains θp. The most interesting aspect of
our result is defining and obtaining an extremely structured set of vertices that have a small
effective boundary. This structure is exploited to reduce the degree of the vertices to kO(1).

We conclude with some intriguing open questions. Our result does not extend to the case
when F is allowed to contain disconnected graphs. The first question is: can one obtain a
uniform polynomial kernel when F contains K2,p and other possibly disconnected graphs? In
fact, handling disconnected graphs in the kernelization algorithm of [12] is one point which
introduces non-uniform bounds. Can this step of the kernelization algorithm of [12] be made
to work without introducing non-uniformity? Or even more specifically, can we find some
non-trivial families F which contain disconnected graphs but admit uniform polynomial
kernels? Lastly, can we characterize the families F that admit a uniform polynomial kernel?
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As long as we do not resolve the last question completely, one would be interested in finding
more and more non-trivial families for which the problem admits a uniform polynomial
kernel.
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Abstract

For a fixed set H of graphs, a graph G is H-subgraph-free if G does not contain any H ∈ H as a (not
necessarily induced) subgraph. A recent framework gives a complete classification on H-subgraph-free
graphs (for finite sets H) for problems that are solvable in polynomial time on graph classes of
bounded treewidth, NP-complete on subcubic graphs, and whose NP-hardness is preserved under
edge subdivision. While a lot of problems satisfy these conditions, there are also many problems
that do not satisfy all three conditions and for which the complexity in H-subgraph-free graphs is
unknown. We study problems for which only the first two conditions of the framework hold (they are
solvable in polynomial time on classes of bounded treewidth and NP-complete on subcubic graphs,
but NP-hardness is not preserved under edge subdivision). In particular, we make inroads into the
classification of the complexity of four such problems: Hamilton Cycle, k-Induced Disjoint
Paths, C5-Colouring and Star 3-Colouring. Although we do not complete the classifications,
we show that the boundary between polynomial time and NP-complete differs among our problems
and also from problems that do satisfy all three conditions of the framework, in particular when we
forbid certain subdivisions of the “H”-graph (the graph that looks like the letter “H”). Hence, we
exhibit a rich complexity landscape among problems for H-subgraph-free graph classes.
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1 Introduction

Graph containment relations, such as the (topological) minor and induced subgraph relations,
have been extensively studied both from a graph-structural and algorithmic point of view. In
this paper, we focus on the subgraph relation. If a graph H can be obtained from a graph G

by a sequence of vertex deletions and edge deletions, then G contains H as a subgraph;
otherwise, G is H-subgraph-free. For a set of graphs H, a graph G is H-subgraph-free if G

is H-subgraph-free for every H ∈ H; if H = {H1, . . . , Hp}, then we also write that G is
(H1, . . . , Hp)-subgraph-free. Graph classes closed under deletion of edge and vertices are
called monotone [2, 8], and every monotone graph class G can be characterized by a unique
(and possibly infinite) set of forbidden induced subgraphs HG . We determine the complexity
of two connectivity problems Hamilton Cycle and k-Induced Disjoint Paths, and two
colouring problems C5-Colouring and Star 3-Colouring on H-subgraph-free graphs for
various families H. We focus on families H consisting of certain subdivided “H”-graphs Hi,
where H1 looks like the letter “H” (see Fig. 1 for the definition of the graphs Hi). At first
sight, these problems appear to have not much in common. Moreover, the graphs Hi might
also seem arbitrary. However, these problems turn out to be well suited for a combined study,
as they fit in a more general framework, in which the graphs Hi play a crucial role.

Context

If a graph problem is computationally hard, it is natural to restrict the input to some special
graph class. Ideally we would like to know exactly which properties P such a graph class G
must have such that any hard graph problem that satisfies some conditions C becomes easy
on G. The distinction between “easy” and “hard” means, in this paper, P versus NP-complete,
but could also mean P versus ΠP

2k-complete [13], or almost-linear versus at-least-quadratic [20].
We first discuss some natural conditions C.

A graph is subcubic if every vertex has degree at most 3, or equivalently if is K1,4-subgraph-
free, where K1,4 denotes the 5-vertex star. For p ≥ 1, the p-subdivision of an edge e = uv of
a graph G replaces e by a path of p + 1 edges with endpoints u and v. The p-subdivision of a
graph G is the graph obtained from G after p-subdividing each edge; see also Fig. 1. For
a graph class G and an integer p, we let Gp be the class consisting of the p-subdivisions of
the graphs in G. A graph problem Π is hard under edge subdivision of subcubic graphs if for
every j ≥ 1 there is an ℓ ≥ j such that: if Π is hard for the class G of subcubic graphs, then
Π is hard for Gℓ. We can now say that a graph problem Π has property:

C1 if Π is easy for every graph class of bounded tree-width;
C2 if Π is hard for subcubic graphs (or equivalently, K1,4-subgraph-free graphs);
C3 if Π is hard under edge subdivision of subcubic graphs;
C4 if Π is hard for planar graphs;
C5 if Π is hard for planar subcubic graphs.

We say that Π is a C123-problem if it satisfies C1, C2 and C3, while for example Π is a
C1̸3-problem if it satisfies C1 but not C3, and so on.

Classical results of Robertson and Seymour [29] yield the following two meta-classifications.
For all sets H, a C14-problem Π is easy on H-minor-free graphs if H contains a planar graph,
or else it is hard. For all sets H, a C15-problem Π is easy on H-topological-minor-free graphs
if H contains a planar subcubic graph, or else it is hard. No meta-classification for the
induced subgraph relation exists (apart from a limited one [20] that is a direct consequence
of the treewidth dichotomy [26]). However, for the subgraph relation, known results on
Independent Set [3], Dominating Set [3], Long Path [3], Max-Cut [22] and List
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Figure 1 [7] Left: A graph in S: the graph S3,3,3 + P2 + P3 + P4, where S3,3,3 is the 2-subdivision
of the claw K1,3. Right: the “H”-graph H1 and the graph H3; for i ≥ 2, the graph Hi (i ≥ 2) is
obtained from H1 by (i − 1)-subdividing the edge that joins the middle vertices of the two P3s.

Colouring [17] for monotone graph classes that are finitely defined (so, where the associated
set of forbidden subgraphs H is finite) were recently unified and extended in [20]. This led
to a new meta-classification, where the set S consists of all graphs, in which every connected
component is either a path or a subcubic tree with exactly one vertex of degree 3 (see Fig. 1).

▶ Theorem 1 ([20]). For any finite set of graphs H, a C123-problem Π is easy on H-
subgraph-free graphs if H contains a graph from S, or else it is hard.

The easy part of Theorem 1 holds because a class of H-subgraph-free graphs satisfies C1 if
and only if H contains a graph from S [28]. The hard part follows from combining C2 and
C3, as discussed below. In [20], 20 C123-problems were identified on top of the five above.

Our Focus

Many graph problems are not C123. See [6] and [7] for partial complexity classifications
of the C̸123-problems Subgraph Isomorphism and Steiner Forest, respectively, for
H-subgraph-free graphs and [21] for partial complexity classifications of the C1̸23-problems
(Independent) Feedback Vertex Set, Connected Vertex Cover, Colouring (see
also [18]) and Matching Cut for H-subgraph-free graphs (note that if a problem does
not satisfy C2, then C3 is implied). Here, we consider the question: Can we classify the
complexity of C12̸3-problems on monotone graph classes?

Why the Graphs Hi

All C1-problems are easy on H-subgraph-free graphs if H has a graph from S [28]. The
infinite set M = {C3, C4, . . . , K1,4,H1,H2, . . .} of minimal graphs not in S is a maximal
antichain in the poset of connected graphs under the subgraph relation. Conditions C2 and
C3 ensure that for every finite set M′, C123-problems are hard on M′-subgraph-free graphs
if M′ ⊆ M. If C3 is not satisfied, this is no longer guaranteed. Hence, a natural starting
point to answer our research question is to determine for which finite subsets M′ ⊆ M,
C12-problems are still easy on M′-subgraph-free graphs. So consider a C12-problem Π
that is not C3. Let M′ be a finite subset of M. If M′ = {K1,4}, then Π is hard for
M′-subgraph-free graphs due to C2. Hence, M′ must contain at least one Cs or Hi. The
girth of a graph (that is not a forest) is the length of a shortest cycle in it. We say that Π
has property:

C2’ if for all g ≥ 3, Π is hard for subcubic graphs of girth at least g.

A graph is subcubic and of girth g ≥ 4 if and only if it is (K1,4, C3, . . . , Cg−1)-subgraph-
free. So if Π is not only C12, but even a C12’-problem, then Π is hard on M′-subgraph-free
graphs unless M′ contains some Hi. This makes studying the graphs Hi even more pressing.
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Our Testbed Problems

We take, as mentioned, the following four testbed problems:
(i) Hamilton Cycle, which is to decide if a graph G has a Hamiltonian cycle, i.e., a

cycle through all vertices of G. This problem satisfies C1 [4], and it is NP-complete
even for bipartite subcubic graphs of girth g, for every g ≥ 3 [2]. Hence, it is even a
C12’-problem.

(ii) k-Induced Disjoint Paths, which is to decide, given a graph G and pairwise disjoint
vertex pairs (s1, t1), (s2, t2), . . . (sk, tk) for some fixed k ≥ 2, if G has k mutually induced
si-ti-paths P i, i.e., P 1, . . . , P k are pairwise vertex-disjoint and there are no edges
between vertices from different P i and P j . For every k ≥ 2, this problem satisfies C1
due to Courcelle’s Theorem [10] and also satisfies C2 [24]. Hence, it is a C12-problem
for all k ≥ 2.

(iii) C5-Colouring, which is to decide if a graph G has a homomorphism (C5-colouring)
to the 5-cycle C5 , i.e., a mapping f : V (G) → V (C5) such that for every uv ∈ E(G), it
holds that f(u)f(v) ∈ E(C5). The problem satisfies C1 [12] and C2 [15]. Hence, it is a
C12-problem.

(iv) Star 3-Colouring, which is to decide if a graph G has a star 3-colouring, i.e.,
a mapping f : V (G) → {1, 2, 3} such that for every i, the set Ui of vertices of G

mapped to i is independent (so, f is a 3-colouring), and moreover, U1 ∪ U2, U1 ∪ U3,
U2 ∪ U3 all induce a disjoint union of stars. The problem satisfies C1 due to Courcelle’s
Theorem [10], and it is NP-complete for bipartite planar subcubic graphs of girth at
least g, for every g ≥ 3 [31]. Hence, it is even a C12’-problem.

We do not know if k-Induced Disjoint Paths and C5-Colouring are C12’, even though
C5-Colouring is NP-complete for graphs of maximum degree 6 · 513 and girth at least g,
for all g ≥ 3 (see Section 2.1).

All four problems violate C3. For p ≥ 3, C5-Colouring and Star 3-Colouring
become true (all yes-instances) under p-subdivision, while Hamilton Cycle becomes false
(all no-instances, unless we started with a cycle), and k-Induced Disjoint Paths reduces
to the polynomial-time solvable problem k-Disjoint Paths [30, 33], which only requires
the paths in a solution to be pairwise vertex-disjoint. See Section 3. We also note the
following. First, when k is part of the input, Disjoint Paths and Induced Disjoint
Paths are C123-problems [20]. Second, instead of C5-Colouring we could have considered
C2i+1-Colouring, which is a C12-problem for all i ≥ 2 [12, 15]. Third, Star-k-Colouring
does not satisfy C2 for large k, as all subcubic graphs are star 10-colourable (as shown in
Section 3).

Our Results

We show that the complexity of our four problems differ from each other and also from
C123-problems, when we forbid certain graphs Hi. We first show that C1-problems, and
thus C12-problems, are easy on (Hℓ,Hℓ+1, . . .)-subgraph-free graphs for every ℓ ≥ 1 and on
(Hi,H2i,H3i, . . .)-subgraph-free graphs for every i ≥ 1 (so, in particular if we forbid all even
Hi), as all these graph classes have bounded treewidth, as we show in Section 4. In contrast,
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any hard problem for bipartite graphs in which one partition class has maximum degree 2 is
hard on (H1,H3, . . .)-subgraph-free graphs (so, if we forbid all odd Hi): every path between
vertices of degree at least 3 has even length. The NP-hardness reduction in [1] shows that
Star 3-Colouring is such a problem (see also Section 2.2).

The above results immediately give us Theorem 5. For the other three problems, we prove
additional results. In Section 5 we show that Hamilton Cycle is polynomial-time solvable
for Hℓ-subgraph-free graphs if ℓ = 3 by doing this for the superclass of T -subgraph-free graphs
(T is the tree shown in Figure 2). For ℓ ∈ {1, 2} this was proven in [25]. On a side note, there
exist trees T ∗ for which Hamilton Cycle is NP-complete over T ∗-subgraph-free graphs.
We refer to [23, 25] for examples of such trees T ∗, which are not subdivided “H”-graphs Hi.

In Section 6 we prove that for all k ≥ 2, k-Induced Disjoint Paths is polynomial-
time solvable for Hℓ-subgraph-free graphs for ℓ ∈ {1, 2}, but NP-complete for subcubic
(H4, . . . ,Hℓ)-subgraph-free graphs for all ℓ ≥ 4. For the first result, we first apply the
algorithm for k-Disjoint Paths [30]. If this yields a solution that is not mutually induced,
we apply a reduction rule and repeat the process on a smaller instance. For the second result,
we carefully adapt the proof of [24] that shows that the problem of deciding if a subcubic
graph contains an induced cycle between two given degree 2-vertices is NP-complete.

In Section 7 we determine all C5-critical H3-subgraph-free graphs, which are not C5-
colourable unlike every proper subgraph of them. We show that this leads to a polynomial-time
algorithm for H3-subgraph-free graphs that is even certifying. In contrast, the problem is
NP-complete for the “complementary” class of (H1,H2,H4,H5,H7,H8, . . .)-subgraph-free
graphs (see Section 2.3).

The above results yields the following state-of-the-art summaries:

▶ Theorem 2. Hamilton Cycle is polynomial-time solvable for (Hℓ,Hℓ+1, . . .)-subgraph-free
graphs (ℓ ≥ 1), for (Hi,H2i,H3i, . . .)-subgraph-free graphs (i ≥ 1) and for Hℓ-subgraph-free
graphs (ℓ ∈ {1, 2, 3}).

▶ Theorem 3. For all k ≥ 2, k-Induced Disjoint Paths is polynomial-time solvable for
Hℓ-subgraph-free graphs (ℓ ∈ {1, 2}), for (Hℓ,Hℓ+1, . . .)-subgraph-free graphs (ℓ ≥ 1) and for
(Hi,H2i,H3i, . . .)-subgraph-free graphs (i ≥ 1), but NP-complete for subcubic (H4, . . . ,Hℓ)-
subgraph-free graphs (ℓ ≥ 4).

▶ Theorem 4. C5-Colouring is polynomial-time solvable for H3-subgraph-free graphs, for
(Hℓ,Hℓ+1, . . .)-subgraph-free graphs (ℓ ≥ 1) and for (Hi,H2i,H3i, . . .)-subgraph-free graphs
(i ≥ 1), but NP-complete for (H1,H2,H4,H5,H7,H8, . . .)-subgraph-free graphs.

▶ Theorem 5. Star 3-Colouring is polynomial-time solvable for (Hℓ,Hℓ+1, . . .)-subgraph-
free graphs (ℓ ≥ 1) and (Hi,H2i,H3i, . . .)-subgraph-free graphs (i ≥ 1), but NP-complete for
(H1,H3,H5 . . .)-subgraph-free graphs.

We note that the complexity classifications above indeed differ except perhaps for Hamilton
Cycle and k-Induced Disjoint Paths. Hence, Theorems 2–5 give clear evidence of a
rich landscape for C12-problems on H-subgraph-free graphs. In Section 8 we discuss open
problems resulting from our study.

2 Some Basic Results

In this section, we provide further details for some statements made in Section 1.
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2.1 C5-Colouring for Bounded Degree and Large Girth
The k-Colouring problem is to decide if a graph G has a k-colouring, which is a mapping
c : V (G) → {1, . . . , k} such that c(u) ̸= c(v) for any two adjacent vertices u and v of G. We
need a result of Emden-Weinert, Hougardy and Kreuter:

▶ Theorem 6 ([14]). For all k ≥ 3 and all g ≥ 3, k-Colouring is NP-complete for graphs
with girth at least g and with maximum degree at most 6k13.

We now repeat the proof of Chudnovsky et al. [9], which comes down to replacing each
edge of an input graph G of 5-Colouring, which we may assume has girth at least g and
maximum degree at most 6 · 513 due to Theorem 6, by a path of length 3. This yields a new
graph G′ of girth at least g, such that G and G′ have the same maximum degree. Hence, we
derive the following result.

▶ Proposition 7. For every g ≥ 3, C5-Colouring is NP-complete for graphs with girth at
least g and with maximum degree at most 6 · 513.

2.2 The Standard NP-hardness Reduction to Star-3-Colouring
For reference, we explain the gadget from Albertson et al. [1] that yields the following result.

▶ Theorem 8 ([1]). Star 3-Colouring is NP-complete for planar bipartite graphs in which
one partition class has size 2.

Proof. Reduce from 3-Colourability which is known to be NP-complete even for planar
graphs [11]. Let G be a planar graph. Replace each edge e by three new vertices ae, be,
ce that are made adjacent only to the two end-vertices of e in G. Let G′ be the resulting
graph. Then every vertex of V (G′) \ V (G) has degree 2 in G. Moreover, G′ is planar and
bipartite with partition classes V (G′) \ V (G) and V (G). It remains to observe that G has a
3-colouring if and only if G′ has a star 3-colouring. ◀

2.3 The Standard NP-hardness Reduction to C5-Colouring
We make the following observation.

▶ Proposition 9. C5-Colouring is NP-complete for (H1,H2,H4,H5, . . .)-subgraph-free
graphs.

Proof. It is well known [19] and easy to see that there is a reduction from K5-Colouring,
which is to decide if a graph has a K5-colouring, that is, a homomorphism from G to the
complete graph K5 on five vertices. This problem is well known to be NP-complete [19]. Let
G be a graph, and let G′ be the 2-subdivision of G. We note that G′ is (H1,H2,H4,H5, . . .)-
subgraph-free (but may contain many instances of Hℓ where ℓ = 0 mod 3). Moreover, G

has a K5-colouring if and only if G′ has a C5-colouring. ◀

3 The Four Testbed Problems Do Not Satisfy C3

In this section we show that none of our four problems satisfy C3. We use the following
notation in this section: for a graph G and an integer p ≥ 1, let Gp be the p-subdivision of
G (which we recall is the graph obtained from G after subdividing each edge of G exactly p

times).
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▶ Proposition 10. Hamilton Cycle does not satisfy C3.

Proof. We observe that for every graphs G and every p ≥ 1, Gp is a no-instance of Hamilton
Cycle unless G was a cycle. ◀

▶ Proposition 11. k-Induced Disjoint Paths does not satisfy C3.

Proof. Under any kind of subdivision, k-Induced Disjoint Paths reduces to k-Disjoint
Paths over the same graph, which is in P for all k ≥ 2, as shown in [33] for k = 2 and in [30]
for every k ≥ 3. ◀

▶ Proposition 12. C5-Colouring does not satisfy C3.

Proof. We first prove that for all p ≥ 4, and for all x, y ∈ V (C5), there is a walk of length
p in C5 from x to y. First let p = 4. To walk a distance of zero: walk two forward then
two back. To walk at distance one (without loss of generality) forward: walk four backward.
To walk at distance two (without loss of generality) forward: walk one back, one forward,
and two forward. Now let p = 5. To walk a distance of zero: walk five forward. To walk
at distance one (without loss of generality) forward: walk two forward, two back and one
forward. To walk at distance two (without loss of generality) forward: walk one back, one
forward, and three back. Finally, let p ≥ 6. Keep moving one forward then one back until
one of the two previous cases applies.

Now let G be a graph. We give each vertex in G a label from {1, . . . , 5}. From the above
it follows that for every p ≥ 3, we can extend c to a homomorphism from Gp to C5; in other
words, Gp is a yes-instance of C5-Colouring. ◀

▶ Proposition 13. Star 3-Colouring does not satisfy C3.

Proof. Let G be a graph. We show that for all p ≥ 3, Gp is a yes-instance of Star 3-
Colouring. We do this by giving each vertex in G a label from {1, 2, 3}. The resulting
labelling c might not be a 3-colouring, but this is not important: we will show that we can
extend c to a star 3-colouring of Gp as follows.

Consider an edge e in G and let P be the corresponding path (of p + 1 edges) in Gp. It
suffices to give two star 3-colourings of this path, so that the first three vertices are distinct
colours and the last three vertices are distinct colours: one in which the first and last vertices
are the same colour and one in which they are a different colour. Let us identify a 3-colouring
of P by a sequence of length p + 1 over {1, 2, 3}. If p + 1 is a multiple of three, then use
(123)

p+1
3 for the different colour and (123)

p+1
3 −1231 for the same colour. If p + 1 is 1 mod 3,

then use (123)
p
3 −12132 for the different colour and (123)

p
3 1 for the same colour. If p + 1 is

2 mod 3, then use (123)
p−1

3 12 for the different colour and (123)
p−1

3 21 for the same colour. ◀

We finish this section with another small observation. Namely, we cannot generalise our
result for Star 3-Colouring to Star k-Colouring for any k ≥ 3, as for large k the
problem no longer satisfies C2. In fact, we prove even a stronger statement. A k-colouring of
a graph G is said to be injective if for every vertex u ∈ V (G), every neighbour of u is assigned
a different colour, or in other words, the union of any two colour-classes induce a disjoint
union of isolated vertices and edges. So, any injective k-colouring is a star k-colouring (but
the reverse does not necessarily hold, for instance the P3 is star 2-colourable but has no
injective 2-colouring).

▶ Proposition 14. For k ≥ 10, all subcubic graphs have an injective 10-colouring.
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Proof. It suffices to prove the statement for k = 10. We do this by induction. For the
base case, a graph with one vertex is star 10-colourable. Now take a vertex v in a graph G

and assume G \ {v} has an injective 10-colouring. As G is subcubic, v has at most three
neighbours, each of which have at most two more neighbours each. Thus there are at most
nine vertices whose colour we wish to avoid. As we have ten colours in total, this means that
we can safely colour v. ◀

4 Bounded Treewidth Results

A graph G contains H as a minor if G can be modified to H by a sequence of vertex deletions,
edge deletions and edge contractions; if not, then G is H-minor-free.

▶ Proposition 15. For every ℓ ≥ 1, the class of (Hℓ,Hℓ+1, . . .)-subgraph-free graphs has
bounded treewidth.

Proof. For ℓ ≥ 1, a (Hℓ,Hℓ+1, . . .)-subgraph-free graph is Hℓ-minor-free. For every forest F ,
all F -minor-free graphs have pathwidth, and thus treewidth, at most |V (F )| − 2 [5]. ◀

▶ Proposition 16. For every n ≥ 1, the class of (Hn,H2n,H3n, . . .)-subgraph-free graphs has
bounded treewidth.

Proof. If a class of graphs has unbounded treewidth, then every grid appears as a minor in
some graph [29]. Let us explain the argument for n = 2 first. We consider that the 3 × 3-grid
appears as a minor in some graph G in our class and let f be the minor map from G to the
3 × 3-grid. Consider the three vertices in the 3 × 3-grid that form the central row as u, v, w

(in succession). Choose u′ ∈ f−1(u), v′ ∈ f−1(v), w′ ∈ f−1(w) so that u′, v′, w′ have degree
greater than 2, noting that such vertices must exist. If the distance in G between u′ and v′

is even, of length 2i, then there is an H2i subgraph in G with central path from u′ to v′. If
the distance in G between v′ and w′ is even, of length 2i, then there is an H2i subgraph in G

with central path from v′ to w′. Else, there is a path of even length 4i from u′ to w′ and
then there is an H4i subgraph in G with central path from u′ to w′.

For (Hn,H2n, . . .)-subgraph-free graphs, we consider the Abelian group (Z/nZ). The
Davenport constant of an Abelian group G is the minimum d so that any sequence of elements
of G contains a non-empty consecutive subsequence of zero-sum (that adds to the identity
element 0). It is known that for (Z/nZ) the Davenport constant is n (see page 24 in [16]). Take
an (n+1)×(n+1)-grid and consider some row not at the top or bottom of the grid with vertices
w1, . . . , wn+1 in succession. Consider some w′

1 ∈ f−1(w1), . . . , w′
n+1 ∈ f−1(wn+1) where f is

the minor map as before, and the distances xi between w′
i+1 and w′

i. Using the Davenport
constant, there is a subsequence xj , . . . , xj′ (j′ > j) such that xj + . . . + xj′ = 0 mod n. Now
choose w′

j , . . . , w′
j′+1 as the central path in some Hin. ◀

5 Hamilton Cycle

In this section we show Theorem 17. Due to the page limit we have omitted the proofs of
some of the claims in the proof of Theorem 17.

▶ Theorem 17. Hamilton Cycle is polynomial-time solvable for T -subgraph-free graphs.

Proof. Let G be a T -subgraph-free graph. We call vertices of degree 2 in G white and vertices
of degree at least 3 black. The black graph is a subgraph of G induced by black vertices and
a black component is a connected component in the black graph.
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We first describe some helpful rules to solve the problem and a set of reductions simplifying
the input graph, i.e. reductions transforming G into a graph G′ that has fewer edges and/or
vertices and that has a Hamiltonian cycle if and only if G has. We emphasize that by deleting
an edge or a vertex from an H-subgraph-free graph, we obtain an H-subgraph-free graph
again.

We start with some obvious rules:
(R1) if the graph has vertices of degree 0 or 1, then stop: G has no Hamiltonian cycle.
(R2) if the graph contains a vertex adjacent to more than two white vertices, then stop: G

has no Hamiltonian cycle.
(R3) if the graph is disconnected, then stop: G has no Hamiltonian cycle.
(R4) if the graph contains a vertex v adjacent to exactly two white vertices, then delete the

edges connecting v to all other its neighbours (if there are any).
Now we introduce a reduction applicable to a graph G containing an induced subgraph shown
on the left in Figure 3, in which vertices a, b, c have degree 3 in G. The reduction depends
on the degree of x. If the degree of x is also 3, the reduction consists in deleting the edges ab

and xc. Otherwise, it transforms the graph as shown in Figure 3. We refer to this reduction
as the diamond reduction and denote it by (R5).

s
s
s s�

��

❅
❅❅

✲

a b c

x

s
s

s�
��

❅
❅❅

a c

x

Figure 3 The diamond reduction: it is applicable to a graph G containing an induced subgraph
shown on the left, in which vertices a, b, c have degree 3 in G. If the degree of x is also 3, the
reduction consists in deleting the edges ab and xc. Otherwise, the reduction consists in deleting
vertex b and introducing the edge ac.

We omit the proof of the next two claims.

▷ Claim 18. Let G′ be a graph obtained from G by the diamond reduction. Then G has a
Hamiltonian cycle if and only if G′ has a Hamiltonian cycle. Moreover, if G is T -subgraph-free,
then so is G′.

In Figure 4, we illustrate the butterfly reduction denoted by (R6).

✉ ✉✉✉ ✉
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Figure 4 The butterfly reduction: it is applicable to a graph G with an induced subgraph shown
on the left, in which vertices a, b, c have degree 3 in G, and moreover, a and b have white neighbours.

▷ Claim 19. Let G′ be a graph obtained from G by the butterfly reduction. Then G has a
Hamiltonian cycle if and only if G′ has a Hamiltonian cycle.

In our algorithm we implement the above rules and reductions whenever they are applicable.
We now develop more reductions allowing us to bound the number of vertices in black
components. We assume that none of the above rules and reductions is applicable to G.

We omit the proof of the next claim.
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▷ Claim 20. Let x be a vertex of degree at least 13. If the neighbourhood of x does not
contain two adjacent vertices of degree 3, then G has no Hamiltonian cycle. Otherwise, G

has a Hamiltonian cycle if and only if G − x has.

Application of Claim 20 to vertices of large degree either shows that G has no Hamiltonian
cycle or reduces the input graph to a graph of maximum degree 12. We will refer to this
reduction as the large degree reduction and will denote it by (R7).

We omit the proof of the next claim.

▷ Claim 21. The black graph has no induced paths of length 8.

Since graphs of diameter D and maximum degree ∆ have fewer than ∆
∆−2 (∆ − 1)D vertices,

we conclude that after eliminating vertices of large degree, every black component has fewer
than 12

10 117 vertices.
To develop more rules and reductions, assume G has a Hamiltonian cycle C. We can

further assume that not all vertices of the graph are black, since otherwise the graph contains
fewer than 12

10 117 vertices, in which case we can solve the problem by brute-force. A sequence
of consecutive vertices of C surrounded by white vertices will be called a black interval.
Observe that each black interval consists of at least two vertices (according to (R4)).

Let K be a black component of G. We will call the vertices of K that have white
neighbours the contact vertices. Note that K may consists of one or more intervals. Each
interval gives rise to exactly two contact vertices. Hence, the number of contact vertices in
K is even.

In our next claim, whose proof we omit, we show that for T -subgraph-free graphs, the
number of intervals is at most 2.

▷ Claim 22. Any black component consists of at most two intervals.

By Claim 22, if G has a Hamiltonian cycle, then every black component has two or four
contact vertices.

(R8) If a black component K has exactly two contact vertices, check if K has a Hamiltonian
path connecting the contact vertices. If such a path does not exist, then stop: the
input graph has no Hamiltonian cycle. Otherwise, choose arbitrarily a Hamiltonian path
connecting the contact vertices, include the edges of the path in the solution and delete
all other edges from K.

Rule (R8) destroys black components with two contact vertices, i.e. after its implementation
all vertices in such components become white.

Now we discuss the case where each black component has exactly four contact vertices.
Let K be such a component with contact vertices v1, v2, v3, v4. If G has a Hamiltonian
cycle, then the vertices of K can be partitioned into two parts each of which forms a path
connecting a pair of contact vertices. We will call such a partition a pairing (of contact
vertices) and will refer to a pairing as the set of edges in the two paths. Also, we will say
that two pairings are of the same type, if they pair the contact vertices in the same way.
Clearly, if all possible pairings in K have the same type, then it is irrelevant which one to
choose, since non-contact vertices of K have no neighbours outside of K.

The above discussion justifies the following two rules.

(R9) If a black component K with four contact vertices does not admit any pairing, then
stop: the input graph has no Hamiltonian cycle.
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(R10) If in a black component K with four contact vertices all possible pairings have the
same type, then choose arbitrarily any such pairing and delete all other edges from K. If
this procedure disconnects the graph, then stop: the input graph has no Hamiltonian
cycle.

Finally, we analyse the situation when each black component of G admits pairings of at least
two different types.

▷ Claim 23. If each black component of the (connected) graph G admits pairings of at least
two different types, then G has a Hamiltonian cycle.

Proof. Let K be a black component with contact vertices v1, v2, v3, v4 and let B and R be
two pairings of different types, say B pairs v1 with v2 and v3 with v4, while R pairs v1 with
v3 and v2 with v4. Assume that
(1) the deletion of all edges of K except for the edges of B disconnects the graph into two

components C12 (containing vertices v1 and v2) and C34 (containing vertices v3 and v4),
and

(2) the deletion of all edges of K except for the edges of R disconnects the graph into two
components C13 (containing vertices v1 and v3) and C24 (containing vertices v2 and v4).

Note that (1) separates v1 from v3 and v4, while (2) separates v1 from v4. Therefore, after
the deletion of all edges of K vertex v1 is separated from all other contact vertices. In other
words, after the deletion of all edges of K, vertices v1, v2, v3, v4 belong to pairwise different
connected components, say V1, V2, V3, V4, respectively.

We observe that in each connected component Vi vertex vi has degree 1 (it is adjacent
to a white vertex only). Any other vertex of odd degree in Vi (if there is any) is black, i.e.
appears in some black component K ′. In the graph G[K ′] the number of odd vertices is even
(by the Handshake lemma). Attaching to G[K ′] four white neighbours changes the parity of
exactly four vertices of K ′ and hence leaves the number of vertices of K ′ with odd degrees
in the graph G even. Since all vertices of K ′ belong to only one of the components Vi, we
conclude that in each component Vi the number of vertices of odd degree is odd. This is not
possible by the Handshake lemma and hence either (1) or (2) is not valid, i.e. we can keep
one of the pairings and delete all other edges of K without disconnecting G. This operation
destroys K, i.e. makes all vertices of K white.

Applying the above arguments to all black components, one by one, we transform G into
a connected graph in which all vertices are white, i.e. to a Hamiltonian cycle. ◁

We summarize the discussion in the following algorithm to solve the problem.

1. Apply rules and reductions (R1) – (R7) as long as they are applicable.
2. If the algorithm did not stop at Step 1 and the graph has fewer than 12

10 117 vertices, then
solve the problem by brute-force. Otherwise, check the number of contact vertices in
black components. If there is a black component with the number of contact vertices
different from 2 or 4, then stop: G has no Hamiltonian cycle.

3. If the algorithm did not stop at Step 2, then apply (R8) to black components with two
contact vertices, and (R9) and (R10) to black components with four contact vertices.

4. If the algorithm did not stop at Step 3, then find a Hamiltonian cycle according to
Claim 23.

Reductions (R8), (R9), (R10) can be implemented in constant time, because the number
of vertices in each black component is bounded by a constant. It is also obvious that all
other rules, and hence all steps of the algorithm can be implemented in polynomial time.
The correctness of the algorithm follows from the proofs of the claims. ◀
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Figure 5 Rule 1. Possible connections in our subgraph (left). What we replace this subgraph
with (right). Dotted lines are possible additional edges.
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Figure 6 Rule 2. Possible connections in our subgraph (left). What we replace this subgraph
with (right). Dotted lines are possible additional edges.

6 k-Induced Disjoint Paths

The case H = H1 follows from the observation that solutions of k-Induced Disjoint Paths
with long paths are solutions of k-Disjoint Paths, which is polynomial-time solvable [30].
We omit the proof details. The case H = H2 is more involved.

▶ Theorem 24. For all k ≥ 2, k-Induced Disjoint Paths is polynomial-time solvable for
H1-subgraph-free graphs.

▶ Theorem 25. For all k ≥ 2, k-Induced Disjoint Paths is polynomial-time solvable for
H2-subgraph-free graphs.

Proof. First, branch on all O(2kn3k) options (so a polynomial number, as k is fixed) of
solution paths that have at most three internal vertices. For each branch, we remove the
guessed solution paths and the neighbours of the vertices on these paths. Let k still be the
number of terminal pairs. We now only look for solution paths with at least four vertices.
Branch on all O(n4k) options of choosing the first two vertices az, bz on the solution path
from every terminal z ∈ {si, ti} for i ∈ {1, . . . , k}. In each branch, we remove all other
neighbours of z, az from the graph, so every terminal z now has degree 1, while az has
degree 2. We discard the branch if (†) {az, bz} ∩ {az′ , bz′} ̸= ∅ for some terminals z, z′ or
one of az, bz is the same or neighbours one of az′ , bz′ for some terminals z, z′ not from the
same terminal pair.

We now start a recursive procedure. We first preprocess the input. If bsi
and bti

are
adjacent for some i ∈ {1, . . . , k}, then we remove the solution path si, asi , bsi , bti , ati , ti and
their neighbours from the graph. If bz and bz′ are adjacent for some terminals z, z′ that do
not form a terminal pair, we discard the branch.

We run the polynomial-time algorithm for k-Disjoint Paths from [30] on the remaining
terminal pairs. If this results in a no-answer, we discard the branch. Else, we found a
solution P1, . . . , Pk. We may assume that each path Pi is induced, or we may shortcut it. If
P1, . . . , Pk is also a solution of k-Induced Disjoint Paths, then we return “yes”. Otherwise,
there is (say) an edge (x1, x2) between paths x1 ∈ P1 and x2 ∈ P2. We pick x1 such that it
is closest to t1 on P1 and under that condition we pick x2 such that it is closest to t2 on P2.
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Let z1, z3 be the two neighbours of x1 on P1 and z2, z4 the two neighbours of x2 on P2. We
let S = {z1, x1, z3, z2, x2, z4}. Observe that S contains no terminal by † and the preprocessing.
If any z ∈ {z1, z2, z3, z4} has two neighbours outside of S, then G has a H2 as a subgraph.
Thus we may assume (‡) that each z ∈ {z1, z2, z3, z4} has at most one neighbour not in S.

By the choice of (x1, x2) and as P1 is induced, z3 has no neighbours in S except x1.
Suppose the edge (z1, z2) exists and one of {x1, x2} has a neighbour outside of S. Then there
is an H2 with middle path x1, z1, z2 since s2 ̸∈ S. Suppose the edge (z1, z4) exists and one of
{x1, x2} has a neighbour outside of S. Then there is an H2 with middle path x1, z1, z4 since
s2 ̸∈ S. Now either the edges (z1, z2) and (z1, z4) do not exist (see Figure 5), or at least one
of them exists and x1, x2 have no neighbours outside S (see Figure 6). In the former case, we
apply Rule 1, while in the latter case, we apply Rule 2; see Fig. 5 and 6 for their description.

Rule 1 is safe: Suppose that we have a solution to k-Induced Disjoint Paths in G. If this
solution uses no vertices in S, then it is already a solution to k-Induced Disjoint Paths
in G′. Thus, it must use some vertex in S. If the solution does not use x1 nor x2, then recall
that by ‡, each of z1, z2, z3, z4 has at most one neighbour outside of S, and thus the solution
must avoid thus S entirely, a contradiction. If the solution uses both x1 and x2, then it must
use the edge (x1, x2). We can substitute the edge (x1, x2) in the solution to k-Induced
Disjoint Paths in G with x to obtain a solution to k-Induced Disjoint Paths in G′.
Hence, without loss of generality, suppose the solution uses x1. We can substitute this for x

to obtain a solution to k-Induced Disjoint Paths in G′, unless some other solution path
runs through a neighbour q of x2. Note q cannot be a terminal due to our preprocessing.
Hence it has two neighbours p and r on this other solution path, and these are outside
of {z1, x1, z3} because this path must avoid x1 and any of its neighbours. But now p, q, r,
q, x2, x1, z1, x1, z3 forms an H2 (with middle path q, x2, x1), a contradiction.

Suppose we have a solution to k-Induced Disjoint Paths in G′. If this solution does
not involve x, then it maps to a solution of k-Induced Disjoint Paths in G. Suppose
now it does involve x. Suppose mapping x to either of x1 or x2 does not produce a solution
to k-Induced Disjoint Paths in G. Then mapping x to either the edge (x1, x2) (or the
symmetric (x2, x1)) must produce a solution to k-Induced Disjoint Paths in G.

Rule 2 is safe: Suppose we have a solution to k-Induced Disjoint Paths in G. If it uses
no vertices in S, then it is already a solution to k-Induced Disjoint Paths in G′. Thus, it
must use some vertex in S. Suppose the edge (z1, z2) exists, and the solution uses (z1, z2).
Then by ‡, the solution does not use any other vertex from S and we can keep this edge to
obtain a solution for k-Induced Disjoint Paths in G′. Suppose the edge (z1, z4) exists
and the solution uses (z1, z4). Then by ‡, the solution does not use any other vertex from S

and we can keep this edge to obtain a solution for k-Induced Disjoint Paths in G′.
If the solution uses both x1 and x2, then it must use the edge (x1, x2), and we can

substitute (x1, x2) in the solution to k-Induced Disjoint Paths in G with x to obtain a
solution to k-Induced Disjoint Paths in G′. Suppose it uses neither x1 nor x2. Then by
‡ and the fact that S is used, the solution must use either the edge (z1, z4) or (z1, z2) and
we are in a previous case. Hence, without loss of generality, suppose the solution uses x1.
We can substitute this for x to obtain a solution to k-Induced Disjoint Paths in G′. This
is safe, as x1, x2 have no neighbours outside S.

Suppose we have a solution to k-Induced Disjoint Paths in G′. If this solution does
not involve x then it maps to a solution of k-Induced Disjoint Paths in G. Suppose
now it does involve x. Suppose mapping x to either of x1 or x2 does not produce a solution
to k-Induced Disjoint Paths in G. Then mapping x to either the edge (x1, x2) (or the
symmetric (x2, x1)) must produce a solution to k-Induced Disjoint Paths in G.
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Next, we show that any graph G′ obtained after applying Rule 1 or 2 is also H2-subgraph-free.
Suppose G′ has an H2. Then this H2 must contain x. If x is a leaf in H2, then G already had
this H2 involving either x1 or x2. Suppose x is a degree-3 vertex in this H2. If the neighbours
of x in the H2 were all neighbours of x1 or all neighbours of x2 in G, then G already had
this H2, a contradiction. Let z′

1 and z′
2 be the leafs of the H2 adjacent to x in G′.

Suppose z′
1 and z′

2 are both adjacent to x2 and both not to x1. Then the middle vertex
of the H2 is only adjacent to x1. Ideally, we would replace x by x1, z′

1 by z1 and z′
2 by z3.

This does not work if (say) z1 is part of the H2. However, z′
1 and z′

2 are both not z1, as z1 is
adjacent to x1, and we would contradict our assumption on the adjacency of z′

1 and z′
2. We

now consider three cases, depending on where z1 is in the H2.
Suppose z1 is a leaf of the H2. By ‡ and the inducedness of paths, its neighbouring

degree-3 vertex cannot be one of z2, z3, z4. Hence, this must be the unique neighbour p of z1
outside S. The other neighbours q, r of p on the H2, where r is the middle vertex, are both
not z3, as P1 is induced. Hence, q, p, z1, p, r, x1, x2, x1, z3 form an H2, a contradiction.

Suppose that z1 is the middle vertex of the H2. By ‡, the other degree-3 vertex of the
H2 cannot be z2 or z4, so it must be the unique neighbour p of z1 outside S. The other
neighbours q, r of p on the H2, which are both leafs of the H2, are both not z3 since P1 is
induced. Hence, G has a H2 formed by q, p, r, p, z1, x1, x2, x1, z3, a contradiction.

Suppose that z1 is a degree-3 vertex of the H2. Let p be the unique neighbour of z1
outside S; it is unique by ‡. Then one of p, z2, z3 must be the middle vertex of the H2 and
the other two the leafs neighbouring z1. If the middle vertex is z2, then z′

1, x2, z′
2, x2, z2, z1,

p, z1, z4 is a H2 in G, a contradiction. The other cases are similar. This concludes the
argument when z′

1 and z′
2 are both adjacent to x2 and both not to x1.

Suppose instead that, say z′
1, is adjacent to x1 and the other, z′

2, is adjacent to x2. Let
x′, x′′, z′′

1 , z′′
2 form the remaining vertices of the H2 where x, x′, x′′ and z′′

1 , x′′, z′′
2 are both

paths of length 2 in this H2. Thus, z′
1, x, z′

2, x, x′, x′′ and z′′
1 , x′′, z′′

2 form the H2 in G′.
Without loss of generality, suppose x′ was adjacent to x1 in G. Now it is clear that z′

1, x1, x2,
x1, x′, x′′ and z′′

1 , x′′, z′′
2 formed an H2 in G.

Finally, suppose that x is the degree-2 vertex in H2. Let z′
1, x′, z′

2, x′, x, x′′, z′′
1 , x′′, z′′

2 be
the paths that form the H2 in G′. Suppose, without loss of generality, that x′ was adjacent
to x1 in G. If x′′ was also adjacent to x1 in G, then z′

1, x′, z′
2, x′, x1, x′′, z′′

1 , x′′, z′′
2 are paths

that form an H2 in G. Suppose now that x′′ was adjacent to x2 but not x1 in G and we
may also assume that x′ is adjacent to x1 but not x2. Now z′

1, x′, z′
2, x′, x1, x2, z2, x2, z4 are

paths that form a H2 in G, unless {z2, z4} ∩ {z′
1, z′

2} ≠ ∅. Without loss of generality, suppose
z2 = z′

1. Note that z2 ̸= s2 (recall that S does not contain any terminal). Let p be the next
vertex on the path from t2 to s2 after z2. Then p, z2, x2, z2, x′, x1, z1, x1, z3 is an H2 in G

(note that {z1, z3} ∩ {x′, z2, p} = ∅), a contradiction.

Finally, note that x1 and x2 cannot be z or az for some terminal z, as these vertices have
degree 1 and 2 respectively, while x1, x2 have degree at least 3. Moreover, {x1, x2} ≠ {bz, b′

z}
for some terminals z, z′ by our preprocessing. Hence, Rules 1 and 2 preserve †.

We can recognize and apply Rules 1 and 2 in polynomial time. This decreases the size of
the graph by one vertex and we recurse. Hence, our algorithm runs in polynomial time. ◀

For our next result we follow the proof from Section 2.4 in [24] by carefully p-subdividing
some of the edges of that construction. We omit the proof details.

▶ Theorem 26. For all k ≥ 2, k-Induced Disjoint Paths is NP-complete for subcubic
(H4, . . . ,Hℓ)-subgraph-free graphs for all ℓ ≥ 4.
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...
E1 E2 E3

Figure 7 The C5-flower Fn and the H3-subgraph-free C5-critical graphs E1, E2 and E3.

7 C5-Colouring

In this section, we give our polynomial-time certifying algorithm for C5-Colouring on
H3-subgraph-free graphs. The C5-flower Fn is the graph (see Figure 7) that we get from
C3n (for n ≥ 3) by adding a new central vertex with an edge to every third vertex of C3n. If
n is odd, we call Fn an odd C5-flower, and if it is even we call Fn an even C5-flower. We
refer to the graphs E1, E2 and E3 shown in Figure 7 as exceptional graphs.

The following lemma (whose proof is a simple exercise) shows that all these graphs are
C5-critical, that is, they are not C5-colourable but every proper subgraph of them is.

▶ Lemma 27. The graph K3, the odd flowers Fn for odd n ≥ 3 and the exceptional graphs
E1, E2 and E3 are all H3-subgraph-free and C5-critical.

We can now show a structural result, which we use to prove our algorithmic result. We
omit its proof.

▶ Theorem 28. The only H3-subgraph-free C5-critical graphs are K3, odd flowers Fn (n ≥ 3)
and exceptional graphs E1, E2, E3. Equivalently, the following statements all hold:
1. All H3-subgraph-free graphs of girth at least 6 are C5-colourable.
2. The only H3-subgraph-free C5-critical graphs of girth 5 are E1, E2 and odd C5-flowers Fn.
3. The only H3-subgraph-free C5-critical graph of girth 4 is E3.

▶ Theorem 29. There exists a polynomial-time certifying algorithm for C5-Colouring on
H3-subgraph-free graphs.

Proof. As every graph that does not map to C5 must contain a C5-critical subgraph, it
suffices, due to Theorem 28, to detect the non-existence of the graphs K3, E1, E2, E3 and Fn

(odd n ≥ 3) in a H3-subgraph-free graph G. For the graphs K3, E1, E2 and E3 we can simply
use brute force. To detect an odd C5-flower Fn in polynomial time, we observe that for a
fixed centre vertex, v0 we can make an auxiliary graph on its neighbours putting an edge
between two if there is a path on three edges between them in G. Now, G contains an odd
C5-flower with centre v0 if and only if this auxiliary graph has an odd cycle. We can check
this in polynomial time for each v0, so can find an odd C5-flower in G polynomial time. ◀

8 Conclusions

We took four classic problems, Hamilton Cycle, k-Induced Disjoint Paths, C5-
Colouring and Star 3-Colouring, that are “easy” on bounded treewidth, but for
which we showed that their hardness on subcubic graphs is not preserved under edge subdivi-
sion. We gave polynomial and NP-completeness results for H-subgraph-free graphs when H
is some subset of {H1,H2, . . .}, but we need to better understand the case H = {Hi} (i ≥ 1).
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▶ Open Problem 1. Is there a graph Hℓ such that Hamilton Cycle is NP-complete for
Hℓ-subgraph-free graphs?

We note that the case H3 is the only missing case for obtaining a dichotomy for k-Induced
Disjoint Paths on Hi-subgraph-free graphs,

▶ Open Problem 2. What is the complexity of k-Induced Disjoint Paths for H3-subgraph-
free graphs?

If C5-Colouring on Hi-subgraph-free graphs is polynomial-time solvable when i = 0 mod 3,
then we would get a dichotomy for C5-Colouring on Hi-subgraph-free graphs based on
i mod 3.

▶ Open Problem 3. What is the complexity of C5-Colouring for Hi-subgraph-free graphs,
when i = 0 mod 3?

If Star 3-Colouring on H2i-subgraph-free graphs is polynomial-time solvable for i ≥ 1,
then we would get a dichotomy for Star 3-Colouring on Hi-subgraph-free graphs based
on i mod 2.

▶ Open Problem 4. What is the complexity of Star 3-Colouring for H2i-subgraph-free
graphs for i ≥ 1?

Moreover, even though Star k-Colouring is not C2 for k ≥ 10 (Proposition 14), this is not
known for 4 ≤ k ≤ 9. In particular, Shalu and Antony asked about the case k = 4 in [31],
and we recall their open problem.

▶ Open Problem 5. What is the complexity of Star 4-Colouring for subcubic graphs?

We also still need to determine whether the C12-problems k-Induced Disjoint Paths and
C5-Colouring are even C12’ just like Hamilton Cycle and Star 3-Colouring. In order
to know this, we must solve the following two problems.

▶ Open Problem 6. What is the complexity of k-Induced Disjoint Paths for subcubic
graphs of girth g for g ≥ 3?

▶ Open Problem 7. What is the complexity of C5-Colouring for subcubic graphs of girth g

for g ≥ 3?

We also do not know the complexity of k-Induced Disjoint Paths, for k ≥ 2, on
graphs of girth at least g with an additional degree bound, whereas the best degree bound
for C5-Colouring is 6 · 513. Namely, for every g ≥ 3, C5-Colouring is NP-complete for
graphs with girth at least g and with maximum degree at most 6 · 513 (Theorem 6).

Finally, there exist other problems that are NP-complete for bipartite graphs in which
one partition class has maximum degree 2 and thus on (H1,H3, . . .)-subgraph-free graphs.
One example of such a problem is Matching Cut [27]. Another example is Acyclic 3-
Colouring, for which we can show the same results as for Star 3-Colouring in Theorem 5
by using the same arguments. However, in contrast to Star 3-Colouring, we do not know
if Acyclic 3-Colouring satisfies C2 and we recall the following open problem from Shalu
and Antony [32].

▶ Open Problem 8. What is the complexity of Acyclic 3-Colouring for subcubic graphs?
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Abstract
We show that the simplest local search heuristics for two natural Euclidean clustering problems are
PLS-hard. First, we show that the Hartigan–Wong method, which is essentially the Flip heuristic,
for k-Means clustering is PLS-hard, even when k = 2. Second, we show the same result for the Flip
heuristic for Max Cut, even when the edge weights are given by the (squared) Euclidean distances
between the points in some set X ⊆ Rd; a problem which is equivalent to Min Sum 2-Clustering.
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1 Introduction

Clustering problems arise frequently in various fields of application. In these problems, one is
given a set of objects, often represented as points in Rd, and is asked to partition the set into
clusters, such that the objects within a cluster are similar to one another by some measure.
For points in Rd, a natural measure is the (squared) Euclidean distance between two objects.
In this paper, we consider two Euclidean clustering problems that use this similarity measure:
k-Means clustering and Squared Euclidean Max Cut.

k-Means. One well-studied clustering problem is k-Means [10, 23]. In this problem, one is
given a set of points X ⊆ Rd and an integer k. The goal is to partition X into exactly k

clusters such that the total squared distance of each point to the centroid of its cluster is
minimized. Formally, one seeks to minimize the clustering cost

k∑
i=1

∑
x∈Ci

∥x − cm(Ci)∥2 where cm(Ci) = 1
|Ci|

∑
x∈Ci

x.
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48:2 Complexity of Local Search for Euclidean Clustering Problems

Being NP-hard even when k = 2 [3] or when X ⊆ R2 [31], k-Means has been extensively
studied from the perspective of approximation algorithms [8, 21, 26, 34]. Nevertheless, local
search remains the method of choice for practitioners [10, 23].

The most well-known local search algorithm for k-Means is Lloyd’s method [30]. Here,
one alternates between two steps in each iteration. In the first step, each point is assigned to
its closest cluster center, and in the second step the cluster centers are recalculated from the
newly formed clusters.

This algorithm was shown to have worst-case super-polynomial running time by Arthur
and Vassilvitskii [7], with the result later improved to exponential running time even in
the plane by Vattani [45]. Moreover, Roughgarden and Wang [39] showed it can implicitly
solve PSPACE-complete problems. On the other hand, Arthur et al. [6] proved that Lloyd’s
method has smoothed polynomial running time on Gaussian-perturbed point sets, providing
a degree of explanation for its effectiveness in practice.

Recently Telgarsky and Vattani [44] revived interest in another, older local search method
for k-Means due to Hartigan and Wong [20]. This algorithm, the Hartigan–Wong method,
is much simpler: one searches for a single point that can be reassigned to some other cluster
for a strict improvement in the clustering cost. In other words, the Hartigan–Wong method
is the Flip heuristic. In the following, we always use Flip instead of Hartigan–Wong to
indicate that this is the most simple heuristic for this problem and to keep the name for
the used heuristic consistent. Despite this simplicity, Telgarsky and Vattani [44] show that
the Flip heuristic is more powerful than Lloyd’s method, in the sense that the former can
sometimes improve clusterings produced by the latter, while the converse does not hold.

A similar construction to that of Vattani for Lloyd’s method shows that there exist
instances on which the Flip heuristic can take exponentially many iterations to find a local
optimum, even when all points lie on a line [33]. However, this example follows a contrived
sequence of iterations. Moreover, k-Means can be solved optimally for instances in which
all points lie on a line. Thus, the question remains whether stronger worst-case examples
exist, and what the complexity of finding locally optimal clusterings is.

Squared Euclidean Max Cut. Another clustering problem similar to k-Means is Squared
Euclidean Max Cut. Recall that Max Cut asks for a subset of vertices S of a weighted
graph G = (V, E), such that the total weight of the edges with one endpoint in S and one
in V \S is maximized. This problem emerges in numerous applications, from graph clustering
to circuit design to statistical physics [9, 12].

In Squared Euclidean Max Cut, one identifies the vertices of G with a set X ⊆ Rd,
and assigns each edge a weight equal to the squared Euclidean distance between its endpoints.
This problem is equivalent to Min Sum 2-Clustering (although not in approximation),
where one seeks to minimize∑

x,y∈X

∥x − y∥2 +
∑

x,y∈Y

∥x − y∥2

over all partitions (X, Y ) of X . Also this special case of Max Cut is NP-hard [2]. In a
clustering context, the problem was studied by Schulman [42] and Hasegawa et al. [21],
leading to exact and approximation algorithms.

Given the computational hardness of Max Cut, practitioners often turn to heuristics.
Some of the resulting algorithms are very successful, such as the Kernighan-Lin heuristic [27]
and the Fiduccia-Mattheyses algorithm [19]. Johnson et al. [24] note that the simple Flip
heuristic, where one moves a single vertex from one side of the cut to the other, tends
to converge quickly in practice. Schäffer and Yannakakis [40] later showed that it has
exponential running time in the worst case.
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One may wonder whether Flip performs better for Squared Euclidean Max Cut.
Etscheid and Röglin [17, 16] performed a smoothed analysis of Flip in this context, showing
a smoothed running time of 2O(d) · poly(n, 1/σ) for Gaussian-perturbed instances, where
σ denotes the standard deviation of the Gaussian noise. On the other hand, they also
exhibited an instance in R2 on which there exists an exponential-length improving sequence
of iterations, with the caveat that not all edges are present in the instance. Like for k-Means,
one may ask whether stronger examples exist (e.g. on complete graphs), and what the
complexity of finding Flip-optimal solutions is.

Complexity of Local Search. The existence of instances with worst-case exponential running
time is common for local search heuristics. To investigate this phenomenon, and local search
heuristics in general, Johnson et al. [24] defined a complexity class PLS, for polynomial
local search. The class is designed to capture the properties of commonly used local search
heuristics and contains pairs consisting of an optimization problem P and a local search
heuristic N . In the following we denote such a pair as P/N . PLS-complete problems have the
property that their natural local search algorithms have worst-case exponential running
time. Johnson et al. [24] showed that the Kernighan-Lin heuristic for the Max Bisection
problem (a variant of Max Cut, where the parts of the partition must be of equal size) is
PLS-complete. This stands in contrast to the empirical success of this algorithm [27].

Building on this work, Schäffer and Yannakakis [40] later proved that a host of very
simple local search heuristics are PLS-complete, including the Flip heuristic for Max Cut.
This refuted a conjecture by Johnson et al., who doubted that such simple heuristics could
be PLS-complete. Elsässer and Tscheuschner [15] later showed that this remains true even in
the very restricted variant where the input graph has maximum degree five, which we will
refer to as Max Cut-5.

Schäffer and Yannakakis defined a new type of PLS-reduction called a tight reduction.
In addition to showing completeness for PLS, this type of reduction also transfers stronger
properties on the running time of local search heuristics between PLS problems.

Since the introduction of PLS, many local search problems have been shown to be PLS-
complete, including such successful heuristics as Lin-Kernighan’s algorithm for the TSP [38]
or the k-Swap-neighborhood heuristic for Weighted Independent Set [28] for k ≥ 3. For
a non-exhaustive list, see Michiels, Korst and Aarts [36, Appendix C].

Our Contribution. Given the existence of k-Means instances where the Flip heuristic has
worst-case exponential running time, one may ask whether this heuristic is PLS-hard. In this
work, we answer this question in the affirmative.

▶ Theorem 1.1. For each k ≥ 2, k-Means/Flip is PLS-hard.

Just as with k-Means/Flip, we ask whether Squared Euclidean Max Cut with the
Flip heuristic is PLS-hard. Again, we answer this question affirmatively. In addition, we
show the same result for Euclidean Max Cut, where the distances between the points are
not squared.

▶ Theorem 1.2. Euclidean Max Cut/Flip and Squared Euclidean Max Cut/Flip
are PLS-hard.

We note that PLS-hardness results for Euclidean local optimization problems are rather
uncommon. We are only aware of one earlier result by Brauer [13], who proved PLS-
completeness of a local search heuristic for a discrete variant of k-Means. This variant

ISAAC 2024



48:4 Complexity of Local Search for Euclidean Clustering Problems

chooses k cluster centers among the set of input points, after which points are assigned to
their closest center. The heuristic they consider removes one point from the set of cluster
centers and adds another. In their approach, they first construct a metric instance, and then
show that this instance can be embedded into Rd using a theorem by Schoenberg [41]. In
contrast, we directly construct instances in Rd.

In addition to showing PLS-hardness of k-Means/Flip and Squared Euclidean Max
Cut/Flip, we also show that there exist specific hard instances of these problems, as well as
all other problems considered in this paper.

▶ Theorem 1.3. Each local search problem L considered in this work (see Section 2.2) fulfills
the following properties:
1. L is PLS-hard.
2. For each n, one can compute in polynomial time an instance of L of size nO(1) with an

initial solution that is exponentially far away from any local optimum.
3. The problem of computing the locally optimal solution obtained from performing a standard

local search algorithm based on the neighborhood of L is PSPACE-hard for L.

A formal definition of Property 3 is given in Section 2.1. In particular, this result shows
that there exists an instance of k-Means such that there exists an initial solution to this
instance that is exponentially many iterations away from all local optima [40]. By contrast,
the earlier result [33] only exhibits an instance with a starting solution that is exponentially
many iterations away from some local optimum. Moreover, Theorem 1.3 yields instances
where Flip has exponential running time in Squared Euclidean Max Cut on complete
geometric graphs, unlike the older construction which omitted some edges [16].

2 Preliminaries and Notation

Throughout this paper, we will consider all graphs to be undirected unless explicitly stated
otherwise. Let G = (V, E) be a graph. For v ∈ V , we denote by d(v) the degree of v in G,
and by N(v) the set of neighbors of v.

Let S, T ⊆ V . We write E(S, T ) for the set of edges with one endpoint in S and one
endpoint in T . For S ⊆ V , we write δ(S) = E(S, V \ S) for the cut induced by S. We will
also refer to the partition (S, V \ S) as a cut; which meaning we intend will be clear from
the context. If | |S| − |V \ S| | ≤ 1, we will call the cut (S, V \ S) a bisection. Given v ∈ V

we will also write δ(v) = δ({v}), which is the set of edges incident to v.
Let F ⊆ E. Given a function f : E → R, we denote by f(F ) =

∑
e∈F f(e) the total value

of f on the set of edges F . If F = E(X, Y ) for some sets X, Y ⊆ V , we will abuse notation
to write f(X, Y ) = f(F ).

2.1 The Class PLS
For convenience, we summarize the formal definitions of local search problems and the
associated complexity class PLS, as devised by Johnson et al. [24].

A local search problem P is defined by a set of instances I, a set of feasible solutions FI(x)
for each instance x ∈ I, a cost function c that maps pairs of a solution of FI(x) and an
instance x to Z, and a neighborhood function N that maps a solution of FI(x) and an
instance x to a subset of FI(x). Typically, the neighborhood function is constructed so that
it is easy to compute some s′ ∈ N (s, x) for any given s ∈ FI(x).

This characterization of local search problems gives rise to the transition graph defined
by an instance of such a problem.
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▶ Definition 2.1. Given an instance x ∈ I of a local search problem P , we define the
transition graph T (x) as the directed graph with vertex set FI(x), with an edge from s to s′

if and only if s′ ∈ N (s, x) and c(s, x) < c(s′, x) (assuming P is a maximization problem;
otherwise, we reverse the inequality). The height of a vertex s in T (x) is the length of the
shortest path from s to a sink of T (x).

The class PLS is defined to capture the properties of local search problems that typically
arise in practical applications. Formally, P is contained in PLS if the following are all true:
1. There exists a deterministic polynomial-time algorithm A that, given an instance x ∈ I,

computes some solution s ∈ FI(x).
2. There exists a deterministic polynomial-time algorithm B that, given x ∈ I and s ∈ FI(x),

computes the value of c(s, x).
3. There exists a deterministic polynomial-time algorithm C that, given x ∈ I and s ∈

FI(x), either computes a solution s′ ∈ N (s, x) with c(s′, x) > c(s, x) (in the case of a
maximization problem), or outputs that such a solution does not exist.

Intuitively, algorithm A gives us some initial solution from which to start an optimization
process, algorithm B ensures that we can evaluate the quality of solutions efficiently, and
algorithm C drives the local optimization process by either determining that a solution is
locally optimal or otherwise giving us an improving neighbor. Based on the algorithms A

and C, one can define the “standard algorithm problem” for P as follows.

▶ Definition 2.2. Let P be a local search problem and let I be an instance of P. Moreover,
let s∗(I) be the unique local optimum obtained by starting with the solution outputted by
algorithm A and replacing the current solution by the better solution outputted by C, until
reaching a local optimum. The standard algorithm problem for P asks for a given instance I

of P and a locally optimal solution s′ for I with respect to N , whether s′ is exactly the
solution s∗(I).

It was shown that for many local search problems the standard algorithm problem
is PSPACE-complete [13, 36, 37, 40].

Given problems P, Q ∈ PLS, we say that P is PLS-reducible to Q (written P ≤PLS Q) if
the following is true.
1. There exist polynomial-time computable functions f, g, such that f maps instances x of P

to instances f(x) of Q, and g maps pairs (solution s of f(x), x) to feasible solutions of P .
2. If a solution s of f(x) is locally optimal for f(x), then g(s, x) is locally optimal for x.

The idea is that, if Q ∈ PLS is efficiently solvable, then P is also efficiently solvable:
simply convert an instance of P to Q using f , solve Q, and convert the resulting solution
back to a solution of P using g. As usual in complexity theory, if P is complete for PLS
and P ≤PLS Q, then Q is also complete for PLS.

In addition to this standard notion of a PLS-reduction, Schäffer and Yannakakis [40]
defined so-called tight reductions. Given PLS problems P and Q and a PLS-reduction (f, g)
from P to Q, the reduction is called tight if for any instance x of P we can choose a subset R
of the feasible solutions of f(x) of Q such that:
1. R contains all local optima of f(x).
2. For every feasible solution s of x, we can construct a feasible solution q ∈ R of f(x) such

that g(q, x) = s.
3. Suppose the transition graph T (f(x)) of f(x) contains a directed path from s to s′ such

that s, s′ ∈ R, but all internal vertices lie outside of R, and let q = g(s, x) and q′ = g(s′, x).
Then either q = q′, or the transition graph T (x) of x contains an edge from q to q′.

ISAAC 2024



48:6 Complexity of Local Search for Euclidean Clustering Problems

The set R is typically called the set of reasonable solutions to f(x). Here, the intuition is
that tight reductions make sure that the height of a vertex s of T (f(x)) is not smaller than
that of g(s, x) in T (x). Note that a reduction (f, g) is trivially tight if T (f(x)) is isomorphic
to T (x).

Tight PLS-reductions have two desired properties [1, Chapter 2]. Suppose P reduces to Q

via a tight reduction. First, if the standard algorithm problem for P is PSPACE-complete,
then the standard algorithm problem for Q is PSPACE-complete as well. Second, if there
exists an instance x of P such that there exists a solution of x that is exponentially far away
from any local optimum, then such an instance exists for Q as well. Note that this first
property holds irrespective of the choices made by the algorithm C for Q [40].

2.2 Definitions of Local Search Problems
We will be concerned with various local search problems. In the following we provide a
summary of the problems that appear in this paper, and provide definitions for each. Some
of the problems considered in this paper are not the most natural ones, but we need them as
intermediate problems for our reductions. Moreover, these problems might be useful to show
PLS-hardness of other problems having cardinality constraints.

Before introducing the problems themselves, we first provide a more abstract view of the
problems, since they have many important aspects in common. Each problem in the list
below is a type of partitioning problem, where we are given a finite set S and are asked to
find the “best” partition of S into k sets (indeed, for all but one problem, we have k = 2).
What determines whether some partition is better than another varies; this is determined by
the cost function of the problem in question.

▶ Definition 2.3. Given a partition P = {S1, . . . , Sk} of S, a partition P ′ is a neighbor
of P in the Flip neighborhood if P ′ can be obtained by moving exactly one element from
some Si ∈ P to some other Sj ∈ P. In other words, if P ′ = {S1, . . . , S′

i, . . . , S′
j , . . . , Sk}

where for some v ∈ Si we have S′
i = Si \ {v} and S′

j = Sj ∪ {v}.

The Flip neighborhood as defined above is perhaps the simplest neighborhood structure
for a partitioning problem. For each problem in the list below, we consider only the Flip
neighborhood in this paper. Recall that the Flip heuristic for k-Means is also referred to
as the Hartigan–Wong method [20].

Max Cut

Input: A graph G = (V, E) with non-negative edge weights w : E → Z≥0.
Output: A partition (X, Y ) of V such that w(X, Y ) is maximal.

We will mainly be concerned with several variants of Max Cut. For some fixed integer d,
by Max Cut-d we denote the restriction of the problem to graphs with maximum degree d.
In Densest Cut, one aims to maximize w(X,Y )

|X|·|Y | rather than just w(X, Y ). The minimization
version of this problem is called Sparsest Cut. The problem Odd Max Bisection is
identical to Max Cut, with the added restrictions that the number of vertices must be odd
and that the two halves of the cut differ in size by exactly one. The minimization version of
the problem is called Odd Min Bisection.

The definitions of Odd Max/Min Bisection are somewhat unconventional, as one
usually considers these problem with an even number of vertices and with the Swap neighbor-
hood, where two solutions are neighbors if one can be obtained from the other by swapping
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a pair of vertices between parts of the partition. Hardness of Max Bisection/Swap was
shown by Schäffer and Yannakakis [40] in a short reduction from Max Cut/Flip, providing
as a corollary also a simple hardness proof for the Kernighan-Lin heuristic [27]. The reason
we require the Flip neighborhood is that we aim to reduce this problem to Squared Eu-
clidean Max Cut/Flip, where we run into trouble when we use the Swap neighborhood
(see Section 3 for details).

Squared Euclidean Max Cut

Input: A set of n points X ⊆ Rd.
Output: A partition (X, Y ) of X such that

∑
x∈X

∑
y∈Y ∥x − y∥2 is maximal.

Euclidean Max Cut is defined similarly; the only difference is that the actual distances
between points enter the objective function, rather than the squared distances.

k-Means

Input: A set of n points X ⊆ Rd and an integer k ≥ 2.
Output: A partition (C1, . . . , Ck) of X such that

∑k
i=1

∑
x∈Ci

∥x − cm(Ci)∥2 is
minimal.

The sets {C1, . . . , Ck} are called clusters. Note that in this formulation, both k-
Means/Flip and Squared Euclidean Max Cut/Flip are not contained in PLS, as their
cost functions can take non-integer values. However, we still obtain PLS-hardness for each of
these problems, and the existence of specific hard instances (cf. Theorem 1.3). Moreover,
this hardness still holds for restricted versions of the problems which do belong to PLS. More
technical details are given in the full version.

Positive Not-All-Equal k-Satisfiability (Pos NAE k-SAT)

Input: A boolean formula with clauses of the form NAE(x1, . . . , xℓ) with ℓ ≤ k,
where each clause is satisfied if its constituents, all of which are positive,
are neither all true nor all false. Each clause C has a weight w(C) ∈ Z.

Output: A truth assignment of the variables such that the sum of the weights of
the satisfied clauses is maximized.

In Odd Half Pos NAE k-SAT, additionally the number of variables is odd and it
is required that the number of true variables and the number of false variables in any
solution differ by exactly one. This is analogous to the relationship between Max Cut and
Odd Max Bisection.

2.3 Strategy
Both Squared Euclidean Max Cut and k-Means are NP-hard [2, 3]. The reductions
used to prove this are quite similar, and can be straightforwardly adapted into PLS-reductions:
In the case of Squared Euclidean Max Cut/Flip, we obtain a reduction from Odd Min
Bisection/Flip, while for k-Means/Flip we obtain a reduction from Densest Cut/Flip.
The latter reduction even works for k = 2. These results are given in Lemma 4.3 (k-Means),
and Lemmas 4.5 and 4.6 ((Squared) Euclidean Max Cut).

What remains then is to show that the problems we reduce from are also PLS-complete,
which takes up the bulk of the work. Figure 1 shows the reduction paths we use.
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Max Cut-5/Flip

Distinct Max Cut-5/Flip

Odd Half Pos NAE 3-SAT/Flip

Odd Half Pos NAE 2-SAT/Flip

Odd Max Bisection/Flip

Odd Min Bisection/Flip

(Squared) Euclidean Max Cut/Flip

Densest Cut/Flip

2-Means/Flip

k-Means/Flip

Sparsest Cut/Flip

Lemma 3.1

Lemma 3.2

Lemma 3.3

Lemma 3.5

Lemma 3.5

Lemmas 4.5 and 4.6

Lemma 4.1

Lemma 4.4

Lemma 4.3 Corollary 4.2

Figure 1 Graph of the PLS-reductions used in this paper. Reductions represented by solid lines
are tight, reductions represented by dashed lines are not.

The starting point will be the PLS-completeness of Max Cut-5/Flip, which was shown
by Elsässer and Tscheuschner [15]. An obvious next step might then be to reduce from this
problem to Max Bisection/Swap, and then further reduce to Odd Max Bisection/Flip.
Unfortunately, this turns out to be rather difficult, as the extra power afforded by the Swap
neighborhood is not so easily reduced back to the Flip neighborhood. Using this strategy,
we can only obtain PLS-hardness of the 2-Flip neighborhood for Squared Euclidean
Max Cut, where two points may flip in a single iteration.

We thus take a detour through Odd Half Pos NAE 3-SAT/Flip in Lemma 3.2, which
then reduces down to Odd Half Pos NAE 2-SAT/Flip in Lemma 3.3 and finally to Odd
Max Bisection/Flip in Lemma 3.5, using a reduction by Schäffer and Yannakakis [40].

From this point, hardness of Squared Euclidean Max Cut/Flip (and with a little
extra work, Euclidean Max Cut/Flip) is easily obtained. For k-Means/Flip, we need
some more effort, as we still need to show hardness of Densest Cut/Flip. Luckily, this
can be done by reducing from Odd Max Bisection/Flip as well, as proved in Lemma 4.1.

Due to space constraints, our proofs are deferred to the full version.

3 Reduction to Odd Min/Max Bisection

The goal of this section is to obtain PLS-completeness of Odd Min/Max Bisection/Flip,
from which we can reduce further to our target problems; see Figure 1. We will first
construct a PLS-reduction from Max Cut-5/Flip to Odd Half Pos NAE 3-SAT/Flip
in Lemma 3.2.

A subtlety is that the reduction only works when we assume that the Max Cut-5
instance we reduce from has distinct costs for any two neighboring solutions. The following
lemma ensures that we can make this assumption.
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▶ Lemma 3.1. Distinct Max Cut-5/Flip is PLS-complete. More precisely, there exists a
PLS-reduction from Max Cut-5/Flip to Distinct Max Cut-5/Flip.

Unfortunately, this reduction is not tight. Hence, to prove the last two items of Theo-
rem 1.3, simply applying the reductions from Figure 1 is not sufficient, as these properties
(viz. PSPACE-completeness of the standard algorithm problem and the existence of certain
hard instances) do not necessarily hold for Distinct Max Cut-5/Flip. We must instead
separately prove that they hold for this problem. To accomplish this, we recall a construction
by Monien and Tscheuschner [37] that shows these properties for Max Cut-4/Flip. It
can be verified straightforwardly that the construction they use is already an instance of
Distinct Max Cut-4/Flip.

In the remainder of this work, we present a sequence of tight reductions starting from
Distinct Max Cut-5/Flip to all of our other considered problems. First, we reduce from
Distinct Max Cut-5/Flip to Odd Half Pos NAE 3-SAT/Flip.

▶ Lemma 3.2. There exists a tight PLS-reduction from Distinct Max Cut-5/Flip to
Odd Half Pos NAE 3-SAT/Flip.

As mentioned in Section 2.3, it may seem more straightforward to reduce from Min
Bisection/Swap to Odd Min Bisection/Flip. The problem with this approach is that
a solution to Odd Min Bisection/Flip can be locally optimal for two reasons: either
no vertex can flip to obtain a cut of larger weight, or the vertices that could are in the
smaller part of the partition. This makes the Flip neighborhood much less powerful than
Swap in this problem variant; we were thus not able to find a direct reduction from Min
Bisection/Swap. Instead, we apply a new technique that allows us to prove PLS-hardness
for this very restricted problem.

We first prove PLS-hardness of Odd Half Pos NAE 3-SAT/Flip, and subsequently use
existing reductions to obtain hardness of Odd Min Bisection/Flip. With the expressiveness
of this SAT variant we gain a great deal of freedom to handle the problem restrictions. The
main challenge is in encoding the restriction that the number of true and false variables must
differ by exactly one without weakening the neighborhood.

Next, we briefly sketch and motivate some of the ideas in the reduction in more detail.
See also Figure 2.

Sketch of Proof for Lemma 3.2. We first embed the Distinct Max Cut-5 instance, given
by a weighted graph G = (V, E), in Pos NAE SAT. This can be done rather straightforwardly,
by a reduction used by Schäffer and Yannakakis [40]: each vertex becomes a variable, and
an edge uv becomes a clause NAE(u, v). This instance is directly equivalent to the original
Distinct Max Cut-5 instance. We call these variables the level 1 variables, and the clauses
the level 1 clauses. A level 1 clause NAE(u, v) gets a weight M · w(uv) for some large
integer M .

A solution to the original Distinct Max Cut-5 instance is obtained by placing the
true level 1 variables in a feasible truth assignment on one side of the cut, and the false
level 1 variables on the other side.

Given the reduction so far, suppose we have some locally optimal feasible truth assign-
ment s. We partition the variables into the sets T and F of true and false variables; thus,
(T, F ) is the cut induced by s. Suppose |T | = |F | + 1. If no level 1 variable can flip from T

to F , then also no vertex can flip from T to F in the induced cut. However, we run into
trouble when there exists some v ∈ F that can flip in the cut. Since |F | < |T |, we are not
allowed to flip the level 1 variable v, and so the truth assignment may be locally optimal
even though the induced cut is not.
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NAE(v, u1)
NAE(v, u2)
NAE(v, u3)

weight: M

weight: 8M

weight: 3M

Level1

NAE(qv, u1)
NAE(qv, u2)
NAE(qv, u3)

weight: −L

weight: −8L

weight: −3L

Level2

NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)
NAE(v, qv, ai)

{u1, u2, u3}
{u1, u2}
{u1, u3}
{u2, u3}
{u1}
{u2}
{u3}
∅

weight: −1
weight: −1
weight: 0
weight: −1
weight: 0
weight: −1
weight: 0
weight: 0

Level3

v

u1

u2

u3

1

8

3

Figure 2 Schematic overview of the reduction used in the proof of Lemma 3.2. On the left we
have a vertex v ∈ V and its neighbors {u1, u2, u3} in a Max Cut instance, with weights on the edges
between v and its neighbors. The NAE clauses on the right are the clauses constructed from v. In
the actual reduction, these clauses are added for all level 3 variables. The right-most column shows
the weights assigned to the clauses. The middle column shows for the level 3 clauses which subset
of N(v) corresponds to which clause. The constants L and M are chosen so that 1 ≪ L ≪ M .

To deal with this situation, we will introduce two more levels of variables and clauses.
The weights of the clauses at level i will be scaled so that they are much larger than those
at level i + 1. In this way, changes at level i dominate changes at level i + 1, so that the
Distinct Max Cut-5 instance can exist independently at level 1.

For each vertex v ∈ V , we add a variable qv to the instance, and for each u ∈ N(v), we
add a clause NAE(qv, u) with weight proportional to −w(uv). We call these variables the
level 2 variables, and these clauses the level 2 clauses.

Finally, we add N = 2n + 1 more variables {ai}N
i=1, which we call the level 3 variables.

The number N is chosen so that for any truth assignment such that the number of true
and false variables differ by one, there must exist a level 3 variable in the larger of the two
sets. We then add more clauses as follows: for each level 3 variable ai, for each v ∈ V , for
each Q ⊆ N(v), we add a clause Ci(v, Q) = NAE(v, qv, ai). We give this clause a weight
of −1 if and only if v can flip when each of the vertices in Q are present in the same half of
the cut as v. We call these the level 3 clauses

Now consider the aforementioned situation, where a truth assignment s is locally optimal,
but there exists some v ∈ V ∩ F that can flip in the induced cut. Carefully investigating
the structure of such a locally optimal truth assignment shows that some level 2 or level 3
variable can flip for a strict improvement in the cost. This contradicts local optimality, and
so we must conclude that locally optimal truth assignments induce locally optimal cuts,
satisfying the essential property of PLS-reductions. ◀

As far as we are aware, this technique for overcoming size constraints in local search
problems is novel. We believe that it may be useful to prove PLS-hardness results for simple
heuristics for other size-constrained problems, such as balanced clustering problems.
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A reduction from Pos NAE 3-SAT/Flip to Max Cut/Flip was provided by Schäffer
and Yannakakis [40]. Since Max Cut is equivalent to Pos NAE 2-Sat, we can use the
same reduction to reduce from Odd Half Pos NAE 3-SAT/Flip to Odd Half Pos NAE
2-SAT/Flip.

▶ Lemma 3.3 (Schäffer and Yannakakis [40]). There exists a tight PLS-reduction from Odd
Half Pos NAE 3-SAT/Flip to Odd Half Pos NAE 2-SAT/Flip.

While our reductions so far have used negative-weight clauses in Odd Half Pos NAE
k-SAT/Flip, it may be of interest to have a PLS-completeness result also when all clauses
have non-negative weight.

▶ Corollary 3.4. Odd Half Pos NAE 2-SAT/Flip is PLS-complete even when all clauses
have non-negative weight. More precisely, there exists a tight PLS-reduction from Odd Half
Pos NAE 2-SAT/Flip to Odd Half Pos NAE 2-SAT/Flip where all clauses have
non-negative weight.

Finally, we reduce from Odd Half Pos NAE 2-SAT/Flip to Odd Min Bisec-
tion/Flip.

▶ Lemma 3.5. There exists a tight PLS-reduction from Odd Half Pos NAE 2-SAT/Flip
to both Odd Max Bisection/Flip and Odd Min Bisection/Flip.

A reduction from Pos NAE 2-SAT/Flip to Max Cut/Flip is given by Schäffer and
Yannakakis [40]. It is easy to see that this reduction also works with our constraint on the
number of true and false variables, which yields a reduction to Odd Max Bisection/Flip.

4 Reduction to Clustering Problems

Armed with the PLS-completeness of Odd Min Bisection/Flip (see Lemma 3.5), we now
proceed to prove hardness of the Euclidean clustering problems of interest.

k-Means. We provide a tight PLS-reduction from Odd Min Bisection/Flip to k-
Means/Flip. This is done in three steps (see Figure 1). First, we show PLS-completeness
of Densest Cut/Flip. The construction of the proof of our PLS-completeness of Densest
Cut/Flip is rather simple (we only add a large set of isolated edges), but the analysis
of the correctness is quite technical. Second, we show PLS-hardness of 2-Means/Flip by
slightly adapting an NP-hardness reduction of 2-Means [3]. Finally, we extend this result to
k-Means/Flip.

Now, we show PLS-completeness of Densest Cut/Flip. We impose the additional con-
straint that there are no isolated vertices in the reduced instance. This is a technical condition
which is utilized in Lemma 4.3 for the PLS-hardness of k-Means/Flip.

For an illustration of the reduction of Lemma 4.1 we refer to Figure 3.

▶ Lemma 4.1. There exists a tight PLS-reduction from Odd Max Bisection/Flip to
Densest Cut/Flip without isolated vertices.

Next, we show that also the closely related Sparsest Cut is PLS-complete under the
Flip neighborhood. Note that Densest Cut and Sparsest Cut are both NP-hard [35].
Sparsest Cut is studied intensively in terms of approximation algorithms [5] and integrality
gaps [25], and is used to reveal the hierarchical community structure of social networks [32]
and in image segmentation [43].
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G G . . .M M M

B

A

n4

Figure 3 Schematic overview of the reduction used in the proof of Lemma 4.1. On the left side
we have an instance of Odd Max Bisection/Flip and on the right side we have the corresponding
instance of Densest Cut/Flip. The edges inside of G together with their weights are not depicted
but are identical in both instances. Let (A, B) be the partition corresponding to some locally optimal
solution of the Densest Cut/Flip instance. Then, A contains exactly one endpoint of each of the
n4 isolated edges and | |A ∩ V (G)| − |B ∩ V (G)| | = 1.

▶ Corollary 4.2. There exists a tight PLS-reduction from Densest Cut/Flip to Sparsest
Cut/Flip.

The penultimate step is to show that 2-Means/Flip is PLS-hard. We achieve this by
modifying a proof of NP-hardness of 2-Means by Alois et al. [3].

▶ Lemma 4.3. There exists a tight PLS-reduction from Densest Cut/Flip without isolated
vertices to 2-Means/Flip.

Finally, we provide a generic reduction to show PLS-hardness for general k.

▶ Lemma 4.4. For each k ≥ 2, there exists a tight PLS-reduction from k-Means/Flip to
(k + 1)-Means/Flip.

Now, Theorem 1.1 follows by applying the tight PLS-reductions according to Figure 1.

Squared Euclidean Max Cut. We construct a PLS-reduction from Odd Min Bisec-
tion/Flip to Squared Euclidean Max Cut/Flip. The reduction is largely based on the
NP-hardness proof of Euclidean Max Cut of Ageev et al. [2]. The main difference is that
we must incorporate the weights of the edges of the Odd Min Bisection/Flip instance
into the reduction.

▶ Lemma 4.5. There exists a tight PLS-reduction from Odd Min Bisection/Flip to
Squared Euclidean Max Cut/Flip.

With a few modifications, the proof can be adapted to a reduction to Euclidean Max
Cut/Flip. The main challenge in adapting the proof is that the objective function is now of
the form

∑
∥x−y∥, rather than

∑
∥x−y∥2. However, by suitably modifying the coordinates

of the points, the distances ∥x − y∥ in the Euclidean Max Cut instance can take the same
value as ∥x − y∥2 in the Squared Euclidean Max Cut instance.

▶ Lemma 4.6. There exists a tight PLS-reduction from Odd Min Bisection/Flip to
Euclidean Max Cut/Flip.
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5 Discussion

Theorems 1.1 and 1.3 show that no local improvement algorithm using the Flip heuristic
can find locally optimal clusterings efficiently, even when k = 2. This result augments an
earlier worst-case construction [33]. Theorem 1.2 demonstrates that finding local optima in
Squared Euclidean Max Cut is no easier than for general Max Cut under the Flip
neighborhood. Thus, the Euclidean structure of the problem yields no benefits with respect
to the computational complexity of local optimization.

Smoothed Analysis. Other PLS-hard problems have yielded under smoothed analysis.
Chiefly, Max Cut/Flip has polynomial smoothed complexity in complete graphs [4, 11]
and quasi-polynomial smoothed complexity in general graphs [14, 18]. We hope that our
results here serve to motivate research into the smoothed complexity of k-Means/Flip and
Squared Euclidean Max Cut/Flip, with the goal of adding them to the list of hard
local search problems that become easy under perturbations.

Reducing the Dimensionality. Our reductions yield instances of k-Means and (Squared)
Euclidean Max Cut in Ω(n) dimensions. Seeing as our reductions cannot be obviously
adapted for d = o(n), we raise the question of whether the hardness of Squared Euclidean
Max Cut/Flip and k-Means/Flip is preserved for d = o(n). This seems unlikely for
Squared Euclidean Max Cut/Flip for d = O(1), since there exists an O(nd+1)-time
exact algorithm due to Schulman [42]. A direct consequence of PLS-hardness for d = f(n)
would thus be an O

(
nf(n))-time general-purpose local optimization algorithm. Concretely,

PLS-hardness for d = polylog n would yield a quasi-polynomial time algorithm for all problems
in PLS.

For k-Means/Flip, the situation is similar: For d = 1, k-Means is polynomial-time
solvable for any k. However, already for d = 2, the problem is NP-hard [31] when k is arbitrary.
When both k and d are constants, the problem is again polynomial-time solvable, as an
algorithm exists that finds an optimal clustering in time nO(kd) [21]. Thus, PLS-hardness for
kd ∈ O(f(n)) would yield an nO(f(n))-time algorithm for all PLS problems in this case.

Euclidean Local Search. There appear to be very few PLS-hardness results for Euclidean
local optimization problems, barring the result of Brauer [13] and now Theorem 1.1 and
Theorem 1.2. A major challenge in obtaining such results is that Euclidean space is very
restrictive; edge weights cannot be independently set, so the intricacy often required for
PLS-reductions is hard to achieve. Even in the present work, most of the work is done in a
purely combinatorial setting. It is then useful to get rid of the Euclidean structure of the
problem as quickly as possible, which we achieved by modifying the reductions of Ageev et
al. [2] and Alois et al. [3].

With this insight, we pose the question of what other local search problems remain
PLS-hard for Euclidean instances. Specifically, is TSP with the k-opt neighborhood still
PLS-hard in Euclidean (or squared Euclidean) instances, for sufficiently large k? This is
known to be the case for general metric instances for some large constant k [29] (recently
improved to all k ≥ 17 [22]), but Euclidean instances are still a good deal more restricted.
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Abstract
This paper presents a new research direction for online Multi-Level Aggregation (MLA) with delays.
Given an edge-weighted rooted tree T as input, a sequence of requests arriving at its vertices needs
to be served in an online manner. A request r is characterized by two parameters: its arrival time
t(r) > 0 and location l(r) being a vertex in tree T . Once r arrives, we can either serve it immediately
or postpone this action until any time t > t(r). A request that has not been served at its arrival
time is called pending up to the moment it gets served. We can serve several pending requests at
the same time, paying a service cost equal to the weight of the subtree containing the locations of
all the requests served and the root of T . Postponing the service of a request r to time t > t(r)
generates an additional delay cost of t − t(r). The goal is to serve all requests in an online manner
such that the total cost (i.e., the total sum of service and delay costs) is minimized. The MLA
problem is a generalization of several well-studied problems, including the TCP Acknowledgment
(trees of depth 1), Joint Replenishment (depth 2), and Multi-Level Message Aggregation (arbitrary
depth). The current best algorithm achieves a competitive ratio of O(d2), where d denotes the depth
of the tree.

Here, we consider a stochastic version of MLA where the requests follow a Poisson arrival process.
We present a deterministic online algorithm that achieves a constant ratio of expectations, meaning
that the ratio between the expected costs of the solution generated by our algorithm and the optimal
offline solution is bounded by a constant. Our algorithm is obtained by carefully combining two
strategies. In the first one, we plan periodic oblivious visits to the subset of frequent vertices, whereas,
in the second one, we greedily serve the pending requests in the remaining vertices. This problem is
complex enough to demonstrate a very rare phenomenon that “single-minded” or “sample-average”
strategies are not enough in stochastic optimization.
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1 Introduction

Imagine the manager of a factory in charge of delivering products from the factory to the
stores’ locations. Once some products are in shortage for a store, its owner informs the
factory for replenishment. From the factory’s perspective, each time a service is created to
deliver the products, a truck has to travel from the factory to the requested stores’ locations
and then return to the factory. A cost proportional to the total traveling distance is paid
for this service. For the purpose of saving delivery costs, it is beneficial to accumulate the
replenishment requests from many stores and then deliver the ordered products altogether in
one service. However, this accumulated delay in delivering products may leave the stores
unsatisfied, and the complaints will negatively influence future contracts between the stores
and the factory. Typically, for each request ordered from a store, the time gap between
ordering the products and receiving the products is known as the delay cost. The goal of the
factory manager is to plan the delivery service schedule in an online manner such that the
total service cost and the total delay cost are minimized.

The above is an example of an online problem called Multi-level Aggregation (MLA)
with linear delays. Formally, the input is an edge-weighted rooted tree T and a sequence of
requests, with each request r specified by an arrival time t(r) and a location at a particular
vertex. Once a request r arrives, its service does not have to be processed immediately but
can be delayed to any time t ≥ t(r) at a delay cost of t − t(r). The benefit of delaying
requests is that several requests can be served together to save some service costs. To serve
any set of requests R at time t, a subtree T ′ containing the tree root and locations of all the
requests in R needs to be bought at a service cost equal to the total weight of edges in T ′.
The goal is to serve all requests in an online manner such that the total cost (i.e., the total
service cost plus the total delay cost) is minimized.

Due to many real-life applications ranging from logistics, supply chain management, and
data transmission in sensor networks, the MLA problem has recently drawn considerable
attention [22, 16, 27, 13]. Besides, two classic problems in this area, TCP-acknowledgment
(also known as a lot-sizing problem) and Joint Replenishment (JRP), are special cases
of MLA with tree depths of 1 and 2, respectively. They were also extensively studied
[32, 45, 63, 1, 47, 28, 21, 3, 60, 20]. Particularly for MLA, the current best online algorithm
achieves a competitive ratio of O(d2) [13], where d denotes the depth of the given tree.

However, it is often too pessimistic to assume no stochastic information on the input
is available in practice – again, consider our delivery example. The factory knows all the
historical orders and can estimate the request frequencies from the stores of all locations. It
is reasonable to assume that the requests follow some stochastic distribution. Therefore, the
following question is natural: if the input follows some stochastic distribution, can we devise
online algorithms for MLA with better performance guarantees?

In this paper, we provide an affirmative answer to this question. We study a stochastic
online version of MLA, assuming that the requests arrive following a Poisson arrival process.
More precisely, the waiting time between any two consecutive requests arriving at the same
vertex u follows an exponential distribution Exp(λ(u)) with parameter λ(u). In this model,
the goal is to minimize the expected cost produced by an algorithm ALG for a random input
sequence generated in a long time interval [0, τ ]. To evaluate the performance of ALG on
stochastic inputs, we use the ratio of expectations (RoE) by comparing the expected cost of
ALG with the expected cost of the optimal offline solution OPT (see Definition 6).



M. Mari, M. Pawłowski, R. Ren, and P. Sankowski 49:3

Our contribution. We prove that the performance guarantee obtained in the Poisson arrival
model is significantly better compared with the current best competitiveness obtained in the
adversarial model. More specifically, we propose a non-trivial deterministic online algorithm
that achieves a constant ratio of expectations.

▶ Theorem 1. For MLA with linear delays in the Poisson arrival model, there exists a
deterministic online algorithm that achieves a constant ratio of expectations.

Our algorithm is obtained by synergistically merging two carefully crafted strategies. The
first strategy incorporates periodic oblivious visits to a subset of frequently accessed vertices,
while the second strategy employs a proactive, greedy approach to handle pending requests
in the remaining vertices. The complexity of this problem unveils a rare phenomenon – the
inadequacy of “single-minded” or “sample-average” strategies in stochastic optimization. In
this paper, we not only address this challenge but also point to further complex problems
(such as facility location with delays [13] or online service with delays [9]) that require a
similar approach in stochastic environments.

Previous works. The MLA problem has been only studied in the adversarial model. Bien-
kowski et al. [16] introduced a general version of MLA, assuming that the cost of delaying a
request r by a duration t is fr(t). Here, fr(·) denotes the delay cost function of r, which
needs to be non-decreasing and satisfy fr(0) = 0. They proposed an O(d42d)-competitive
online algorithm for this general delay cost version problem, where d denotes the tree depth
[16, Theorem 4.2]. Later, the competitive ratio is further improved to O(d2) by Azar and
Touitou [13, Theorem IV.2] (for the general delay cost version). However, no matching lower
bound has been found for the delay cost version of MLA – the current best lower bound on
MLA (with delays) is 4 [16, Theorem 6.3], restricted to a path case with linear delays. Thus
far, no previous work has studied MLA in the stochastic input model.

Organization. We give the notations and preliminaries in Section 2. As a warm-up, we
study a special single-edge tree instance in Section 3. We show that there are two different
situations, we call them heavy case and light case, and to achieve a constant ratio of
expectations, the ideas for the two cases are different. In Section 4, we give an overview of
our deterministic online algorithm (Theorem 1). This algorithm is the combination of two
different strategies for two different types of instances.1 In Section 5, we study the heavy
instances as a generalization of heavy single-edge trees. In Section 6, we prove the main
Theorem 1. In Section 7, we provide some extra related works in detail. We finish the paper
by discussing some future directions in Section 8.

2 Notations and preliminaries

Weighted tree. Consider an edge-weighted tree T rooted at vertex γ (T ). We refer to its
vertex set by V (T ) and its edge set by E(T ). When the context is clear, we denote the root
vertex, vertex set, and edge set by γ, V , and E, respectively. We assume that each edge
e ∈ E has a positive weight we. For any vertex u ∈ V , except for the root vertex γ, we
denote its parent vertex as par(u) ∈ V , and eu = (u, par(u)) as the edge connecting u and
its parent. We also define Tu as the subtree of T rooted at vertex u. In addition to the edge
weights, we use the term vertex weight to refer to wu := w(eu), where u ∈ V and u ̸= γ.

1 Due to the space limits, all the results for the light instances are ignored here but can be found in the
full version [57].
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Given any two vertices u, v ∈ V (T ), we denote the path length from u to v in T by dT (u, v),
i.e., it is the total weight of the edges along this path. Finally, we use T [U ] to denote the
forest induced by vertices of U ⊆ V (T ) in T .

Problem description. An MLA instance is characterized by a tuple (T, σ), where T is a
weighted tree rooted at γ and σ is a sequence of requests. Each request r is described by
a tuple (t(r), l(r)) where t(r) ∈ R+ denotes r’s arrival time and l(r) ∈ V (T ) denotes r’s
location. Thus, denoting by m the number of requests, we can rewrite σ := (r1, . . . , rm) with
the requests sorted in increasing order of their arrival times, i.e., t(r1) ≤ t(r2) ≤ · · · ≤ t(rm).
Given a sequence of requests σ, a service s = (t(s), R(s)) is characterized by the service
time t(s) and the set of requests R(s) ⊆ σ it serves. A schedule S for σ is a sequence of
services. We call schedule S valid for σ if each request r ∈ σ is assigned a service s ∈ S that
does not precede r’s arrival. In other words, a valid S for σ satisfies (i) ∀ s ∈ S ∀ r ∈ R(s)
t(r) ≤ t(s); (ii) {R(s) : s ∈ S} forms a partition of σ. Given any MLA instance (T, σ), an
MLA algorithm ALG needs to produce a valid schedule S to serve all the requests in σ.
Particularly, for an online MLA algorithm ALG, at any time t, the decision to create a
service to serve a set of pending request(s) cannot depend on the requests arriving after
time t. For each request r ∈ σ, let S(r) denote the service in S which serves r, i.e., for each
s ∈ S, S(r) = s if and only if r ∈ R(s). Given a sequence of requests σ and a valid schedule
S, the delay cost for a request r ∈ σ is defined as delay(r) := t(S(r)) − t(r). Using this
notion, we define the delay cost for a service s ∈ S and the delay cost for the schedule S as
delay(s) :=

∑
r∈R(s) delay(r) and delay(S) :=

∑
s∈S delay(s). Besides, given any r ∈ σ,

if it is pending at time t, let delay(r, t) = t − t(r) denote its delay cost at this moment.
The weight (also called service cost) of a service s ∈ S, denoted by weight(s, T ), is

defined as the weight of the minimal subtree of T that contains root γ and all locations
of requests R(s) served by s. The weight (or service cost) of a schedule S is defined as
weight(S, T ) :=

∑
s∈S weight(s, T ). To compute the cost of a service s, we sum its delay

cost and weight, i.e., cost(s, T ) := delay(s) + weight(s, T ). Similarly, we define the cost
(or total cost) of a schedule S for σ as cost(S, T ) := delay(S) + weight(S, T ). When the
context is clear, we simply write cost(S) = cost(S, T ). Moreover, given an MLA instance
(T, σ), let ALG(σ) denote the schedule of algorithm ALG for σ and let OPT(σ) denote the
optimal schedule for σ with minimum total cost. Note that without loss of generality, we
can assume that no request in σ arrives at the tree root γ since such a request can be served
immediately at its arrival with zero cost.

Poisson arrival model. Instead of using an adversarial model, we assume that the requests
arrive according to some stochastic process. A stochastic instance is characterized by a tuple
(T, λ), where T denotes an edge-weighted rooted tree, and λ : V (T ) → R+ is a function that
assigns each vertex u ∈ V (T ) an arrival rate λ(u) ≥ 0. With no loss we assume λ(γ(T )) = 0,
i.e., no request arrives at the tree root. Formally, such a tuple defines the following process.

▶ Definition 2 (Poisson arrival model). Given any stochastic MLA instance (T, λ) and any
τ > 0, we say that a (random) requests sequence σ follows a Poisson arrival model over time
interval [0, τ ], if (i) for each vertex u ∈ V (T ) with λ(u) > 0 the waiting time between any two
consecutive requests arriving at u follows an exponential distribution with parameter λ(u); 2

(ii) variables representing waiting times are mutually independent; (iii) all the requests in σ

arrive within time interval [0, τ ]. We denote this fact by writing σ ∼ (T, λ)τ .

2 For the first request r arriving at u, the waiting time from 0 to t(r) follows the distribution Exp(λ(u)).
Similarly, for the last request r′ arriving at u, denoting by Wr′ ∼ Exp(λ(u)) its waiting time, we require
that τ − t(r′) < Wr′ .
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Given any subtree T ′ of T , we use both λ|T ′ and λ|V (T ′) to denote the arrival rates
restricted to the vertices of T ′. Similarly, given a random sequence of requests σ ∼ (T, λ)τ ,
we use σ|T ′ ⊆ σ and σ|I ⊆ σ for I ⊆ [0, τ ] to denote the sequences of all requests in σ that
arrive inside the subtree T ′ and within the time interval I, respectively.

In the following, we introduce three more properties of the Poisson arrival model. To
simplify their statements, we denote the random variable representing the number of requests
in sequence σ ∼ (T, λ)τ by N(σ). The first property describes the expected value of N(σ) for
a fixed time horizon τ . The second one describes our model’s behavior under the assumption
that we are given the value of N(σ). Finally, the third one presents the value of the expected
waiting time generated by all the requests arriving before a fixed time horizon. All the proofs
can be found in [62] or the full version of this paper [57].

▶ Proposition 3. Given any stochastic MLA instance (T, λ) and a random sequence of requests
σ ∼ (T, λ)τ , it holds that: (i) N(σ) ∼ Poiss(λ(T ) · τ); (ii) E[N(σ) | σ ∼ (T, λ)τ ] = λ(T ) · τ ;
(iii) if λ(T ) · τ ≥ 1, then P(N(σ) ≥ E[N(σ)]) ≥ 1/2.

▶ Proposition 4. Given n requests arriving during time interval [0, τ ] according to Poisson
arrival model, the n arrival times (in sequence) have the same distribution as the order
statistics corresponding to n independent random variables uniformly distributed over [0, τ ].

▶ Proposition 5. Given any stochastic MLA instance (T, λ) and a random sequence of
requests σ ∼ (T, λ)τ , the expected delay cost of all the requests in σ ∼ (T, λ)τ , assuming that
no service was issued before τ , is E[

∑N(σ)
i=1 (τ − t(ri))] = E[N(σ)] · τ/2 = λ(T ) · τ2/2.

Benchmark description. To measure the performance of an online algorithm ALG in this
stochastic version of MLA, we use the ratio of expectations. Let E[cost(ALG(σ), T )] denote
the expected cost of the schedule ALG generates for a random sequence σ ∼ (T, λ)τ .

▶ Definition 6 (ratio of expectations). An online algorithm ALG has a ratio of expectations
(RoE) C ≥ 1 if lim

τ→∞
E[cost(ALG(σ),T )]
E[cost(OPT(σ),T )] ≤ C for any stochastic MLA instance (T, λ).

3 Warm-up: single edge instances

We start by considering the case of a single-edge tree in the stochastic model. That is, we
fix a tree T that consists of a single edge e = (u, γ) of weight w > 0 and denote the arrival
rate of u by λ > 0. In such a setting, the problem of finding the optimal schedule to serve
the requests arriving at vertex u is known as TCP acknowledgment. It is worth mentioning
that in the adversarial setting, a 2-competitive deterministic and a (1 − 1/e)−1-competitive
randomized algorithms are known for this problem [32, 45].

Let us stress that the goal of this section is not to improve the best-known competitive
ratio for a single-edge case but to illustrate the efficiency of two opposite strategies and
introduce some important concepts of this paper. The first strategy, called the instant
strategy, is to serve each request as soon as it arrives. Intuitively, this approach is efficient
when the requests are not so frequent so that, on average, the cost of delaying a request to
the arrival time of the next request is enough to compensate for the service cost. The second
strategy, called the periodic approach, is meant to work in the opposite case where requests
are frequent enough so that it is worth grouping several of them for the same service. In
this way, the weight cost of a service can be shared between the requests served. Assuming
that requests follow some stochastic assumptions, it makes sense to enforce that services are
ordered at regular time steps, where the time between any two consecutive services is a fixed
number p, which depends only on the instance’s parameters.
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There are two challenges here. First, when should we use each strategy? Second, what
should be the value of p that optimizes the performance of the periodic strategy? For the
first one, we show that it depends on the value of π := wλ that we call the heaviness of the
instance. Specifically, we show that if π > 1, i.e., the instance is heavy, and the periodic
strategy is more efficient. On the other hand, if π ≤ 1, the instance is light, and the instant
strategy is essentially better. For the second one, we show that the right value for the period,
up to a constant in the ratio of expectations, is p =

√
2w/λ. With no loss, in what follows,

we assume that the time horizon τ is always a multiple of the period chosen, which simplifies
the calculation and does not affect the ratio of expectations.

▶ Lemma 7. Given a stochastic instance where the tree is a single edge of weight w and
the leaf has an arrival rate λ > 0, let π = wλ and let σ be a random sequence of requests of
duration τ > 0. Then,
1. the instant strategy on σ has an expected cost of τπ;
2. the periodic strategy on σ, with period p =

√
2w/λ, has an expected cost of τ

√
2π.

Note that the instant strategy incurs an expected cost equal to the expected number
of requests arriving within the time horizon τ multiplied by the cost of serving one. By
Proposition 3, we have that on average λτ requests arrive within the time interval [0, τ ]. Thus,
since the cost of serving one equals w, the total expected cost is λτw = τπ. For the periodic
strategy, we know that within each period p =

√
2w/λ, we generate the expected delay cost

of 1
2 · λp2 = w (Proposition 5). The service cost we pay at the end of each period equals w

as well. Thus, the total expected cost within [0, τ ] is equal to τ
p · 2w = τ ·

√
2λw = τ

√
2π,

which ends the proof.
We now compare these expected costs with the expected cost of the optimal offline

schedule. The bounds obtained imply that the instant strategy has constant RoE when
π ≤ 1, and the periodic strategy (with p =

√
2w/λ) has a constant RoE when π > 1.

▶ Lemma 8. Given a stochastic instance where the tree is a single edge of weight w and
the leaf has an arrival rate λ > 0, let π = wλ and let σ be a random sequence of requests of
duration τ > 0. For the lower bounds on the optimal offline schedule, OPT(σ), it holds that
1. if π ≤ 1, it has an expected cost of at least 1−e−1

2 τπ;
2. if π > 1, it has an expected cost of at least 3

16 τ
√

2π.
Due to the space limit, we only provide a proof sketch of Lemma 8 as follows. The main idea is
to partition the initial time horizon [0, τ ] into a collection of shorter intervals {I1, I2, . . . , Ik}
of length p each, for some value p that will be defined later. Denoting by σi := σ|Ii for i ∈ [k],
we know that all σi are independent and follow the same Poisson arrival model (T, λ)p. Let
D(σ1) denote the total delay cost of σ1 at time p when no services are issued during [0, p].
Note that OPT either serves some requests during [0, p] and incurs the service cost of at
least w or issues no services during [0, p] and pays the delay cost of D(σ1). The total cost of
OPT within [0, p] is thus at least min(w, D(σ1)) and hence

E
[
cost(OPT(σ))

]
≥ τ

p · E
[

min(w, D(σ1)) | σ1 ∼ (T, λ)p
]
.

Define Uj = p − t(rj) for the j-th request rj in σ1. If π ≤ 1, we choose p = 1
λ , for which

P(N(σ1) ≥ 1) = 1 − e−1 and E[min(w, U1)] ≥ w
2 . This implies that

E[cost(OPT(σ))] ≥ 1−e−1

2 · τ · λw.

If wλ > 1, we set p =
√

2w/λ and n0 = ⌈λp⌉, for which P(N(σ) ≥ n0) ≥ 1
2 and

E[min(w,

n0∑
j=1

Uj)] ≥ 1 − w

2n0p
≥ 3

4 .
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This implies

E[cost(OPT(σ))] ≥ 3
16 · τ ·

√
2wλ.

See the appendix in the full version [57] for a detailed proof.

4 Overview

We now give an overview of the following sections. Inspired by the two strategies for the
single edge instance, we define two types of stochastic instances: the light instances, for
which the strategy of serving requests instantly achieves a constant RoE, and the heavy
instances, for which the strategy of serving requests periodically achieves a constant RoE.
Heavy and light instances are defined precisely below (Definitions 9 and 13) and generalize
the notions of heavy and light single-edge trees studied in the previous section.

We define the light instances by extending the notion of heaviness for an arbitrary tree.

▶ Definition 9. A stochastic MLA instance (T, λ) is called light if π(T, λ) ≤ 1, where
π(T, λ) :=

∑
u∈V (T ) λ(u) · d(u, γ(T )) is called the heaviness of the instance.

For a light instance, serving the requests immediately at the their arrival time achieves a
constant ratio of expectations. We refer to the schedule produced with this strategy (see
Algorithm INSTANT in the full version [57]) on a sequence of requests σ by INSTANT(σ).

▶ Theorem 10. INSTANT has O(1)-RoE for light instances.

The theorem follows immediately from the following two lemmas (due to space limit, see the
full version [57] for their proofs).

▶ Lemma 11. If (T, λ) is light, then E [cost(INSTANT(σ)) | σ ∼ (T, λ)τ ] = τ · π(T, λ).

▶ Lemma 12. If (T, λ) is light, then E [cost(OPT(σ)) | σ ∼ (T, λ)τ ] = Ω(1) · τ · π(T, λ).

We now turn our attention to heavy instances. An instance (T, λ) is heavy if for every
subtree T ′ ⊆ T , we have π(T ′, λ) > 1. By monotonicity of π(·, λ), we obtain the following
equivalent definition. Recall that for a vertex u ∈ V (U), wu denotes the weight of the edge
incident to u on the path from γ(T ) to u.

▶ Definition 13. A stochastic MLA instance (T, λ) is called heavy if wu ≥ 1/λ(u) for all
u ∈ V (T ) with λ(u) > 0.

To give some intuition, suppose that u is a vertex of a heavy instance, and r and r′ are
two consecutive (random) requests located on u. Then, the expected duration between their
arrival times is 1/λ(u) < wu. This suggests that to minimize the cost, we should, on average,
gather r and r′ into the same service in order to avoid paying twice the weight cost wu. Since
we expect services to serve a group of two or more requests, our stochastic assumptions
suggest that the services must follow some form of regularity.

In Section 5, we present an algorithm called PLAN, that given a heavy instance (T, λ),
computes for each vertex u ∈ V (T ) a period pu > 0, and will serve u at every time that is a
multiple of pu. One intuitive property of these periods {pu : u ∈ V (T )} is that the longer
the distance to the root, the longer the period. While losing only a constant fraction of the
expected cost, we choose the periods to be (scaled) powers of 2. This enables us to optimize
the weights of the services in the long run. One interesting feature of our algorithm is that it
acts “blindly”: the algorithm does not need to know the requests, but only the arrival rate
of each point. Indeed, our algorithm may serve a vertex where there are no pending requests.
For the details of the PLAN algorithm, see Section 5.
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▶ Theorem 14. PLAN has O(1)-RoE for heavy instances.

We remark that light instances and heavy instances are not complementary: there are
instances that are neither light nor heavy.3 In Section 6, we focus on the general case of
arbitrary instances. The strategy here is to partition the tree (and the sequence of requests)
into two groups of vertices (two groups of requests) so that the first group corresponds to a
light instance where we can apply the instant strategy while the second group corresponds to
a heavy instance where we can apply a periodic strategy. However, this correspondence for
the heavy group is not straightforward. For this, we need to define an augmented tree that is
a copy of the original tree, with the addition of some carefully chosen vertices. Each new
vertex is associated with a subset of vertices of the original tree called part. We then define
an arrival rate for each of these new vertices that is equal to the sum of the arrival rates of
the vertices in the corresponding part. We show that this defines a heavy instance on which
we can apply the algorithm PLAN. For each service made by PLAN on each of these new
vertices, we serve all the pending requests in the corresponding part. The full description of
this algorithm, called GEN, is given in Section 6. We show that this algorithm achieves a
constant ratio of expectations.

▶ Theorem 15. GEN has O(1)-RoE for arbitrary stochastic instances.

5 Heavy instances

In this section, we analyze heavy MLA instances. Recall that an instance (T, λ) is called
heavy if wu ≥ 1/λ(u) for all u ∈ V (T ) with λ(u) > 0. To serve this type of MLA instances,
we devise an algorithm PLAN and prove that it achieves a constant ratio of expectations.
Our approach can be seen as a generalization of the periodical strategy for a single-edge case.
Once again, we serve the requests periodically, although this time, we may assign different
periods for different vertices. Intuitively, vertices closer to the root and having a greater
arrival rate should be served more frequently. For this reason, PLAN generates a partition
P of a given tree T into a family of subtrees (clusters) and assigns them specific periods.

The partition procedure allows us to analyze each cluster separately. Thus, it is sufficient
to estimate the performance of PLAN algorithm when restricted to a given subtree T ′ ∈ P .
To lower bound the cost generated by OPT on T ′, we split the weight of T ′ among its vertices
using a saturation procedure. Then we say that for each vertex v, the optimal algorithm
either covers the delay cost of all the requests arriving at v within a given time horizon or it
pays some share of the service cost. The last step is to round the periods assigned to the
subtrees in P to minimize the cost of PLAN. In what follows, we present the details.

Periodical algorithm PLAN

As mentioned before, the main idea is to split tree T rooted at vertex γ into a family of
subtrees and serve each of them periodically. In other words, we aim to find a partition
P = {T1, T2, . . . , Tk} of T where each subtree Ti besides the one containing γ is rooted at the
leaf vertex of another subtree. At the same time, we assign each subtree Ti some period pi.
To decide how to choose the values of pis, recall how we picked the period for a single-edge
case. In that setting, for the period p, we had an equality between the expected delay cost
λ/2 · p2 at the leaf u and the weight w of the edge. Thus, the intuition behind the PLAN
algorithm is as follows.

3 There exists a stochastic MLA instance where the ratio of expectations are both unbounded if INSTANT
or PLAN is directed applied to deal with. See the appendix in the full version [57] for details.
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We start by assigning each vertex v ∈ T a process that saturates the edge connecting it
to the parent at the pace of λ(v)/2 · t2, i.e., within the time interval [t, t + ϵ] it saturates the
weight of λ(v)/2 · ((t + ϵ)2 − t2). By saturation, here we mean assigning a part of the edge
weight to the vertex. In other words, at time t each vertex v has a budget that is equal to
its expected delay cost, i.e., λ(v)/2 · t2, and uses it to cover some part of the edge weight.
Whenever an edge gets saturated, the processes that contributed to this outcome start
working together with the processes that are still saturating the closest ancestor edge. As the
saturation procedure within the whole tree T reaches the root γ, we cluster all the vertices
corresponding to the processes that made it possible into the first subtree T1. Moreover, we
set the period of T1 to the time it got saturated. After this action, we are left with a partially
saturated forest having the leaves of T1 as the root vertices. The procedure, however, follows
the same rules, splitting the forest further into subtrees T2, . . . , Tk.

To simplify the formal description of our algorithm, we first introduce some new notations.
Let p(v) denote the saturation process defined for a given vertex v. As mentioned before, we
define it to saturate the parent edge at the pace of λ(v)/2 · t2. Moreover, we extend this
notation to the subsets of vertices, i.e., we say that p(S) is the saturation process where all the
vertices in S cooperate to cover the cost of an edge. The pace this time is equal to λ(S)/2 · t2.
To trace which vertices cooperate at a given moment and which edge they saturate, we
denote the subset of vertices that v works with by S(v) and the edge they saturate by e(v).
We also define a method join(u, v) that takes as the arguments two vertices and joins the
subsets they belong to. It can be called only when the saturation process of S(u) reaches v.
Formally, at this moment, the join method merges subset S(u) with S(v) and sets e(v) as
the outcome of the function e on all the vertices in the new set. It also updates the saturation
pace of the new set. We present the pseudo-code for PLAN as Algorithm 1 and an example
as a visual support shown in Figure 1, followed by some properties of the partition generated
by this algorithm (see the appendix in the full version [57] for the detailed proof) and the
lower bounding scheme (Lemma 17).

▶ Proposition 16. Let (T, λ) be a heavy instance and let P = {T1, T2, . . . , Tk} be the
partition generated on it by Algorithm 1. We denote the period corresponding to Ti by pi.
Assuming that Tis are listed in the order they were added to P , it holds that:
1. each Ti is a rooted subtree of T ;
2. the periods are increasing, i.e., 1 ≤ p1 ≤ p2 ≤ . . . ≤ pk;
3. each vertex v ∈ Ti saturated exactly λ(v)/2 · p2

i along the path to the root of Ti.

▶ Lemma 17. Let (T, λ) be a heavy instance. We denote the partition generated for it by
Algorithm 1 by P = {T1, T2, . . . , Tk} and the period corresponding to Ti by pi for all i ∈ [k].
Let Ti be any subtree in P , and let us define σi as a random sequence of requests arriving
within the MLA instance restricted to Ti over a time horizon τ . We assume that τ is a
multiple of pi. It holds that E[cost(OPT(σi), Ti) | σi ∼ (Ti, λ|Ti

)τ ] ≥ 3
16 · w(Ti) · τ

pi
.

The main idea is to use the same approach as in Section 3 and lower bound the cost incurred
by OPT within a shorter time interval. The proof of Lemma 17 can be found in the full
version [57].

PLAN has RoE ≤ 64/3 = 21.34 for heavy instances

In Algorithm 1, each subtree Ti is served periodically with periods pi. In this setting, to serve
any cluster besides the one containing the root vertex γ, not only do we need to cover the
service cost of the cluster vertices but also the cost of the path connecting them to γ. Since
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Algorithm 1 PLAN (part I).

Input: an heavy instance (T, λ) with tree T rooted at γ

Output: a partition P = {T1, T2, . . . , Tk} of T , each subtree Ti assigned a period pi

1 let R be the set of roots, initially R = {γ}
2 for each vertex v ∈ V (T ) do
3 define the saturation process p(v) as described before
4 set S(v) := {v} and e(v) := par(v)
5 end
6 start the clock at time 0
7 while there exist some unclustered vertices in T do
8 wait until the first time te when an edge e = (u, v) gets saturated
9 if v ̸∈ R then

10 join(u, v)
11 end
12 else
13 add cluster C := S(u) ∪ {v} to partition P

14 set the period p for C to be equal to te

15 set the saturation pace for C to 0
16 extend R by the leaves in C

17 end
18 end

w1

w2

w3

w4

w5 w6

w7

λ1

λ2
λ3

λ4

λ5
λ6 λ7

γ

p1

p4p2 p3

t

Figure 1 Here is an example to show how Algorithm 1 works on an heavy instance. Given the
tree consisting of 7 vertices (with wi ≥ 1/λi for each vertex i ∈ [7] marked in different color), we use
the length of the colored line to denote the saturated amount (i.e., λi/2 · t2) of a vertex i at any time
t. At time p1, the subtree T1 including vertices 1 and 3 is determined; similarly, T2 includes vertices
2 and 5 at time t2; T3 includes vertices 4 and 6 at time p3; and T4 includes vertex 7 at time p4.
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we only know how to lower bound the cost incurred by OPT on the clusters, we improve the
PLAN algorithm to get rid of this issue. The idea is to round the periods pis to be of form
2eip1 for some positive integers ei. Thus, whenever we need to serve some cluster Si, we
know that we get to serve all the clusters generated before it as well. Due to the space limits,
the formal pseudo-codes of the rounding procedures (Algorithm PLAN, part 2) and serving a
random sequence of requests (Algorithm PLAN, part 3) can be found in the full version [57].

Let (T, λ) be a heavy instance and let P = {T1, . . . , Tk} be the partition generated for it
by Algorithm 1. Let (p1, . . . , pk) and (p̂1, . . . , p̂k) denote the periods obtained from Algorithm
1 and rounded periods (by Algorithm PLAN, part 2), respectively. Now we analyze the cost
of PLAN on σ ∼ (T, λ)τ , where the time horizon τ is a multiple of 2p̂k. Since we align the
periods to be of form 2lp̂1 for some positive integer l, whenever PLAN serves some tree Ti,
it serves all the trees containing the path from Ti to γ at the same time. Thus, the service
cost can be estimated on the subtree level. Moreover, since for each i ∈ [k] we round pi such
that p̂i ≤ pi, the expected delay cost incurred within [0, p̂i] does not exceed w(Ti). Denoting
by σi ∼ (Ti, λ|Ti)p̂i for i ∈ [k], we have

E[cost(PLAN(σ), T )] =
∑k

i=1
τ
p̂i

· E[cost(PLAN(σi), Ti)] =
∑k

i=1
τ
p̂i

· 2w(Ti).

On the other hand, the expected cost of OPT for σ, i.e., E[cost(OPT(σ), T )], is at least∑k
i=1 E[cost(OPT(σ|Ti

), Ti)] ≥
∑k

i=1
τ
pi

3
16 w(Ti).

By definition, it holds that pi < 2p̂i for i ∈ [k]. We can rewrite the above as

E[cost(OPT(σ), T )] >
∑k

i=1
τ

2p̂i

3
16 w(Ti) = 3

32
∑k

i=1
τ
p̂i

w(Ti),

and hence establishing RoE(PLAN) = 64/3.

6 General instances

Now we devise an algorithm GEN for an arbitrary stochastic instance (T, λ), which achieves
a constant ratio of expectations. The main idea is to distinguish two types of requests and
apply a different strategy for each type. The first type is the requests that are located
close to the root. These requests will be served immediately at their arrival times, i.e., we
apply INSTANT to the corresponding sub-sequence. The second type includes all remaining
requests, and they are served in a periodic manner. To determine the period of these vertices,
we will use the algorithm PLAN on a specific heavy instance (T ′, λh). The construction of
this heavy instance relies on a partition of the vertices of T into balanced parts. Intuitively, a
part is balanced when it is light (or close to being light), but if we merge all vertices of the
part into a single vertex whose weight corresponds to the average distance to the root of the
part, then we obtain a heavy edge. This “merging” process is captured by the construction of
the augmented tree T ′, which is part of the heavy instance. The augmented tree is essentially
a copy of T with the addition of one (or two) new vertices for each balanced part.

Once determining the corresponding heavy instance, we can compute the periods of each
vertex of the heavy instance using PLAN. The vertex period in the original instance is equal
to the corresponding vertex period in the heavy instance. For the full description of GEN,
see Algorithm 2 in the appendix of the full version [57]. The main challenge is to analyze the
ratio of expectations and in particular, to establish good lower bounds on the expected cost
of the optimal offline schedule. Due to the space limits, check the full version [57], where we
prove two lower bounds that depend on the heaviness of each part of the balanced partition.
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Notations and additional assumptions. Given the edge-weighted tree T rooted at γ and
a set of vertices U ⊆ V (T ), T [U ] denotes the forest induced on U in T . We say that a
subset U ⊆ V (T ) is connected if T [U ] is connected (i.e., T [U ] is a subtree of T but not a
forest). If U ⊆ V (T ) is connected, we write γ(U) = γ(T [U ]) to denote the root vertex of
T [U ], i.e., the vertex in U which has the shortest path length to γ in the original tree T .
Given any vertex u ∈ V (T ), let Vu ⊆ V (T ) denote all the descendant vertices of u in T

(including u). For simplicity, set wγ(T ) = ∞. Given T = (V, E), λ : V (T ) → R+ and U ⊆ V ,
we denote λ|U : U → R+ such that λ|U (u) = λ(u) for each u ∈ U . For a sequence of requests
σ ∼ (T, λ), we use σ|U = {r ∈ σ | ℓ(r) ∈ U} to denote the corresponding sequence for T [U ].
In this section, we assume λ(γ) = 0 and γ has only one child.

Balanced partition of V (T ). Recall that π(T, λ) =
∑

u∈V (T ) λ(u) · d(u, γ(T )). When the
context is clear we simply write π(T ) = π(T, λ), and for a connected subset U ⊆ V (T ) we
simply write π(U) := π(T [U ], λ|U ).

▶ Definition 18. Given a stochastic instance (T, λ), we say that U ⊆ V (T ) is balanced if U

is connected and if one of the following conditions holds:
(1) U is of type-I: π(U) ≤ 1, and either γ(U) = γ(T ) or π(U ∪ {par(γ(U))}) > 1;
(2) U is of type-II: π(U) > 1, and for each child vertex y of γ(U) in T [U ], we have

π({γ(U)} ∪ (U ∩ Vy)) < 1.
Remark that the root γ(U) of a balanced type-II part U must have at least two children in
T [U ].

▶ Definition 19. Given a stochastic instance (T, λ) and a partition P of the vertices V (T ),
we say that P is a balanced partition of tree T if every part U ∈ P is balanced.

See Figure 2 for an example of a balanced partition. If P is a balanced partition of T , then
the part U ∈ P containing γ(T ) is called the root part in P . Since we assume that γ(T ) has
only one child vertex, we deduce from the previous remark that the root part is necessarily
of type-I. Given a balanced partition P, we denote P∗ := P \ {γ(P)}; P1 ⊆ P the set of
type-I parts; P∗

1 := P1 ∩ P∗ and P2 ⊆ P the set of type-II parts.

▶ Lemma 20. Given any stochastic instance (T, λ), there exists a balanced partition of T .
Moreover, such a partition can be computed in O(|V (T )|2) time.

The algorithm to construct a partition P works as follows. We order the vertices u1, . . . , un

by decreasing distances from the root, i.e., for 1 ≤ i < j, d(ui, γ(T )) ≥ d(uj , γ(T )). Let
P(0) = ∅. For each i ∈ [n], let Ci ⊆ {1, . . . , n − 1} be the subset of indexes j s.t. (i) uj is a
child of ui; (ii) uj /∈

⋃
U∈P(i−1) U . Define Ui := (

⋃
j∈Ci

Uj)
⋃

{ui} recursively. If i = n (i.e.,
if ui is the root of T ) or π(Ui ∪ {par(ui)}) > 1, then define P(i) := P(i−1) ∪ {Ui}. Otherwise,
define P(i) := P(i−1). See Figure 3 for a visual support.

The heavy instance. Given a stochastic instance (T, λ), and a balanced partition P of T ,
we construct a tree T ′ that we call the augmented tree of T . This tree is essentially a copy of
T with additional one or two vertices for each part of P∗.4 Then, we define arrival rates λh

on T ′ in a way that the stochastic instance (T ′, λh) is heavy. Finally, we construct from a
request sequence σ, the corresponding heavy sequence σh for the augmented tree.

4 Recall that P∗ = P \ {γ(P)}, where γ(P) denotes the particular part in P including the tree root γ(T ).
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Figure 2 An example of a balanced partition (Definition 19). The weight of each edge is shown
in black, and the arrival rate of each vertex is shown in red. Green subsets corresponds to parts of
type-I while purple ones correspond to parts of type-II. Some value of π are shown for the top-left
type-I part and for the top-right type-II part.
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Figure 3 Construction of a balanced partition in the proof of Lemma 20. The weights of the
edges and the arrival rates of the vertices are the same as in Figure 2. The numbers represent an
ordering of the vertices. The gray sets corresponds to Ui, for i ∈ [40]. We illustrate the step i = 30
of the algorithm. We have C30 = {24, 26} and U30 = {u30} ∪ U24 ∪ U30 = {u30, u24, u19, u20, u26}.
Since π(U30 ∪ {u25}) = 2.65 > 1, we add U30 into P(29) to create P(30) (red stoke). We remark
that U30 is a balanced subset of type-II and U27 is a balanced subset of type-II, while U25 is not a
balanced subset.
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Figure 4 The construction of the augmented tree associated with the instance and the balanced
partition of Figure 2. The new edges and vertices are shown in red. The illustrate the calculation of
the length of these edges for a part U1 of type-I and for a part U2 of type-II. For each part U of the
partition, we indicate the values of λ(U) and π(U). For simplicity, we have rounded the values to
their second decimal.

To construct the augmented tree, define T ′ = (V ′, E′) where V ′ = V (T ) ∪ {zU , z′
U :

U ∈ P∗}, and the edge set E′ is constructed based on E(T ) as follows. First, for each
U ∈ P∗

1 , replace the edge (γ(U), par(γ(U))) of length wγ(U) by two edges (γ(U), z′
U ) and

(z′
U , par(γ(U))) of respective lengths (1 − π(U))/λ(U) and wγ(U) − (1 − π(U))/λ(U), where

par(γ(U)) denotes the parent of γ(U) in T . Then, add an edge (zU , z′
U ) of weight 1/λ(U).

Finally, for each U ∈ P2, set z′
U = γ(U), and add an edge (zU , z′

U ) of weight π(U)/λ(U).
This completes the construction of the augmented tree (see Figure 4 for visual support).

Note that if a part U = {u} in P contains only one vertex, then we have π(U) = 0, and thus
part U is necessarily of type-I. To simplify, in the following, we identify vertices in T with
their copy in T ′ and consider that V (T ) is a subset of V (T ′). For the arrival rates of the
heavy instance, recall that P∗ = P \ {γ(P)}, where γ(P) denotes the part in P containing
the root γ(T ). We define λh : V (T ′) → R+ as follows: for each U ∈ P∗, set λh(zU ) = λ(U);
and λh(u) = 0 otherwise.5

▶ Definition 21. Given a stochastic instance (T, λ), a balanced partition P of tree T , the
corresponding augmented tree T ′, and a sequence of request σ ∼ (T, λ)τ , we construct the
heavy sequence associated with σ for T ′ and denoted by σh as follows: for each request
r = (u, t) ∈ σ located on some part U ∈ P∗ (i.e., u ∈ U), there is a request (zU , t) in σh.

The algorithm GEN. The input is a stochastic instance (T, λ), known in advance, and a
sequence of requests σ for T , revealed over time. In the pre-processing step, GEN computes
a balanced partition P of T (Lemma 20), a light instance (T [γ(P)], σ|γ(P)), and the heavy
instance (T ′, σh). At each request arrival, GEN updates the sequences of requests σ|γ(P) and
σh. The algorithm runs PLAN (Algorithm 1) on input (T ′, σh). Suppose that PLAN serves
at time t a set of vertices {zU , U ∈ P ′} ⊆ V (T ′) for some subset P ′ ⊆ P∗. Then, GEN serves
at time t all pending requests on vertices

(⋃
U∈P′ U

)
⊆ V (T ).

5 It is important to notice that σh can be constructed in an online fashion: for any time t, the restriction
of the σh to the requests that arrives before t only depends on the requests that arrives before t in σ.
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In parallel, the algorithm runs INSTANT on input (T [γ(P)], σ|γ(P)), and performs the
same services. This finishes the description of the algorithm GEN see the formal pseudo-code
of GEN (Algorithm 2) and a visual support in Figures 2, 3 and 4. The detailed proof of
GEN achieving a constant ratio of expectations can be found in the appendix of the full
version [57].

Algorithm 2 GEN.

Input: stochastic instance (T, λ) and σ ∼ (T, λ)τ

Output: a valid schedule of σ

1 – – pre-processing the given instance —–
2 produce a balanced partition P for T (see Lemma 20);
3 construct the heavy instance (T ′, λh);
4 use PLAN (Algorithm 1) to determine the period of the vertices of T ′;
5 —– Serve the requests —–
6 for each request r ∈ σ do
7 if r arrives in γ(P) then
8 serve r immediately.
9 end

10 if r arrives in a vertex of U ∈ P∗ then
11 serve r at time t(r′) where r′ ∈ σh is the corresponding request located on zU

and t(r′) is the time at which r′ is served by PLAN(σh).
12 end
13 end

7 Other related works

The MLA problem was first introduced by Bienkowski et al. [16] and they study a more
general version in their paper, where the cost of delaying a request r by a duration t is
fr(t). Bienkowski et al. proposed an O(d42d)-competitive online algorithm for this general
delay cost version problem, where d denotes the depth of the given tree. A deadline version
of MLA is also considered in [16], where each request r has a time window (between its
arrival and its deadline) and it has to be served no later than its deadline. The target is
to minimize the total service cost for serving all the requests. For this deadline version
problem, they proposed an online algorithm with a better competitive ratio of d22d. Later,
the competitiveness of MLA was further improved to O(d2) [13] for the general delay cost
version and to O(d) [27, 58] for the deadline version. However, for the delay cost version,
no matching lower bound has been found thus far – the current best lower bound on MLA
with delays is only 4 [16, 17, 18], restricted to a path case with linear delays. In the offline
setting, MLA is NP-hard in both delay and deadline versions [3, 15], and a 2-approximation
algorithm was proposed by Becchetti et al. [15] for the deadline version. For a special path
case of MLA with the linear delay, Bienkowski et al. [22] proved that the competitiveness is
between 3.618 and 5, improving on an earlier 8-competitive algorithm given by Brito et al.
[26]. Thus far, no previous work has studied MLA in the stochastic input model, no matter
the delay or deadline versions.

Two special cases of MLA with linear delays, one called TCP-acknowledgment (d = 1)
and one called Joint Replenishment (abbr. JRP, d = 2) are of particular interests: TCP-
acknowledgment (a.k.a. single item lot-sizing problem, [25, 41, 61, 29, 44]) models the data
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transmission issue from sensor networks [68, 51], while JRP models the inventory control issue
from supply chain management [5, 37, 42, 64, 48]. For TCP-acknowledgment, in the online
setting there exists an optimal 2-competitive deterministic algorithm [32] and an optimal
e/(e−1)-competitive randomized algorithm [45, 63]; in the offline setting, the problem can be
solved in O(n log n) time, n denoting the number of requests [1]. For JRP, the competitiveness
is between 3 [28] and 2.754 [21]; in the offline setting, JRP is NP-hard [3] and also APX-hard
[60, 20]. The current best approximation ratio for JRP is 1.791 [53, 54, 52, 21]. For a deadline
version of JRP, Bienkowski et al. [21] proposed an optimal 2-competitive algorithm.

Another problem, called online service with delays (OSD), first introduced by Azar et
al. [9], is closely related to MLA (with linear delays). In this OSD problem, a n-points
metric space is given as input. The requests arrive at metric points over time, and a server
is available to serve the requests. The target is to serve all the requests in an online manner
such that their total delay cost plus the total distance traveled by the server is minimized.
Note that MLA can be seen as a special case of OSD when the given metric is a tree, and
the server has to always come back to a particular tree vertex immediately after serving
some requests elsewhere. For OSD, Azar et al. [9] proposed an O(log4 n)-competitive online
algorithm in their paper. Later, the competitive ratio for OSD is improved from O(log2 n)
(by Azar and Touitou [13]) to O(log n) (by Touitou [67]).

Recently, many other online problems with delays/deadline have also drawn a lot of
attention besides MLA, such as online matching with delays [33, 6, 4, 24, 23, 34, 10, 31, 55,
12, 59, 56, 49], online service with delays [9, 13, 66, 67], facility location with delays/deadline
[19, 13, 14], Steiner tree with delays/deadline [14], bin packing with delays [8, 35, 36, 2],
set cover with delays [7, 65, 50], paging with delays/deadline [38, 39], list update with
delays/deadline [11], and many others [59, 30, 66, 40, 43, 46].

8 Concluding remarks

In this paper, we studied MLA with additional stochastic assumptions on the sequence of
the input requests. In the following, we briefly discuss some potential future directions.

Does the greedy algorithm achieve a constant ratio of expectations? An intuitive
heuristic algorithm for MLA is Greedy, which works as follows: each time when a set of
requests R arriving at vertices U ⊆ V (T ) have the total delay cost equal to the weight of the
minimal subtree of T including γ and U , serve all the requests R. Does this greedy algorithm
achieve a constant ratio of expectations?

Is it possible to generalize MLA with edge capacity and k tree roots? One practical
scenario on MLA is that each edge has a capacity on the maximum number of requests
served in one service if this edge is used, such as [61, 44, 64]. We conjecture that some
O(1)-RoE online algorithm can be proposed for this generalized MLA with edge capacity.
Another generalized version of MLA is to assume k tree roots available for serving requests
concurrently. That is, a set of pending requests can be served together by connecting to any
of k servers. The question is, how to design an online algorithm for this k-MLA problem?
Does there exist O(1)-RoE algorithm still?

What about the other online network design problems with delays in the Poisson arrival
model? Recall that the online problems of service with delays (and its generalization called
k-services with delays), facility location with delays, Steiner tree/forest with delays are all
closely related to MLA. Does there exist online algorithm with O(1)-RoE for each problem?
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Folwarcznỳ, Łukasz Jeż, Jiří Sgall, Nguyen Kim Thang, and Pavel Veselỳ. Online algorithms
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Abstract
We study the Boolean Satisfiability problem (SAT) in the framework of diversity, where one
asks for multiple solutions that are mutually far apart (i.e., sufficiently dissimilar from each other)
for a suitable notion of distance/dissimilarity between solutions. Interpreting assignments as bit
vectors, we take their Hamming distance to quantify dissimilarity, and we focus on the problem
of finding two solutions. Specifically, we define the problem Max Differ SAT (resp. Exact
Differ SAT) as follows: Given a Boolean formula ϕ on n variables, decide whether ϕ has two
satisfying assignments that differ on at least (resp. exactly) d variables. We study the classical and
parameterized (in parameters d and n− d) complexities of Max Differ SAT and Exact Differ
SAT, when restricted to some classes of formulas on which SAT is known to be polynomial-time
solvable. In particular, we consider affine formulas, Krom formulas (i.e., 2-CNF formulas) and
hitting formulas.

For affine formulas, we show the following: Both problems are polynomial-time solvable when
each equation has at most two variables. Exact Differ SAT is NP-hard, even when each equation
has at most three variables and each variable appears in at most four equations. Also, Max Differ
SAT is NP-hard, even when each equation has at most four variables. Both problems are W[1]-hard
in the parameter n− d. In contrast, when parameterized by d, Exact Differ SAT is W[1]-hard,
but Max Differ SAT admits a single-exponential FPT algorithm and a polynomial-kernel. For
Krom formulas, we show the following: Both problems are polynomial-time solvable when each
variable appears in at most two clauses. Also, both problems are W[1]-hard in the parameter d (and
therefore, it turns out, also NP-hard), even on monotone inputs (i.e., formulas with no negative
literals). Finally, for hitting formulas, we show that both problems can be solved in polynomial-time.
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1 Introduction

We initiate a study of the problem of finding two satisfying assignments to an instance of
SAT, with the goal of maximizing the number of variables that have different truth values
under the two assignments, in the parameterized setting. This question is motivated by
the broader framework of finding “diverse solutions” to optimization problems. When a
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real-world problem is modelled as a computational problem, some contextual side-information
is often lost. So, while two solutions may be equally good for the theoretical formulation,
one of them may be better than the other for the actual practical application. A natural
fix is to provide multiple solutions (instead of just one solution) to the user, who may then
pick the solution that best fulfills her/his need. However, if the solutions so provided are all
quite similar to each other, they may exhibit almost identical behaviours when judged on the
basis of any relevant external factor. Thus, to ensure that the user is able to meaningfully
compare the given solutions and hand-pick one of them, she/he must be provided a collection
of diverse solutions, i.e., a few solutions that are sufficiently dissimilar from each other. This
framework of diversity was proposed by Baste et. al. [3]. Since the late 2010s, several
graph-theoretic and matching problems have been studied in this setting from an algorithmic
standpoint. These include diverse variants of vertex cover [4], feedback vertex set [4], hitting
set [4], perfect/maximum matching [17], stable matching [20], weighted basis of matroid [18],
weighted common independent set of matroids [18], minimum s-t cut [11], spanning tree [22]
and non-crossing matching [33].

The Boolean Satisfiability problem (SAT) asks whether a given Boolean formula
has a satisfying assignment. This problem serves a crucial role in complexity theory [27],
cryptography [32] and artificial intelligence [37]. In the early 1970s, SAT became the
first problem proved to be NP-complete in independent works of Cook [8] and Levin [30].
Around the same time, Karp [27] built upon this result by showing NP-completeness of
twenty-one graph-theoretic and combinatorial problems via reductions from SAT. In the late
1970s, Schaefer [35] formulated the closely related Generalized Satisfiability problem
(SAT(S)), where each constraint applies on some variables, and it forces the corresponding
tuple of their truth-values to belong to a certain Boolean relation from a fixed finite set S.
His celebrated dichotomy result listed six conditions such that SAT(S) is polynomial-time
solvable if S meets one of them; otherwise, SAT(S) is NP-complete.

Since SAT is NP-complete, it is unlikely to admit a polynomial-time algorithm, unless
P = NP. Further, in the late 1990s, Impaglliazo and Paturi [25] conjectured that SAT is
unlikely to admit even sub-exponential time algorithms, often referred to as the exponential-
time hypothesis. To cope with the widely believed hardness of SAT, several special classes of
Boolean formulas have been identified for which SAT is polynomial-time solvable. In the late
1960s, Krom [29] devised a quadratic-time algorithm to solve SAT on 2-CNF formulas. In the
late 1970s, follow-up works of Even et. al. [16] and Aspvall et. al. [2] proposed linear-time
algorithms to solve SAT on 2-CNF formulas. These algorithms used limited back-tracking
and analysis of the strongly-connected components of the implication graph respectively.
In the late 1980s, Iwama [26] introduced the class of hitting formulas, for which he gave a
closed-form expression to count the number of satisfying assignments in polynomial-time. It
is also known that SAT can be solved in polynomial-time on affine formulas using Gaussian
elimination [21]. Some other polynomial-time recognizable classes of formulas for which
SAT is polynomial-time solvable include Horn formulas [12, 36], CC-balanced formulas [7],
matched formulas [19], renamable-Horn formulas [31] and q-Horn DNF formulas [5, 6].

Diverse variant of SAT. In this paper, we undertake a complexity-theoretic study of SAT
in the framework of diversity. We focus on the problem of finding a diverse pair of satisfying
assignments of a given Boolean formula, and we take the number of variables on which
the two assignments differ as a measure of dissimilarity between them. Specifically, we
define the problem Max Differ SAT (resp. Exact Differ SAT) as follows: Given a
Boolean formula ϕ on n variables and a non-negative integer d, decide whether there are
two satisfying assignments of ϕ that differ on at least d (resp. exactly d) variables. That is,



N. Misra, H. Mittal, and A. Rai 50:3

Table 1 Classical and parameterized (in parameters d and n − d) complexities of
Exact Differ SAT, when restricted to affine formulas, 2-CNF formulas and hitting formulas.

Classical complexity Parameter d Parameter n− d

Affine formulas NP-hard, even on (3, 4)-affine formulas W[1]-hard W[1]-hard
(Theorem 1) (Theorem 4) (Theorem 7)
Polynomial-time on 2-affine formulas
(Theorem 3)

2-CNF formulas Polynomial-time on (2, 2)-CNF formulas W[1]-hard ?
(Theorem 9) (Theorem 10)

Hitting formulas Polynomial-time − −
(Theorem 11)

Table 2 Classical and parameterized (in parameters d and n− d) complexities of Max Differ
SAT, when restricted to affine formulas, 2-CNF formulas and hitting formulas.

Classical complexity Parameter d Parameter n− d

Affine formulas NP-hard, even on 4-affine formulas Single-exponential FPT W[1]-hard
(Theorem 2) (Theorem 5) (Theorem 7)
Polynomial-time on 2-affine formulas Polynomial kernel
(Theorem 3) (Theorem 6)

2-CNF formulas Polynomial-time on (2, 2)-CNF formulas W[1]-hard ?
(Theorem 8) (Theorem 10)

Hitting formulas Polynomial-time − −
(Theorem 11)

this problem asks whether there are two satisfying assignments of ϕ that overlap on at most
n− d (resp. exactly n− d) variables. Note that SAT can be reduced to its diverse variant
by setting d to 0. Thus, as SAT is NP-hard in general, so is Max/Exact Differ SAT.
So, it is natural to study the diverse variant on those classes of formulas for which SAT is
polynomial-time solvable. In particular, we consider affine formulas, 2-CNF formulas and
hitting formulas. We refer to the corresponding restrictions of Max/Exact Differ SAT as
Max/Exact Differ Affine-SAT, Max/Exact Differ 2-SAT and Max/Exact Differ
Hitting-SAT respectively. We analyze the classical and parameterized (in parameters d

and n− d) complexities of these problems.

Related work. This paper is not the first one to study algorithms to determine the maximum
number of variables on which two solutions of a given SAT instance can differ. Several
exact exponential-time algorithms are known to find a pair of maximally far-apart satisfying
assignments. In the mid 2000s, Angelsmark and Thapper [1] devised an O(1.7338n) time
algorithm to solve Max Hamming Distance 2-SAT. Their algorithm involved a careful
analysis of the micro-structure graph and used a solver for weighted 2-SAT as a sub-
routine. Around the same time, Dahlöff [10] proposed an O(1.8348n) time algorithm for
Max Hamming Distance XSAT. In the late 2010s, follow-up works of Hoi et. al. [24, 23]
developed algorithms for the same problem with improved running times, i.e., O(1.4983n)
for the general case, and O(1.328n) for the case when every clause has at most three literals.

Parameterized complexity. In the 1990s, Downey and Fellows [14] laid the foundations
of parameterized algorithmics. This framework measures the running time of an algorithm
as a function of both the input size and a parameter k, i.e., a suitably chosen attribute
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of the input. Such a fine-grained analysis helps to cope with the lack of polynomial-time
algorithms for NP-hard problems by instead looking for an algorithm with running time
whose super-polynomial explosion is confined to the parameter k alone. That is, such an
algorithm has a running time of the form f(k) · nO(1), where f(·) is any computable function
(could be exponential, or even worse) and n denotes the input size. Such an algorithm is
said to be fixed-parameter tractable (FPT) because its running time is polynomially-bounded
for every fixed value of the parameter k. For more on this paradigm, see [9].

Our findings. We summarize our findings in Table 1 and Table 2. In Section 3, we show
that

Exact Differ Affine-SAT is NP-hard, even on (3, 4)-affine formulas,
Max Differ Affine-SAT is NP-hard, even on 4-affine formulas,
Exact/Max Differ Affine-SAT is polynomial-time solvable on 2-affine formulas,
Exact Differ Affine-SAT is W[1]-hard in the parameter d,
Max Differ Affine-SAT admits a single-exponential FPT algorithm in the parameter d,
Max Differ Affine-SAT admits a polynomial kernel in the parameter d, and
Exact/Max Differ Affine-SAT is W[1]-hard in the parameter n− d.

In Section 4, we show that Exact/Max Differ 2-SAT can be solved in polynomial-time
on (2, 2)-CNF formulas, and Exact/Max Differ 2-SAT is W[1]-hard in the parameter d.
In Section 5, we show that Exact/Max Differ Hitting-SAT is polynomial-time solvable.

2 Preliminaries

A Boolean variable can take one of the two truth values: 0 (False) and 1 (True). We use n

to denote the number of variables in a Boolean formula ϕ. An assignment of ϕ is a mapping
from the set of all its n variables to {0, 1}. A satisfying assignment of ϕ is an assignment
σ such that ϕ evaluates to 1 under σ, i.e., when every variable x is substituted with its
assigned truth value σ(x). We say that two assignments σ1 and σ2 differ on a variable x if
they assign different truth values to x. That is, one of them sets x to 0, and the other sets x

to 1. Otherwise, we say that σ1 and σ2 overlap on x. That is, either both of them set x to 0,
or both of them set x to 1.

A literal is either a variable x (called a positive literal) or its negation ¬x (called a negative
literal). A clause is a disjunction (denoted by ∨) of literals. A Boolean formula in conjunctive
normal form, i.e., a conjunction (denoted by ∧) of clauses, is called a CNF formula. A
2-CNF formula is a CNF formula with at most two literals per clause. A (2, 2)-CNF formula
is a 2-CNF formula in which each variable appears in at most two clauses. An affine formula
is a conjunction of linear equations over the two-element field F2. We use ⊕ to denote the
XOR operator, i.e., addition-modulo-2. A 2-affine formula is an affine formula in which
each equation has at most two variables. Similarly, a 3-affine (resp. 4-affine) formula is an
affine formula in which each equation has at most three (resp. four) variables. A (3, 4)-affine
formula is a 3-affine formula in which each variable appears in at most four equations.

The solution set of a system of linear equations can be obtained in polynomial-time using
Gaussian elimination [21]. It may have no solution, a unique solution or multiple solutions.
When it has multiple solutions, the solution set is described as follows: Some variables are
allowed to take any value; we call them free variables. The remaining variables take values
that are dependent on the values taken by the free variables; we call them forced variables.
That is, the value taken by any forced variable is a linear combination of the values taken by
some free variables. For example, consider the following system of three linear equations over
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F2: x⊕ y⊕ z = 1, u⊕ y = 1,w⊕ z = 1. This system has multiple solutions, and its solution
set can be described as

{(
x,y, z,u,w

)
| y ∈ F2, z ∈ F2, x = y⊕ z⊕ 1,u = y⊕ 1,w = z⊕ 1

}
.

Here, y and z are free variables. The remaining variables, i.e., x,u and w, are forced variables.
A hitting formula is a CNF formula such that for any pair of its clauses, there is some

variable that appears as a positive literal in one clause, and as a negative literal in the other
clause. That is, no two of its clauses can be simultaneously falsified. Note that the number
of unsatisfying assignments of a hitting formula ϕ on n variables can be expressed as follows:∑
C: C is a clause of ϕ

∣∣{σ | σ is an assignment of ϕ that falsifies C
}∣∣ = ∑

C: C is a clause of ϕ

2n−|vars(C)|

Here, we use vars(C) to denote the set of all variables that appear in the clause C.
We use the following as source problems in our reductions:
Independent Set. Given a graph G and a positive integer k, decide whether G has an
independent set of size k. This problem is known to be NP-hard on cubic graphs [34],
and W[1]-hard in the parameter k [15].
Multicolored Clique. Given a graph G whose vertex set is partitioned into k color-
classes, decide whether G has a k-sized clique that picks exactly one vertex from each
color-class. This problem is known to be NP-hard on r-regular graphs [9].
Exact Even Set. Given a universe U, a family F of subsets of U and a positive integer
k, decide whether there is a set X ⊆ U of size exactly k such that |X ∩ S| is even for all
sets S in the family F. This problem is known to be W[1]-hard in the parameter k [13].
Odd Set (resp. Exact Odd Set). Given a universe U, a family F of subsets of U and
a positive integer k, decide whether there is a set X ⊆ U of size at most k (resp. exactly
k) such that |X ∩ S| is odd for all sets S in the family F. Both these problems are known
to be W[1]-hard in the parameter k [13].

We use a polynomial-time algorithm for the following problem as a sub-routine:
Subset Sum problem. Given a multi-set of integers

{
w1, . . . ,wp

}
and a target sum k,

decide whether there exists X ⊆ [p] such that
∑

i∈X wi = k. This problem is known to
be polynomial-time solvable when the input integers are specified in unary [28].

We use the notation O⋆(·) to hide polynomial factors in running time.

3 Affine formulas

In this section, we focus on Exact Differ Affine-SAT, i.e, finding two different solutions
to affine formulas. To begin with, we show that finding two solutions that differ on exactly d

variables is hard even for (3, 4)-affine formulas: recall that these are instances where every
equation has at most three variables and every variable appears in at most four equations.

▶ Theorem 1. Exact Differ Affine-SAT is NP-hard, even on (3, 4)-affine formulas.

Proof. We describe a reduction from Independent Set on Cubic graphs. Consider an
instance (G, k) of Independent Set, where G is a cubic graph. We construct an affine
formula ϕ as follows: For every vertex v ∈ V(G), introduce a variable xv, its 3k copies (say
x1
v, . . . , x3k

v ), and 3k equations: xv⊕x1
v = 0, x1

v⊕x2
v = 0, . . . , x3k−1

v ⊕x3k
v = 0. For every edge

e = uv ∈ E(G), introduce variable ye and equation xu ⊕ xv ⊕ye = 0. We set d = k · (3k+ 4).
For every vertex v ∈ V(G), the variable xv appears in four equations (i.e., xv⊕x1

v = 0 and the
three equations corresponding to the three edges incident to v in G), each of x1

v, . . . , x3k−1
v

appears in two equations, and x3k
v appears in one equation. For every edge e ∈ E(G), the

variable ye appears in one equation. So, overall, every variable appears in at most four
equations. Also, the equation corresponding to any edge contains three variables, and the
remaining equations contain two variables each. Therefore, ϕ is a (3, 4)-affine formula.

ISAAC 2024



50:6 On the Parameterized Complexity of Diverse SAT

Now, we prove that (G, k) is a YES instance of Independent Set if and only if (ϕ,d) is
a YES instance of Exact Differ Affine-SAT. At a high level, we argue this equivalence
as follows: In the forward direction, we show that the two desired satisfying assignments
are the all 0 assignment, and the assignment that i) assigns 1 to every x variable (and also,
its 3k copies) that corresponds to a vertex of the independent set, ii) assigns 1 to every y

variable that corresponds to an edge that has one endpoint inside the independent set and
the other endpoint outside it, iii) assigns 0 to every x variable (and also, its 3k copies) that
corresponds to a vertex outside the independent set, and iv) assigns 0 to every y variable
that corresponds to an edge that has both its endpoints outside the independent set. In the
reverse direction, we show that the desired k-sized independent set consists of those vertices
that correspond to the x variables on which the two assignments differ. We now turn to a
proof of equivalence.

Forward direction. Suppose that G has a k-sized independent set, say S. Let σ1 and σ2
be assignments of ϕ defined as follows: For every vertex v ∈ V(G) \ S, both σ1 and σ2
set xv, x1

v, . . . , x3k
v to 0. For every vertex v ∈ S, σ1 sets xv, x1

v, . . . , x3k
v to 0, and σ2 sets

xv, x1
v, . . . , x3k

v to 1. For every edge e ∈ E(G) that has both its endpoints in V(G) \ S, both
σ1 and σ2 set ye to 0. For every edge e ∈ E(G) that has one endpoint in S and the other
endpoint in V(G) \ S, σ1 sets ye to 0, and σ2 sets ye to 1.

As σ1 sets all variables to 0, it is clear that it satisfies ϕ. Now, we show that σ2 satisfies ϕ.
Consider any edge e = uv ∈ E(G) and its corresponding equation xu ⊕ xv ⊕ ye = 0. If both
endpoints of e belong to V(G)\S, then σ2 sets xu, xv and ye to 0. Also, if e has one endpoint
(say u) in S, and the other endpoint in V(G) \ S, then σ2 sets xu to 1, xv to 0 and ye to 1.
Therefore, in both cases, xu ⊕ xv ⊕ ye takes the truth value 0 under σ2. Also, for any vertex
v ∈ V(G), since σ2 gives the same truth value to xv, x1

v, . . . , x3k
v (i.e., all 1 if v ∈ S, and all 0

if v ∈ V(G) \ S), it also satisfies the equations xv ⊕ x1
v = 0, x1

v ⊕ x2
v = 0, . . . , x3k−1

v ⊕ x3k
v = 0.

Thus, σ2 is a satisfying assignment of ϕ.
As G is a cubic graph, every vertex in S is incident to three edges in G. Also, as S is an

independent set, none of these edges has both endpoints in S. Therefore, there are 3 · |S| edges
that have one endpoint in S and the other endpoint in V(G)\S. Note that σ1 and σ2 differ on
the y variables that correspond to these 3 · |S| edges. Also, they differ on |S| many x variables,
and their 3k · |S| copies. Therefore, overall, they differ on (3k+ 1) · |S|+ 3 · |S| = k · (3k+ 4)
variables. Hence, (ϕ,d) is a YES instance of Exact Differ Affine SAT.

Reverse direction. Suppose that (ϕ,d) is a YES instance of Exact Differ Affine-SAT.
That is, there exist satisfying assignments σ1 and σ2 of ϕ that differ on k · (3k+ 4) variables.
Let S :=

{
v ∈ V(G) | σ1 and σ2 differ on xv

}
. We show that S is a k-sized independent set

of G. Let e(S, S̄) denote the number of edges in G that have one endpoint in S and the other
endpoint in V(G) \ S. Now, let us express the number of variables on which σ1 and σ2 differ
in terms of |S| and e(S, S̄).

Consider any edge e = uv ∈ E(G). First, suppose that e has both its endpoints in S.
Then, as σ1 and σ2 differ on both xu and xv, the expression xu ⊕ xv takes the same truth
value under σ1 and σ2. So, as both of them satisfy the equation xu ⊕ xv ⊕ ye = 0, it follows
that σ1 and σ2 must overlap on ye. Next, suppose that e has both its endpoints in V(G) \ S.
Then, as σ1 and σ2 overlap on both xu and xv, the expression xu ⊕ xv takes the same truth
value under σ1 and σ2. So, again, σ1 and σ2 must overlap on ye. Next, suppose that e has
one endpoint (say u) in S and the other endpoint in V(G) \ S. Then, as σ1 and σ2 differ on
xu and overlap on xv, the expression xu ⊕ xv takes different truth values under σ1 and σ2.
So, as both σ1 and σ2 satisfy the equation xu ⊕ xv ⊕ ye = 0, it follows that σ1 and σ2 must
differ on ye. So, overall, σ1 and σ2 differ on e(S, S̄) many y variables.
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For any vertex v ∈ V(G), since any satisfying assignment satisfies the equations xv⊕x1
v =

0, x1
v ⊕ x2

v = 0, . . . , x3k−1
v ⊕ x3k

v = 0, it must assign the same truth value to xv, x1
v, . . . , x3k

v .
So, for any v ∈ S, as σ1 and σ2 differ on xv, they also differ on x1

v, . . . , x3k
v . Similarly, for any

v ∈ V(G) \ S, as σ1 and σ2 overlap on xv, they also overlap on x1
v, . . . x3k

v . So, overall, σ1 and
σ2 differ on |S| many x variables and their 3k · |S| copies. Now, summing up the numbers of
y variables and x variables (and their copies) on which σ1 and σ2 differ, we get

e(S, S̄) + (3k+ 1) · |S| = k · (3k+ 4) (1)

Let e(S, S) denote the number of edges in G that have both endpoints in S. Note that∑
v∈S

degreeG(v) = 2 · e(S, S) + e(S, S̄)

Also, as G is a cubic graph, we know that degreeG(v) = 3 for all v ∈ S. Therefore, we get
e(S, S̄) = 3 · |S|− 2 · e(S, S). Putting this expression for e(S, S̄) in Equation (1), we have

(3k+ 4) ·
(
|S|− k

)
= 2 · e(S, S) (2)

If |S| ⩾ k + 1, then LHS of Equation (1) becomes ⩾ (3k + 1) · (k + 1) = k · (3k + 4) + 1,
which is greater than its RHS. So, we must have |S| ⩽ k. Also, as RHS of Equation (2) is
non-negative, so must be its LHS. This gives us |S| ⩾ k. Therefore, it follows that |S| = k.
Putting |S| = k in Equation (2), we also get e(S, S) = 0. That is, S is an independent set of
G. Hence, (G, k) is a YES instance of Independent Set.

This proves Theorem 1. ◀

We now turn to Max Differ Affine-SAT, i.e, finding two solutions that differ on at
least d variables. We show that this is hard for affine formulas of bounded arity.

▶ Theorem 2. Max Differ Affine-SAT is NP-hard, even on 4-affine formulas.

Proof. We describe a reduction from Multicolored Clique on Regular graphs.
Consider an instance (G, k) of Multicolored Clique, where G is a r-regular graph. We
assume that each color-class of G has size N := 2 · 3q. It can be argued that a suitably-sized
r-regular graph exists whose addition to the color-class makes this assumption hold true. We
construct an affine formula ϕ as follows: For every vertex v ∈ V(G), introduce a variable xv
and its ℓ copies

(
say x1

v, x2
v, . . . xℓv

)
, where ℓ := k · (r− k+ 1) + k · q. We force these copies to

take the same truth value as xv via the equations xv ⊕ x1
v = 0, x1

v ⊕ x2
v = 0, . . . , xℓ−1

v ⊕ xℓv =

0. For every edge e = uv ∈ E(G), we add variables ye and ze, and also the equation
xu ⊕ xv ⊕ ye ⊕ ze = 1.

For any 1 ⩽ i ⩽ k, consider the ith color-class, say Vi = {v1
i , v2

i , . . . , vNi }. First, we
add N/3 many Stage 1 dummy variables

(
say d1

i,1, d2
i,1,. . .,dN/3

i,1
)
, group the x variables

corresponding to the vertices of Vi into N/3 triplets, and add N/3 equations that equate the
xor of a triplet’s variables and a dummy variable to 0. More precisely, we add the following
N/3 equations:(
xv1

i
⊕xv2

i
⊕xv3

i

)
⊕d1

i,1 = 0,
(
xv4

i
⊕xv5

i
⊕xv6

i

)
⊕d2

i,1 = 0, . . . ,
(
xvN−2

i
⊕xvN−1

i
⊕xvN

i

)
⊕d

N/3
i,1 = 0

Next, we repeat the same process as follows: We introduce N/32 many Stage 2 dummy
variables

(
say d1

i,2, d2
i,2, . . ., dN/32

i,2
)
, group the N/3 many Stage 1 dummy variables into

N/32 triplets, and add N/32 equations that equate the xor of a triplet’s Stage 1 dummy
variables and a Stage 2 dummy variable to 0. More precisely, we add the following N/32

equations:
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(
d1
i,1 ⊕ d2

i,1 ⊕ d3
i,1

)
⊕ d1

i,2 = 0,
(
d4
i,1 ⊕ d5

i,1 ⊕ d6
i,1

)
⊕ d2

i,2 = 0, . . . ,
(
d
N/3−2
i,1 ⊕ d

N/3−1
i,1 ⊕ d

N/3
i,1

)
⊕ d

N/32

i,2 = 0

Repeating the same procedure, we add the following N/33, N/34, . . ., N/3q = 2 equations:(
d1
i,2 ⊕ d2

i,2 ⊕ d3
i,2

)
⊕ d1

i,3 = 0,
(
d4
i,2 ⊕ d5

i,2 ⊕ d6
i,2

)
⊕ d2

i,3 = 0, . . . ,
(
d
N/32−2
i,2 ⊕ d

N/32−1
i,2 ⊕ d

N/32

i,2
)
⊕ d

N/33

i,3 = 0(
d1
i,3 ⊕ d2

i,3 ⊕ d3
i,3

)
⊕ d1

i,4 = 0,
(
d4
i,3 ⊕ d5

i,3 ⊕ d6
i,3

)
⊕ d2

i,4 = 0, . . . ,
(
d
N/33−2
i,3 ⊕ d

N/33−1
i,3 ⊕ d

N/33

i,3
)
⊕ d

N/34

i,4 = 0

...(
d1
i,q−1 ⊕ d2

i,q−1 ⊕ d3
i,q−1

)
⊕ d1

i,q = 0,
(
d4
i,q−1 ⊕ d5

i,q−1 ⊕ d6
i,q−1

)
⊕ d2

i,q = 0

Next, we add B+ 1 auxiliary variables
(
say D1

i , . . . ,DB+1
i

)
and the following equations:(

d1
i,q ⊕ d2

i,q
)
⊕D1

i = 0,
(
d1
i,q ⊕ d2

i,q
)
⊕D2

i = 0, . . . ,
(
d1
i,q ⊕ d2

i,q
)
⊕DB+1

i = 0,

where B := k · (ℓ+ 1) + k · (r− k+ 1) + k · q is the budget that we set on the total number of
overlaps. That is, we set d = n − B, where n denotes the number of variables in ϕ. Now,
we prove that (G, k) is a YES instance of Multicolored Clique if and only if (ϕ,d) is a
YES instance of Max Differ Affine-SAT.

We first argue the forward direction. In the first assignment, we set i) all x and y variables
to 0, ii) all z variables to 1, and iii) all dummy and auxiliary variables to 0. In the second
assignment, we assign i) 0 to the k many x variables that correspond to the multi-colored
clique’s vertices, ii) 1 to the remaining x variables, iii) 0 to all z variables, iv) 0 to the
k · (r − k + 1) many y variables that correspond to those edges that have one endpoint
inside the multi-colored clique and the other endpoint outside it, v) 1 to the remaining
y variables, and vi) 1 to all auxiliary variables. Also, in the second assignment, for each
1 ⩽ i ⩽ k, we assign i) 0 to that Stage 1 dummy variable which was grouped with the x

variable corresponding to the multi-colored clique’s vertex from the ith color-class, 0 to that
Stage 2 dummy variable which was grouped with this Stage 1 dummy variable, 0 to that
Stage 3 dummy variable which was grouped with this Stage 2 dummy variable, and so on . . .,
and ii) 1 to the remaining dummy variables. It can be verified that these two assignments
satisfy ϕ, and they overlap on B many variables.

We argue the reverse direction of the equivalence. First, we show that each of the k

color-classes has at least one vertex on whose corresponding x variable the two assignments
overlap. Consider any 1 ⩽ i ⩽ k. Since the B+ 1 auxiliary variables are forced to take the
same truth value and there are only at most B overlaps, the two assignments must differ on
them. This forces the two assignments to overlap on one of the two Stage q dummy variables.
Further, this forces at least one overlap amongst the three Stage q− 1 dummy variables that
were grouped with this Stage q dummy variable. This effect propagates to lower-indexed
stages, and eventually forces at least one overlap amongst the x variables corresponding to
the vertices of the ith color-class.

Next, we show that each of the k color-classes has at most one vertex on whose corres-
ponding x variable the two assignments overlap. Suppose not. Then, there are at least two
overlaps amongst the x variables corresponding to the vertices of some color class. Also, based
on the previous paragraph, we know that there is at least one overlap amongst the x variables
corresponding to the vertices of each of the remaining k− 1 color classes. Therefore, overall,
there are at least k+ 1 many overlaps amongst the x variables. So, the contribution of these
x variables and their copies to the total number of overlaps becomes ⩾ (k+1) · (ℓ+1) = B+1.
However, this exceeds the budget B on the number of overlaps, which is a contradiction.
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Based on the previous two paragraphs, we know that for each 1 ⩽ i ⩽ k, there is exactly
one overlap amongst the x variables corresponding to the vertices of the ith color class.
Finally, we show that the set, say S, formed by these k vertices is the desired multi-colored
clique. Suppose not. Then, there are > k · (r− k+ 1) edges that have one endpoint in S and
the other endpoint outside S. Also, for each such edge, the two assignments must overlap
on one of its corresponding y and z variables. Therefore, we have > k · (r− k+ 1) overlaps
on the y and z variables. Also, k · q overlaps are forced on the dummy variables via the
equations added in the grouping procedure. Thus, overall, the total number of overlaps
exceeds B, which is a contradiction. This concludes a proof sketch of Theorem 2. ◀

If, on the other hand, all equations in the formula have at most two variables, then both
problems turn out to be tractable. We describe this algorithm next.

▶ Theorem 3. Both Exact Differ Affine-SAT and Max Differ Affine-SAT are
polynomial-time solvable on 2-affine formulas.

Proof. Consider an instance (ϕ,d) of Exact Differ Affine-SAT, where ϕ is a 2-affine
formula. First, we construct a graph G0 as follows: Introduce a vertex for every variable
of ϕ. For every equation of the form x ⊕ y = 0 in ϕ, add the edge xy. We compute the
connected components of G0. Observe that for each component C of G0, the equations of
ϕ corresponding to the edges of C are simultaneously satisfied if and only if all variables
of C take the same truth value. So, any pair of satisfying assignments of ϕ either overlap
on all variables in C, or differ on all variables in C. Thus, we replace all variables in C by
a single variable, and set its weight to be the size of C. More precisely, i) we remove all
but one variable (say z) of C from the variable-set of ϕ, ii) we remove all those equations
from ϕ that correspond to the edges of C, iii) for every variable v ∈ C \ {z}, we replace the
remaining appearances of v in ϕ (i.e., in equations of the form v⊕ = 1) with z, and iv) we
set the weight of z to be the number of variables in C. Let ϕ ′ denote the variable-weighted
affine formula so obtained. Then, our goal is to decide whether ϕ ′ has a pair of satisfying
assignments such that the weights of the variables at which they differ add up to exactly d.

Note that all equations in ϕ ′ are of the form x ⊕ y = 1. Next, we construct a vertex-
weighted graph G1 as follows: Introduce a vertex for every variable of ϕ ′, and assign it
the same weight as that of its corresponding variable. For every equation x ⊕ y = 1 of
ϕ ′, add the edge xy. We compute the connected components of G1. Then, we run a
bipartiteness-testing algorithm on each component of G1. Suppose that there is a component
C of G1 that is not bipartite. Then, there is an odd-length cycle in C, say with vertices
x1, x2, . . . , x2ℓ, x2ℓ+1 (in that order). Note that the edges of this cycle correspond to the
equations x1 ⊕ x2 = 1, x2 ⊕ x3 = 1, . . . , x2ℓ ⊕ x2ℓ+1 = 1, x2ℓ+1 ⊕ x1 = 1 in ϕ ′. Adding
(modulo 2) these 2ℓ+ 1 equations, we get LHS = (2 · x1 + 2 · x2 + . . . + 2 · x2ℓ+1) mod 2 = 0,
and RHS = (2ℓ+ 1) mod 2 = 1. So, these 2ℓ+ 1 equations of ϕ ′ cannot be simultaneously
satisfied. Thus, we return NO. Now, assume that all components of G1 are bipartite. See
Figure 1 for an example.

Let C1, . . . ,Cp denote the connected components of G1. Consider any 1 ⩽ i ⩽ p. Let
A and B denote the parts of the bipartite component Ci. Observe that the equations of
ϕ ′ corresponding to the edges of Ci are simultaneously satisfied if and only if either i) all
variables in A are set to 1, and all variables in B are set to 0, or ii) all variables in A are set
to 0, and all variables in B are set to 1. So, any pair of satisfying assignments of ϕ ′ either
overlap on all variables in Ci, or differ on all variables in Ci. Thus, our problem amounts to
deciding whether there is a subset of components of G1 whose collective weight is exactly d.
That is, our goal is to decide whether there exists X ⊆ [p] such that

∑
i∈X weight(Ci) = d,
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Figure 1 This figure shows the bipartite components of the graph G1 constructed in the proof of
Theorem 3, when the 2-affine formula ϕ ′ consists of the following equations: u⊕ a = 1, u⊕ b = 1,
u ⊕ c = 1, v ⊕ a = 1, v ⊕ b = 1, v ⊕ c = 1, s ⊕ p = 1, s ⊕ q = 1, t ⊕ p = 1, t ⊕ q = 1, r ⊕ f = 1,
g⊕w = 1, g⊕ f = 1, g⊕ z = 1, h⊕ f = 1, h⊕ z = 1.

where weight(Ci) denotes the sum of the weights of the variables in Ci. To do so, we use the
algorithm for Subset Sum problem with

{
weight(C1), . . . ,weight(Cp)

}
as the multi-set

of integers and d as the target sum. This proves Theorem 3. The algorithm described here
works almost as it is for Max Differ Affine-SAT too. In the last step, instead of reducing
to Subset Sum problem, we simply check whether the collective weight of all components
of G1 is at least d. That is, if

∑p
i=1 weight(Ci) ⩾ d, we return YES; otherwise, we return

NO. Thus, Max Differ Affine-SAT is polynomial-time solvable on 2-affine formulas. ◀

We now turn to the parameterized complexity of Exact Differ Affine-SAT and Max
Differ Affine-SAT when parameterized by the number of variables that differ in the
two solutions. It turns out that the exact version of the problem is W[1]-hard, while the
maximization question is FPT. We first show the hardness of Exact Differ Affine-SAT
by a reduction from Exact Even Set.

▶ Theorem 4. Exact Differ Affine-SAT is W[1]-hard in the parameter d.

Proof. We describe a reduction from Exact Even Set. Consider an instance (U,F, k) of
Exact Even Set. We construct an affine formula ϕ as follows: For every element u in the
universe U, introduce a variable xu. For every set S in the family F, introduce the equation
⊕
u∈S

xu = 0. We set d = k. We prove that (U,F, k) is a YES instance of Exact Even Set if

and only if (ϕ,d) is a YES instance of Exact Differ Affine-SAT. At a high level, we
argue this equivalence as follows: In the forward direction, we show that the two desired
satisfying assignments are i) the all 0 assignment, and ii) the assignment that assigns 1 to
the variables that correspond to the elements of the given even set, and assigns 0 to the
remaining variables. In the reverse direction, we show that the desired even set consists
of those elements of the universe that correspond to the variables on which the two given
satisfying assignments differ. We now argue the equivalence.

Forward direction. Suppose that (U,F, k) is a YES instance of Exact Even Set. That is,
there is a set X ⊆ U of size exactly k such that |X ∩ S| is even for all sets S in the family F.
Let σ1 and σ2 be assignments of ϕ defined as follows: For every u ∈ X, σ1 sets xu to 0, and
σ2 sets xu to 1. For every u ∈ U \X, both σ1 and σ2 set xu to 0. Note that σ1 and σ2 differ
on exactly |X| = k variables. Consider any set S in the family F. The equation corresponding
to S in the formula ϕ is ⊕

u∈S

xu = 0. All variables in the left-hand side are set to 0 by σ1.

Also, the number of variables in the left-hand side that are set to 1 by σ2 is |X ∩ S|, which is
an even number. Therefore, the left-hand side evaluates to 0 under both σ1 and σ2. So, σ1
and σ2 are satisfying assignments of ϕ. Hence, (ϕ, k) is a YES instance of Exact Differ
Affine-SAT.
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Reverse direction. Suppose that (ϕ, k) is a YES instance of Exact Differ Affine-SAT.
That is, there are satisfying assignments σ1 and σ2 of ϕ that differ on exactly k variables.
Let X denote the k-sized set

{
u ∈ U | σ1 and σ2 differ on xu

}
. Consider any set S in the

family F. The equation corresponding to S in the formula ϕ is ⊕
u∈S

xu = 0. We split the

left-hand side into two parts to express this equation as ⊕
u∈S\X

xu

A

⊕ ⊕
u∈X∩S

xu

B

= 0. Note that

σ1 and σ2 overlap on all variables in the first part, i.e., A. So, A evaluates to the same truth
value under both assignments. Thus, as both σ1 and σ2 satisfy this equation, they must
assign the same truth value to the second part, i.e., B, as well. Also, σ1 and σ2 differ on all
variables in B. So, for its truth value to be same under both assignments, B must have an
even number of variables. That is, |X ∩ S| must be even. Hence, (U,F, k) is a YES instance
of Exact Even Set.

This proves Theorem 4. ◀

We now turn to the FPT algorithm for Max Differ Affine-SAT, which is based on
obtaining solutions using Gaussian elimination and working with the free variables: if the
set of free variables F is “large”, we can simply set them differently and force the dependent
variables, and guarantee ourselves a distinction on at least |F| variables. Note that this is the
step that would not work as-is for the exact version of the problem. If the number of free
variables is bounded, we can proceed by guessing the subset of free variables on which the
two assignments differ. We make these ideas precise in the proof of Theorem 5. Also, in the
proof of Theorem 6, we show that Max Differ Affine-SAT has a polynomial kernel in
the parameter d.

▶ Theorem 5. Max Differ Affine-SAT admits an algorithm with running time O⋆(2d).

Proof. Consider an instance (ϕ,d) of Max Differ Affine-SAT. We use Gaussian elimin-
ation to find the solution set of ϕ in polynomial-time. If ϕ has no solution, we return NO. If
ϕ has a unique solution and d = 0, we return YES. If ϕ has a unique solution and d ⩾ 1,
we return NO. Now, assume that ϕ has multiple solutions. Let F denote the set of all free
variables. Suppose that |F| ⩾ d. Let σ1 denote the solution of ϕ obtained by setting all free
variables to 0, and then setting the forced variables to take values as per their dependence
on the free variables. Similarly, let σ2 denote the solution of ϕ obtained by setting all free
variables to 1, and then setting the forced variables to take values as per their dependence on
the free variables. Note that σ1 and σ2 differ on all free variables (and possibly some forced
variables too). So, overall, they differ on at least |F| ⩾ d variables. Thus, we return YES.
Now, assume that |F| ⩽ d − 1. We guess the subset D ⊆ F of free variables on which two
desired solutions (say σ1 and σ2) differ. Note that there are 2|F| ⩽ 2d−1 such guesses.

First, consider any forced variable x that depends on an odd number of free variables
from D. That is, the expression for its value is the XOR of an odd number of free variables
from D (possibly along with the constant 1 and/or some free variables from F \D). Then,
note that this expression takes different truth values under σ1 and σ2. That is, σ1 and σ2
differ on x. Next, consider any forced variable x that depends on an even number of free
variables from D. That is, the expression for its value is the XOR of an even number of free
variables from D (possibly along with the constant 1 and/or some free variables from F \D).
Then, note that this expression takes the same truth value under σ1 and σ2. That is, σ1 and
σ2 overlap on x. Thus, overall, these two solutions differ on i) all free variables from D, and
ii) all those forced variables that depend upon an odd number of free variables from D. If
the total count of such variables is ⩾ d for some guess D, we return YES. Otherwise, we
return NO. This concludes the proof. ◀
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▶ Theorem 6. Max Differ Affine-SAT admits a kernel with O(d2) variables and O(d2)

equations.

Proof. Consider an instance (ϕ,d) of Max Differ Affine-SAT. We use Gaussian elimin-
ation to find the solution set of ϕ in polynomial-time. Then, as in the proof of Theorem 5, i)
we return NO if ϕ has no solution, or if ϕ has a unique solution and d ⩾ 1, ii) we return
YES if ϕ has a unique solution and d = 0, or if ϕ has multiple solutions with at least d

free variables. Now, assume that ϕ has multiple solutions with at most d− 1 free variables.
Note that the system of linear equations formed by the expressions for the values of forced
variables is an affine formula (say ϕ ′) that is equivalent to ϕ. That is, ϕ ′ and ϕ have the
same solution sets. So, we work with the instance (ϕ ′,d) in the remaining proof.

Suppose that there is a free variable, say x, such that at least d − 1 forced variables
depend on x. That is, there are at least d− 1 forced variables such that the expressions for
their values are the XOR of x (possibly along with the constant 1 and/or some other free
variables). Let σ1 denote the solution of ϕ ′ obtained by setting all free variables to 0, and
then setting the forced variables to take values as per their dependence on the free variables.
Let σ2 denote the solution of ϕ ′ obtained by setting x to 1 and the remaining free variables
to 0, and then setting the forced variables to take values as per their dependence on the free
variables. Note that σ1 and σ2 differ on x, and also on each of the ⩾ d− 1 forced variables
that depend on x. So, overall, σ1 and σ2 differ on at least d variables. Thus, we return YES.

Now, assume that for every free variable x, there are at most d− 2 forced variables that
depend on x. So, as there are at most d− 1 free variables, it follows that there are at most
(d− 1) · (d− 2) forced variables that depend on at least one free variable. The remaining
forced variables are the ones that do not depend on any free variable. That is, any such
forced variable y is set to a constant (i.e., 0 or 1) as per the expression for its value. We
remove the variable y and its corresponding equation (i.e., y = 0 or y = 1) from ϕ ′, and we
leave d unchanged. This is safe because y takes the same truth value under all solutions of
ϕ ′. Note that the affine formula so obtained has at most d− 1 free variables and at most
(d− 1) · (d− 2) forced variables. So, overall, it has at most (d− 1)2 variables. Also, it has at
most (d− 1) · (d− 2) equations. This concludes the proof. ◀

We finally turn to the “dual” parameter, n− d: the number of variables on which the
two assignments sought overlap. We show that both the exact and maximization variants for
affine formulas are W[1]-hard in this parameter by reductions from Exact Odd Set and
Odd Set, respectively.

▶ Theorem 7. The problems Exact Differ Affine-SAT and Max Differ Affine-SAT
are W[1]-hard in the parameter n− d.

Proof. We describe a reduction from Exact Odd Set. Consider an instance (U,F, k)
of Exact Odd Set. We construct an affine formula ϕ as follows: For every element
u in the universe U, introduce a variable xu. For every odd-sized set S in the family F,
introduce the equation ⊕

u∈S

xu = 1. For every even-sized set S in the family F, introduce k+ 1

variables yS, z1
S, z2

S, . . . , zkS, and the equations yS ⊕ z1
S = 0,yS ⊕ z2

S = 0, . . . ,yS ⊕ zkS = 0 and
⊕
u∈S

xu ⊕ yS = 0. The number of variables in ϕ is n = |U| + (k+ 1)·
∣∣{S ∈ F

∣∣ |S| is even
}∣∣.

We set d = n − k. We prove that (U,F, k) is a YES instance of Exact Odd Set if and
only if (ϕ,d) is a YES instance of Exact Differ Affine-SAT. At a high level, we argue
this equivalence as follows: In the forward direction, we show that the two desired satisfying
assignments are i) the assignment that sets all y and z variables to 0 and all x variables
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to 1, and ii) the assignment that sets all y and z variables to 1, assigns 1 to all those x

variables that correspond to the elements of the given odd set, and assigns 0 to the remaining
x variables. In the reverse direction, we show that the two assignments must differ on all y
and z variables (and so, all k overlaps are restricted to occur at x variables), and the desired
odd set consists of those elements of the universe that correspond to the x variables on which
the two assignments overlap. We present a full proof of this equivalence in Theorem 7. This
reduction also works with Odd Set as the source problem and Max Differ Affine-SAT
as the target problem. So, Max Differ Affine-SAT is also W[1]-hard in the parameter
n− d.

Forward direction. Suppose that (U,F, k) is a YES instance of Exact Differ Affine-
SAT. That is, there is a set X ⊆ U of size exactly k such that |X ∩ S| is odd for all sets S in
the family F. Let σ1 and σ2 be assignments of ϕ defined as follows: For every even-sized
set S in the family F, σ1 sets yS, z1

S, z2
S, . . . , zkS to 0, and σ2 sets yS, z1

S, z2
S, . . . , zkS to 1. For

every u ∈ X, both σ1 and σ2 set xu to 1. For every u ∈ U \ X, σ1 sets xu to 1, and σ2 sets
xu to 0. Note that σ1 and σ2 overlap on exactly |X| = k variables (and so, they differ on
exactly n− k variables). Now, we show that σ1 and σ2 are satisfying assignments of ϕ.

First, we argue that σ1 and σ2 satisfy the equations of ϕ that were added corresponding
to odd-sized sets of the family F. Consider any odd-sized set S in the family F. The equation
corresponding to S in the formula ϕ is ⊕

u∈S

xu = 1. The number of variables in the left-hand

side that are set to 1 by σ2 is |X ∩ S|, which is an odd number. Also, all |S| (again, which is
an odd number) variables in the left-hand side are set to 1 by σ1. Therefore, the left-hand
side evaluates to 1 under both σ1 and σ2. So, both these assignments satisfy the equation
⊕
u∈S

xu = 1.

Next, we argue that σ1 and σ2 satisfy the equations of ϕ that were added corresponding
to even-sized sets of the family F. Consider any even-sized set S in the family F. The k+ 1
equations corresponding to S in the formula ϕ are yS ⊕ z1

S = 0,yS ⊕ z2
S = 0, . . . ,yS ⊕ zkS = 0

and ⊕
u∈S

xu ⊕yS = 0. Consider any of the first k equations, say yS ⊕ ziS = 0, where 1 ⩽ i ⩽ k.

Both variables on the left-hand side, i.e., yS and ziS, are assigned the same truth value, i.e.,
both 0 by σ1 and both 1 by σ2. So, both these assignments satisfy the equation yS ⊕ ziS = 0.
Next, consider the last equation, i.e., ⊕

u∈S

xu ⊕ yS = 0. The number of variables amongst

xu
∣∣
u∈S

that are set to 1 by σ2 is |X∩ S|, which is an odd number. Also, the variable yS is set
to 1 by σ2. Therefore, overall, the number of variables in the left-hand side that are set to 1
by σ2 is even. Also, σ1 sets all variables on the left-hand side to 1 except yS. That is, it sets
all the |S| (again, which is an even number) variables xu

∣∣
u∈S

to 1. Therefore, the left-hand
side evaluates to 0 under both σ1 and σ2. So, both these assignments satisfy the equation
⊕
u∈S

xu ⊕ yS = 0.

Hence, (ϕ,n− k) is a YES instance of Exact Differ Affine-SAT.

Reverse direction. Suppose that (ϕ,n− k) is a YES instance of Exact Differ Affine-
SAT. That is, there are satisfying assignments σ1 and σ2 of ϕ that overlap on exactly k

variables. Consider any even-sized set S in the family F. As σ1 satisfies the equations
yS ⊕ z1

S = 0,yS ⊕ z2
S = 0, . . . ,yS ⊕ zkS = 0, it must assign the same truth value to all

the k + 1 variables yS, z1
S, z2

S, . . . , zkS. Similarly, σ2 must assign the same truth value to
yS, z1

S, z2
S, . . . , zkS. Therefore, either σ1 and σ2 overlap on all these k+ 1 variables, or they

differ on all these k+ 1 variables. So, as there are only k overlaps, σ1 and σ2 must differ on
yS, z1

S, z2
S, . . . , zkS. Thus, all the k overlaps occur at x variables. Let X denote the k-sized set{

u ∈ U | σ1 and σ2 differ on xu
}

. Now, we show that |X ∩ S| is odd for all sets S in F.
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First, we argue that X has odd-sized intersection with all odd-sized sets of the family
F. Consider any odd-sized set S in the family F. The equation corresponding to S in the
formula ϕ is ⊕

u∈S

xu = 1. We split the left-hand side into two parts to express this equation

as ⊕
u∈X∩S

xu

A

⊕ ⊕
u∈S\X

xu

B

= 1. Note that σ1 and σ2 overlap on all variables in the first part,

i.e., A. So, A evaluates to the same truth value under both assignments. Thus, as both σ1
and σ2 satisfy this equation, they must assign the same truth value to the second part, i.e.,
B, as well. Also, σ1 and σ2 differ on all variables in B. So, for its truth value to be same
under both assignments, B must have an even number of variables. That is, |S \ X| must be
even. Now, as |S| is odd and |S \ X| is even, we infer that |X ∩ S| = |S|− |S \ X| is odd.

Next, we argue that X has odd-sized intersection with all even-sized sets of the family F.
Consider any even-sized set S in the family F. Amongst the k+ 1 equations corresponding to
S in the formula ϕ, consider the last equation, i.e., ⊕

u∈S

xu ⊕ yS = 0. We split the left-hand

side into two parts to express this equation as ⊕
u∈X∩S

xu

A

⊕ ⊕
u∈S\X

xu ⊕ yS

B

= 0. Note that σ1

and σ2 overlap on all variables in the first part, i.e., A. So, A evaluates to the same truth
value under both assignments. Thus, as both σ1 and σ2 satisfy this equation, they must
assign the same truth value to the second part, i.e., B. Also, σ1 and σ2 differ on all variables
in B. So, for its truth value to be same under both assignments, B must have an even number
of variables. That is, |S \ X|+ 1 must be even. Now, as |S| is even and |S \ X| is odd, we infer
that |X∩S| = |S|− |S \X| is odd. Hence, (U,F, k) is a YES instance of Exact Odd Set. ◀

4 2-CNF formulas

In this section, we explore the classical and parameterized complexity of Max Differ 2-SAT
and Exact Differ 2-SAT. We first show that these problems are polynomial time solvable
on (2, 2)-CNF formulas by constructing a graph corresponding to the instance and observing
some structural properties of that graph. Then we show that both of these problems are
W[1]-hard with respect to the parameter d. We begin by proving the following theorem.

▶ Theorem 8. Max Differ 2-SAT is polynomial-time solvable on (2, 2)-CNF formulas.

We use similar ideas in the proof of Theorem 8 to show that Exact Differ 2-SAT
can also be solved in polynomial time on (2, 2)-CNF formulas. This requires more careful
analysis of the graph constructed and a reduction to Subset Sum problem, as we want the
individual contributions, in terms of number of variables where the assignments differ, to
sum up to an exact value. We show the result in the following theorem.

▶ Theorem 9. Exact Differ 2-SAT is polynomial-time solvable on (2, 2)-CNF formulas.

Due to lack of space, the proofs of these results are deferred to a full version of the paper.
Looking at the parameterized complexity of Exact Differ 2-SAT and Max Differ 2-SAT
with respect to the parameter d, we establish the following hardness result.

▶ Theorem 10. Exact/Max Differ 2-SAT is W[1]-hard in the parameter d.

We describe a reduction from Independent Set. Consider an instance (G, k) of Independ-
ent Set. We construct a 2-CNF formula ϕ as follows: For every vertex v ∈ V(G), introduce
two variables xv and yv; we refer to them as x-variable and y-variable respectively. For every
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edge uv ∈ E(G), i) we add a clause that consists of the x-variables corresponding to the
vertices u and v, i.e., xu ∨ xv, and ii) we add a clause that consists of the y-variables corres-
ponding to the vertices u and v, i.e., yu ∨ yv. For every pair of vertices u, v ∈ V(G), we add
a clause that consists of the x-variable corresponding to u and the y-variable corresponding
to v, i.e., xu ∨ yv. We set d = 2k. We prove that (G, k) is a YES instance of Independent
Set if and only if (ϕ,d) is a YES instance of Exact Differ 2-SAT.

At a high level, we argue this equivalence as follows: In the forward direction, we show that
the two desired satisfying assignments are i) the assignment that assigns 0 to all x-variables
corresponding to the vertices of the given independent set, and 1 to the remaining variables,
and ii) the assignment that assigns 0 to all y-variables corresponding to the vertices of the
given independent set, and 1 to the remaining variables. In the reverse direction, we partition
the set of variables on which the two given assignments differ into two parts: i) one part
consists of those variables that are set to 1 by the first assignment, and 0 by the second
assignment, and ii) the other part consists of those variables that are set to 0 by the first
assignment, and 1 by the second assignment. Then, we show that at least one of these two
parts has the desired size, and it is not a mix of x-variables and y-variables. That is, either
it has only x-variables, or it has only y-variables. Finally, we show that the vertices that
correspond to the variables in this part form the desired independent set. A detailed proof
of equivalence is deferred to a full version of the paper.

5 Hitting formulas

In this section, we consider hitting formulas, and we show that both its diverse variants,
i.e., Exact Differ Hitting-SAT and Max Differ Hitting-SAT, are polynomial-time
solvable.

▶ Theorem 11. Exact Differ Hitting-SAT admits a polynomial-time algorithm.

Proof. Consider an instance (ϕ,d) of Exact Differ Hitting-SAT, where ϕ is a hitting
formula with m clauses (say C1, . . . ,Cm) on n variables. For every 1 ⩽ i ⩽ m, let vars(Ci)

denote the set of all variables that appear in the clause Ci. For every 1 ⩽ i, j ⩽ m, let λ(i, j)
denote the number of variables x ∈ vars(Ci) ∩ vars(Cj) such that x appears as a positive
literal in one clause, and as a negative literal in the other clause. Note that∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables, and both σ1 and σ2 satisfy ϕ

}∣∣
=

∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables
}∣∣

−
∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables, and σ1 falsifies ϕ

}∣∣
−
∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables, and σ2 falsifies ϕ

}∣∣
+
∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables, and both σ1 and σ2 falsify ϕ

}∣∣
= 2n ·

(
n

d

)
−
∣∣{σ1 | σ1 falsifies ϕ

}∣∣ · (n
d

)
−
∣∣{σ2 | σ2 falsifies ϕ

}∣∣ · (n
d

)
+

m∑
i=1

m∑
j=1

∣∣{(σ1,σ2) | σ1 and σ2 differ on d variables, σ1 falsifies Ci, and σ2 falsifies Cj

}∣∣︸ ︷︷ ︸
α(i,j)

=
(

2n − 2 ·
m∑
i=1

2n−|vars(Ci)|
)
·
(
n

d

)
+

m∑
i=1

m∑
j=1

α(i, j)

Consider any 1 ⩽ i, j ⩽ m. Let us find an expression for α(i, j). That is, let us count the
number of pairs (σ1,σ2) of assignments of ϕ such that σ1 and σ2 differ on d variables, σ1
falsifies Ci, and σ2 falsifies Cj. Since σ1 falsifies Ci, it must set every variable in vars(Ci)

ISAAC 2024
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such that its corresponding literal in the clause Ci is falsified. That is, for every x ∈ vars(Ci),
if x appears as a positive literal in Ci, then σ1 must set x to 0; otherwise, it must set x

to 1. Similarly, since σ2 falsifies Cj, it must set every variable in vars(Cj) such that its
corresponding literal in the clause Cj is falsified.

There is just one choice for the truth values assigned to the variables in vars(Ci)∩vars(Cj)

by σ1 and σ2. Also, note that for every variable x in vars(Ci) ∩ vars(Cj), if x appears as a
positive literal in one clause and as a negative literal in the other clause, then σ1 and σ2
differ on x; otherwise, they overlap on x. So, overall, σ1 and σ2 differ on λ(i, j) variables
amongst the variables in vars(Ci) ∩ vars(Cj).

We go over all possible choices for the numbers of variables on which σ1 and σ2 differ
(say d1,d2 and d3 many variables) amongst the variables in vars(Ci) \ vars(Cj), vars(Cj) \

vars(Ci) and vars(ϕ) \ (vars(Ci)∪ vars(Cj)) respectively, where vars(ϕ) denotes the set of
all variables of ϕ. As σ1 and σ2 differ on d variables in total, we have λ(i, j)+d1+d2+d3 = d.

There is just one choice for the truth values assigned to the variables in vars(Ci)\vars(Cj)

by σ1, and there are
(
|vars(Ci)\vars(Cj)|

d1

)
choices for the truth values assigned to the variables

in vars(Ci) \ vars(Cj) by σ2. Similarly, there is just one choice for the truth values assigned
to the variables in vars(Cj) \ vars(Ci) by σ2, and there are

(
|vars(Cj)\vars(Ci)|

d2

)
choices for

the truth values assigned to the variables in vars(Cj) \ vars(Ci) by σ1.
There are

(
n−|vars(Ci)∪vars(Cj)|

d3

)
choices for the d3 variables on which σ1 and σ2 differ

amongst the variables in vars(ϕ) \ (vars(Ci)∪ vars(Cj)). For each variable x amongst these
d3 variables, there are two ways in which σ1 and σ2 can assign truth values to x. That
is, either i) σ1 sets x to 0 and σ2 sets x to 1, or ii) σ1 sets x to 1 and σ2 sets x to 0. For
each variable x amongst the remaining n − |vars(Ci) ∪ vars(Cj)| − d3 variables, there are
again two ways in which σ1 and σ2 can assign truth values to x. That is, either i) both
σ1 and σ2 set x to 1, or ii) both σ1 and σ2 set x to 0. So, overall, the number of ways in
which σ1 and σ2 can assign truth values to the variables in vars(ϕ) \ (vars(Ci) ∪ vars(Cj))

is
(
n−|vars(Ci)∪vars(Cj)|

d3

)
· 2d3 · 2n−|vars(Ci)∪vars(Cj)|−d3 .

Thus, we get the following expression for α(i, j):

2n−|vars(Ci)∪vars(Cj)| ·
∑

d1,d2,d3⩾0:
d1+d2+d3=d−λ(i,j)

(
|vars(Ci)\vars(Cj)|

d1

)(
|vars(Cj)\vars(Ci)|

d2

)(
n−|vars(Ci)∪vars(Cj)|

d3

)

Plugging this into the previously obtained equality, we get an expression to count
the number of pairs (σ1,σ2) of satisfying assignments of ϕ that differ on d variables. This
expression can be evaluated in polynomial-time. If the count so obtained is non-zero, we return
YES; otherwise, we return NO. This proves Theorem 11. Note that (ϕ,d) is a YES instance
of Max Differ Hitting-SAT if and only if at least one of (ϕ,d), (ϕ,d+ 1), . . . , (ϕ,n) is a
YES instance of Exact Differ Hitting-SAT. Thus, as Exact Differ Hitting-SAT is
polynomial-time solvable, so is Max Differ Hitting-SAT. ◀

6 Concluding remarks

In this work, we undertook a complexity-theoretic study of the problem of finding a diverse
pair of satisfying assignments of a given Boolean formula, when restricted to affine, 2-CNF
and hitting formulas. This problem can also be studied for i) other classes of formulas on
which SAT is polynomial-time solvable, ii) more than two solutions, and iii) other notions of
distance between assignments. An immediate open problem is to resolve the parameterized
complexities of Exact Differ 2-SAT and Max Differ 2-SAT in the parameter n− d.
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51:2 Easier Ways to Prove Counting Hard: A Dichotomy for Generalized #SAT

1 Introduction

Counting solutions to NP search problems (i.e., problems in the complexity class #P) is an
algorithmic analog of the field of combinatorics. Counting (#P) is also provably harder than
deciding (NP): by a consequence of Toda’s Theorem [10], any problem in the polynomial
hierarchy has a deterministic polynomial-time reduction to a single counting problem in #P.
Already from the foundational work by Valiant in the late 1970s [13, 14], we have problems
where decision is in P yet counting is #P-hard. One notable example is 2SAT, where finding
one solution is easy, but counting the solutions (#2SAT) is #P-hard.

How do we prove a problem #P-hard? Ideally, we would find a parsimonious (single-call)
reduction that preserves the number of solutions (and provides a polynomial-time bijection
on the solutions). In addition to preserving #P-hardness, parsimonious reductions preserve
a stronger property called ASP-hardness [15], meaning that all NP search problems have a
parsimonious reduction to the problem. In addition to #P-hardness, ASP-hardness implies
NP-hardness of the decision problem as well as the 𝑘-ASP problem: given 𝑘 solutions to an
instance, find another solution. The weaker notion of 𝒄-monious reduction increases the
number of solutions by exactly a factor of 𝑐. Such a reduction implies both NP-hardness and
#P-hardness (but not ASP-hardness), as zero-solution instances are preserved and we can
recover the answer to our initial counting problem by dividing by 𝑐.

But even a 𝑐-monious reduction from #2SAT (say) can be difficult, compared to a
standard NP-hardness reduction. A 𝑐-monious reduction built from standard variable and
clause gadgets must have exactly the same number of solutions to every gadget; then 𝑐 is the
product of these counts. In particular, a clause gadget must have exactly the same number
of solutions no matter how it is satisfied – no matter whether it is satisfied by the first clause,
the second clause, or both clauses. This property often does not come without substantial
effort. For example, in Lichtenstein’s reductions from (planar) 3SAT to Hamiltonicity and
vertex cover [6], the number of solutions to each clause is equal to the number of true
literals that satisfy the clause. In this paper, we prove that such a reduction still establishes
#P-hardness.

1.1 Our Results: Generalized #SAT
Specifically, we define a framework called Generalized #SAT, where a clause can contribute
a count of not just 0 or 1. A clause type is defined by a function from literal truth values to
nonnegative integers, indicating the number of ways the clause is satisfied by that assignment.
The number of solutions to the formula is then defined to be the product of the clause
function outputs, summed over all possible assignments. In particular, if a clause function
outputs zero, then that assignment still does not contribute to the number of solutions
(similar to #SAT).

In Section 3, we present a complete complexity dichotomy of Generalized #SAT for
the case of 2 variables per clause, precisely characterizing the computational hardness of
every clause type as either in FP or #P-hard. In particular, Generalized #SAT is #P-
complete for the function 𝑓 (𝑥, 𝑦) = 𝑥 + 𝑦 counting the number of satisfying literals. Thus
Lichtenstein’s reductions [6], adapted to reduce from 2SAT instead of 3SAT, prove #P-
hardness of Hamiltonicity and vertex cover. While these results have been proved in other
ways since [9, 7],2 it is comforting to know that existing NP-hardness reductions can be

2 The first proof, by Valiant [12], seems to have never been published.
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more easily extended to #P-hardness, potentially saving time in the future. In some cases,
a 𝑐-monious clause gadget may be very difficult or even impossible to construct, while
Generalized #SAT provides the flexibility necessary for a reduction from #2SAT.

1.2 Our Results: Constraint Graph Satisfiability
We show the applicability of our Generalized #SAT framework by using it to solve another
open problem: analyzing the complexity of counting solutions to the Constraint Graph
Satisfiability (CGS) problem [3]. A constraint graph is a graph, usually 3-regular, together
with edge weights of 1 and 2, also referred to as edge colors red and blue respectively. Given
such a constraint graph, the goal in CGS is to find an orientation of the graph (direction
of the edges) such that every vertex has a total incoming weight of at least 2. Constraint
graphs are the foundation of Nondeterministic Constraint Logic (the reconfiguration version
of CGS according to edge reversals), which is a popular framework for proving puzzles and
games PSPACE-hard [3]. CGS was shown NP-complete over 15 years ago [3, Section 5.1.3],
but the complexity of its counting problem remained unsolved.

In Section 4, we prove that CGS is ASP-complete in general, implying #P-completeness
of #CGS. Then we analyze subproblems of #CGS, where the graph is restricted to only
certain vertex and edge types, providing an almost-complete complexity characterization for
these various subproblems, as summarized in Table 1. Specifically, there are three interesting
degree-3 vertices in CGS:
1. maj (majority) vertices have three incident red edges (at least two of which must point

in to reach an incoming weight of 2);
2. or vertices have three incident blue edges (at least one of which must point in); and
3. and vertices have two incident red edges and one incident blue edge (where the blue edge

can point out only if both red edges point in).
The original NP-completeness proof of CGS [3, Theorem 5.4] uses just and and or vertices
(while other Constraint Logic proofs in [3] use maj vertices, under the name “choice”). In
addition to restricting to an arbitrary subset of these vertex types, we can consider two types
of edges. In matching edge weights, each edge is uniformly red or blue, so both endpoints
view the edge as having the same weight. In arbitrary edge weights, we allow an edge to
have red/weight 1 at one endpoint and blue/weight 2 at the other endpoint. In [3], the latter
type of edge is called a “red-blue conversion”. While red-blue conversion can be simulated
with matching edge weights [3, Figure 2.4] this simulation is not parsimonious, so for our
analysis the problems differ.

▶ Conjecture 1. There exists no 𝑐-monious red-blue conversion gadget unless #P = FP.

Fortunately, most reductions from Constraint Logic or CGS do not care whether edge
weights are matching. Only vertex gadgets depend on their incident edge colors, while there
is only one distinct edge gadget independent of color. Thus, arbitrary edge weights are of
primary interest, and in this case, we provide a complete characterization of complexity. We
start by showing that CGS with only and vertices can be reduced from Generalized #SAT
to show #P-hardness, while the decision problem is easy. If we have only maj vertices, then
even counting is easy. (We leave open the case of only or vertices.) Next, we show that
when allowing all three vertex types, we can design a parsimonious reduction from Exactly
1-in-3 SAT, proving ASP- and #P-completeness. By a slight modification, the reduction
can be made 𝑐-monious with only ands and ors, achieving #P-completeness in this case.
Finally, for all pairs of vertex types, we show that counting is easy.
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Table 1 Known and new results for Constraint Graph Satisfiability (CGS). The first three
columns indicate allowed gadgets (✓). The fourth column specifies whether edge weights must be
matching at either endpoint, or whether they can be arbitrary on either end (equivalently, allowing
red-blue conversions). ASP-c(omplete) means that the reduction is parsimonious, which implies
#P-c(ompleteness) as well. All hardness results except Theorem 19 can be encoded as planar graphs.

and or maj Edge Weights CGS #CGS

✓ ✓ ✓ Arbitrary NP-c [3] ASP-c (Thm. 15)
✓ ✓ ✓ Matching NP-c [3] (open)
✓ ✓ × Arbitrary NP-c [3] #P-c (Thm. 11)
✓ ✓ × Matching NP-c [3] (open)
× ✓ ✓ Arbitrary P (Thm. 17) #P-c (Thm. 19)
× ✓ ✓ Matching P (Thm. 17) (open)
✓ × ✓ Arbitrary P (Thm. 18) #P-c (Thm. 11)
✓ × ✓ Matching P (Thm. 18) FP (Thm. 21)
✓ × × Arbitrary P (Thm. 18) #P-c (Thm. 11)
✓ × × Matching P (Thm. 18) FP (Thm. 12)
× ✓ × (Matching) P (Thm. 17) #P-c [1]
× × ✓ (Matching) P (Thm. 17) FP (Thm. 13)

Most of our hardness results hold when restricted to planar constraint graphs, making
them particularly amenable for reductions to games and puzzles. The only exception is the
case of or and maj vertices with arbitrary edge weights, for which we have been unable to
build a crossover gadget.

2 Preliminaries

2.1 Generalized #SAT
We define Generalized #SAT as follows. Each version of Generalized #SAT is specified
by a clause type, a nonnegative integer function 𝑓 : {0, 1}𝑘 → Z≥0, which describes the
number of ways a given assignment of 𝑘 literals satisfies the clause. We allow negations of
variables, denoted with a bar (like 𝑥), to be used freely in clauses. An input to Generalized
#SAT consists of a number 𝑛, the number of variables (denoted 𝑥 = (𝑥1, . . . , 𝑥𝑛)), and a set
of 𝑚 clauses 𝐶 = {𝜙1, . . . , 𝜙𝑚}. Each 𝜙𝑖 is a 𝑘-tuple of literals, like (𝑥𝑖1 , 𝑥𝑖2 , . . . , 𝑥𝑖𝑘 ). Let 𝑥𝜙

denote the restriction of a variable assignment 𝑥 to the variables in a clause 𝜙. The goal is
to compute the number of ways to satisfy all clauses:∑︁

(𝑥1 ,...,𝑥𝑛 ) ∈{0,1}𝑛

∏
𝜙∈𝐶

𝑓 (𝑥𝜙). (1)

Previous work has proved that #2SAT [13] and #Max Cut [8] are #P-complete.

2.2 Constraint Graph Satisfiability
A constraint graph node (𝐸,𝑊, 𝑐) consists of a set 𝐸 of incident edges, an assignment
𝑊 of nonnegative weights to the edges, and a lower bound 𝑐 on the total incoming weight.
Usually we restrict edge weights to either 1, which we call red, or 2, which we call blue. A
constraint graph 𝐺 is a set of constraint graph nodes and edges, where each edge appears
in exactly two nodes. A configuration of 𝐺 is an assignment of directions to the edges such
that, for each node (𝐸,𝑊, 𝑐), the total weight of incoming edges among 𝐸 is at least 𝑐.



MIT Hardness Group 51:5

AND: 

OR: 

MAJ :

AND:

OR:

RED-BLUE conversion :

RED-RED crossover (gadget, see Figure 5 ):

Figure 1 Overview of the Constraint Graph Satisfiability node types and, or, maj, and red-blue
conversion, as well as their allowed edge orientations. Thereby the total in-weight has to be at
least 2 (except for red-blue conversion), achievable by a single blue in-edge (weight 2) or two red
in-edges (two times weight 1). The crossover gadget internally uses and, or, maj, and red-blue
conversion, as depicted in Figure 5.

▶ Problem 1 (Constraint Graph Satisfiability (CGS)). Given a constraint graph 𝐺 does there
exists a legal configuration?

▶ Problem 2 (Counting Constraint Graph Satisfiability (#CGS)). Given a constraint graph 𝐺,
how many legal configurations of 𝐺 exist?

The definitions above are more general than the standard definitions [3]. In particular,
they allow the notion of edge weight to be local to a vertex, instead of being specified at the
graph level. If an edge can have different weights at each end, we call the problem arbitrary
edge weights, while if an edge is required to have the same weight at both ends, we call
the problem matching edge weights. Equivalently, we can think of arbitrary edge weights
as equivalently allowing for a red-blue conversion gadget – an edge that is red on one end
and blue on the other.

In the standard formulation of constraint graph satisfiability, three types of degree-3
vertices: and, or, and maj. Figure 1 gives an overview of these types and all allowed edge
orientations. An and vertex has two red edges and one blue edge, so it is satisfied only when
both red edges are in-edges or the blue edge is an in-edge. Therefore, it mimics a boolean
and, where if both red edges are inward, then the vertex is “true” (the blue edge can be
outward) and otherwise, it is “false” (the blue edge must be inward). An or vertex has three
blue edges, so it is satisfied as along at least one edge is inward, similar to a boolean or. A
maj vertex has only red edges, so it is only satisfied if at least two (the majority) of its three
edges are inward.

CGS is also a special case of Graph Orientation [4] where the valid configurations are
shown in Figure 1.

In many cases, we would like the constraint graph to be planar. A useful tool for this is
a crossing vertex allows us to build non-planar graph out of planar graphs. If two edges
cross, we put a crossing vertex at their intersection point. This vertex mimics the standard
crossover gadget used in graph reductions.

3 Generalized #SAT Dichotomy

In this section we outline our size-2 dichotomy results. We begin with some definitions that
help describe the easy cases. Throughout this section, we let 𝑓 : {0, 1}2 → Z≥0 be a 2-variable
clause type.
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▶ Definition 2. 𝑓 is factorable if there exist functions 𝑔 and ℎ such that 𝑓 (𝑥, 𝑦) = 𝑔(𝑥)ℎ(𝑦)
for all (𝑥, 𝑦) ∈ {0, 1}2.

▶ Definition 3. 𝑓 is 2-color if either 𝑓 (0, 0) = 𝑓 (1, 1) = 0 or 𝑓 (0, 1) = 𝑓 (1, 0) = 0.

Our main theorem of this section is the following dichotomy result.

▶ Theorem 4 (Dichotomy Theorem). Generalized #SAT with a single 2-variable clause type
𝑓 is in FP if 𝑓 is either factorable or 2-color. Otherwise, it is #P-complete.

3.1 Easy Cases
First, we describe polynomial-time algorithms for the factorable and 2-color cases.

▶ Lemma 5. If 𝑓 is factorable, Generalized #SAT can be solved in polynomial time.

Proof. Let 𝑓 (𝑥, 𝑦) = 𝑔(𝑥)ℎ(𝑦). The product
∏

𝜙∈𝐶 𝑓 (𝑥𝜙) can be expanded as a prod-
uct of 𝑔s and ℎs,

∏
𝜙∈𝐶 𝑓 (𝑥𝜙) =

∏𝑛
𝑖=1 𝑔(𝑥𝑖)𝑎𝑖𝑔(𝑥𝑖)𝑏𝑖 ℎ(𝑥𝑖)𝑐𝑖 ℎ(𝑥𝑖)𝑑𝑖 , for some exponents

𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 , 𝑑𝑖. The sum of this expression over all (𝑥1, . . . , 𝑥𝑛) ∈ {0, 1}𝑛 is equal to∏𝑛
𝑖=1

∑
𝑥𝑖∈{0,1} 𝑔(𝑥𝑖)𝑎𝑖𝑔(𝑥𝑖)𝑏𝑖 ℎ(𝑥𝑖)𝑐𝑖 ℎ(𝑥𝑖)𝑑𝑖 , which can be evaluated in polynomial time. ◀

▶ Lemma 6. If 𝑓 is 2-color, Generalized #SAT can be solved in polynomial time.

Proof. Each clause 𝜙 = 𝑓 (𝑥, 𝑦) ∈ 𝐶 forces 𝑥 and 𝑦 to be either equal to each or not
equal to each other. Consider a graph on 𝑛 nodes one for each variable, and add an edge
between 𝑥 and 𝑦 for all 𝜙 ∈ 𝐶. Within each connected component of this graph, fixing an
assignment to any one variable forces all the others. There are at most 2 ways to satisfy each
connected component, and the answer is the product of the answers for each component
independently. ◀

3.2 Hardness
Next, we prove that all remaining cases are #P-complete, we will show that all hard clause
types reduce to one of the two following cases.

▶ Definition 7 (2SAT-like). 𝑓 is 2SAT-like if 𝑓 (0, 0) = 0, 𝑓 (0, 1) = 𝑓 (1, 0) = 𝑎 > 0,
𝑓 (1, 1) = 𝑏 > 0.

▶ Definition 8 (Max-Cut-like). 𝑓 is Max-Cut-like if 𝑓 (0, 0) = 𝑓 (1, 1) = 𝑎 > 0, 𝑓 (0, 1) =
𝑓 (1, 0) = 𝑏 > 0, 𝑎 ≠ 𝑏

▶ Lemma 9. If 𝑓 is 2SAT-like, then Generalized #SAT is #P-complete.

Proof. We reduce from #2SAT. For each clause 𝜑 = 𝑥∨𝑦 in the #2SAT instance (where 𝑥 and
𝑦 are literals), add a unique new variable 𝑧 and three clauses 𝜙1, 𝜙2, 𝜙3 = 𝑓 (𝑥, 𝑦), 𝑓 (𝑥, 𝑧), 𝑓 (𝑦, 𝑧)
to the generalized #SAT formula. The number of ways to satisfy the clause is 0 if 𝑥 ∨ 𝑦 is
false and 𝑎2𝑏 otherwise:

If (𝑥, 𝑦) = (0, 0), 𝑓 (0, 0) = 0, so 𝑓 (𝑥, 𝑦) 𝑓 (𝑥, 𝑧) 𝑓 (𝑦, 𝑧) = 0.
If (𝑥, 𝑦) = (0, 1) or (1, 0), then

∑
𝑧∈{0,1} 𝑓 (𝑥, 𝑦) 𝑓 (𝑥, 𝑧) 𝑓 (𝑦, 𝑧) = 𝑓 (𝑥, 𝑦)∑𝑧∈{0,1} 𝑓 (0, 𝑧) 𝑓 (1, 𝑧)

= 𝑎2𝑏.
If (𝑥, 𝑦) = (1, 1), then

∑
𝑧∈{0,1} 𝑓 (𝑥, 𝑦) 𝑓 (𝑥, 𝑧) 𝑓 (𝑦, 𝑧) = 𝑓 (𝑥, 𝑦)∑𝑧∈{0,1} 𝑓 (0, 𝑧) 𝑓 (0, 𝑧) = 𝑎2𝑏.

Therefore, this reduction is (𝑎2𝑏)𝑚-monious, where there are 𝑚 clauses in the #2SAT instance,
so Generalized #SAT is #P-complete. ◀
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▶ Lemma 10 (Max-Cut-like). If 𝑓 is Max-Cut-like, Then Generalized #SAT is #P-complete.

Proof. We reduce from #Max Cut. Let the input of a #Max Cut instance be a graph
𝐺 = (𝑉, 𝐸), and calculate the number 𝑀 := 1 + ⌈logmax(𝑎/𝑏,𝑏/𝑎) (2 |𝑉 | )⌉ ∈ 𝑂 ( |𝑉 |). Associate a
boolean variable to each vertex in 𝑉 . For each edge (𝑥, 𝑦) ∈ 𝐸, add 𝑀 clauses of the form
𝑓 (𝑥, 𝑦) 𝑓 (𝑥, 𝑦). The answer to this Generalized #SAT instance is

𝑁 :=
∑︁

𝑆⊔𝑇=𝑉
𝑏𝑀cut(𝑆,𝑇 )𝑎𝑀 ( |𝐸 |−cut(𝑆,𝑇 ) ) =

|𝐸 |∑︁
𝑐=0

𝑘𝑐𝑏
𝑀𝑐𝑎𝑀 ( |𝐸 |−𝑐) ,

where cut(𝑆, 𝑇) := #{(𝑢, 𝑣) ∈ 𝐸 | 𝑢 ∈ 𝑆, 𝑣 ∈ 𝑇} and 𝑘𝑐 := #{(𝑆, 𝑇) | 𝑆 ⊔ 𝑇 = 𝑉, cut(𝑆, 𝑇) = 𝑐}.
Note that 0 ≤ 𝑘𝑐 ≤ 2 |𝑉 | and the ratios of adjacent coefficients 𝑏𝑀𝑐𝑎𝑀 ( |𝐸 |−𝑐)

𝑏𝑀 (𝑐+1) 𝑎𝑀 ( |𝐸 |− (𝑐+1) ) =
(
𝑎
𝑏

)𝑀 differ
by more than 2 |𝑉 | . Therefore, it is possible to exactly extract all the numbers {𝑘𝑐}0≤𝑐≤ |𝐸 |
from 𝑁, and the answer to #Max Cut is 𝑘max(𝑐 : 𝑘𝑐>0) . ◀

3.3 Main Dichotomy Result
We now present the complete proof of our size-2 dichotomy, based on our four clause types
each defined in relevant theorems, factorable, 2-colorable for easy cases, and #2SAT-like and
Max-Cut-like for the hard cases.

Proof of Theorem 4. If 𝑓 is factorable or 2-colorable, Generalized #SAT is in FP by Lemma
5 or Lemma 6. Suppose 𝑓 is not one of these cases. Then at most one of the values 𝑓 (𝑥, 𝑦)
for (𝑥, 𝑦) ∈ {0, 1}2 can be 0.

If one of these values is 0, we reduce from Lemma 9. By negating one or both arguments
of 𝑓 , without loss of generality we let 𝑓 (0, 0) = 0 and 𝑓 (0, 1), 𝑓 (1, 0), 𝑓 (1, 1) > 0. Replace
each 2SAT-like clause 𝑓2 (𝑥, 𝑦) with two clauses, 𝑓 (𝑥, 𝑦) 𝑓 (𝑦, 𝑥).

If none of these values is 0, we reduce from Lemma 10. Replace each Max-Cut-like clause
with two clauses, 𝑓 (𝑥, 𝑦) 𝑓 (𝑥, 𝑦). ◀

4 Counting Constraint Graph Configurations (#CGS)

Having established the generalized #SAT dichotomy, we now use these results as a tool to
prove hardness of #CGS. Specifically, we establish the many results of Table 1, which we hope
will enable further use of CGS for many puzzles and games. First, we establish easy cases with
single vertex types and also prove that this problem is already #P-complete on graphs using
and nodes with general edge weights. Then, in Section 4.2 we prove ASP-hardness when
allowed all three vertex types – and, or, and maj– and general edge weights. Finally we
restrict the set of allowed vertex types, and present bounds and complexity characterizations
when counting solutions is hard.

4.1 Constraint Graphs with a Single Vertex Type
We show that #CGS on graphs with just and vertices in #P-complete with general edge
weights. But if we enforce matching edge weights, then #CGS is in FP. We also show that
for just maj vertices, #CGS is in FP. (Because maj vertices have just one edge type, the
notion of matching or general edge weights is irrelevant.)

To show that and vertices with general edge weights is #P-complete, we reduce from
#SAT. In the following, we design a (parsimonious) variable gadget for every variable 𝑥, as
depicted in Figure 2. The gadget uses 𝑂 (𝑘) nodes where 𝑘 is the number of times 𝑥 appears,

ISAAC 2024



51:8 Easier Ways to Prove Counting Hard: A Dichotomy for Generalized #SAT

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Variable gadget (left) showing an equal number of positive and negative variable
occurrences. Using red-blue conversion vertex types, we can construct an odd number of out-going
edges (right). Note that at most one red-blue conversion is needed (in case of different parity of 𝑥
and ¬𝑥 occurrences), as 𝑥’s and ¬𝑥’s can be linked by a red edge (depicted above).

thus each vertex functions as a literal, with the edge orientation propagating the value. Every
variable occurrence is thereby connected to an and node such that if the edge is directed
towards 𝑥 (¬𝑥) the literal 𝑥 (¬𝑥) evaluates to true. By construction, the variable gadget has
only two legal edge orientations. One of which is shown in Figure 2 (𝑥 is true), the other
configuration is its complement, where all edges are inverted (𝑥 is false).

This gadget and Section 3 are sufficient ingredients to establish the following tight result.

▶ Theorem 11 (#P-Hardness). Counting with just and is #P-complete if we do not enforce
matching edge weights.

Proof. We reduce from 2SAT-like Generalized #SAT with clause type 𝑓 (𝑥, 𝑦) = 𝑥 + 𝑦 (see
Lemma 9) and construct a #CGS instance as follows. We reuse the variable gadget of
Figure 2. However, the clause gadget for a binary clause 𝑐 = (ℓ ∨ ℓ′) (ℓ, ℓ′ are two distinct
literals) is simply a red edge connecting literal ℓ to literal ℓ′. Indeed, by construction, the
clause gadget requires that the edge is directed either to ℓ (i.e. ℓ is true) or to ℓ′ (i.e. ℓ′ is
true). Consequently, if both ℓ and ℓ′ are true, clause 𝑐 is considered with weight 2, as we can
always direct the edge from ℓ to ℓ′ or from ℓ′ to ℓ. This is as required by Equation (1), which
coincides with the number of CGS solutions of the constructed instance and establishes the
result. ◀

This result immediately works for planar graphs as well, as in Lemma 9 we can alternatively
reduce from planar (monotone) #2SAT, which is #P-complete [11]. This result is tight, as
the counting problem #CGS is easy for just and nodes if we enforce matching edge weights.

   

Figure 3 and vertices must pair along blue edges if matching edge weights are enforced.

▶ Theorem 12. #CGS with just and with matching edge weights is in FP.

Proof. Note that since matching edge weights is enforced, each and vertex must pair off
with exactly one other and vertex. They connect to each other via their blue input and form
a “super-vertex” with four red inputs/outputs (Figure 3). For any such pair of and vertices,
𝐴 and 𝐵, clearly, their shared blue edge can only be directed into one of them. Without
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loss of generality, assume it is directed into 𝐴. Then, for 𝐵 to be satisfied, the red edges
of 𝐵 must point into itself. Note that this implies each degree 4 super-vertex must have
in-degree at least 2. Our assumption of the blue edge pointing into 𝐴 fixes the direction of
the red edges of 𝐵. It also forces that the red edges of 𝐴 must point outwards. Assume one
of 𝐴’s red edges points inwards; this super vertex has in-degree 3. This implies there must be
some other corresponding super vertex with an in-degree of exactly 1, which is unsatisfied.
Therefore, for any pair of and vertices, if we set the direction of their shared blue edge, the
direction of their red edges is forced, and those edges then force the direction of the edges
of other pairs of ands, and so forth. Therefore, a connected graph of and vertices with
matching edge weights has either no solutions or two solutions (we can reverse the edges of
one solution to get a second). Hence, for a graph of and vertices with matching edge weights
with 𝑘 connected components, the number of solutions is either 0 or 2𝑘 . ◀

Additionally, #CGS on a graph of just maj vertices is also in P, by a relatively simple
proof that such a graph is never satisfied.

▶ Theorem 13. #CGS with just maj is in FP.

Proof. maj vertices require an in-degree of 2 to be satisfied. However, a graph of only maj
vertices is 3-regular. Therefore, the average in-degree is exactly 1.5 so at least one vertex
must have in-degree less than two. Therefore, there are always 0 solutions. ◀

For the case of only ORs, an equivalent version of #3SAT was shown to be #P-complete [1].
We can view each OR vertex as a 3CNF clause and each edge as a variable that appears
once with each sign, i.e., for each variable 𝑥, there exists exactly one 𝑥 literal and exactly
one 𝑥 literal in the formula.3

▶ Theorem 14 ([1]). #CGS with just or is #P-complete even when restricted to planar
graphs.

4.2 Parsimonious Reduction from #1-in-3SAT to #CGS
First, we discuss a parsimonious reduction that uses and, or, maj, and red-blue conversion
vertex types. This reduction then yields ASP-hardness for CGS, which makes this formalism
a perfect tool to prove that for puzzles and games, finding a second solution is still hard. To
this end, we directly reuse the variable gadget of Figure 2. Figure 4 (left) depicts the clause
gadget for the clause 𝑥 ∨ ¬𝑦 ∨ 𝑧, which works via the three 1-in-3SAT cases. Both gadgets
are then used in the reduction below.

▶ Theorem 15 (ASP-hardness). The another-solution problem for CGS is ASP-hard, even if
restricted to the vertex types and, or, and maj.

Proof. The reduction consisting of variables gadgets (Figure 2) and clause gadgets (Figure 4)
is correct. By construction, the variable gadget for a variable 𝑥 in Figure 2, which is attached
at the bottom, prevents that there are both outgoing 𝑥 and ¬𝑥 edges (simultaneously).
The clause gadget for a clause 𝑐 shown in Figure 4 ensures that precisely one of the cases
𝑐1, 𝑐2, 𝑐3 holds. Indeed, each pairwise combination of the three cases is by construction
contradicting. However, in a solution every edge direction is pinned down as either the
case 𝑐𝑖 holds (outgoing blue edge, which requires all outgoing red edges towards 𝑐𝑖), or

3 This version of #3SAT is named #Pl-Rtw-Opp-3CNF.
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Figure 4 Clause gadget (left), where for a 1-in-3SAT clause of the form 𝑐 = 𝑥 ∨ ¬𝑦 ∨ 𝑧 we
parsimoniously preserve solutions by expressing three cases (terms) 𝑐1 = (𝑥 ∧ (𝑦 ∧ ¬𝑧)), 𝑐2 =

(¬𝑦 ∧ (¬𝑥 ∧ ¬𝑧)), 𝑐3 = (𝑧 ∧ (¬𝑥 ∧ 𝑦)), where the first literal of each 𝑐𝑖 is the one from 𝑐 being true
(and the two remaining literals occur negated in 𝑐). Indeed these three cases allow us to preserve a
bijective relationship between 1-in-3SAT solutions and satisfying edge orientations. However, it is
crucial that the brackets are precisely as above, as this pins down edge orientations for maj vertex
types connected to 𝑐𝑖 . Roughly, in 𝑐𝑖 the literals of 𝑐 that are supposed to be false are connected by
a maj vertex. If we replace the maj vertices by and vertices (right), the orientation of the dark red
edges is free. While this does not preserve parsimony, for 𝑚 clauses the reduction is still 4𝑚-monious.

there is precisely one outgoing edge of the maj vertex. Indeed, by construction the pairwise
intersections of literals in 𝑐𝑖, 𝑐 𝑗 for 𝑖 ≠ 𝑗 are of size 1. Hence, if 𝑐 𝑗 does not hold then
exactly one of the two literals of 𝑐 𝑗 that are negated in 𝑐 are true. This literal therefore is a
predecessor of the maj vertex attached to 𝑐 𝑗 .

Since this reduction is parsimonious and 1-in-3SAT is ASP-hard [15], we conclude the
result. ◀

Observe from the variable gadget in Figure 2 that if for every variable 𝑥, the number
of occurrences of 𝑥 and ¬𝑥 are identical, red-blue conversion vertex types are not needed.
However, if we do not use maj vertex types, we need red-blue conversion in the clause
gadget, as depicted in Figure 4 (right). Further, this leaves 2 free edges per clause, resulting
in a reduction that is 22𝑚 = 4𝑚-monious.

Crossover Gadget for Planarity. Theorem 15 immediately works for planar graphs, since
we can construct a parsimonious crossover gadget as depicted in Figure 5 and eliminate all
crossings with a gadget.

▶ Corollary 16 (ASP-hardness for Planar CGS). The another-solution problem for CGS is
ASP-hard, even if restricted to planar graphs over the vertex types and, or, and maj.

Proof. Figure 5 depicts a planar red-red crossing gadget. Indeed we only need to eliminate
red-red crossings as there is no face completely built out of blue edges (see Figures 2 and 4).
Observe further that the gadget in Figure 5 is parsimonious, i.e., there is no free edge,
assuming the original north/south and east/west edges are fixed as well. Therefore the result
follows from Theorem 15. ◀

4.3 Constraint Graphs with Two Vertex Types
We now discuss what happens when our graph consists of exactly two vertex types. First,
we establish easiness for the decision problems. Then, we consider counting.
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Figure 5 Parsimonious red-red crossover gadget that consists of a leaky main part (left) that is
leaky in the sense that it still allows the case where both north/south vertices are directed inward and
east/west are directed outward. In order to fix this, one can add a degree-4-vertex type simulation
gadget (right), as shown. This gadget simulates a degree-4-vertex requiring a total in-flow of weight
at least 2 if there shall be out-flow (as depicted).

4.3.1 Decision Easiness
For the decision problem CGS we obtain the following easiness results.

▶ Theorem 17. CGS with or and maj is in P.

Proof. We may reduce from CGS over or and maj vertices to the Max Flow problem, which
is known to be in P. Each or vertex will be replaced by sink of weight 1 and each maj will
be replaced by a sink of weight 2. At the center of each edge add a source of weight 1.

A flow which satisfies all the sinks can be used to assign orientations on the edges of the
constraint graph. The direction taken by edges out of the source is in the direction of the
edge in the CGS solution. Since each sink has a weight equal to the number of incoming
edges needed by the constraint node each node will be satisfied. A set of edge orientation
which satisfy each edge can be used to assign the flow of each edge in the same way. ◀

▶ Theorem 18. CGS for and and maj is in P.

Proof. We reduce to 2-SAT, which is in P [5]. Note that an and vertex with inputs labeled
𝑏, 𝑟1, 𝑟2, where 𝑏 is its blue input, and 𝑟1, 𝑟2 are its red inputs, can be represented by
the boolean equation (𝑏) ∨ (𝑟1 ∧ 𝑟2) = (𝑟1 ∨ 𝑏) ∧ (𝑟2 ∨ 𝑏), where a variable is true if its
corresponding edge is directed into the vertex. Additionally, a maj vertex with inputs 𝑎, 𝑏, 𝑐

can be represented by (𝑎 ∧ 𝑏) ∨ (𝑎 ∧ 𝑐) ∨ (𝑏 ∧ 𝑐) = (𝑎 ∨ 𝑏) ∧ (𝑎 ∨ 𝑐) ∧ (𝑏 ∨ 𝑐). So each
vertex can be represented with a set of 2-SAT clauses. Note that each variable represents an
edge that connects two vertices. Therefore, each variable will only appear in sets of clauses
corresponding to the two vertices it is incident to. We negate a set of these literals so that
only one may be true to simulate the edge only pointing in one direction. Therefore we can
write any constraint graph of and and maj vertices as a 2-SAT formula. ◀

4.3.2 #CGS Hardness
In this section we show that, if we have exactly two vertex types (and/or, and/maj, or
or/maj) and do not enforce matching edge weights, then #CGS is hard.
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▶ Theorem 19 (#P-Hardness for Two Vertex Types). #CGS is #P-hard if we do not enforce
matching edge weights and are restricted to and/or vertices, and/maj vertices, or or/maj
vertices, with at least one vertex of each of the two types.

Note that #P-hardness for the cases including and vertices follows already from Theorem 11.
Consequently, it suffices to establish the following lemma.

▶ Lemma 20. #CGS with or and maj is #P-complete, even when there exists a connected
component which contains both vertex types.

Proof. We reduce from counting the number of perfect matchings in a 3-regular bipartite
graph (𝑉 = {𝑂⋃

𝑀}, 𝐸), which has been shown to be #P-hard [2]. We will replace one
partition of vertices 𝑂 with or vertices and the other 𝑀 with maj.

The set of edges in the matching correspond to edges directed from a node in 𝑀 to a
node in 𝑂. Each 𝑂 node requires edge pointed in to satisfy its inflow. Each 𝑀 node can only
be used in a single matching as it requires 2 edges pointed in. ◀

4.3.3 #CGS Easiness
However, with matching edge weights #CGS is in FP if we have two vertex types, one of
which must be maj. This further strengthens Theorems 17 and 18.

▶ Theorem 21 (Counting is easy maj). #CGS can be solved in polynomial time if we enforce
matching edge weights and are restricted to two vertex types, one of which is maj (either
maj/or or maj/and).

Each pair of vertices has a separate proof, hence we prove this theorem via the following
lemmas.

▶ Lemma 22. #CGS can be done in polynomial time if we enforce matching edge weights
and are restricted to only maj and or vertices, and there is a nonzero number of maj vertices.

Proof. Since we enforce matching edge weights, or and maj vertices cannot connect to each
other as or vertices only take blue inputs, and maj vertices only take red inputs. Therefore,
any constraint graph with or and maj will have multiple components, ones made up of only
or vertices and ones made up of only maj vertices. By Theorem 13, we know each maj
component can never be satisfied; hence, the number of solutions to CGS with only maj and
or vertices with matching edge weights is always 0. ◀

Note that in Lemma 22 we require the number of maj vertices to be nonzero as otherwise
the graph has only or vertices, which we leave an open problem, as discussed in section 4.1.

▶ Lemma 23. #CGS can be done in polynomial time if we enforce matching edge weights
and are restricted to only maj and and vertices.

Proof. By enforcing matching edge weights, an argument similar to Theorem 12 applies, as
maj vertices have no blue inputs; therefore, each and vertex must pair with another and
through a blue edge. Note that the average in-degree in each of these and pairs is ≥ 1.5.
Further, each maj vertex requires in-degree > 2 to be satisfied. Therefore, if a constraint
graph contains and and maj vertices, the average in-degree must be > 1.5, or else it is
not satisfied. But this is impossible; if the graph is 3-regular, the average in-degree is 1.5.
Hence, if there is a nonzero number of maj vertices, the number of solutions is 0. Otherwise
Theorem 12 applies and else the number of solutions is either again 0 or 2𝑘 where 𝑘 is the
number of components of the graph. ◀
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5 Conclusion and Future Work

In this work we presented a novel generalized #SAT framework as well as a dichotomy for
two variables. These results then serve as the basis for novel insights into the counting
complexity of graph orientation problems (constraint graph satisfiability), where we discuss
an almost-complete classification (see also Table 1). We expect that counting solutions to
constraint graph satisfiability (#CGS) is an interesting source to support the development
and characterization of challenging puzzles, riddles, and games. Indeed, given our insights we
expect many further insights into counting solutions and solving another-solution problems.

Based on our dichotomy result for 2-variable clauses, we conjecture that Generalized
#SAT is in FP if 𝑓 factors into a product of single-variable and 2-color functions, or it is a
multiple of an affine function, and is #P-complete in all other cases. Our understanding is
that for any given 𝑓 , it is probably not difficult to prove this via taking “slices” with fewer
variables, but we lack a systematic method to prove the dichotomy for all 𝑓 that does not
rely on ad-hoc casework.
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Abstract
Binary decision diagram (BDD) and zero-suppressed binary decision diagram (ZDD) are data
structures to represent a family of (sub)sets compactly, and it can be used as succinct indexes
for a family of sets. To build BDD/ZDD representing a desired family of sets, there are many
transformation operations that take BDDs/ZDDs as inputs and output BDD/ZDD representing the
resultant family after performing operations such as set union and intersection. However, except for
some basic operations, the worst-time complexity of taking such transformation on BDDs/ZDDs
has not been extensively studied, and some contradictory statements about it have arisen in the
literature. In this paper, we show that many transformation operations on BDDs/ZDDs, including
all operations for families of sets that appear in Knuth’s book, cannot be performed in worst-case
polynomial time in the size of input BDDs/ZDDs. This refutes some of the folklore circulated in
past literature and resolves an open problem raised by Knuth. Our results are stronger in that such
blow-up of computational time occurs even when the ordering, which has a significant impact on the
efficiency of treating BDDs/ZDDs, is chosen arbitrarily.
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1 Introduction

Combinatorial problems, i.e., the problems dealing with combinations of a set, frequently
arise in several situations such as operations research, network analysis, and LSI design.
In solving such problems, it is often convenient to consider the set of combinations, i.e.,
the family of (sub)sets. For example, many combinatorial optimization problems can be
formulated as selecting the best combination (subset) from the family of sets satisfying
constraints. However, the number of sets in a family is possibly exponential, precluding us
from explicitly retaining the family of sets.
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To alleviate this issue, we can use binary decision diagram (BDD) [2] or zero-suppressed
binary decision diagram (ZDD) [14] that is a variant of BDD. BDD and ZDD are data
structures that compactly represent a Boolean function and a family of sets, respectively.
Since a Boolean function f can be regarded as a family of sets by considering the set of
assignments of input Boolean variables that evaluates f to true, BDD can also be regarded
as a succinct representation of a family of sets. Moreover, they support many queries about
the represented family of sets, e.g., counting the number of sets and performing linear
optimization over the family. Thus, BDD and ZDD can be used as succinct indexes for a
family of sets.

BDDs and ZDDs also support a number of transformation operations. For example, when
we have two BDDs representing two families of sets, we can construct a BDD representing the
set union of them without extracting each set from the input families. Using such operations,
we can construct a BDD or a ZDD representing the desired family of sets. By collecting
such transformation operations, Minato [15] considered an algebraic system called unate cube
set algebra, whose element is a family of sets. After that, many operations were introduced,
and now the system is widely called family algebra, whose name was given by Knuth [13].
With the algorithms performing operations on BDDs and ZDDs, every operation in the
family algebra provides a useful way to construct a BDD or a ZDD representing the desired
family of sets in many applications. Many of these operations have been implemented in
standard BDD and ZDD manipulation packages [8, 18], and they are used in a wide range of
applications, including formal verification of circuits [7, 10], analyses of power distribution
networks [9, 19], and data mining [16].

However, the complexity of performing family algebra operations on BDDs and ZDDs has
not been well studied, except for basic set operations. This is because some operations require
complicated recursion procedures that make complexity analysis difficult. In particular,
revealing worst-case time complexity is important to us. If the worst-case time complexity is
large, it takes an unexpectedly long time to carry out even a single operation for certain
kinds of input. If so, we should pay attention to the possibility of such input when we use
BDDs and ZDDs as a way to implement the manipulation of families of sets. Therefore, we
investigated the worst-case time complexity of executing a single family algebra operation on
BDDs and ZDDs. Since it is known that, as described later, the sizes of a BDD and a ZDD
representing the same family of sets differ in only a linear factor, this paper mainly focused
on the complexity of ZDDs. After that, we mention the complexity on BDDs.

1.1 Related Work
Since the invention of ZDD [14], many family algebra operations have been proposed. Table 1
lists basic operations. As related work, we first describe the origins of these operations.

The first four operations in Table 1 are the most fundamental set operations set described
by Minato [14]. The join, quotient, and remainder operations appeared in Minato’s next
paper [15], where the join operation is called “product” because a join can be considered
to be the multiplication of two families when we view the union operation as an addition
operation. These operations are peculiar to the families of sets and also fundamental in
defining other family algebra operations. Later, the disjoint join and joint join operations
were proposed by Kawahara et al. [12] through an extension of the join; their usage is to
implicitly enumerate all of the subgraphs having a particular shape.

Restrict and permit operations were originally proposed by Coudert et al. [5], where they
were called SupSet and SubSet and used for solving set cover problems or performing logic
circuit minimization. The names “restrict” and “permit” come from a study by Okuno et
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Table 1 List of operations on family algebra.

Operation Definition Is polytime in DD sizes?
Union F ∪ G {S | S ∈ F ∨ S ∈ G} Yes [14]
Intersection F ∩ G {S | S ∈ F ∧ S ∈ G} Yes [14]
Difference F \ G {S | S ∈ F ∧ S /∈ G} Yes [14]
Symmetric difference F ⊕ G (F \ G) ∪ (G \ F) Yes [14]
Join F ⊔ G {F ∪ G | F ∈ F , G ∈ G} No (Theorem 7)∗

Disjoint join F ▷̇◁ G {F ∪ G | F ∈ F , G ∈ G, F ∩ G = ∅} No (Theorem 7)
Joint join F ▷̂◁ G {F ∪ G | F ∈ F , G ∈ G, F ∩ G ̸= ∅} No (Theorem 7)
Meet F ⊓ G {F ∩ G | F ∈ F , G ∈ G} No (Theorem 7)∗

Delta F ⊞G {F ⊕ G | F ∈ F , G ∈ G} No (Theorem 7)∗

Quotient F / G {S | ∀G ∈ G : S ∪ G ∈ F ∧ S ∩ G = ∅} No (Theorem 9)
Remainder F % G F \ (G ⊔ (F / G)) No (Theorem 9)
Restrict F △ G {F ∈ F | ∃G ∈ G : G ⊆ F } No (Theorem 10)∗

Permit F ⊘ G {F ∈ F | ∃G ∈ G : F ⊆ G} No (Theorem 10)
Nonsuperset F ↘ G {F ∈ F | ∀G ∈ G : G ⊈ F } No (Theorem 10)
Nonsubset F ↗ G {F ∈ F | ∀G ∈ G : F ⊈ G} No (Theorem 10)

Maximal F↑ {F ∈ F | ∀F ′ ∈ F : F ⊆ F ′ ⇒ F = F ′} No (Theorem 11)
Minimal F↓ {F ∈ F | ∀F ′ ∈ F : F ′ ⊆ F ⇒ F = F ′} No (Theorem 11)
Minimal hitting set F♯ {S | ∀F ∈ F : S ∩ F ̸= ∅}↓ No (Theorem 12)
Closure F∩ {

⋂
S∈F′ S | F ′ ⊆ F} No (Theorem 12)

∗Previous studies [17, 13] stated that they can be performed in worst-case polynomial time.

al. [17]. Later, nonsuperset, nonsubset, maximal, and minimal operations were introduced
by Coudert [4] to solve various optimization problems on graphs. Furthermore, meet,
delta, minimal hitting set, and closure operations were introduced by Knuth [13, §7.1.4
Ex.203,236,243] to solve various graph problems. Table 1 contains all of the transformation
operations for families of sets that appeared in Knuth’s book [13, §7.1.4 Ex. 203,204,236,243].

Compared to the operations themselves, the time complexity of performing them on ZDDs
has not been well investigated. Minato [14] proved that the first four operations in Table 1
can be performed in polynomial time with respect to the size of input ZDDs. However, the
complexity of a join operation, the most basic one among the rest, has not been fully clarified.
Knuth [13, §7.1.4 Ex. 206] claimed that join, as well as meet and delta, can be performed
in worst-case polynomial time, but this claim lacks proof. Conversely, Kawahara et al. [12]
suggested that join, as well as disjoint join and joint join, take worst-case exponential time,
again without proof. In addition to those reports, Okuno et al. [17] claimed that restrict
can be performed in polynomial time, but they used the unproven proposition that join can
be performed in polynomial time. Furthermore, Knuth [13, §7.1.4 Ex. 206] stated that the
worst-case complexity of the quotient operation was an open problem.

1.2 Our Contribution

In this paper, we prove that, for the operations in Table 1 aside from the first four operations,
there exist polynomial-sized ZDDs such that after taking the operation, the ZDD size becomes
exponential. For example, for the join operation, we prove that there exist sequences of
families of sets {Fm} and {Gm} such that the ZDD sizes representing Fm and Gm are
polynomial in m, while the ZDD size representing Fm ⊔ Gm is exponential in m. This result
implies that these operations cannot be performed in worst-case polynomial time with respect
to the size of input ZDDs. Thus, we refute the statement raised by Knuth [13] and Okuno et
al. [17] that join, meet, delta, and restrict can be performed in worst-case polynomial time.
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We also resolve the worst-case complexity of the quotient operation. Moreover, we also prove
that the operations in Table 1, except for the first four operations, cannot be performed in
polynomial time even when families are represented by BDDs. Since Table 1 contains all the
family algebra operations raised by Knuth [13], this paper concludes what kind of family
algebra operations can be performed in polynomial time on BDDs and ZDDs.

Our result is stronger in that the resultant BDD/ZDD’s size remains exponential for any
order of elements. BDD/ZDD structures follow a total order of the elements in the base set,
and it is known that this element order has a significant impact on the BDD/ZDD size. For
example, it is known that a multiplexer function can be represented in linear-sized BDD by
managing the ordering while its size becomes exponential when the ordering is terrible [13,
p.235]. However, we also prove that for the sequences used in proving the above, the resultant
BDD/ZDD’s size is exponential in m regardless of the order of elements. This suggests that
we cannot shrink the BDD/ZDD size after taking an operation by managing the element
order. Some famous BDD manipulation packages such as CUDD [18] implemented dynamic
reordering, the reordering of elements after executing operations to shrink the BDD/ZDD
size and thus increase the efficiency of BDD/ZDD manipulations. Nevertheless, our results
suggest that the worst-case complexity of carrying out operations cannot be polynomial,
even if we employ dynamic reordering.

Note that this follows the research line of Bollig [1] as follows. Yoshinaka et al. [20]
refuted Bryant’s conjecture, which is about the complexity of performing operations on BDDs,
but their counterexample was somewhat weak in that the order of elements they used was
unfavorable for BDD representations. Bollig [1] later resolved this issue by proposing simpler
counterexamples. Similar to this, our results imply that the exponential blow-up in taking
an operation on BDDs/ZDDs occurs not only when the order of elements is unfavorable but
also when it is good for BDD/ZDD representations.

From the viewpoint of applications, BDDs/ZDDs are usually built by applying multiple
family algebra operations in combination with some direct construction methods such as
Simpath [13] and frontier-based search [11], which are fixed-parameter tractable algorithms
with pathwidth. However, the number of required operations stays constant in many
applications. If every operation can be performed in polynomial time, we can enjoy the
polynomial time complexity in BDD/ZDD sizes even for these applications. However, our
results suggest this is not the case except for the first four operations. In addition, although
we rely on specific input examples to prove non-polynomial lower bounds, we later discuss
that such blow-up may occur for other input; the detailed discussions are in Section 3.5.
Therefore, our theoretical results have practical importance.

2 Preliminaries

2.1 Zero-suppressed Binary Decision Diagram
A zero-suppressed binary decision diagram (ZDD) [14] is a rooted directed acyclic graph
(DAG)-shaped data structure for representing a family of sets. First, we describe the structure
of ZDD. ZDD Z consists of node set N and arc set A, where the node set contains terminal
nodes ⊤, ⊥ and other internal nodes. Terminal nodes have no outgoing arcs, while every
internal node has two outgoing arcs called lo-arc and hi-arc. The nodes pointed by the lo-arc
and the hi-arc outgoing from a node n are called lo-child lo(n) and hi-child hi(n) of n. Every
internal node n is associated with an element called label that is denoted by lb(n). ZDDs
must follow the ordered property: Given a total order of elements <, the label of the parent
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Figure 1 (a) Example of a ZDD representing the family of subsets of {x1, . . . , x5} such that the
cardinality is less than 3. (b) Schematic of node sharing. (c) Schematic of zero suppression.

node must precede that of the child node, i.e., lb(n) < lb(lo(n)) and lb(n) < lb(hi(n)) must
hold for every internal node n. Note that the child node is always allowed to be a terminal
node. Finally, the size of a ZDD is defined by its number of nodes.

Next, we describe the semantics of ZDD.

▶ Definition 1. For ZDD node n, the family Fn of sets represented by n is defined as
follows. (i) If n = ⊤, then Fn = {∅}. (ii) If n = ⊥, then Fn = ∅. (iii) Otherwise,
Fn = Flo(n) ∪ ({{lb(n)}} ⊔ Fhi(n)). Furthermore, the family of sets represented by Z is that
represented by root node r, where the root node is the only node having no incoming arcs.

Note that {∅} and ∅ are different families; the former is the family consisting of only an
empty set, while the latter is the family containing no set. For example, Figure 1a is the
ZDD representing the family of subsets of {x1, . . . , x5} whose cardinality is less than 3. Solid
and dashed lines represent hi- and lo-arcs, and the element inside a circle indicates its label.

Without restrictions on the structure, there exist many ZDDs representing the same
family of sets. However, by imposing restrictions, we can obtain a canonical ZDD, i.e., an
identical ZDD structure, for every family of subsets. This canonical form is called reduced
ZDD, and a reduced ZDD can be obtained from any ZDD by repetitively applying the
following two rules. The first rule is node sharing: If there exist two nodes n and m whose
lo-child, hi-child, and label are equal, we merge these two nodes into one (Figure 1b). The
second rule is zero suppression: If there exists a node n whose hi-child is ⊥, we eliminate n
and let all of the arcs pointed to n also point to hi(n) (Figure 1c). In the reduced ZDD, no
node can be eliminated by applying the above two rules. Since applying these rules strictly
decreases the size of ZDD, i.e., the number of nodes, we can deduce that the reduced ZDD
of a family F is the smallest ZDD representing F given the total order < of elements. The
size of the reduced ZDD of the family F , given the total order <, is denoted by Z<(F). If it
is clear from the context, we omit < and simply write it as Z(F).

We briefly compare ZDDs with BDDs. BDD [2] has the same structure (syntax) as ZDD,
although its semantics is slightly different. BDDs also follow the ordered property and have
the smallest canonical form called reduced BDD. Given the total order < of elements, the size
of the reduced BDD of the family F is denoted by B<(F). The following is a famous result.

▶ Lemma 2 ([13, Eq. (126)]). For any family F of subsets of a set of n elements and any
order < of elements, B<(F) = O(nZ<(F)) and Z<(F) = O(nB<(F)).

2.2 Family Algebra Operations on ZDDs
In this section, we explain how the family algebra operations are performed using ZDDs and
point out what makes the difference between the basic set operations (union, intersection,
difference, and symmetric difference) and the other operations.
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As explained in Section 2.1, ZDD represents a family of sets in a recursive manner. Let us
consider the situation in which there are two ZDDs whose root nodes are n and m and lb(n) =
lb(m) = x. Then, the family of sets represented by them are Fn = Flo(n) ∪ ({{x}} ⊔ Fhi(n))
and Fm = Flo(m) ∪ ({{x}} ⊔ Fhi(m)). The union of them is

Fn ∪ Fm = [Flo(n) ∪ Flo(m)] ∪ [{{x}} ⊔ (Fhi(n) ∪ Fhi(m))]. (1)

This means that the ZDD representing Fn ∪ Fm can be described as follows: The root node’s
label is x, its lo-child represents Flo(n) ∪ Flo(m), and its hi-child represents Fhi(n) ∪ Fhi(m). If
lb(n) < lb(m), we have a simpler recursion:

Fn ∪ Fm = [Flo(n) ∪ Fm] ∪ [{{lb(n)}} ⊔ (Fhi(n) ∪ Fm)]. (2)

The case of lb(m) < lb(n) can be handled in the same way. By recursively expanding Fn∪Fm by
(1) and (2), we eventually reach terminal nodes where the union is trivial, e.g., F⊥ ∪F⊤ = {∅}.
Therefore, by caching the resultant ZDD nodes of Fn′ ∪ Fm′ , where n′ and m′ are the child
nodes of n and m, respectively, we can efficiently compute the ZDD representing Fn ∪ Fm.
With the cache, one can show that we can build a ZDD representing the union of two ZDDs
in a time proportional to the product of input ZDD sizes. The intersection, difference, and
symmetric difference operations can be handled in almost the same way.

The other operations can also be performed in a recursive manner. However, the
recursion becomes more complicated. Let us consider, for example, the join operation. When
lb(n) = lb(m) = x, the join becomes

Fn ⊔ Fm =[Flo(n) ∪ ({{x}} ⊔ Fhi(n))] ⊔ [Flo(m) ∪ ({{x}} ⊔ Fhi(m))]
=[Flo(n) ⊔ Flo(m)] ∪ [Flo(n) ⊔ ({{x}} ⊔ Fhi(m))]∪

[({{x}} ⊔ Fhi(n)) ⊔ Flo(m)] ∪ [({{x}} ⊔ Fhi(n)) ⊔ ({{x}} ⊔ Fhi(m))]
=[Flo(n) ⊔ Flo(m)] ∪ [{{x}} ⊔ (Flo(n) ⊔ Fhi(m))]∪

[{{x}} ⊔ (Fhi(n) ⊔ Flo(m))] ∪ [{{x}} ⊔ (Fhi(n) ⊔ Fhi(m))]
=[Flo(n)⊔Flo(m)]∪[{{x}} ⊔ ((Flo(n)⊔Fhi(m)) ∪ (Fhi(n)⊔Flo(m)) ∪ (Fhi(n)⊔Fhi(m)))].

(3)

Here, the second equality holds because join distributes over the union. This means that we
should build a ZDD where the root node’s lo-child represents Flo(n) ⊔ Flo(m) and its hi-child
represents (Flo(n) ⊔ Fhi(m)) ∪ (Fhi(n) ⊔ Flo(m)) ∪ (Fhi(n) ⊔ Fhi(m)). Thus, in the recursion, we
should also compute the union ∪ of families, which also needs a recursion like that above.
Another example is the restrict operation. Restrict can be computed as

Fn △ Fm =[Flo(n) △ Flo(m)] ∪ [{{x}} ⊔ (Fhi(n) △ (Flo(m) ∪ Fhi(m)))]. (4)

Thus, it is also necessary to compute the union of families as well as restrict.
Compared to the simple recursion for the computation of basic set operations, the

complexity of such “double recursion” procedures are difficult to analyze.

3 Blow-Up Operations

3.1 High-Level Idea
As described in Section 2.2, the ZDD size after performing union or intersection can be
bounded by the product of the sizes of operand ZDDs, i.e., Z(F ∪ G) = O(Z(F)Z(G)) and
Z(F ∩ G) = O(Z(F)Z(G)). Thus, the ZDD of the union or intersection of two ZDDs remains
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polynomial-sized when the operand ZDDs have polynomial size. However, this does not hold
for a non-constant number of ZDDs: even if Z(Fk) = O(poly(m)) for k = 1, . . . , m, both
Z(
⋃m

k=1 Fk) and Z(
⋂m

k=1 Fk) may become exponential in m.
We use such families to constitute examples of blow-up. More specifically, for each

operation, we constitute an example such that performing this operation incurs the union
or intersection of multiple families. Since we prove that the reduced ZDD representing the
result of an operation will become exponential in size, we can confirm that any algorithm for
computing the resultant ZDD incurs worst-case non-polynomial complexity. Combined with
concrete instances, we prove that the worst-case complexity of family algebra operations is
lower-bounded by an exponential factor.

We use the specific families of sets, hidden weighted bit function and permutation function,
as explained below. Note that they are called “function” because they are originally defined
as a Boolean function, but we here describe them as equivalent families of sets.

▶ Definition 3. A hidden weighted bit function Hm is a family of sets defined as {S ⊆
{y1, . . . , ym} | y|S| ∈ S}.

The hidden weighted bit function Hm can be represented as a union of elementary families.
Define Em,k := {S ⊆ {y1, . . . , ym} | |S| = k, yk ∈ S}, i.e., Em,k consists of the subsets of
{y1, . . . , ym} where the cardinality is k and yk is contained. Then, Hm =

⋃m
k=1 Em,k. It

can be easily verified that the size of the ZDD representing Z(Em,k) is O(m2) for any order
of elements (see Section 3.4). However, it is known that the ZDD representing Hm must
become exponential in size.

▶ Theorem 4 ([3]). For any order < of elements, B<(Hm) = Ω(2m/5). Thus, by Lemma 2,
Z<(Hm) = Ω(2m/5/m).

▶ Definition 5. A permutation function Pm is a family of subsets of {y1, . . . , ym2} such that
(i) there is exactly one element from ym(i−1)+1, ym(i−1)+2, . . . , ym(i−1)+m for i = 1, . . . , m, and
(ii) there is exactly one element from yj , ym+j , . . . , ym(m−1)+j for j = 1, . . . , m.

The permutation function Pm is equivalent to the set of permutations: For S ⊆ {y1, . . . , ym2},
we associate a binary m × m matrix where the (i, j)-element is 1 if and only if ym(i−1)+j ∈ S.
Then, S ∈ Pm if and only if the associated matrix is a permutation matrix.

For k = 1, . . . , m, let Qm,k be the family of subsets of {y1, . . . , ym2} such that there is
exactly one element from ym(k−1)+1, ym(k−1)+2, . . . , ym(k−1)+m, and let Qm,m+k be those such
that there is exactly one element from yk, ym+k, . . . , ym(m−1)+k. Then, Pm =

⋂2m
k=1 Qm,k.

Here, Z(Qm,k) = O(m2) for any order of elements, as proved in Section 3.4. However, it is
again proved that the ZDD representing Pm must become exponential in size.

▶ Theorem 6 ([13, Theorem K]). For any order < of elements, B<(Pm) = Ω(m2m). Thus,
by Lemma 2, Z<(Pm) = Ω(2m/m).

We first show the exponential blow-up cases for a specific order of elements in Section 3.2.
However, we see that the size of ZDD representing the hidden weighted bit function or
the permutation function is exponential regardless of the order of elements. Therefore, in
Section 3.3, we prove that for each family generated by the operation in Section 3.2, the
ZDD size representing it remains exponential regardless of the order of elements. This
means that for each operation, there exists an instance in which the input ZDD size can be
polynomial by managing the element order but the output ZDD size must be exponential for
any order. Section 3.4 completes the proof by showing that some families can be represented
by polynomial-sized ZDDs. Finally, Section 3.5 gives some discussions on the obtained result.
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Figure 2 Example of blow-up for join (left) and quotient (right) operations. Blue triangles mean
that the ZDD size representing this family is polynomial in m, while red triangle means that its size
is exponential in m. Arcs going to ⊥ terminal are omitted.

3.2 Proofs with Specific Element Order
3.2.1 Join, Disjoint Join, Joint Join, Meet, and Delta
For these operations, we constitute a pair of families that incur the union of O(m) subfamilies.
Combined with Em,k, the result after taking an operation contains

⋃
k Em,k = Hm, which is

the hidden weighted bit function for which the ZDD size is exponential in m.

▶ Theorem 7. Let ⋄ be a binary operator chosen from join (⊔), disjoint join (▷̇◁), joint join
(▷̂◁), meet (⊓), and delta (⊞). Then, there exists a sequence of families Fm and Gm such that
(i) Fm and Gm are families of subsets of a set of O(m) elements, (ii) Z(Fm)+Z(Gm) = O(m3),
and (iii) Z(Fm ⋄ Gm) = Ω(2m/5/m).

Proof. Let us consider the families of subsets of X ∪ Y , where X := {x1, . . . , xm} and
Y := {y1, . . . , ym}. We determine the order of elements as x1, . . . , xm, y1, . . . , ym. We define
Fm as

Fm :=
m⋃

k=1
({{xk}} ⊔ Em,k).

Since Z(Em,k) = O(m2) and the ZDD representing Fm becomes the left one of Figure 2
according to this order, Z(Fm) = O(m3).

For the join operation, we let Gm := {X}, where Z(Gm) = O(m). Then,

Fm ⊔ Gm = (
⋃m

k=1({{xk}} ⊔ Em,k)) ⊔ {X} =
⋃m

k=1(({{xk}} ⊔ Em,k) ⊔ {X})
=
⋃m

k=1({X} ⊔ Em,k) = {X} ⊔ (
⋃m

k=1 Em,k) = {X} ⊔ Hm,

where the second and fourth equalities hold because join distributes over union and the third
equality holds because {{xk}} ⊔ {X} = {X}. Thus, the ZDD representing Fm ⊔ Gm becomes
the right one of Figure 2, meaning that the ZDD size is at least Z(Hm) = Ω(2m/5/m). Since
every subset in Fm has at least one element from X, the result of joint join Fm ▷̂◁ Gm also
becomes {X} ⊔ Hm, leading to an exponential-sized ZDD.

For the disjoint join operation, we let Gm :=
⋃m

k=1{X \{xk}}, where again Z(Gm) = O(m).
Then, every subset in {{xk}} ⊔ Em,k has intersection with all of the subsets in Gm, except
for X \ {xk}. Then,

Fm ▷̇◁ Gm =
⋃m

k=1(({xk} ∪ (X \ {xk})) ⊔ Em,k) = {X} ⊔ (
⋃m

k=1 Em,k) = {X} ⊔ Hm,

meaning that Z(Fm ▷̇◁ Gm) = Ω(2m/5/m).
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For the meet operation, we let Gm := {Y }, where Z(Gm) = O(m). Similar to join, we
have Fm ⊓ Gm = Hm, meaning that Z(Fm ⊓ Gm) = Ω(2m/5/m).

For the delta operation, we let Gm = 2X . Since {{xk}}⊞ 2X = 2X for any k, we have

Fm ⊞Gm =
⋃m

k=1(({{xk}}⊞ 2X) ⊔ Em,k) = 2X ⊔ (
⋃m

k=1 Em,k) = 2X ⊔ Hm.

The ZDD size of Fm ⊞Gm is at least Z(Hm) = Ω(2m/5/m). ◀

3.2.2 Quotient and Remainder
For the quotient operation, we constitute a pair of families such that performing an operation
incurs the intersection of O(m) subfamilies. Here, let E ′

m,k := 2Y \ Em,k be the complement
of Em,k regarding the family of subsets of Y . By De Morgan’s laws, we have

⋂
k E ′

m,k =
2Y \ (

⋃
k Em,k) = 2Y \ Hm =: H′

m. The ZDD size representing H′
m can be lower bounded by

the following lemma.

▶ Lemma 8. Suppose that two families F , G of subsets of the same set satisfy Z(F) =
O(f(m)), Z(G) = Ω(g(m)), and F ⊇ G. Then, Z(F \ G) = Ω(g(m)/f(m)).

Proof of Lemma 8. F ⊇ G implies F \ (F \ G) = G. Since the ZDD size after taking
the difference can be bounded by the product of the sizes of operand ZDDs, we have
Z(G) = O(Z(F)Z(F \ G)). Suppose Z(F \ G) = o(g(m)/f(m)). Then, Z(G) = o(f(m) ·
(g(m)/f(m))) = o(g(m)), refuting the assumption Z(G) = Ω(g(m)). Therefore, Z(F \ G) =
Ω(g(m)/f(m)). ◀

Since Z(2Y ) = O(m) and Z(Hm) = Ω(2m/5/m), we have Z(H′
m) = Ω(2m/5/m2).

▶ Theorem 9. Let ⋄ be a binary operator chosen from quotient (/) and remainder (%).
Then, there exists a sequence of families Fm and Gm such that (i) Fm and Gm are families
of subsets of a set of O(m) elements, (ii) Z(Fm) + Z(Gm) = O(m3), and (iii) Z(Fm ⋄ Gm) =
Ω(2m/5/poly(m)).

Proof. We again consider the families of subsets of X ∪ Y , where X := {x1, . . . , xm} and
Y := {y1, . . . , ym}. We use the same order of elements: x1, . . . , xm, y1, . . . , ym. We define
Fm as

Fm :=
m⋃

k=1
({{xk}} ⊔ E ′

m,k).

We have Z(E ′
m,k) = O(m2) as proved in Section 3.4, and thus Z(Fm) = O(m3). We also

define Gm := {{x1}, . . . , {xm}}, where Z(Gm) = O(m).
Let us consider Fm / Gm. By definition, Y ′ ∈ Fm / Gm if and only if Y ′ ⊆ Y and

{xk} ∪ Y ′ ∈ Fm for k = 1, . . . , m. From the definition of Fm, it is equivalent to Y ′ ∈⋂m
k=1 E ′

m,k. Thus, Fm / Gm =
⋂m

k=1 E ′
m,k = H′

m. This means Z(Fm / Gm) = Ω(2m/5/m2).
The ZDDs involved are depicted in Figure 2.

For the remainder operation, we prepared the same families. Since Gm ⊔ (Fm / Gm) =
{{x1}, . . . , {xm}} ⊔ H′

m, Z(Gm ⊔ (Fm / Gm)) = Ω(2m/5/m2). Also, since S ∈ Fm / Gm if
and only if S ∪ G ∈ Fm for all G ∈ Gm, all of the subsets in Gm ⊔ (Fm / Gm) are also
contained in Fm. In other words, Fm ⊇ Gm ⊔ (Fm / Gm). Therefore, by using Lemma 8,
Z(Fm % Gm) = Ω((2m/5/m2)/m3) = Ω(2m/5/m5). ◀
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Figure 3 Example of blow-up for permit (left) and maximal (right) operations.

3.2.3 Restrict, Permit, Nonsuperset, and Nonsubset
These operations include inclusion relations of subsets in their definitions, which makes it
difficult to generate a hidden weighted bit function as a result of the operation. This is due
to the fact that Hm includes the universal set Y as well as a singleton {y1}. For example, if
F is the family of subsets of Y and the universal set Y is included in the result of F ⊘ G, all
of the subsets in F must be included in F ⊘ G due to the definition of the permit operation.

Instead, we use the permutation function. Because every set in Pm has cardinality m, the
above issue can be alleviated. More specifically, we prepared the complement of the families:

Cm := {S ⊆ {y1, . . . , ym2} | |S| = m}, Tm,k := Cm \ Qm,k(= Cm ∩ (2Y \ Qm,k)).

Here, Cm is the family of subsets with cardinality m, and thus Tm,k also contains only the
subsets with cardinality m. Moreover, by De Morgan’s laws,

2m⋃
k=1

Tm,k = Cm ∩

( 2m⋃
k=1

(2Y \ Qm,k)
)

= Cm ∩

(
2Y \

( 2m⋂
k=1

Qm,k

))
= Cm \ Pm.

We use these families Tm,k to prove the following.

▶ Theorem 10. Let ⋄ be a binary operator chosen from restrict (△), permit (⊘), nonsuperset
(↘), and nonsubset (↗). Then, there exists a sequence of families Fm and Gm such that (i)
Fm and Gm are families of subsets of a set of O(m2) elements, (ii) Z(Fm)+Z(Gm) = O(m4),
and (iii) Z(Fm ⋄ Gm) = Ω(2m/poly(m)).

Proof. Let us consider the families of subsets of X ∪ Y , where X := {x1, . . . , x2m} and
Y := {y1, . . . , ym2}. The order of elements is x1, . . . , x2m followed by y1, . . . , ym2 .

We first consider the permit operation. We define Fm := Cm and

Gm :=
2m⋃
k=1

({{xk}} ⊔ Tm,k).

As proved in Section 3.4, Z(Cm) = O(m3) and Z(Tm,k) = O(m3). Thus, Z(Fm) = O(m3)
and Z(Gm) = O(m4). Any set in Fm = Cm consists of m elements chosen from y1, . . . , ym2 ,
and any set in Gm consists of m elements from y1, . . . , ym2 plus one element from x1, . . . , x2m.
Thus, set S ∈ Fm is a subset of some set in Gm if and only if {xk} ∪ S ∈ Gm for some
k. In other words, S ∈ Fm ⊘ Gm if and only if S is included in Tm,k for some k. Since
Cm ⊃ Tm,k for any k by definition, this means Fm ⊘ Gm =

⋃2m
k=1 Tm,k = Cm \ Pm. Since

Z(Cm) = O(m3) and Z(Pm) = Ω(2m/m), we have Z(Fm ⊘ Gm) = Ω(2m/m4) by Lemma 8.
The ZDDs involved are depicted in Figure 3.
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The nonsubset operation can be treated with the same families. Since Fm ↗ Gm =
Fm \ (Fm ⊘ Gm) by definition, we have Fm ↗ Gm = Cm \ (Cm \ Pm) = Pm, where the last
equality holds due to Cm ⊃ Pm. Thus, Z(Fm ↗ Gm) = Ω(2m/m).

The restrict and nonsuperset operations can be handled by nearly the same families. We
define the same Gm and let Fm := {X}⊔Cm. Similar to the proof of the permit operation, set
X ∪S ∈ Fm (S ⊆ Y ) is a superset of some sets in Gm if and only if {xk}∪S ∈ Gm for some k.
This means Fm △Gm = {X}⊔(

⋃2m
k=1 Tm,k) = {X}⊔(Cm \Pm), whose ZDD size is Ω(2m/m4).

For the nonsuperset operation, we have Fm ↘ Gm = Fm \ (Fm △ Gm) = {X} ⊔ Pm, yielding
Z(Fm ↘ Gm) = Ω(2m/m). ◀

3.2.4 Maximal and Minimal
For these operations, we use the close relationship with the nonsuperset and nonsubset
operations. We prepare a family having Fm and Gm appearing in the proof of Theorem 10
as a subfamily.

▶ Theorem 11. Let ⋄ be a unary operator chosen from maximal (↑) and minimal (↓). Then,
there exists a sequence of families Fm such that (i) Fm is a family of subsets of a set of
O(m2) elements, (ii) Z(Fm) = O(m4), and (iii) Z(F⋄

m) = Ω(2m/poly(m)).

Proof. Let us consider the family of subsets of {w} ∪ X ∪ Y , where X := {x1, . . . , x2m} and
Y := {y1, . . . , ym2}. The order of elements is w, x1, . . . , x2m followed by y1, . . . , ym2 .

We first consider the maximal operation. We define Fm as

Fm := Cm ∪ [{{w}} ⊔ Gm] , where Gm :=
2m⋃
k=1

({{xk}} ⊔ Tm,k).

Here, we observe that this Gm is the same as that appearing in the proof of Theorem 10.
The ZDD size is bounded as Z(Fm) = O(Z(Cm) + Z(Gm)) = O(m4). Every set in Cm has
m elements and every set in {{w}} ⊔ Gm has m + 2 elements. Thus, every set in the latter
family is maximal, while a set in the former family is maximal if and only if it is not a subset
of any set included in the latter family. Therefore, we have

F↑
m = [Cm ↗({{w}} ⊔ Gm)]∪[{{w}} ⊔ Gm] = [Cm ↗ Gm]∪[{{w}} ⊔ Gm] = Pm ∪ [{{w}} ⊔ Gm] ,

where the second equality holds because all of the sets in Cm do not include w and the last
equality follows from the proof of Theorem 10. The resultant ZDD is like the right one in
Figure 3, which implies Z(F↑

m) ≥ Z(Pm) = Ω(2m/m).
The minimal can be treated in a similar way. We define

Fm := Gm ∪ [{{w}} ⊔ {{x1, . . . , x2m}} ⊔ Cm] ,

where Gm is the same family as that above. We again have Z(Fm) = O(m4). Every set in
Gm has m + 1 elements and every set in {{w}} ⊔ {X} ⊔ Cm has 3m + 1 elements. Thus, every
set in the former family is minimal, while a set in the latter family is minimal if and only if
it is not a superset of any set included in the former family. Now we have

F↓
m = Gm ∪ [({{w}} ⊔ {X} ⊔ Cm) ↘ Gm]

= Gm ∪ [{{w}} ⊔ (({X} ⊔ Cm) ↘ Gm)] = Gm ∪ [{{w}} ⊔ {X} ⊔ Pm] ,

where the second equality holds because none of the sets in Gm includes w and the last equality
follows from the proof of Theorem 10. This again implies Z(F↓

m) ≥ Z(Pm) = Ω(2m/m). ◀
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3.2.5 Minimal Hitting Set and Closure
For these operations, we can constitute much simpler examples.

▶ Theorem 12. Let ⋄ be a unary operator chosen from minimal hitting set (♯) and closure
(∩). Then, there exists a sequence of families Fm such that (i) Fm is a family of subsets of a
set of O(m2) elements, (ii) Z(Fm) = O(m4), and (iii) Z(F⋄

m) = Ω(2m/poly(m)).

Proof. Let X := {x1, . . . , x2m} and Y := {y1, . . . , ym2}. For k = 1, . . . , m, we set Sk :=
{ym(k−1)+1, ym(k−1)+2, . . . , ym(k−1)+m}, and Sm+k := {yk, ym+k, . . . , ym(m−1)+k}.

For minimal hitting set operation, we consider a family of subsets of Y . We define
Fm := {S1, . . . , S2m}. Since the ZDD size can be bounded by the sum of cardinality of a set
in the family [16], Z(Fm) ≤

∑
i |Si| = O(m2). For S ⊆ {y1, . . . , ym2}, we associate a binary

m × m matrix, where the (i, j)-element is 1 if and only if ym(i−1)+j ∈ S. Then, S ∩ Sk ̸= ∅
means that the k-th row of the matrix has at least one 1 and S ∩ Sm+k ̸= ∅ means that the
k-th column of the matrix has at least one 1. Thus, S ∈ F ♯

m if and only if the corresponding
matrix has at least one 1 for any column or row and no proper subset of S satisfies this
property. The minimal matrix having this property is the permutation matrix, and thus
F ♯

m = Pm, that is, the permutation function. This implies Z(F ♯
m) = Ω(2m/m).

For closure operation, we consider a family of subsets of X ∪ Y . For k = 1, . . . , m

and ℓ = 1, . . . , m, we define Rk,ℓ := (X \ {xk, xm+ℓ}) ∪ ((Y \ Sk \ Sm+ℓ) ∪ {ym(k−1)+ℓ}). We
define Fm := {Rk,ℓ | k, ℓ = 1, . . . , m}. Again, since the ZDD size can be bounded by
the sum of cardinality of a set in the family [16], Z(Fm) ≤

∑
k,ℓ |Rk,ℓ| = O(m4). Then,

we show that F∩
m ∩ Cm = Pm, where Pm is the permutation function. If it is shown,

Z(F∩
m ∩ Cm) = Z(Pm) = Ω(2m/m). On the other hand, Z(F∩

m ∩ Cm) = O(Z(F∩
m)Z(Cm)).

Since Z(Cm) = O(m3), we can deduce that Z(F∩
m) = Ω(2m/poly(m)).

We now prove F∩
m ∩ Cm = Pm. First, we show that F∩

m ∩ Cm ⊆ Pm. Rk,ℓ does not contain
any element in Sk and Sm+ℓ except for ym(k−1)+ℓ. By fixing k, if F ′ ⊆ F contains at least one
Rk,ℓ for some ℓ, S =

⋂
S′∈F ′ S′ contains at most one element from Sk. Moreover, S does

not contain xk if and only if F ′ contains at least one Rk,ℓ for some ℓ. Similarly, by fixing ℓ,
if F ′ contains at least one Rk,ℓ for some k, which is equivalent to that S does not contain
xm+ℓ, S contains at most one element from Sm+ℓ. Now we can say that when S contains
no element in X, S contains at most one element in Sk for any k = 1, . . . , 2m. This means
that if S contains no element in X and m elements in Y , S ∈ Pm. Thus, F∩

m ∩ Cm ⊆ Pm.
Next, we show that F∩

m ∩ Cm ⊇ Pm. Let σ be an arbitrary permutation of 1, . . . , m. Then,
{yσ(1), ym+σ(2), . . . , y(m−1)m+σ(m)} = R1,σ(1) ∩ R2,σ(2) ∩ · · · ∩ Rm,σ(m). This means that any
set in Pm is in F∩

m. Thus, F∩
m ∩ Cm ⊇ Pm. This concludes F∩

m ∩ Cm = Pm. ◀

3.3 Consideration for Element Order
The above proofs fix the order of elements for each operation. Thus, there is still a possibility
that the resultant ZDD size becomes smaller by managing the order of elements. However, it
seems that the size of resultant ZDD remains exponential regardless of the order of elements,
since every resultant family contains a hidden weighted bit function, a permutation function,
or similar families as a subfamily. In the following, we prove that every resultant family has
an exponential ZDD size regardless of the order of elements.

▶ Definition 13. Let F be a family of subsets of set X, and let Y, Y ′ be the subsets of X

satisfying Y ∩ Y ′ = ∅. We define F|Y,Y ′ as the family of subsets of X \ (Y ∪ Y ′) such that
S ∈ F|Y,Y ′ if and only if S ∪ Y ∈ F .
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In other words, F|Y,Y ′ is the family of sets generated from F by first extracting the sets
containing every element of Y , but no element of Y ′, and then eliminating all of the elements
of Y from every set. This operation is called conditioning and it is a famous result that this
can be performed in polynomial time with BDDs [6]. For the sake of completeness, we show
this can also be performed in polynomial time with ZDDs, and then we prove the following.

▶ Lemma 14. Let F be a family of subsets of a set X of O(f(m)) elements. If there
exist Y, Y ′ ⊆ X such that Z<(F|Y,Y ′) = Ω(g(m)) for any order < of elements, we have
Z<(F) = Ω(g(m)/f(m)) for any order < of elements.

If this lemma holds, we can show that the resultant families in Section 3.2 all have an
exponential ZDD size regardless of the order of elements. This is because the resultant
families in Section 3.2 all have a hidden weighted bit function, a permutation function, or its
complements as a subfamily and all of them have an exponential ZDD size regardless of the
order of elements; a detailed discussion is given later.

Proof of Lemma 14. If we can show Z<(F|Y,Y ′) = O(Z<(F)f(m)) for any Y, Y ′ ⊆ X and
any order < of elements, Lemma 14 can be proved as follows: Suppose that there is an
order < of elements satisfying Z<(F) = o(g(m)/f(m)). Then, by the above equation, we
have Z<(F|Y,Y ′) = o((g(m)/f(m)) · f(m)) = o(g(m)). This contradicts the assumption that
Z<(F|Y,Y ′) = Ω(g(m)) for any order < of elements.

Next, we fix an arbitrary order < of elements and show Z<(F|Y,Y ′) = O(Z<(F)f(m)).
Here, we consider the operations for constructing a ZDD representing F|Y,Y ′ from the ZDD
of F . We first extract the sets that contain every element of Y but do not contain any
element of Y ′. Then, we eliminate all elements of Y .

The former step can be achieved by the intersection operation. Let G be the family of
subsets of X such that S ∈ G if and only if S contains all of the elements in Y but does
not contain any element in Y ′. In other words, G := {S ⊆ X | S ∩ Y = Y ∧ S ∩ Y ′ = ∅}.
Then, F ∩ G is the desired family. The ZDD representing G has the following form: (i) For
any x ∈ Y , there is only one ZDD node labeled x whose lo-child is ⊥ while its hi-child is
the next-level node. (ii) For any x ∈ Y ′, there is no node labeled x by the reduction rule of
ZDD. (iii) for any x ∈ X \ (Y ∪ Y ′), there is only one ZDD node labeled x whose lo-child and
hi-child are both the next-level node. Thus, we have Z<(G) = O(f(m)) because the base
set X of F has O(f(m)) elements and, for any element x ∈ X, there is at most one node
labeled x. Finally, Z<(F ∩ G) = O(Z<(F)f(m)).

The latter can be achieved by eliminating the nodes labeled x ∈ Y and replacing the
branches heading it. For a node labeled x ∈ Y , its lo-child must be ⊥, since the ZDD is
reduced and every set in F ∩ G must contain x. For this node, we first make all of the
arcs heading to it point to its hi-child. Then, we eliminate this node. By performing this
operation for every node labeled x ∈ Y , we finally obtain the ZDD of F|Y,Y ′ . Since this
operation does not increase the size of ZDD, we have Z<(F|Y,Y ′) = O(Z<(F)f(m)). ◀

Now we can show that the resultant families in the proof of Section 3.2 have exponential
ZDD size regardless of the order of elements. For example, for the join operation, ({X} ⊔
Hm)|X,∅ = Hm and Z(Hm) = Ω(2m/5/m) for any order of elements of Y (and thus that of
X ∪ Y ). Therefore, by Lemma 14, Z(Fm ⊔ Gm) = Ω(2m/5/m2) for any order of elements of
X ∪ Y . Similar arguments hold for the other operations. We here show that all the resultant
families in the proof of Section 3.2 have exponential ZDD size regardless of the order of
elements.
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Disjoint join ▷̇◁ and joint join ▷̂◁: The resultant family of these operations in the proof of
Theorem 7 is ({X} ⊔ Hm). Here, ({X} ⊔ Hm)|X,∅ = Hm.

Meet ⊓: In the proof of Theorem 7, we already have Fm ⊓ Gm = Hm. Thus, Z(Fm ⊓ Gm) =
Ω(2m/5/m) for any order of elements.

Delta ⊞: In the proof of Theorem 7, we have Fm ⊞Gm = 2X ⊔ Hm. Since (2X ⊔ Hm)|X,∅ =
Hm, Z(Fm ⊞Gm) = Ω(2m/5/poly(m)) for any order of elements.

Quotient /: Z(2Y ) = O(m) and Z(Hm) = Ω(2m/5/m) for any order of elements, and
Z(H′

m) = Ω(2m/5/m2) for any order of elements by Lemma 8. This also holds for
Fm / Gm in the proof of Theorem 9 since it equals H′

m.
Remainder %: Since Fm =

⋃
k({{xk}}⊔E ′

m,k) and Gm⊔(Fm / Gm) = {{x1}, . . . , {xm}}⊔H′
m,

Fm % Gm =
⋃

k({{xk}} ⊔ (E ′
m,k \ H′

m)). Thus, (Fm % Gm)|{x1},X\{x1} = E ′
m,1 \ H′

m.
Here, Z(E ′

m,1) = O(m2) and Z(H′
m) = Ω(2m/5/m2) for any order of elements, and

Z(E ′
m,1 \ H′

m) = Ω(2m/5/m4) for any order of elements by Lemma 8. Thus, by Lemma 14,
Z(Fm % Gm) = Ω(2m/5/m6) for any order of elements because it is a family of subsets of
a set with O(m2) elements.

Permit ⊘ and nonsubset ↗: We already have Fm ⊘ Gm = Cm \ Pm and Fm ↗ Gm = Pm

in the proof of Theorem 10. Since Z(Cm) = O(m3) and Pm = Ω(2m/m) for any order of
elements, Z(Cm \ Pm) = Ω(2m/m4) for any order of elements by Lemma 8.

Restrict △ and nonsuperset ↘: We have ({X} ⊔ (Cm \ Pm))|X,∅ = Cm \ Pm and ({X} ⊔
Pm)|X,∅ = Pm; see the proof of Theorem 10.

Maximal ↑ : In the proof of Theorem 11, we have F↑
m|∅,{w}∪X = Pm.

Minimal ↓: In the proof of Theorem 11, we have F↓
m|{w}∪X,∅ = Pm.

Minimal hitting set ♯: In the proof of Theorem 12, we already have F ♯
m = Pm.

Closure ∩: In the proof of Theorem 12, we have F∩
m ∩ Cm = Pm. Since Z(Cm) = O(m3) for

any order of elements, Z(F∩
m) = Ω(2m/poly(m)) for any order of elements.

3.4 Polynomially Bounded ZDDs
We complete the proof of this section by showing that the ZDD sizes of some families
appearing in the previous proofs are bounded by a polynomial of m. To prove the size bound,
we consider the following linear network model to distinguish whether a set is contained in
the family F . Note that the idea of a linear network model comes from Knuth’s book [13,
Theorem M], where it was used to prove the bound of BDD size. Suppose that the order of
elements is x1 < x2 < · · · < xn. There are n computational modules M1, . . . , Mn. Module
Mi receives an input of one bit indicating whether xi is included in the set. Module Mi

sends ai+1 bits of information to module Mi+1. Overall, every module Mi receives an input
xi and ai bits of information from Mi−1 and sends ai+1 bits of information to Mi+1. Since
module M1 has no preceding module, we set a1 = 0. The final module, Mn, outputs one bit
indicating whether the set is included in the family F . An overview of the linear network
model is drawn in Figure 4. The following lemma suggests that if we can construct a small
linear network for the family F , the ZDD size of F can be bounded.

▶ Lemma 15. For family F of subsets of {x1, . . . , xn}, assume that we can construct the
linear network model described above to distinguish whether a set is contained in F . Then,
the size of ZDD representing F is bounded by Z(F) ≤ 2 +

∑n
i=1 2ai .

Proof. For k = 1, . . . , n, we consider the number of distinct subfamilies F|X,Y , where
X ∪ Y = {x1, . . . , xk−1}. This is because by the node sharing rule, the number of nodes
labeled xk is upper-bounded by the number of possible distinct subfamilies.
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x1 x2 xn

M1

a2 bits

M2

a3 bits

· · ·
an bits

Mn Output

Figure 4 Schematic overview of linear network model.

We observe that the input to module Mi is ai bits. This means that, regardless of the
inclusion of x1, . . . , xk−1, the subfamily F|X,Y is completely determined by the information
of ai bits. Therefore, there are at most 2ai distinct subfamilies, yielding the result that the
number of nodes labeled xk is upper-bounded by 2ai . Since there are two terminal nodes ⊤
and ⊥, the overall ZDD size is bounded by Z(F) ≤ 2 +

∑n
i=1 2ai . ◀

By Lemma 15, we only have to consider a small linear network for every family.
Em,k in Section 3.1: The family Em,k is defined as {S ⊆ {y1, . . . , ym} | |S| = k, yk ∈ S}.

In judging whether S ∈ Em,k with a linear network, the module Mt is only concerned
with the number of elements from y1, . . . , yt in S and whether yk is in S. The former
information can be represented with ⌈log(m + 1)⌉ bits and the latter can be represented
with 1 bit. Thus, we can construct a linear network with at = ⌈log(m + 1)⌉ + 1 bits. By
Lemma 15, we have Z(Em,k) ≤ 2 + m2⌈log(m+1)⌉+1 = O(m2).

Qm,k in Section 3.1: Each of the families Qm,k (k = 1, . . . , 2m) is the family of subsets of
{y1, . . . , ym2} such that there is exactly one element from a set of m selected elements.
In constructing a linear network, the module Mt is only concerned with the number of
selected elements in S: zero, one, or more than one. This information can be represented
with 2 bits. Thus, we have Z(Qm,k) ≤ 2 + m222 = O(m2).

E ′
m,k in Section 3.2.2: The linear network for E ′

m,k = 2Y \ Em,k can be the same as that for
Em,k, except that the output is inverted. Thus, Z(E ′

m,k) = O(m2).
Cm in Section 3.2.3: The family Cm is defined as {S ⊆ {y1, . . . , ym2} | |S| = m}. Similar

to the case of Qm,k, every module only retains the number of elements from y1, . . . , yt in
S. Moreover, we should only count this number until m; if the count exceeds m, we can
immediately determine that S is not in Cm. This count value can be represented with
⌈log(m + 2)⌉ bits. Thus, we have Z(Cm) ≤ 2 + m22⌈log(m+2)⌉ = O(m3).

Tm,k in Section 3.2.3: For Tm,k = Cm \ Qm,k, we can construct a linear network by com-
bining the networks for Cm and Qm,k. We have ⌈log(m + 2)⌉ bits for Cm and 2 bits for
Qm,k. Thus, we have Z(Tm,k) ≤ 2 + m22⌈log(m+2)⌉+2 = O(m3).

We finally note that the ZDD sizes of the above families remain polynomial in m even if
the order of elements is different from y1 < y2 < · · · < ym < · · · < ym2 . Since the cardinality
constraint is symmetric, we can reuse the same linear network for different orders of elements.
The existence of specific elements can also be treated by changing the input that is watched.

3.5 Discussion
Finally, we give some discussions for the presented results. First, we argue theoretical results
for BDDs. As stated in Lemma 2, the sizes of BDD and ZDD differ only by a linear factor
of the size of the base item set. All the results in Section 3.2 have the same form that the
number of elements is O(poly(m)), the input ZDD sizes are O(poly(m)), and the output
ZDD size is exponential in m. Therefore, even if these families are represented by BDDs,
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the input BDD sizes are all O(poly(m)), and the output BDD sizes are all exponential in
m. Moreover, the output BDD sizes remain exponential in m for any order < of elements
since Lemma 2 holds for any order < of elements. This constitutes the theoretical result
that the family algebra operations in Table 1, except for the first four operations, cannot be
performed in polynomial time in the input BDD sizes.

Second, we discuss how often such exponential blow-up occurs. Although we rely on
specific families, the hidden weighted bit function Hm and the permutation function Pm, the
heart of the above proofs is that even a single operation may cause us to compute the union
or intersection of multiple subfamilies. Apart from these families, it is usual that taking the
union or intersection of multiple families leads to exponential blow-up. To imagine this, we
consider encoding a family described by polynomial-sized conjunctive normal form (CNF)
into BDD/ZDD. Every clause can be encoded into a polynomial-sized BDD/ZDD. Moreover,
if the entire CNF is encoded into BDD/ZDD, we can solve SAT, or even more difficult
#SAT, in linear time with respect to the size of BDD/ZDD [13]. However, it is a famous
fact that SAT and #SAT are in NP-complete and #P-complete, respectively, meaning that
they are believed not to be solved in polynomial time. This means that for many CNFs, the
BDD/ZDD after taking intersection of clauses does not remain polynomial-sized. Therefore,
apart from the specific examples used in the proof, there are many cases yielding the blow-up
of BDD/ZDD size after single family algebra operation.

Finally, we argue the limitation of some of the above results that the permutation function
is not such a “devilish” example. The permutation function is a family of subsets of a set with
O(m2) elements and its ZDD size can only be lower bounded by Ω(2m/poly(m)). Since the
ZDD size of the family of subsets of a set with O(m2) can be at most Ω(2m2

/poly(m)), it is far
from being the worst-case. We should investigate whether there is a family of sets generated
by restrict or similar operations whose ZDD size is lower bounded by Ω(αn/poly(n)), where
α > 1 and n is the number of elements in the base set.

4 Conclusion

We proved that the worst-case complexity of carrying out certain kinds of a family algebra
operation on BDDs/ZDDs once is lower bounded by an exponential factor. These include
all of the operations raised by Knuth [13, §7.1.4 Ex. 203,204,236,243] except for the basic
set operations. In particular, we resolved the controversy over the complexity of the join
operation, which had arisen prominently in past literature. We also resolved the open problem
regarding the worst-case complexity of the quotient operation.

Future directions include the followings. First, we only prove the lower-bound of the
complexity of carrying out a single operation. It should be investigated whether we can
obtain a non-trivial upper-bound of the complexity. Second, it is unknown whether a “double
recursion” procedure like those in Section 2.2 always leads to an exponential worst-case
complexity. It is important to investigate whether there are non-trivial operations that should
require a double recursion procedure even though the worst-case complexity is polynomial.
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Abstract
For a hypergraph H = (X, E) a support is a graph G on X such that for each E ∈ E , the induced
subgraph of G on the elements in E is connected. If G is planar, we call it a planar support. A set
of axis parallel rectangles R forms a non-piercing family if for any R1, R2 ∈ R, R1 \ R2 is connected.

Given a set P of n points in R2 and a set R of m non-piercing axis-aligned rectangles, we give an
algorithm for computing a planar support for the hypergraph (P, R) in O(n log2 n + (n + m) log m)
time, where each R ∈ R defines a hyperedge consisting of all points of P contained in R.
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1 Introduction

Given a hypergraph H = (V, E), a support is a graph G on V such that for all E ∈ E , the
subgraph induced by E in G, denoted G[E] is connected. The notion of a support was
introduced by Voloshina and Feinberg [30] in the context of VLSI circuits. Since then,
this notion has found wide applicability in several areas, such as visualizing hypergraphs
[6, 7, 8, 9, 11, 19, 21], in the design of networks [1, 3, 4, 13, 20, 23, 26], and similar
notions have been used in the analysis of local search algorithms for geometric problems
[2, 5, 15, 24, 25, 27].

Any hypergraph clearly has a support: the complete graph on all vertices. In most
applications however, we require a support with an additional structure. For example, we
may want a support with the fewest number of edges, or a support that comes from a
restricted family of graphs (e.g., outerplanar graphs).

Indeed, the problem of constructing a support has been studied by several research
communities. For example, Du, et al., [16, 17, 18] studied the problem of minimizing the
number of edges in a support, motivated by questions in the design of vacuum systems. The
problem has also been studied under the topic of “minimum overlay networks” [20, 14] with
applications to distributed computing. Johnson and Pollack [22] showed that it is NP-hard
to decide if a hypergraph admits a planar support.
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In another line of work, motivated by the analysis of approximation algorithms for packing
and covering problems on geometric hypergraphs1, several authors have considered the problem
of constructing supports that belong to a family having sublinear sized separators2 such
as planar graphs, or graphs of bounded genus [27, 28, 29]. For this class of problems, the
problem of interest is only to show the existence of a support from a restricted family of
graphs.

Our contribution. So far there are very few tools or techniques to construct a support for a
given hypergraph or even to show that a support with desired properties (e.g., planarity)
exists. Our paper presents a fast algorithm to construct a planar support for a restricted
setting, namely hypergraphs defined by axis-parallel rectangles that are non-piercing, i.e.,
for each pair of intersecting rectangles, one of them contains a corner of the other. This may
seem rather restrictive. However, even if we allow each rectangle to belong to at most one
piercing pair of rectangles, it is not difficult to construct examples where for any r ≥ 3, any
support must have Kr,r as a topological minor. To see this, consider a geometric drawing of
Kr,r in the usual manner, i.e., the two partite sets on two vertical lines, and the edges as
straight-line segments. Replace each edge of the graph by a long path, and then replace each
edge along each path by a small rectangle that contains exactly two points. Where the edges
cross, a pair of rectangles corresponding to each edge cross. Since each rectangle contains two
points, it leaves us no choice as to the edges we can add. It is easy to see that the resulting
support contains Kr,r as a topological minor. Further, even for this restricted problem, the
analysis of our algorithm is highly non-trivial, and we hope that the tools introduced in this
paper will be of wider interest.

Raman and Ray [27], showed that the hypergraph defined by non-piercing regions 3 in
the plane admits a planar support. Their proof implies an O(m2(min{m3, mn}+ n)) time
algorithm to compute a planar support where m is the number of regions and n is the
number of points in the arrangement of the regions. While their algorithm produces a plane
embedding, the edges may in general be arbitrarily complicated curves i.e., they may have
an arbitrary number of bends. It can be shown that if the non-piercing regions are convex
then there exists an embedding of the planar support with straight edges but it is not clear
how to find such an embedding efficiently.

We present a simple and fast algorithm for drawing plane supports with straight-line
edges for non-piercing rectangles. More precisely, the following is the problem definition:
Support for non-piercing rectangles:
Input: A set of m axis-parallel non-piercing rectangles R and a set P of n points in R2.
Output: A plane graph G on P s.t. for each R ∈ R, G[R∩P ], namely the induced subgraph
on the points in R ∩ P , is connected.

Our algorithm runs in O(n log2 n + (n + m) log m) time, and can be easily implemented
using existing data structures. The embedding computed by our algorithm not only has
straight-line edges but also for each edge e, the axis-parallel rectangle with e as the diagonal
does not contain any other point of P – this makes the visualization cleaner.

1 In a geometric hypergraph, the elements of the hypergraph are points in the plane, and the hyperedges
are defined by geometric regions in the plane, where each region defines a hyperedge consisting of all
points contained in the region.

2 A family of graphs G admits sublinear sized separators if there exist 0 < α, β < 1 s.t. for any G ∈ G,
there exists a set S ⊆ V (G) s.t. G[V \ S] consists of two parts A and B with |A|, |B| ≤ α|V |, and there
is no path in G[V \ S] between a vertex in A to a vertex in B. Further, |S| ≤ |V |1−β .

3 A family of simply connected regions R, each of whose boundary is defined by a simple Jordan curve is
called non-piercing if for every pair of regions A, B ∈ R, A \ B and B \ A are connected. The result of
[27] was for more general families.
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In order to develop a faster algorithm, we need to find a new construction (different
from [27]), and the proof of correctness for this construction is not so straightforward. We
use a sweep line algorithm. However, at any point in time, it is not possible to have the
invariant that the current graph is a support for the portions of the rectangles that lie to
the left of the sweep line. Instead, we show that certain slabs within each rectangle induce
connected components of the graph and only after we sweep over a rectangle completely
do we finally have the property that the set of points in that rectangle induce a connected
subgraph.

Organization. The rest of the paper is organized as follows. We start in Section 2 with
related work. In Section 3, we present preliminary notions required for our algorithm. In
Section 4, we present a fast algorithm to construct a planar support. We show in Section 4.1
that the algorithm is correct, i.e., it does compute a planar support. We present the
implementation details in Section 4.2.

2 Related work

The notion of the existence of a support, and in particular a planar support arose in the field
of VLSI design [30]. A VLSI circuit is viewed as a hypergraph where each individual electric
component corresponds uniquely to a vertex of the hypergraph, and sets of components
called nets correspond uniquely to a hyperedge. The problem is to connect the components
with wires so that for every net, there is a tree spanning its components. Note that planarity
in this context is natural as we don’t want wires to cross.

Thus, a motivation to study supports was to define a notion of planarity suitable for
hypergraphs. Unlike for graphs, there are different notions of planarity of hypergraphs, not
all equivalent to each other. Zykov [32] defined a notion of planarity that was more restricted.
A hypergraph is said to be Zykov-planar if its incidence bipartite graph is planar [32, 31].

Johnson and Pollack [22] showed that deciding if a hypergraph admits a planar support
is NP-hard. The NP-hardness result was sharpened by Buchin, et al., [11] who showed
that deciding if a hypergraph admits a support that is a k-outerplanar graph, for k ≥ 2
is NP-hard, and showed that we can decide in polynomial time if a hypergraph admits a
support that is a tree of bounded degree. Brandes, et al., [8] showed that we can decide in
polynomial time if a hypergraph admits a support that is a cactus4.

Brandes et al., [9], motivated by the drawing of metro maps, considered the problem of
constructing path-based supports, which must satisfy an additional property that the induced
subgraph on each hyperedge contains a Hamiltonian path on the vertices of the hyperedge.

Another line of work, motivated by the analysis of approximation algorithms for packing
and covering problems on geometric hypergraphs started with the work of Chan and Har-
Peled [12], and Mustafa and Ray [25]. The authors showed, respectively, that for the
Maximum Packing5 of pseudodisks6, and for the Hitting Set7 problem for pseudodisks, a
simple local search algorithm yields a PTAS. These results were extended by Basu Roy, et

4 A cactus is a graph where each edge of the graph lies in at most one cycle.
5 In a Maximum Packing problem, the goal is to select the largest subset of pairwise disjoint hyperedges

of a hypergraph.
6 A set of simple Jordan curves is a set of pseudocircles if the curves pairwise intersect twice or zero times.

The pseudocircles along with the bounded region defined by the curves is a collection of pseudodisks.
7 In the Hitting Set problem, the goal is to select the smallest subset of vertices of a hypergraph so that

each hyperedge contains at least one vertex in the chosen subset.
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al., [5] to work for the Set Cover and Dominating Set8 problems defined by points and non-
piercing regions, and by Raman and Ray [27], who gave a general theorem on the existence of
a planar support for any geometric hypergraph defined by two families of non-piercing regions.
This result generalized and unified the previously mentioned results, and for a set of m

non-piercing regions, and a set of n points in the plane, it implies that a support graph can be
constructed in time O(m2(min{m3, mn}+ n)). It follows that for non-piercing axis-parallel
rectangles, a planar support can be constructed in time O(m2(min{m3, mn}+ n)). However,
in the embedding of the support thus constructed, the edges may be drawn as arbitrary
curves.

3 Preliminaries

Let R = {R1, . . . , Rm} denote a set of axis-parallel rectangles and let P = {p1, . . . , pn}
denote a set of points in the plane. We assume that the rectangles and points are in general
position, i.e., the points in P have distinct x and y coordinates, and the boundaries of any
two rectangles in R are defined by distinct x-coordinates and distinct y-coordinates. Further,
we assume that no point in P lies on the boundary of a rectangle in R.

Piercing, Discrete Piercing. A rectangle R′ is said to pierce a rectangle R if R \R′ consists
of two connected components. A collection R of rectangles is non-piercing if no pair of
rectangles pierce. A rectangle R′ discretely pierces a rectangle R if R′ pierces R and each
component of R \R′ contains a point of P . Since we are primarily concerned with discrete
piercing, the phrase “R pierces R′” will henceforth mean discrete piercing, unless stated
otherwise. Note that while piercing is a symmetric relation, discrete piercing is not.

“L”-shaped edge. We construct a drawing of a support graph G on P using “L”-shaped
edges of type: or . Henceforth, the term edge will mean one of the two “L”-shaped
edges joining two points. The embedded graph may not be planar due to the overlap of
the edges along their horizontal/vertices segments. However, as we show, G satisfies the
additional property that for each edge, the axis-parallel rectangle defined by the edge has
no points of P in its interior (formal definition below), and that no pair of edges cross.
Consequently, replacing each edge with the straight segment joining its end-points yields a
plane embedding of G.

Delaunay edge, Valid edge, R(·), h(·), v(·). For an edge between points p, q ∈ P , let
R(pq) denote the rectangle with diagonally opposite corners p and q. The edge pq is a
Delaunay edge if the interior of R(pq) does not contain a point of P . We say that an edge pq

(discretely) pierces a rectangle R if R \ {pq} consists of two regions, and each region contains
a point of P . An edge pq is said to be valid if it does not discretely pierce any rectangle
R ∈ R, and does not cross any existing edge. For an edge pq, we use h(pq) for the horizontal
segment of pq, and v(pq) for the vertical segment of pq.

Monotone Path, Point above Path. A path π is said to be x-monotone if a vertical line,
i.e., a line parallel to the y-axis, does not intersect the path in more than one point. We
modify this definition slightly for our purposes – we say that a path consisting of a sequence

8 In the Set Cover problem, the input is a set system (X, S) and the goal is to select the smallest
sub-collection S′ that covers the elements in X. For a graph, a subset of vertices S is a dominating set
if each vertex in the graph is either in S, or is adjacent to a vertex in S.
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of , or edges is x-monotone if any vertical line intersects the path in at most one
vertical segment (which may in some cases be a single point). Let π be a path and q be a
point not on the path. We say that “q lies above π” if ℓq, the vertical line through q intersects
π at point(s) below q. We define the notion that “q lies below π” analogously. Note that
these notions are defined only if ℓq intersects π.

Left(Right)-Neighbor, Left(Right)-Adjacent. For a point q ∈ P and a set P ′ ⊆ P , the
right-neighbor of q in P ′ is q1, where q1 = argminq′∈P ′{x(q′) : x(q′) > x(q)}. The left-neighbor
of q in P ′ is defined similarly, i.e., q0 is the left-neighbor of q, where q0 = argmaxq′∈P ′{x(q′) :
x(q′) < x(q)}. Note that being a left- or right-neighbor is a geometric notion, and not related
to the support graph we construct. We use the term left-adjacent to refer to the neighbors of
q in a plane graph G that lie to the left of q. The term right-adjacent is defined analogously.

4 Algorithm

In this section, we present an algorithm to compute a planar support for the hypergraph
defined by points and non-piercing axis-parallel rectangles in R2: perform a left-to-right
vertical line sweep and at each input point encountered, add all possible valid Delaunay edges
to previous points. The algorithm, presented as Algorithm 1, draws edges having shapes
in { , }. We prove correctness of Algorithm 1 in Section 4.1, and show how it can be
implemented to run in O(n log2 n + (n + m) log m)) time in Section 4.2.

Algorithm 1 The algorithm outputs a graph G on P embedded in R2, whose edges are
valid Delaunay edges of type { , }. Replacing each Delaunay edge {p, q} by the diagonal
of R(pq) yields a plane embedding of G.

Input: A set P of points, and a set R of non-piercing axis-parallel rectangles in R2.
Output: Embedded Planar Support G = (P, E)
Order P in increasing order of x-coordinates: (p1, . . . , pn)
E = ∅
for each point pi in sorted order, i ∈ {2, 3, . . . , n} do

E = E ∪ {eij = pipj | j < i, and eij is a valid Delaunay edge.}
end

4.1 Correctness
In this section, we show that the graph G constructed on P by Algorithm 1 is a support graph
for the rectangles in R, and this is sufficient as planarity follows directly by construction.
The proof is technical, and we start with some necessary notation.

For a rectangle R, we denote the y-coordinates of the lower and upper horizontal sides
by y−(R) and y+(R), respectively. Similarly, x−(R) and x+(R) denote respectively the
x-coordinates of the left and right vertical sides. We denote the vertical line through any
point p by ℓp.

We use Piece(R, H) to denote the rectangle R ∩ H for a halfplane H defined by a
vertical line. We abuse notation and use Piece(R, p) to denote the rectangle R ∩H−(ℓp),
the intersection of R with the left half-space defined by the vertical line through the point p.

We also use the notation R[x−, x+] to denote the sub-rectangle of rectangle R, that lies
between x-coordinates x− and x+. Similarly, we use R[y−, y+] to denote the sub-rectangle
of R that lies between the y-coordinates y− and y+.

ISAAC 2024
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To avoid boundary conditions in the definitions that follow, we add two rectangles:
Rtop above all rectangles in R, and Rbot below all rectangles in R, that is y−(Rtop) >

maxR∈R y+(R), and y+(Rbot) < minR∈R y−(R). The rectangles Rtop, and Rbot span the
width of all rectangles, i.e., x−(Rtop) = x−(Rbot) < minR∈R x−(R), and x+(Rtop) =
x+(Rbot) > maxR∈R x+(R). We add two points Ptop = {p+

1 , p+
2 } to the interior of Rtop, and

two points Pbot = {p−
1 , p−

2 } to the interior of Rbot, such that x(p+
1 ) = x(p−

1 ) < minp∈P x(p),
and x(p+

2 ) = x(p−
2 ) > maxp∈P x(p). Let R′ = R ∪ {Rtop, Rbot}, and P ′ = P ∪ Ptop ∪ Pbot.

For ease of notation, we simply use R and P to denote R′ and P ′ respectively, and implicitly
assume the existence of Rtop, Rbot, Ptop and Pbot.

For a vertical segment s, a rectangle R ∈ R′ is said to be active at s if it is either discretely
pierced by s i.e., R \ s is not connected and each of the two components contains a point
of P , or there is a point of P ∩ s in R. We denote the set of all active rectangles at s by
Active(s). For a point p ∈ P ∩ s, we define Contain(s, p) to be the set of rectangles in
Active(s) that contains the point p. We define Above(s, p) to be the set of rectangles in
Active(s) that lie strictly above p, i.e., Above(s, p) = {R ∈ Active(s) : y−(R) > y(p)}.
Similarly, Below(s, p) = {R ∈ Active(s) : y+(R) < y(p)}. It follows that for any point
p ∈ s, Active(s) = Contain(s, p) ⊔Above(s, p) ⊔Below(s, p), where ⊔ denotes disjoint
union.

Note that for the vertical line ℓp through p ∈ P , Active(ℓp) ̸= ∅, as Active(ℓp)
contains the rectangles Rtop and Rbot. Similarly, Above(ℓp, p) ̸= ∅ and Below(ℓp, p) ̸= ∅.
Abusing notations slightly, we write Active(p) instead of Active(ℓp), and likewise with
Contain(·), Above(·) and Below(·).

For a point p ∈ P , we now introduce the notion of barriers. Any active rectangle R′

in Above(p) prevents a valid Delaunay edge incident on p from being incident to a point
to the left of p above y+(R′), as such an edge would discretely pierce R′. Hence, among
all rectangles R′ ∈ Above(p), the one with lowest y+(R′) is called the upper barrier at p,
denoted Ub(p). Thus, Ub(p) = argminR′∈Above(p) y+(R′).

Similarly, we define the lower barrier of p, Lb(p) = argmaxR′∈Below(p) y−(R′).
Note that Ub(p) and Lb(p) exist for any p ∈ P since Above(p) and Below(p) are

non-empty.
While the rectangles in R′ are non-piercing, a rectangle R′ ∈ Active(p) can be discretely

pierced by Piece(R, p). We thus define the upper piercing barrier Upb(R, p) as the rectangle
R′ ∈ Above(p) with the lowest y+(R′) that is pierced by Piece(R, p), and we define the
lower piercing barrier Lpb(R, p) analogously. That is,

Upb(R, p) = argmin
R′∈Above(p)

Piece(R,p) pierces R′

y+(R′)
and

Lpb(R, p) = argmax
R′∈Below(p)

Piece(R,p) pierces R′

y−(R′)

For a point p ∈ P and a rectangle R ∈ Contain(p), if Upb(R, p) or Lpb(R, p) exist, then
the horizontal line containing y+(Upb(R, p)) together with the horizontal line containing
y−(Lpb(R, p)) naturally split Piece(R, p) into at most three sub-rectangles called slabs.
The point p lies in exactly one of these slabs, denoted Slab(R, p). Thus, Slab(R, p) is the
sub-rectangle of R whose left and right-vertical sides are respectively defined by x−(R) and
ℓp, and the upper and lower sides are respectively defined by

y+(Slab(R, p)) =
{

y+(Upb(R, p)), if Upb(R, p) exists
y+(R), otherwise

and similarly,

y−(Slab(R, p)) =
{

y−(Lpb(R, p)), if Lpb(R, p) exists
y−(R), otherwise
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p

Ub(p)

Upb(R, p)

Lb(p)

Lpb(R, p)

lp
R

Subslab(R, p)

Slab(R, p)

Piece(R, p)

Figure 1 The figure above shows Ub(p), Lb(p), and the upper and lower piercing barriers
Lpb(R, p) and Upb(R, p) of Piece(R, p). The slab Slab(R, p) containing p defined by Upb(R, p)
and Lpb(R, p) is shaded. The dark grey part shows the Subslab(R, p).

By definition, for a point p and R ∈ Contain(p), if Upb(R, p) exists, then y+(Upb(R, p))
≥ y+(Ub(p)). Similarly, if Lpb(R, p) exists, then y−(Lpb(R, p)) ≤ y−(Lb(p)). Thus,
y+(Ub(p)) and y−(Lb(p)) together split Slab(R, p) further into at most 3 sub-rectangles
called sub-slabs whose vertical sides coincide with the vertical sides of Slab(R, p), and the
horizontal sides are defined by y+(Ub(p)) and y−(Lb(p)). Let Subslab(R, p) denote the
sub-slab containing p. Figure 1 illustrates the notions defined thus far. Note that the
left-adjacent vertices of p in G that are contained in R, only lie in Subslab(R, p).

Proof Strategy. To prove that the graph G constructed by Algorithm 1 is a support for R,
we proceed in two steps. First (and the part that requires most of the work) we show that
for each R ∈ R and p ∈ P ∩ R, the subgraph of G induced by the points in Slab(R, p) is
connected. Second, we show that if p is the rightmost point in R, then Slab(R, p) contains
all points in R ∩ P which, by the first part, is connected.

When processing a point p, Algorithm 1 only adds valid Delaunay edges from p to points
to its left. That is, we only add edges to a subset of points in Subslab(R, p). To show that
Slab(R, p) is connected, one approach could be to show that the Slab(R, p) is covered by
sub-slabs defined by points in Slab(R, p), adjacent sub-slabs share a point of P , and that
points in a sub-slab induce a connected subgraph. Unfortunately, this is not true, and we
require a finer partition of a slab. We proceed as follows: First, we define a sequence of
sub-rectangles of Slab(R, p) called strips, denoted Strip(R, p, i) for i ∈ {−t, . . . , k}, where
the strips that lie above p have positive indices, the strips that lie below p have negative
indices, and the unique strip that contains p has index 0. Further, each strip shares its vertical
sides with Slab(R, p). In the following, since R and p are fixed, we refer to Strip(R, p, i) as
Stripi. We define the strips so that they satisfy the following conditions:

(s-i) Each strip is contained in the slab, i.e, Stripi ⊆ Slab(R, p) for each i ∈ {−t, . . . , k}.
(s-ii) The union of strips cover the slab, i.e., Slab(R, p) ⊆ ∪k

i=−tStripi, and
(s-iii) Consecutive strips contain a point of P in their intersection, i.e., Stripi ∩Stripi−1 ∩

P ̸= ∅ for all i ∈ {−t + 1, . . . , k}. Consequently, each strip contains a point of P .

In order to prove that Slab(R, p) is connected, we describe below a strategy that does
not quite work but, as we show later, can be fixed.

Let Stripi ∩ P = Pi. By Condition (s-iii), Pi ̸= ∅ for any i ∈ {−t, . . . , k}. For a
strip Stripi, let pi denote the rightmost point in it. Let us assume for now that for each
i ∈ {−t, . . . , k}, and each point q ∈ Pi, there is a path from q to pi that lies entirely

ISAAC 2024



53:8 A Fast Algorithm for Computing a Planar Support for Non-Piercing Rectangles

in Stripi.9 Now, consider an arbitrary point q ∈ Slab(R, p). By Condition (s-ii) each
point in P ∩ Slab(R, p) is contained in at least one strip. Therefore, q ∈ Stripi for some
i ∈ {−t, . . . , k}. By our assumption, there is a path π1

i from q to pi that lies entirely in
Stripi. If i ≥ 0 (a symmetric argument works when i < 0), since Condition (s-iii) implies
consecutive strips intersect at a point in P , there is a path π2

i from pi to a point q′ ∈ Pi∩Pi−1
that lies entirely in Stripi. Again, by our assumption, there is a path π1

i−1 from q′ to pi−1
that lies entirely in Stripi−1. Repeating the argument above with i− 1, i− 2, . . ., until i = 0,
and concatenating the paths π1

i , π2
i , π1

i−1, . . ., we obtain a path π from q to p, each sub-path
of which is a path from a point in a strip to the rightmost point in that strip such that each
point in the path lies entirely in the strip. By Condition (s-i), Stripi ⊆ Slab(R, p) for each
i ∈ {−t, . . . , k}. Therefore, π lies entirely in Slab(R, p). Since q was arbitrary, this implies
that Slab(R, p) is connected.

Consider a slab Slab(R, p) corresponding to a rectangle R ∈ R and a point p ∈ P ∩R.
The strips corresponding to Slab(R, p) are defined as follows: Let s denote the open segment
of ℓp between p and y+(Slab(R, p)) of ℓp, the vertical line through p. Let Rs = (R0, . . . , Rh)
be the rectangles in Active(s) ordered by their upper sides i.e., y+(Ri) < y+(Rj), for
0 ≤ i < j ≤ h. Similarly, let s′ denote the open segment of ℓp between p and y−(Slab(R, p))
and let Rs′ = (R′

0, . . . , R′
h′) denote the rectangles in Active(s′) ordered by their lower sides

y−(R′
i) > y−(R′

j) for 0 ≤ i < j ≤ h′.
We define Strip0 = Slab(R, p)[y−(R′

0), y+(R0)], if Active(s) ̸= ∅ and Active(s′) ̸= ∅.
If Active(s) = ∅, we set y+(Strip0) = y+(Slab(R, p)). Similarly, if Active(s′) = ∅, we set
y−(Strip0) = y−(Slab(R, p)). We set p0 = p. Having defined Strip0, we set Rs = Rs \R0
and Rs′ = Rs′ \R′

0.

Strip2

p2

p

R2

Figure 2 The figure shows the construction of the strips Strip0, Strip1 and Strip2. The vertical
line segment through pi, i ∈ {1, 2} shows that pi is the rightmost point among the points in the
strip i.

For i > 0, having constructed Stripj for j = 0, . . . , i − 1, we do the following while
Rs ≠ ∅: Let Si = argminR′∈Rs

y−(R′), and let y− = y−(Si). Let Ri = argmin{y+(R′) :
R′ ∈ Rs : y−(R′) > y−}, and let y+ = min{y+(Slab(R, p)), y+(Ri)}. Set y−(Stripi) = y−
and y+(Stripi) = y+. Let pi = argmax{x(p′) : p′ ∈ P ∩ Slab(R, p) : y− < y(p′) < y+}.
Note that pi exists since Si ∈ Active(s). Set Rs = Rs \ {R′ : y−(R′) < y−(Ri)}.

For i < 0, the construction is symmetric. Having constructed Strip(R, p, j) for j =
0,−1, . . . ,−i + 1, we do the following until Rs′ = ∅. Let S′

i = argmaxR′∈Rs′ y+(R′),
and let y+ = y+(S′

i). Let R′
i = argmax{y−(R′) : R′ ∈ Rs′ , y+(R′) < y+}. Let y− =

max{y−(R′
i), y−(Slab(R, p))}. Set y−(Stripi) = y− and y+(Stripi) = y+. Let pi =

argmax{x(p′) : p′ ∈ P ∩ Slab(R, p), y− < y(p′) < y+}. Again, pi exists since S′
i ∈

Active(s′). Set Rs′ = Rs′ \ {R′ ∈ Rs′ : y+(R′) > y+(R′
i)}. Figure 2 illustrates the

construction of the strips.

9 This assumption is incorrect but will be remedied later.
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▶ Proposition 1. For i ∈ {−t, . . . , k},

y−(Lb(pi)) ≤ y−(Stripi) < y+(Stripi) ≤ y+(Ub(pi))

Proof. Fix i ∈ {−t, . . . , k} and assume i ≥ 0. For i < 0, the proof is symmetric. Since
pi ∈ Stripi and by the definition of the lower barrier, y+(Lb(pi)) < y(pi) < y+(Stripi).
If y−(Lb(pi)) > y−(Stripi), since Lb(pi) ∈ Rs and y+(Stripi) ≤ min{y+(R′) ∈ Rs :
R′ ∈ Rs and y−(R′) > y−(Stripi)}, it implies y+(Stripi) ≤ y+(Lb(pi)), contradicting
pi ∈ Stripi.

Now we argue about Ub(pi). If y+(Ub(pi)) > y+(Slab(R, p)), since y+(Slab(R, p)) ≥
y+(Stripi), we have y+(Ub(pi)) ≥ y+(Stripi). Otherwise, we have Ub(pi) ∈ Rs. Since
pi ∈ Stripi and by definition of the upper barrier, we have y−(Ub(pi)) > y(pi) > y−(Stripi).
Since y+(Stripi) ≤ min{y+(R′) : R′ ∈ Rs and y−(R′) > y−(Stripi)}, it follows that
y+(Stripi) ≤ y+(Ub(pi)). ◀

▶ Lemma 2. The strips constructed as above satisfy the following conditions: (i) Stripi ⊆
Slab(R, p) for each i ∈ {−t, . . . , k}. (ii) Slab(R, p) = ∪k

i=−tStripi, and (iii) Stripi ∩
Stripi−1 ∩ P ̸= ∅ for all i ∈ {−t + 1, . . . , k}.

Proof. Item (i) and (ii) follow directly by construction. For (iii), note that adjacent strips
contain a piece of an active rectangle and hence their intersection contains a point of P . ◀

Unfortunately, our assumption that every point in a strip has a path to its rightmost
point in the strip is not correct. To see this, consider a strip that is pierced by a rectangle
R′, whose intersection with the strip does not contain a point of P . Therefore, a point in the
strip that lies to the left of R′ cannot have a path to pi that lies in the strip unless some of
its edge is allowed to pierce R′. In order to remedy this situation, we introduce the notion of
a corridor. A corridor corresponding to a strip is a region of Slab(R, p) that contains all
points in the strip, and such that each point in the strip has a path to the rightmost point in
it that lies entirely in the corridor. Since each corridor lies in Slab(R, p), the proof strategy
can be suitably modified to show that Slab(R, p) is connected.

We now define the corridors associated with each strip. Recall that G = (P, E) is the
graph constructed by Algorithm 1. For a point q ∈ P , recall that the neighbors of q in G that
lie to its left are called its left-adjacent points. If q lies on a path π, and q′ is the left-adjacent
point of q on π, then we say that q′ is left-adjacent to q on π. We start with the following
proposition that will be useful in constructing the corridors.

▶ Proposition 3. For a point q ∈ P , if (q1, . . . , qr, qr+1, . . . , qs) is the sequence of its left-
adjacent points in G s.t. y(q1) > . . . > y(qr) > y(q) and y(qr+1) < . . . < y(qs) < y(q). Then,
for 1 ≤ i < j ≤ r, x(qi) > x(qj), and for r + 1 ≤ i < j ≤ s, x(qi) < x(qj).

Proof. This follows directly from the fact that each edge in G is Delaunay. ◀

For a strip Stripi, we define its corresponding corridor Corridori as follows: The
corridor is the region of Slab(R, p) bounded by two paths: an upper path πu

i , and a lower
path πℓ

i , defined as follows.
The upper path πu

i = (q0, q1, q2, . . . , ) is constructed by starting with j = 0, q0 = pi, and
repeating (1) set qj+1 ← q′ where q′ has the highest y(q′) among the left-adjacent points
of qj . (2) j ← j + 1. We stop when we cannot find such a q′ for the current qj in G that
lies in Slab(R, p), where we complete the path by following the edge to the left-adjacent
vertex qj+1 of qj with highest y-coordinate. Thus, the last vertex of πu

i possibly does not lie
in Slab(R, p).
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The lower path πℓ
i = (q′

0, . . . , ) is constructed similarly. For j = 0, set q′
0 = pi, and

repeating (1) set q′
j+1 ← q′, where q′ has the lowest y(q′) among the left-adjacent points

of q′
j . We stop when we cannot find such a q′ in Slab(R, p) for the current q′

j , where we
complete the path by following the edge from q′

j its left-adjacent vertex q′
j+1 with smallest

y-coordinate. Thus, the last vertex of πℓ
i possibly does not lie in Slab(R, p).

Corridori is the region of Slab(R, p) that lies between the upper and lower paths
πu

i and πℓ
i . Figure 3 shows a corridor corresponding to a strip. We start with some basic

observations about the corridors thus constructed.

Stripi

Corridori

Slab(R, p)

pi

π
ℓ
i

Figure 3 The figure above shows the strip Stripi, the slab Slab(R, p) in grey, and the corridor
Corridori as the region shaded in red between πu

i and πℓ
i .

▶ Proposition 4. For i ∈ {−t, . . . , k}, πu
i and πℓ

i are x-monotone.

Proof. This follows directly by construction since at each step we augment the path by
adding to it, the left-adjacent neighbor to the current vertex of the path. ◀

The graph G constructed by Algorithm 1 do not cross. We say that two paths π1 and
π2 in G cross if there is an x-coordinate at which π1 lies above π2, and an x-coordinate at
which π2 lies above π1.

▶ Proposition 5. For i ∈ {−t, . . . , k}, πl
i does not lie above πu

i , and πℓ
i and πu

i do not cross.

Proof. Let πu
i = (q0, q1, . . . , qr) and πℓ

i = (q′
0, . . . , q′

s), where q0 = q′
0 = pi. Since q1 is the

left-adjacent of pi in Slab(R, p) with highest y-coordinate and q′
1 is the left-adjacent point

of pi with lowest y-coordinate, y(q′
1) ≤ y(q1). Thus, πℓ

i does not lie above πu
i at x(pi). If at

some x-coordinate x′, πℓ
i lies above πu

i , then the paths must have crossed to the right of x′.
Let qi = q′

j = q be a point of P common to πu
i and πℓ

i lying to the left of pi. Again,
since qi+1 = arg max{y(q′′) : q′′ ∈ Slab(R, p) ∩ P, x(q′′) < x(q), {q, q′′} ∈ E(G)}, and
q′

j+1 = arg min{y(q′′) : q′′ ∈ Slab(R, p) ∩ P, x(q′′) < x(q), {q, q′′} ∈ E(G)}, it follows that
y(q′

j+1) ≤ y(qi+1). Hence, the paths do not cross, and since πℓ
i does not lie above πu

i at x(pi),
it does not do so at any x-coordinate to the left of pi either. ◀

Recall that the left-neighbor of a point q in a set P ′ is the point p′ = argmaxp′′∈P ′ x(p′′) <

x(q). The right-neighbor is defined similarly. Note that the left and right neighbors are
defined geometrically, and they may not be adjacent to q in the graph G. For a point q ∈ P

and i ∈ {−t, . . . , k}, we let r0 and r1 denote respectively, the left- and right-neighbors of q on
πu

i . Similarly, we let r′
0 and r′

1 denote respectively, the left- and right-neighbors of q on πℓ
i .

▶ Proposition 6. For i ∈ {−t, . . . , k} and q ∈ P , if q lies above πu
i , then y(q) >

max{y(r0), y(r1)}. Similarly, if q lies below πℓ
i , then y(q) < min{y(r′

0), y(r′
1)}.
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Proof. We assume q lies above πu
i . The other case follows by an analogous argument. By

Proposition 4, since πu
i is x-monotone, it follows that r0 and r1 are consecutive along πu

i , and
thus, r0r1 is a valid Delaunay edge in G. If either y(r0) > y(q) > y(r1), or y(r0) < y(q) <

y(r1), then it contradicts the fact that r0r1 is Delaunay. Hence, y(q) > max{y(r0), y(r1)} as
q lies above πu

i . ◀

We now show that the corridors constructed satisfy the required conditions. The first
condition below, follows directly from construction.

▶ Lemma 7. For i ∈ {−t, . . . , k}, Corridori ⊆ Slab(R, p).

Proof. Follows directly by construction. ◀

Next, we show that for each strip, its corresponding corridor contains all its points, that
is all points in P ∩ Stripi are contained between the upper and lower paths of Corridori.
Before we do that, we need the following two technical statements.

▶ Proposition 8. Let q, q′ ∈ P , with x(q) < x(q′) s.t. qq′ is Delaunay. If qq′ ̸∈ E(G),
then either (i) h(qq′) pierces a rectangle, or crosses an existing edge, or (ii) v(qq′) pierces a
rectangle. In particular, v(qq′) does not cross an existing edge.

Proof. The points in P are processed by Algorithm 1 in increasing order of their x-coordinates,
and when a point is being processed, we add edges of type { , } to points to its left.
Therefore, while processing q′, no edge from points of P to the right of q′ have been added.
Hence, v(qq′) does cross an existing edge. ◀

▶ Lemma 9. For i ∈ {−t, . . . , k}, let q ∈ Slab(R, p) ∩ P s.t. q lies above πu
i . Let q1

be the right-neighbor of q on πu
i . If qq1 is Delaunay but not valid, then v(qq1) pierces a

rectangle. In particular, h(qq1) does not pierce a rectangle or cross an edge. Similarly, let
q′ ∈ Slab(R, p) ∩ P s.t. q′ lies below πℓ

i , q′
1 is the right-neighbor of q′ on πℓ

i . If q′q′
1 is

Delaunay but not valid, then v(q′q′
1) pierces a rectangle. In particular h(q′q′

1) does not pierce
a rectangle or cross an edge.

Proof. We prove the case when q lies above πu
i . The other case follows by an analogous

argument. Since qq1 is not valid, either the horizontal segment of qq1 pierces a rectangle, or
crosses an existing edge; or v(qq1) pierces a rectangle since by Proposition 8, v(qq1) does not
cross an existing edge.

Let q0 be left-adjacent to q1 on πu
i . By Proposition 6, y(q) > max{y(q0), y(q1)}. Hence

qq1 is of type . Suppose h(qq1) pierces a rectangle or crosses an edge of type . Then,
there is a point z that lies below the h(qq1). But, z cannot lie below the h(q0q1), as that
contradicts the fact that q0q1 is valid. Hence, z lies above h(q0q1). This implies that z lies
either in R(q0q1) (if y(q0) < y(q1)), or z lies in R(qq1). If z ∈ R(q0q1), it contradicts the
fact that q0q1 is Delaunay. Also, z ̸∈ R(qq1), as qq1 is Delaunay by assumption. Therefore,
h(qq1) does not pierce a rectangle, or crosses an edge of type . If h(qq1) crossed an edge e

of type , then either qq1 is not Delaunay, violating our assumption, or e is not Delaunay,
a contradiction. ◀

▶ Lemma 10. For i ∈ {−t, . . . , k}, Pi ⊆ Corridori, where Pi = P ∩ Stripi.
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piq

R′

q1
π
u
i

(a) R′ cannot be empty if pi is
above R′.

pi

q

R′

q1
π
u
i

ub(pi)

(b) If R′ does not contain a point
of P between x(q) and x+(R),
then y(q) > y+(Stripi).

π
u
i

(c) Since qq1 and qq2 are Delaunay,
then R2 pierces v(qq1).

Figure 4 The three cases in the proof showing that Pi ⊆ Corridori.

Proof. Suppose Pi \ Corridori ̸= ∅. By Proposition 5, any such point either lies above
πu

i or below πℓ
i . We assume the former. The latter follows by an analogous argument. Let

P ′
i = {q ∈ Slab(R, p) : y(q) < y+(Stripi) and q lies above πu

i }. It suffices to show that
P ′

i = ∅. For the sake of contradiction, suppose P ′
i ̸= ∅.

We impose the following partial order on Pi: for a, a′ ∈ Pi, a ≺ a′ ⇔ x(a) > x(a′) ∧ y(a) <

y(a′). Let q be a minimal element in P ′
i according to ≺. In the following, when we refer to a

minimal element, we impicitly assume this partial order.
We show that there is a valid Delaunay edge between q and a point q′ on πu

i . By
assumption, q lies above πu

i . Let q0 and q1 denote, respectively, the left- and right-neighbors
of q on πu

i .
Since q is minimal in P ′

i , qq1 is Delaunay. By Proposition 6, it follows that y(q) > y(q0)
and y(q) > y(q1). Since q is not left-adjacent to q1 on πu

i , it implies qq1 is not valid.
Since qq1 is Delaunay but not valid, by Lemma 9, v(qq1) pierces a rectangle. Let R′ denote

the set of rectangles pierced by qq1. Suppose ∃R′ ∈ R′ s.t. R′[x(q1), min{x(p), x+(R′)}]∩P =
∅. Then, we call R′ a bad rectangle. Otherwise, we say that R′ is good. Now we split the
proof into two cases depending on whether R′ contains a bad rectangle or not. In the two
cases below, we use Proposition 4 that πu

i is x-monotone.

Case 1. R′ contains a bad rectangle. Let R′ ∈ R′ be a bad rectangle. First, observe
that x+(R′) > x(p) as otherwise, R′ is not pierced by v(qq1). Now, suppose y(pi) > y+(R′),
where pi is the rightmost point in Stripi. We have that x(q1) < x(pi), both pi and q1 lie
on πu

i and, πu
i is x-monotone. But, this implies πu

i pierces R′. But this is impossible as by
construction πu

i consists of valid Delaunay edges. Hence, since R′ is bad, we can assume that
y(pi) < y−(R′). But the definition of the upper barrier implies that y+(R′) ≥ y+(Ub(pi)).
Since v(qq1) pierces R′, it implies y(q) > y+(R′), and hence y(q) > y+(Ub(pi)). But, this
contradicts the assumption that q ∈ Stripi, since by Proposition 1, y+(Ub(pi)) ≥ y+(Stripi)
and hence y(q) > y+(Stripi).

Case 2. All rectangles in R′ are good. Let R1 = arg max{y−(R′) : R′ ∈ R′}. Let q2
be the leftmost point in R1 s.t. x(q2) > x(q1). Since q2 lies to the right, and below q,
q2 ≺ q. Since q is a minimal element in P ′

i , it implies that q2 lies on or below πu
i . We

claim that q2 cannot lie below πu
i . Suppose it did. Let q′

2 be the left-neighbor of q2 on πu
i .

Then, x(q′
2) < x(q2). Since q2 is the leftmost point of R1 to the right of v(qq1), then either

y(q′
2) < y−(R1), or y(q′

2) > y+(R1). However, in either case, we obtain that πu
i must cross

R1 between q2 and q1, which implies that πu
i pierces R1, as πu

i is x-monotone, and the edges
in πu

i are of the form { , }, a contradiction.
Since q is minimal, qq2 is Delaunay. By Lemma 9, the only reason qq2 is not valid is that

v(qq2) pierces a rectangle. But, any such rectangle R2 is also pierced by v(qq1), as qq2 is
Delaunay. But, this implies y−(R2) > y−(R1), contradicting the choice of R1. Therefore,
qq2 is a valid Delaunay edge. Now, the only reason that q is not the left-adjacent point of q2
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on πu
i then, is that q′

2, the left-adjacent point of q2 on πu
i lies in Slab(R, p), but above q,

i.e., y(q′
2) > y(q), as the construction of πu

i dictates that we choose the left-adjacent point
with highest y-coordinate that lies in Slab(R, p). Showing that this leads to a contradiction
completes the proof.

So suppose y(q′
2) > y(q), then y(q′

2) > y+(R1). Further, by Proposition 3, x(q′
2) > x(q).

Again this implies the x-monotone curve πu
i cannot contain both q′

2 and q1 without piercing
R1. Hence, y(q′

2) < y−(R1) < y(q), but this contradicts the choice of q′
2 as the left-adjacent

point of q2 on πu
i since qq2 is a valid Delaunay edge with y(q′

2) < y(q2) < y(q). See Figure 4
for the different cases in this proof. ◀

The key property of a corridor is that if the upper or lower path of a corridor crosses
a rectangle R′, then there must be a point of R′ ∩ P that lies on that path of the corridor.
Using this, we can show that any point in the strip has an adjacent point to its right in G

that lies in the corridor. This implies that every point in a strip has a path to the rightmost
point in the strip that lies entirely in its corresponding corridor.

▶ Lemma 11. For each q ∈ Corridori, there is a path π(q, pi) between q and pi that lies
in Corridori, where pi ∈ Pi is the rightmost point in Stripi.

Proof. If q lies on the upper path πu
i or the lower path πℓ

i defining Corridori, the lemma is
immediate. So we can assume by Proposition 5 that q lies below πu

i , and above πℓ
i . Suppose

the lemma is false. Let q be the rightmost point of Corridori that does not have a path to
pi lying in Corridori. To arrive at a contradiction, it is enough to show that q is adjacent
to a point q′ ∈ Corridori that lies to the right of q.

Starting from ℓq, the vertical line through q, sweep to the right until the first point r

that lies on both πu
i and πℓ

i . Such a point exists since pi lies on both πu
i and πℓ

i . Let Q′
i

denote the set of points in Corridori whose x-coordinates lie between x(q) and x(r). This
set is non-empty as it contains q and r. Hence, either Q+

i = {q′ ∈ Q′
i : y(q′) > y(q)} ≠ ∅, or

Q−
i = {q′ ∈ Q′

i : y(q′) < y(q)} ≠ ∅. If both are non-empty, let Qi denote the set that contains
a point with smallest x-coordinate. Otherwise, we let Qi denote the unique non-empty set.
Assume Qi = Q+

i . An analgous argument holds when Qi = Q−
i .

Define a partial order on Qi, where for a, b ∈ Qi, a ≺ b⇔ x(a) < x(b) and y(a) < y(b).
Let Qmin

i = (q1, . . . , qt) denote the sequence of minimal elements of Qi ordered linearly such
that y(qk) > y(qj) for k < j. It follows that x(qk) < x(qj) for k < j. Observe that qqi is
Delaunay for i = 1, . . . , t by the minimality of qi. Our goal is to show that qqi is a valid
Delaunay edge for some i ∈ {1, . . . , t}. We start with the following claim that v(qqt) and
h(qq1) do not pierce a rectangle in R, or cross an edge of G.

▷ Claim 12. h(qq1) does not pierce a rectangle in R or cross an edge of G, and v(qqt) does
not pierce a rectangle in R or cross an edge of G.

Proof. Suppose h(qq1) pierced a rectangle R′. Since πu
i consists of valid Delaunay edges,

and the choice of Qi, R′ contains a point a that lies in Corridori. Since h(qq1) pierces R′,
x(q) < x(a) < x(q1). If y(a) < y(q1), then it contradicts the fact that q1 is minimal, and if
y(a) > y(q1), it contradicts the fact that q1 is the minimal element with highest y-coordinate.
A similar argument shows that h(qq1) does not cross an edge of G.

If v(qqt) pierced a rectangle R′ ∈ R, then R′ has a point to the right of v(qqt). Further,
by Proposition 4, πu

i and πℓ
i are x-monotone paths and by construction, they consist of valid

Delaunay edges meeting at r. If r = qt and v(qqt) pierced a rectangle, since qqt is Delaunay,
and the edges are of type { , }, it implies that the left-adjacent point of r on πu

i or πℓ
i is

not a valid Delaunay edge. Hence, we can assume qt ̸= r. Again, since the edges of πu
i and
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πℓ
i are valid Delaunay edges, it implies that R′ has a point a s.t. x(qt) < x(a) ≤ x(r), and a

lies in Corridori. Since v(qqt) pierces R′, y(a) < y(qt). But this contradicts the fact that
qt is the point in Qmin

i with the smallest y-coordinate. Therefore, v(qqt) can not pierce any
rectangle. Since qqt is Delaunay, by Proposition 8, v(qqt) does not cross an edge of G. ◁

We now define a point x1 on the x-axis and a point y1 on the y-axis as follows:

x1 = min {{x+(R′) : R′ pierced by h(qqt)}, {v(e) : e crosses h(qqt)}}
y1 = min {{y+(R′) : R′ pierced by v(qq1)}, {h(e) : e crosses v(qq1)}}

By Claim 12 and the assumption that qqt and qq1 are not valid edges, it follows that x1
and y1 exist. We argue when x1 and y1 correspond to x+(R′) and y+(R′′), respectively for
rectangles R′, R′′ ∈ R. If they were instead defined by the vertical/horizontal side of edges,
the arguments are similar.

q1

q2

q′

qt

v(qqt)

h(qq1)

R′

R′′

x1 = x+(R
′)

y1 = y+(R
′′)

π
u
i

q

z

Figure 5 The edge qq′ is a valid Delaunay edge.

Observe that x−(R′′) < x(q), while x−(R′) > x(q), and y−(R′′) > y(q) and y−(R′) < y(q).
Now, from the fact that the rectangles are non-piercing, it implies that either x+(R′′) < x1
or y+(R′) < y1. Suppose wlog, the former is true. Since R′ is pierced by h(qqt) and πu

i

consists of valid Delaunay edges, there are points in R′ that lie in Corridori, and these
points lie below y1.

Let z denote the intersection of the vertical line through x1 and the hoizontal line through
y1. By the argument above, the rectangle with diagonal qz contains points of P , and hence
a point q′ ∈ Qmin

i . We claim that qq′ is a valid Delaunay edge. To see this, note that h(qq′)
does not pierce a rectangle in R as such a rectangle contradicts the definition of x1. If v(qq′)
pierced a rectangle, such a rectangle R̃ must have y+(R̃) < y1, as qq′ is Delaunay. This
contradicts the choice of y1. Therefore, qq′ is a valid Delaunay edge. ◀

The lemma below follows the description in the proof strategy at the start of this section.

▶ Lemma 13. For a rectangle R and point p ∈ R, after Algorithm 1 has processed point p,
the points in Slab(R, p) induce a connected subgraph, all of whose edges lie in Slab(R, p).

Proof. Let G[Slab(R, p)] denote the induced subgraph of G on the points in Slab(R, p). By
Condition (ii) of Lemma 2, since Slab(R, p) ⊆ ∪k

i=−tStripi, each point in P ∩ Slab(R, p)
is contained in ∪k

i=−tStripi. If the statement of the lemma does not hold, consider an
extremal strip, i.e., the smallest positive index, or largest negative index of a strip such that it
contains a point q that does not lie in the connected component of G[Slab(R, p)] containing
p. Assume without loss of generality that i ≥ 0. An analogous argument holds if i < 0.
By Lemma 10, q ∈ Corridori, and by Lemma 11, q has a path π1 to pi, the rightmost
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point in Corridori that lies entirely in Corridori. By Condition (ii) of Lemma 2, there
is a point q′ ∈ Stripi ∩ Stripi−1 ∩ P . By Lemma 10, q′ ∈ Corridori, and by Lemma 11,
there is a path π2 between q′ and pi. Since q′ ∈ Stripi−1, q′ lies in the same connected
component as p in G[Slab(R, p)], and hence there is a path π′ from q′ to p in G[Slab(R, p)].
Concatenating π1, π2 and π′ we obtain a path π from q to p that lies in Slab(R, p). ◀

We now argue that if p is the rightmost point in a rectangle R, then Piece(R, p) consists
of a single slab.

▶ Lemma 14. If p is the last point in R according to the x-coordinates of the points, then
Piece(R, p) consists of a single slab.

Proof. Assume for the sake of contradiction that Upb(R, p) exists. By definition of Upb(R, p),
there are two points a, b ∈ Upb(R, p), such that x(a) < x−(R) < x(p) < x+(R) < x(b), as p

is the last point in R. But this implies Upb(R, p) is pierced by R, a contradiction. Therefore,
Upb(R, p) does not exist. Similarly, Lpb(R, p) does not exist, and hence Piece(R, p) consists
of a single slab. ◀

▶ Theorem 15. Algorithm 1 constructs a planar support.

Proof. By construction, the edges of the graph G constructed by Algorithm 1 are valid
Delaunay edges of type { , }. To obtain a plane embedding, we replace each edge
e = {p, q} by the diagonal of the rectangle R(pq) joining p and q. We call these the diagonal
edges. It is clear that no diagonal edge pierces a rectangle. If two diagonal edges cross, then
it is easy to check that either the corresponding edges cross, or they are not Delaunay. For
a rectangle R ∈ R, let p be the last point in R. Lemma 14 implies that there is only one
slab, namely R, and Lemma 13 implies Slab(R, p) is connected. Since R was arbitrary, this
implies Algorithm 1 constructs a support. ◀

4.2 Implementation
In this section, we show that Algorithm 1 can be implemented to run in O(n log2 n + (m +
n) log m) time with appropriate data structures, where |R| = m, and |P | = n. At any point
in time, our data structure maintains a subset of points that lie to the left of the sweep line ℓ.
It also maintains for each rectangle R intersecting ℓ, the interval [y−(R), y+R] corresponding
to R. When the sweep line arrives at the left side of a rectangle, the corresponding interval
is inserted into the data structure. The interval is removed from the data structure when
the sweep line arrives at the right side of the rectangle. Similarly, whenever we sweep over
a point p, we insert it into the data structure. In addition, we do the following when the
sweep line arrives at a point p:
1. Find the upper and lower barriers at p.
2. Query the data structure to find the set Q of points q which i) lie to the left of p and

between the upper and lower barriers at p (orthogonal range query) so that ii) qp is a
Delaunay edge.

3. We add the edge qp for every q ∈ Q to our planar support. For each edge we add, we
remove the points in the data structure that are occluded by the edges. These are the
points whose y-coordinates lie in the range corresponding to the vertical side of the
L-shape for qp.

Our data structure is implemented by combining three different existing data structures.
For Step 1, we use a balanced binary search tree T u

1 augmented so that it can answer
range minima or maxima queries. For any rectangle R intersecting the sweep line ℓ, let
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(y1, y2) denote the interval corresponding to the projection of R on the y-axis. T u
1 stores the

key-value pair (y1, y2) with y1 as the key and y2 as the value. To find the upper barrier at a
point p = (x, y) we need to find the smallest value associated with keys that are at least x.
If we augment a standard balanced binary search tree so that at each node we also maintain
the smallest value associated with the keys in the subtree rooted at that node, such a query
takes O(log m) time. An analogous search tree T b

1 is used to find the lower barrier at any
point.

To implement Step 2, we use a dynamic data structure T b
2 due to Brodal [10] which

maintains a subset of the points to the left of ℓ and can report points in any query rectangle
Q that are not dominated by any of the other points in time O(log2 n + k) where k is the
number of reported points. We say that a point u is dominated by a point v if both x and y

coordinates of u are smaller than those of v. The data structure also supports insertions or
deletions of points in O(log2 n) time. When the sweep line arrives at a point p, we can use
T b

2 to find all points q that lie to the left of p and below p so that the edge qp is a Delaunay
edge (as qp of shape is Delaunay iff there is no other point in the range below and to
the left of p that dominates q). An analogous data structure T u

2 is used to find the points q

which lie above and to the left of p so that qp (of shape ) is Delaunay.

To implement Step 3, we use a dynamic 1D range search data structure T3 which also
stores a subset of the points to the left of ℓ, supports insertions and deletions in O(log n)
time and can report in O(log n + k) time the subset of stored points that lie in a given range
of y-coordinates (corresponding the vertical side of each added edge), where k is the number
of points reported. The points identified are removed from T u

2 , T b
2 and T3.

By the correctness of Algorithm 1 proved in Section 4.1, at any point in time, the current
graph is a support for the set of rectangles that lie completely to the left of the sweep
line. Thus, if the sweep line ℓ is currently at a point p and q is a point to the left of ℓ,
the only rectangles that qp may discretely pierce are those that intersect ℓ. A simple but
important observation is that if qp is Delaunay then qp pierces a rectangle iff the vertical
portion of L-shape forming the edge pq pierces the rectangle. To see this note that the
horizontal portion of the L-shape cannot pierce any rectangle since such a rectangle would
not intersect ℓ. The L-shape also cannot (discretely) pierce a rectangle containing the corner
of the L-shape since then the edge qp would not be a Delaunay edge. Thus, in order to
avoid edges that pierce other rectangles, it suffices to restrict q to lie between the upper and
lower barriers at p. Thus Step 1 above ensures that edges found in Step 2 don’t pierce any
of the rectangles. Similarly, Step 3 ensures that the edges we add in Step 2 don’t intersect
previously added edges.

The overall time taken by the data structures used by Step 1 is O((m + n) log m) since
it takes O(log m) time to insert or delete the key-value pair corresponding to any of the m

rectangles, and it takes O(log m) time to query the data structure for the upper and lower
barriers at any of the n points. The overall time taken by the data structure in Step 2 is
O(n log2 n) since there are most O(n) insert, delete, and query operations, and the total
number of points reported in all the queries together is O(n). The overall time taken by
the data structure in Step 3 is O(n log n) we only add O(n) edges in the algorithm and
the query corresponding to each edge takes O(log n) time. Each of the reported points is
removed from the data structure but since each point is removed only once, the overall time
for such removals is also O(n log n). The overall running time of our algorithm is therefore
O(n log2 n + (m + n) log m).
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Abstract
Counting the number of homomorphisms of a pattern graph H in a large input graph G is a
fundamental problem in computer science. In many applications in databases, bioinformatics, and
network science, we need more than just the total count. We wish to compute, for each vertex
v of G, the number of H-homomorphisms that v participates in. This problem is referred to as
homomorphism orbit counting, as it relates to the orbits of vertices of H under its automorphisms.

Given the need for fast algorithms for this problem, we study when near-linear time algorithms
are possible. A natural restriction is to assume that the input graph G has bounded degeneracy, a
commonly observed property in modern massive networks. Can we characterize the patterns H for
which homomorphism orbit counting can be done in near-linear time?

We discover a dichotomy theorem that resolves this problem. For pattern H, let ℓ be the length
of the longest induced path between any two vertices of the same orbit (under the automorphisms
of H). If ℓ ≤ 5, then H-homomorphism orbit counting can be done in near-linear time for bounded
degeneracy graphs. If ℓ > 5, then (assuming fine-grained complexity conjectures) there is no
near-linear time algorithm for this problem. We build on existing work on dichotomy theorems
for counting the total H-homomorphism count. Surprisingly, there exist (and we characterize)
patterns H for which the total homomorphism count can be computed in near-linear time, but the
corresponding orbit counting problem cannot be done in near-linear time.
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1 Introduction

Analyzing the occurrences of a small pattern graph H in a large input graph G is a central
problem in computer science. The theoretical study has led to a rich and immensely deep
theory [39, 20, 30, 24, 40, 2, 23, 45, 51, 17, 16]. The applications of graph pattern counts
occur across numerous scientific areas, including logic, biology, statistical physics, database
theory, social sciences, machine learning, and network science [34, 19, 22, 18, 27, 13, 29, 42,
59, 45, 25, 44]. (Refer to the tutorial [53] for more details on applications.)

A common formalism used for graph pattern counting is homomorphism counting. The
pattern graph is denoted H = (V (H), E(H)) and is assumed to have constant size. The
input graph is denoted G = (V (G), E(G)). Both graphs are simple and do not contain
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self-loops. An H-homomorphism is a map f : V (H) → V (G) that preserves edges. Formally,
∀(u, v) ∈ E(H), (f(u), f(v)) ∈ E(G). Let HomH(G) denote the number of distinct H-
homomorphisms in G.

Given the importance of graph homomorphism counts, the study of efficient algorithms
for this problem is a subfield in itself [35, 3, 18, 27, 26, 24, 13, 23, 14, 51]. The simplest
version of this problem is when H is a triangle, itself a problem that attracts much attention.
Let n = |V (G)| and k = |V (H)|. Computing HomH(G) is #W [1]-hard when parameterized
by k (even when H is a k-clique), so we do not expect no(k) algorithms for general H [24].
Much of the algorithmic study of homomorphism counting is in understanding conditions on
H and G when the trivial nk running time bound can be beaten.

Our work is inspired by the challenges of modern applications of homomorphism counting,
especially in network science. Typically, n is extremely large, and only near-linear time
(n · poly(log n)) algorithms are feasible. Inspired by a long history and recent theory on this
topic, we focus on bounded degeneracy input graphs (we say bounded degeneracy graphs to
refer to graphs belonging to classes of graphs with bounded degeneracy). This includes all
non-trivial minor-closed graph families, such as planar graphs, bounded genus graphs, and
bounded tree-width graphs. Many practical algorithms for large-scale graph pattern counting
use algorithms for bounded degeneracy graphs [2, 38, 45, 43, 37, 44]. Real-world graphs
typically have a small degeneracy, comparable to their average degree ([32, 37, 55, 5, 9], also
Table 2 in [5]).

Secondly, many modern applications for homomorphism counting require more fine-
grained statistics than just the global count HomH(G). The aim is to find, for every vertex
v of G, the number of homomorphisms that v participates in. Seminal work in network
analysis for bioinformatics plots the distributions of these per-vertex counts to compare
graphs [36, 46]. Orbit counts can be used to generate features for vertices, sometimes called
the graphlet kernel [54]. In the past few years, there have been many applications of these
per-vertex counts [10, 59, 52, 57, 4, 58, 50, 60, 61].

Algorithms for this problem require considering the “roles” that v could play in a
homomorphism. For example, in a 7-path (a path of length 6) there are 4 different roles: a
vertex v could be in the middle, could be at the end, or at two other positions. These roles
are colored in Fig. 1. The roles are called orbits (defined in the Section 3), and the problem
of H-homomorphism orbit counting is as follows: for every orbit ψ in H and every vertex v
in G, output the number of homomorphisms of H where v participates in the orbit ψ. This
is the main question addressed by our work:

What are the pattern graphs H for which the H-homomorphism orbit counting problem is
computable in near-linear time (when G has bounded degeneracy)?

Recent work of Bressan followed by Bera-Pashanasangi-Seshadhri introduced the question
of homomorphism counting for bounded degeneracy graphs, from a fine-grained complexity
perspective [14, 8]. A dichotomy theorem for near-linear time counting of HomH(G) was
provided in subsequent work [6]. Assuming fine-grained complexity conjectures, HomH(G)
can be computed in near-linear time iff the longest induced cycle of H has length at most 5.
It is natural to ask whether these results extend to orbit counting.

1.1 Main Result
We begin with some preliminaries. The input graph G = (V (G), E(G)) has n vertices and
m edges. A central notion in our work is that of graph degeneracy, also called the coloring
number.
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Figure 1 Examples of orbits and LIPCO values. Vertices in the same orbit have the same color.
The top graph is the 7-path (a path of length 6). There is an induced path of length 6 between
the red vertices, hence the LIPCO of this graph is 6. Theorem 5 implies that we can not compute
OrbitHom in near-linear time.
The bottom graph adds a triangle at the end, breaking the symmetry, and the only vertices in the
same orbit in that graph are the red ones. The LIPCO in this graph is now less than 6 so we can
compute OrbitHom in near-linear time.

▶ Definition 1. A graph G is κ-degenerate if the minimum degree in every subgraph of G is
at most κ.

The degeneracy of G is the minimum value of κ such that G is κ-degenerate.

A family of graphs has bounded degeneracy if the degeneracy is constant with respect
to the graph size. Bounded degeneracy graph classes are extremely rich. For example, all
non-trivial minor-closed families have bounded degeneracy. This includes bounded treewidth
graphs. Preferential attachment graphs also have bounded degeneracy; real-world graphs
have a small value of degeneracy (often in the 10s) with respect to their size (often in the
hundreds of millions) [5].

We assume the pattern graph H = (V (H), E(H)) to have a constant number of vertices.
(So we suppress any dependencies on purely the size of H.) Consider the group of auto-
morphisms of H. The vertices of H can be partitioned into orbits, which consist of vertices
that can be mapped to each other by some automorphism (defined formally in Definition 6).
For example, in Fig. 1, the 7-path has four different orbits, where each orbit has the same
color. The 7-path with a hanging triangle (in Fig. 1) has more orbits, since the pattern is no
longer symmetric with respect to the “center” of the 7-path and hence the opposite “ends”
of the 7-path cannot be mapped by a non-trivial automorphism.

The set of orbits of the pattern H is denoted Ψ(H). Let Φ(H,G) be the set of homo-
morphisms from H to G (HomH(G) = |Φ(H,G)|). We now define our main problem.

▶ Definition 2. Homomorphism Orbit Counts: For each orbit ψ ∈ Ψ(H) and vertex v ∈ V (G),
define OrbitHomH,ψ(v) to be the number of H-homomorphisms mapping a vertex of ψ to v.
Formally, OrbitHomH,ψ(v) = |{ϕ ∈ Φ(H,G) : ∃h ∈ ψ, ϕ(h) = v}|.

The problem of H-homomorphism orbit counting is to output the values OrbitHomH,ψ(v)
for all v ∈ V (G), ψ ∈ Ψ(H). (Abusing notation, OrbitHomH(G) refers to the list/vector of
all of these values.)

Note that for a given H, the size of the output is n|Ψ(H)| (recall n = |V (G)|). For
example, when H is the 7-path, we will get 4n counts, for each vertex and each of the four
orbits.

Our main result is a dichotomy theorem that precisely characterizes patterns H for which
OrbitHomH(G) can be computed in near-linear time. We introduce a key definition.
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▶ Definition 3. For a pattern H, the Longest Induced Path Connecting Orbits of H, denoted
LIPCO(H) is defined as follows. It is the length of the longest induced simple path, measured
in edges, between any two vertices h, h′ in H (where h may be equal to h′, forming a cycle)
in the same orbit.

Again refer to Fig. 1. The 7-path has a LIPCO of six, since the ends are in the same
orbit. On the other hand, the second pattern (7-path with a triangle) has a LIPCO of 3 due
to the triangle.

The Triangle Detection Conjecture was introduced by Abboud and Williams on the
complexity of determining whether a graph has a triangle [1]. It is believed that this problem
cannot be solved in near-linear time, and indeed, may even require Ω(m4/3) time. We use
this conjecture for the lower bound of our main theorem.

▶ Conjecture 4 (Triangle Detection Conjecture [1]). There exists a constant γ > 0 such that
in the word RAM model of O(log n) bits, any algorithm to detect whether an input graph on
m edges has a triangle requires Ω(m1+γ) time in expectation.

Our main theorem proves that the LIPCO determines the dichotomy. Note that because
G is a bounded degeneracy graph we have m = O(n), we will be expressing the bounds in
terms of m.

▶ Theorem 5 (Main Theorem). Let G be a graph with n vertices, m edges, and bounded
degeneracy. Let γ > 0 denote the constant from the Triangle Detection Conjecture (Conjec-
ture 4).

If LIPCO(H) ≤ 5: there exists a deterministic algorithm that computes OrbitHomH(G)
in time O(m log n).1
If LIPCO(H) > 5: assume the Triangle Detection Conjecture. There is no algorithm
with (expected) running time O(m1+γ) that computes OrbitHomH(G).

Orbit Counting vs Total Homomorphism Counting
In the following discussion, we use “linear” to actually mean near-linear, we assume that the
Triangle Detection Conjecture is true, and we assume that G has bounded degeneracy.

One of the most intriguing aspects of the dichotomy of Theorem 5 is that it differs
from the condition for getting the total homomorphism count. As mentioned earlier, the
inspiration for Theorem 5 is the analogous result for determining HomH(G). There is a
near-linear time algorithm iff the length of the longest induced cycle (LICL) of H is at most
five. Since the definition of LIPCO considers induced cycles (induced path between a vertex
to itself), if LIPCO(H) ≤ 5, then LICL(H) ≤ 5. This implies, not surprisingly, that the
total homomorphism counting problem is easier than the orbit counting problem.

But there exist patterns H for which the orbit counting problem is provably harder than
total homomorphism counting, a simple example is the 7-path (path with 7 vertices). There
is a simple linear time dynamic program for counting the homomorphism of paths. But the
endpoints are in same orbit, so the LIPCO is six, and Theorem 5 proves the non-existence of
linear time algorithms for orbit counting. On the other hand, the LIPCO of the 6-path is
five, so orbit counting can be done in linear time.

Consider the pattern at the bottom of Fig. 1. The LICL is three, so the total homomorph-
ism count can be determined in linear time. Because the ends of the underlying 7-path lie in
different orbits, the LIPCO is also three (by the triangle). Theorem 5 provides a linear time
algorithm for orbit counting.

1 The exact dependency on the degeneracy κ of the input graph G is O
(
κ|H|−1

)
.
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1.2 Main Ideas
The starting point for homomorphism counting on bounded degeneracy graphs is the seminal
work of Chiba-Nishizeki on using acyclic graph orientations [20]. It is known that, in linear
time, the edges of a bounded degeneracy graph can be acyclically oriented while keeping the
outdegree bounded [41]. For clique counting, we can now use a brute force algorithm in all
out neighborhoods, and get a linear time algorithm. Over the past decade, various researchers
observed that this technique can generalize to certain other pattern graphs [21, 45, 43, 44].
Given a pattern H, one can add the homomorphism counts of all acyclic orientations of H
for an acyclic orientation of G. In certain circumstances, each acyclic orientation can be
efficiently counted by a carefully tailored dynamic program that breaks the oriented H into
subgraphs spanned by rooted, directed trees.

Bressan gave a unified treatment of this approach through the notion of DAG-tree
decompositions. [14] These decompositions give a systematic way of breaking up an oriented
pattern into smaller pieces, such that homomorphism counts can be computed by a dynamic
program. Bera et al. showed that if the LICL of H is at most 5, then the DAG-treewidth of
H is at most one [8, 6]. This immediately implies Bressan’s algorithm runs in linear time.

Our result on orbit counting digs deeper into the mechanics of Bressan’s algorithm. To
run in linear time, Bressan’s algorithm requires “compressed” data structures that store
information about homomorphism counts. For example, the DAG-tree decomposition based
algorithm can count 4-cycles in linear time for bounded degeneracy graphs (this was known
from Chiba-Nishizeki as well [20]). But there could exist quadratically many 4-cycles in such
a graph. Consider two vertices connected by Θ(n) disjoint paths of length 2; each pair of
paths yields a distinct 4-cycle. Any linear time algorithm for 4-cycle counting has to carefully
index directed paths and combine these counts, without actually touching every 4-cycle.

By carefully looking at Bressan’s algorithm, we discover that “local” per-vertex information
about H-homomorphisms can be computed. Using the DAG-tree decomposition, one can
combine these counts into a quantity that looks like orbit counts. Unfortunately, we cannot
get exact orbit counts, but rather a weighted sum of homomorphisms.

To extract exact orbit counts, we dig deeper into the relationship between orbit counts
and per-vertex homomorphism counts. This requires looking into the behavior of independent
sets in the orbits of H. We then design an inclusion-exclusion formula that “inverts” the
per-vertex homomorpishm counts into orbit counts. The formula requires orbit counts for
other patterns H ′ that are constructed by merging independent sets in the same orbit of H.

Based on previous results, we can prove that if the LICL of all these H ′ patterns is at
most 5, then OrbitHomH(G) can be computed in (near)linear time. This LICL condition
over all H ′ is equivalent to the LIPCO of H being at most 5. Achieving the upper bound of
Theorem 5.

The above seemingly ad hoc algorithm optimally characterizes when orbit counting is linear
time computable. To prove the matching lower bound, we use tools from the breakthrough
work of Curticapean-Dell-Marx [23]. They prove that the complexity of counting linear
combinations of homomorphism counts is determined by the hardest individual count (up to
polynomial factors). Gishboliner-Levanzov-Shapira give a version of this tool for proving
linear time hardness [31]. Consider a pattern H with LIPCO at least six. We can construct
a pattern H ′ with LICL at least six by merging vertices of an orbit in H. We use the tools
above to construct a constant number of linear sized graphs G1, G2, . . . , Gk such that a linear
combination of H-orbit counts on these graphs yields the total H ′-homomorphism count on
G. The latter problem is hard by existing bounds, and hence the hardness bounds translate
to H-orbit homomorphism counting.
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2 Related Work

Homomorphism and subgraph counting on graphs is an immense topic with an extensive
literature in theory and practice. For a detailed discussion of practical applications, we refer
the reader to a tutorial [53].

Homomorphism counting is intimately connected with the treewidth of the pattern H . The
notion of tree decomposition and treewidth were introduced in a seminal work by Robertson
and Seymour [47, 48, 49]; although it has been discovered before under different names [11, 33].
A classic result of Dalmau and Jonsson [24] proved that HomH(G) is polynomial time solvable
if and only if H has bounded treewidth, otherwise it is #W [1]-complete. Díaz et al [26]
gave an algorithm for homomorphism counting with runtime O(2knt(H)+1) where t(H) is
the treewidth of the pattern graph H and k the number of vertices of H.

To improve on these bounds, recent work has focused on restrictions on the input G [51]. A
natural restriction is bounded degeneracy, which is a nuanced measure of sparsity introduced
by early work of Szekeres-Wilf [56]. Many algorithmic results exploit low degeneracy for
faster subgraph counting problems [20, 28, 2, 38, 45, 43, 37, 44].

Pioneering work of Bressan introduced the concept of DAG-treewidth for faster al-
gorithms for homomorphism counting in bounded degeneracy graphs [14]. Bressan gave an
algorithm for counting HomH(G) running in time essentially mτ(H), where τ denotes the
DAG-treewidth. The result also proves that (assuming ETH) there is no algorithm running
in time mo(τ(H)/ log τ(H)).

Bera-Pashanasangi-Seshadhri build on Bressan’s methods to discover a dichotomy theorem
for linear time homomorphism counting in bounded degeneracy graphs [7, 8]. Gishboliner,
Levanzov, and Shapira independently proved the same characterization using slightly different
methods [31, 6].

We give a short discussion of the Triangle Detection Conjecture. Itai and Rodeh [35] gave
the first non-trivial algorithm for the triangle detection and finding problem with O(m3/2)
runtime. The current best known algorithm runs in time O(min{nω,m2ω/(ω+1)}) [3], where
ω is the matrix multiplication exponent. Even for ω = 2, the bound is m4/3 and widely
believed to be a lower bound. Many classic graph problems have fine-grained complexity
hardness based on Triangle Detection Conjecture [1].

Homomorphism or subgraph orbit counts have found significant use in network analysis and
machine learning. Przulj introduced the use of graphlet (or orbit count) degree distributions
in bioinformatics [46]. The graphlet kernel of Shervashidze-Vishwanathan-Petri-Mehlhorn-
Borgwardt uses vertex orbits counts to get embeddings of vertices in a network [54]. Four
vertex subgraph and large cycle and clique orbit counts have been used for discovering special
kinds of vertices and edges [59, 50, 60, 61]. Orbits counts have been used to design faster
algorithms for finding dense subgraphs in practice [10, 52, 57, 4, 58].

3 Preliminaries

We use G to denote the input graph and H to denote the pattern graph, both
G = (V (G), E(G)) and H = (V (H), E(H)) are simple, undirected and connected graphs.
We denote |V (G)| and |E(G)| by n and m respectively and |V (H)| by k.

A pattern graph H is divided into orbits, we use the definition from Bondy and Murty
(Chapter 1, Section 2 [12]):

▶ Definition 6. Fix a graph H = (V (H), E(H)). An automorphism is a bijection σ : V (H) →
V (H) such that (u, v) ∈ E(H) iff (σ(u), σ(v)) ∈ E(H). The group of automorphisms of H is
denoted Aut(H).
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Define an equivalence relation on V (H) as follows. We say that u ∼ v (u, v ∈ V (H)) iff
there exists an automorphism that maps u to v. The equivalence classes of the relation are
called orbits.

We refer to the set of orbits in H as Ψ(H) and to individual orbits in Ψ(H) as ψ. Note
that every vertex h ∈ V (H) belongs to exactly one orbit. We can represent an orbit by a
canonical (say lexicographically least) vertex in the orbit. Somewhat abusing notation, we
can think of the set of orbits as a subset of vertices of H , where each vertex plays a “distinct
role” in H. Fig. 1 has examples of different graphs with their separate orbits.

We now define homomorphisms.

▶ Definition 7. An H-homomorphism from H to G is a mapping ϕ : V (H) → V (G) such
that for all (u, v) ∈ E(H), (ϕ(u), ϕ(v)) ∈ E(G). We refer to the set of homomorphisms from
H to G as Φ(H,G).

We now define a series of counts.

HomH(G): This is the count of H-homomorphisms in G. So HomH(G) = |Φ(H,G)|.
OrbitHomH,ψ(v): For a vertex v ∈ V (G), OrbitHomH,ψ(v) is the number of
H-homomorphisms that map any vertex in the orbit ψ to v. Formally, OrbitHomH,ψ(v) =
|{ϕ ∈ Φ(H,G) : ∃u ∈ ψ, ϕ(u) = v}|.
OrbitHomH,ψ(G),OrbitHomH(G): We use OrbitHomH,ψ(G) to denote the list/vector
of counts {OrbitHomH,ψ(v)} over all v ∈ V (G). Similarly, OrbitHomH(G) denotes the
sequence of lists of counts OrbitHomH,ψ(G) over all orbits ψ.

Our aim is to compute OrbitHomH(G), which are a set of homomorphism counts. We
use existing algorithmic machinery to compute homomorphism counts per vertex of H, so
part of our analysis will consist of figuring out how to go between these counts. As we will
see, this is where the LIPCO parameter makes an appearance.

Acyclic orientations. These are a key algorithmic tool in efficient algorithms for bounded
degeneracy graphs. An acyclic orientation of an undirected graph G is a digraph obtained by
directing the edges of G such that the digraph is a DAG. We will encapsulate the application
of the degeneracy in the following lemma, which holds from a classic result of Matula and
Beck [41].

▶ Lemma 8. Suppose G has degeneracy κ. Then, in O(m+ n) time, one can compute an
acyclic orientation G→ of G with the following property. The maximum outdegree of G→ is
precisely κ. (G→ is also called a degeneracy orientation.)

The set of all acyclic orientations of H is denoted Σ(H). Our algorithm will enumerate
over all such orientations.

Note that all definitions of homomorphisms carry over to DAGs.

3.1 DAG-tree decompositions
A central part of our result is applying intermediate lemmas from an important algorithm
of Bressan for homomorphism counting [14]. This subsection gives a technical overview of
Bressan’s techique of DAG-tree decompositions and related lemmas. Our aim is to state the
key lemmas from previous work that can be used as a blackbox.
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The setting is as follows. We have an acyclic orientation G→ and a DAG pattern P

(think of P as a member of Σ(H); P is an acyclic orientation of H). Bressan’s algorithm
gives a dynamic programming approach to counting Φ(P,G→).

We introduce some notation. We use the standard notion of reachability in digraphs:
vertex v is reachable from u if there is a directed path from u to v.

S: The set of sources in the DAG P .
ReachP (s): For source s ∈ S, ReachP (s) is the set of vertices in P reachable from s.
ReachP (B): Let B ⊆ S. ReachP (B) =

⋃
s∈B ReachP (s).

P [B]: This is the subgraph of P induced by ReachP (B).

▶ Definition 9 (DAG-tree decomposition [14]). Let P be a DAG with source vertices S. A
DAG-tree decomposition of P is a tree T = (B, E) with the following three properties:
1. Each node B ∈ B (referred to as a “bag” of sources) is a subset of the source vertices S:

B ⊆ S.
2. The union of the nodes in T is the entire set S:

⋃
B∈B B = S.

3. For all B,B1, B2 ∈ B, if B lies on the unique path between the nodes B1 and B2 in T ,
then Reach(B1) ∩Reach(B2) ⊆ Reach(B).

▶ Definition 10. Let P be a DAG. For any DAG-tree decomposition T to P , the DAG-
treewidth τ(T ) is defined as maxB∈B |B|. The DAG-treewidth of P , denoted τ(P ), is the
minimum value of τ(T ) over all DAG-tree decompositions T of P .

Two important lemmas. We state two critical results from previous work. Both of these
are highly non-trivial and technical to prove. We will use them in a black-box manner. The
first lemma, by Bera-Pashanasangi-Seshadhri, connects the Largest Induced Cycle Length
(LICL) to DAG-treewidth [8].

▶ Lemma 11 (Theorem 4.1 in [8]). For a simple graph H: LICL(H) ≤ 5 iff ∀P ∈
Σ(H), τ(P ) = 1.

The second lemma is an intermediate property of Bressan’s subgraph counting al-
gorithm [15]. We begin by defining homomorphism extensions. Think of some directed
pattern P that we are trying to count. Fix a (rooted) DAG-tree decomposition T . Let P ′ be a
subgraph of P , P ′′ be a subgraph of P ′. A P ′-homomorphism ϕ′ extends a P ′′-homomorphism
ϕ′′ if ∀v ∈ V (P ′′), ϕ′(v) = ϕ′′(v). Basically, ϕ′ agrees with ϕ′′ wherever the latter is defined.

ext(P ′, G;ϕ): Let ϕ be a homomorphism from a subgraph of P ′ to G. Then ext(P ′, G;ϕ)
is the number of P ′-homomorphisms extending ϕ.
P [down(B)]: Let B be a node in the DAG-tree decomposition T of P . The set down(B)
is the union of bags that are descendants of B in T . Furthermore P [down(B)] is the
pattern induced by Reach(down(B)).

A technical lemma in Bressan’s result shows that extension counts can be obtained
efficiently. We will refer to the procedure in this lemma as “Bressan’s algorithm”.

▶ Lemma 12 (Lemma 5 in [15]). Let G→ be a digraph with outdegree at most d and P be a
DAG with k vertices. Let T = (B, E) be a DAG-tree decomposition for P , and B any element
of B. There is a procedure, that in time O(|B|poly(k)dk−τ(T )nτ(T ) log n), returns a dictionary
storing the following values: for every ϕ : P [B] → G→, it has ext(P [down(B)], G;ϕ).
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Let us explain this lemma in words. For any bag B, which is a set of sources in P , consider
P [B], which is the subgraph induced by ReachP (B). For every P [B]-homomorphism ϕ, we
wish to count the number of extensions to P [down(B)] (the subgraph induced by vertices of
P reachable by any source in any descendant bag of B).

4 Obtaining Vertex-Centric Counts

We define vertex-centric homomorphism counts, which allows us to ignore orbits and sym-
metries in H. Quite simply, for vertices h ∈ V (H) and v ∈ V (G), we count the number of
homomorphisms from H to G that map h to v.
▶ Definition 13. Vertex-centric Counts: For each vertex h ∈ V (H) and vertex v ∈ V (G),
let VertexHomH,h(v) be the number of H-homomorphisms that map h to v.

Let VertexHomH(G) denote the list of VertexHomH,h(v) over all h ∈ V (H) and v ∈ V (G).
We can show that the vertex-centric counts can be obtained in near-linear time when

LICL(H) ≤ 5:
▶ Theorem 14. There is an algorithm that takes as input a bounded degeneracy graph G and
a pattern H with LICL(H) ≤ 5, and has the following properties. It outputs VertexHomH(G)
and runs in O(n log n) time.

Before proving this theorem we need to introduce two more lemmas. First, we invoke the
following lemma from [15]:
▶ Lemma 15 (Lemma 4 in [15]). Given any B ⊆ S, the set of homomorphisms Φ(P [b], G→)
has size O(dk−|B|n|B|) and can be enumerated in time O(k2dk−|B|n|B|).

Second, we show how to use the output of Bressan’s algorithm to obtain the Vertex-centric
counts:
▶ Lemma 16. Let P be a directed pattern on k vertices, T = (B, E) be a DAG-tree decompos-
ition of P with τ(P ) = 1 (All nodes/bags in T are singletons), and G→ be a directed graph
with n vertices and max degree d. Let b be the root of T and h be any vertex in P [b]. We can
compute VertexHomP,h(v) in time O(poly(k)dk−1n log n).
Proof. The algorithm of Lemma 12 will return a data structure/dictionary that gives the
following values. For each ϕ : P [b] → G→, it provides ext(P [down(b)], G;ϕ). Note that b is
the root of T . By the properties of a DAG-tree decomposition, down(b) contains all vertices
of P and P [down(b)] = P . Hence, the dictionary gives the values ext(P,G→;ϕ), that is, the
number of homomorphisms ϕ′ : P → G→ that extend ϕ.

Let h be a vertex in P [b]. We can partition the set of homomorphisms from
P [b] to G→, Φ(P [b], G→), into sets Φb,h,v defined as follows. For each v ∈ V (G),
Φb,h,v := {ϕ ∈ Φ(P [b], G→) : ϕ(h) = v}.

By Lemma 15 we can list all the homomorphisms Φ(P [b], G→) in O(k2dk−1n) time, by
the same lemma we know that Φ(P [b], G→) will have size at most O(dk−1n), hence we can
iterate over the list of homomorphisms and check the value of ϕ(h). We can then express
VertexHomP (G→) as follows:

VertexHomP,h(v) = |{ϕ′ ∈ Φ(P,G→) : ϕ′(h) = v}|

=
∑

ϕ∈Φ(P [b],G→):ϕ(h)=v

ext(P,G→;ϕ)

=
∑

ϕ∈Φb,h,v :ϕ(h)=v

ext(P,G→;ϕ)
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We can compute all of these values by enumerating all the elements in ϕ ∈ Φb,h,v (over
all v), and making a dictionary access to get ext(P,G→;ϕ). The total running time is
O(k2dk−1n log n), where log n is extra overhead of accessing the dictionary.

By Lemma 12, the dictionary construction takes O(|B|poly(k) dk−τ(T )nτ(T ) log n) time.
Since τ(T ) = 1 and |B| = O(k), we can express the total complexity as O(poly(k)dk−1n log n).

◀

We can now complete the proof of Theorem 14:

Proof of Theorem 14. The first step of our algorithm is to construct the degeneracy orient-
ation G→ of G. By Lemma 8, it can be computed in O(m+ n) time. Since G has bounded
degeneracy, G→ has bounded outdegree. When orienting G as G→, each homomorphism
from H to G becomes a homomorphism of exactly one of the directed patterns P ∈ Σ(H)
to G→. We can hence compute VertexHomH(G) as the sum of VertexHomP (G→) for every
acyclic orientation of H. This is given by the following equation:

VertexHomH(G) =
∑

P∈Σ(H)

VertexHomP (G→) (1)

Because LICL(H) ≤ 5, Lemma 11 implies that for all P ∈ Σ(H), τ(H) = 1. There exists
a DAG-tree decomposition T = (B, E) of P with τ(T ) = 1. We use the output of Bressan’s
algorithm to obtain the Vertex-centric counts.

The DAG-tree decomposition T can be arbitrarily rooted at any node b. Moreover, for
each h ∈ V (P ), there must exist some source b such that h ∈ P [b] (meaning, h is reachable
from b). So, by rooting T at all possible nodes (singleton bags), we can ensure that h is in
P [b]. We can apply Lemma 16 to get all counts VertexHomP,h(v).

We complete the proof by bounding the running time and asserting correctness.
From Lemma 8, we can compute G→ in O(m + n). Since G has bounded degeneracy,

m = O(n) and the outdegree d is bounded. The number of acyclic orientations of H, |Σ(H)|
is bounded by O(k!). In each iteration, by Lemma 16, we will take O(poly(k)dk−1n log n).
For constant k and constant d, the running time is O(n log n).

Now we prove the correctness of the algorithm. Consider each P ∈ Σ(H). Let T = (B, E)
be the DAG-tree decomposition of P . For each b ∈ B, we compute VertexHomP,h(G→) for
all the vertices in h ∈ P [b]. By looping over each singleton bag b, we update counts for
all vertices in P . Hence, we are computing VertexHomP (G→). Finally, we sum over all
P ∈ Σ(H), which by Equation 1, gives us VertexHomH(G). ◀

5 From Vertex-Centric to Orbit Counts

We now show how to go from vertex-centric to orbit counts, using inclusion-exclusion. Much
of our insights are given by the following definitions.

▶ Definition 17. IS(ψ): Given a pattern graph H, for every orbit ψ ∈ Ψ(H) we define
IS(ψ) as the collection of all non empty subsets S ⊆ ψ, such that S forms an independent
set (i.e. there is no edge in E(H) connecting any two vertices in S).

Formally, IS(ψ) = {S ⊆ ψ, S ̸= ∅ : ∀ h, h′ ∈ S, (h, h′) /∈ E(H)}.

▶ Definition 18. HS: For each set S ∈ IS(ψ) we define HS as the graph resulting from
merging all the vertices in S into a single new vertex hS, removing any duplicate edge.

We state two more tools in our analysis. The first lemma relates the counts obtained in
the previous section (VertexHomHS

(G)) to the desired output (OrbitHomH(G)).
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▶ Lemma 19 (Inclusion-exclusion formula).

OrbitHomH,ψ(v) =
∑

S∈IS(ψ)

(−1)|S|+1VertexHomHS ,hS
(v)

In order to prove this lemma, we need to define the Signature of a homomorphisms. Let
ϕ be a homomorphism from H to G, we define Sig(ϕ, ψ, v) to be the subset of vertices from
the orbit ψ that are mapped to v in ϕ. Formally Sig(ϕ, ψ, h) = {h ∈ ψ : ϕ(h) = v}.

We prove a series of claims regarding the signature.

▷ Claim 20. The Signature of ϕ from ψ to v, Sig(ϕ, ψ, v), must form an independent set of
vertices in V (H), that is, there are no edges in E(H) connecting two vertices in Sig(ϕ, ψ, v).

Proof. We prove by contradiction. Assume that S = Sig(ϕ, ψ, v) is not an Independent Set
of vertices of V (H), that means that we have a pair of vertices h, h′ ∈ S such that there is an
edge connecting them. But from the definition of signature we have that ϕ(h) = ϕ(h′) = v,
however this is not a valid homomorphism from H to G as it is not preserving the (h, h′)
edge. ◁

The next claim allows us to relate the Signature with the Homomorphism Orbit Counts.

▷ Claim 21.

OrbitHomH,ψ(v) =
∑

S∈IS(ψ)

|{ϕ ∈ Φ(H,G) : S = Sig(ϕ, ψ, v)}|

Proof. From the definition of Homomorphism Orbit Counts we have that OrbitHomH,ψ(v) =
|{ϕ ∈ Φ(H,G) : ∃h ∈ ψ, ϕ(h) = v}|. Hence, suffices to show that |{ϕ ∈ Φ(H,G) : ∃h ∈
ψ, ϕ(h) = v}| =

∑
S∈IS(ψ) |{ϕ ∈ Φ(H,G) : S = Sig(ϕ, ψ, v)}|.

Let ϕ ∈ Φ(H,G) be a homomorphism from H to G such that ∃h ∈ ψ, ϕ(h) = v. Let
S = Sig(ϕ, ψ, v), we know that S ̸= ∅ as h is mapped to v and from Claim 20 we know that
it forms an independent set on the vertices of H. Hence S ∈ IS(ψ).

To prove the other direction of the equality, suffices to note that if a homomorphism ϕ

contributes to the right side of the equation, then its signature S belongs to IS(ψ), hence
there is at least one vertex h ∈ V (H) that is mapped to v, and thus ϕ contributes to the left
side of the equation. ◁

Now, we will relate the Signature with the Vertex-centric Counts:

▷ Claim 22. For each orbit ψ in H and each vertex v in V (G) we have that ∀ S ∈ IS(ψ):

|ϕ ∈ Φ(H,G) : ∀h ∈ S, ϕ(h) = v| =
∑
S′⊇S

S′∈IS(ψ)

|ϕ : Sig(ϕ, ψ, v) = S′|

Proof. If ϕ is mapping all the vertices in S to v, then the Signature of ϕ from ψ to v must be
a superset of S, Sig(ϕ, ψ, v) ⊇ S. Hence summing over such sets will reach the equality. Note
that we can add the restriction of S′ belonging to IS(ψ) as it is implied from Claim 20. ◁

Let Φ′ = Φ(HS , G) be the set of homomorphism from HS to G. When S forms an
independent set there is an equivalence between the homomorphisms in Φ′ that map hS to v
and the set of homomorphisms in Φ(H,G) that map all the vertices of S to v. In fact we
can prove the following claim:
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▷ Claim 23. If S is not empty and form an independent set:

|ϕ ∈ Φ(H,G) : ∀ h ∈ S ϕ(h) = v| = VertexHomHS ,hS
(v)

Proof. From the definition of Vertex-centric Counts we have that VertexHomHS ,hS
(v) =

|ϕ′ ∈ Φ(HS , G) : ϕ(hS) = v|. Hence it suffices to show that:

|ϕ ∈ Φ(H,G) : ∀h ∈ S ϕ(h) = v| = |ϕ′ ∈ Φ(HS , G) : ϕ(hS) = v|

We do so by proving that there is a bijection between both sets, that is, a one to
one correspondence between them. Let ΦS = {ϕ′ ∈ Φ(HS , G) : ϕ(hS) = v} and
Φ′
S = {ϕ ∈ Φ(H,G) : ∀h ∈ S, ϕ(h) = v}. We show an invertible function f : ΦS → Φ′

S :
Given a homomorphism ϕ ∈ ΦS we obtain ϕ′ = f(ϕ) ∈ Φ′

S by setting ϕ′(h) = ϕ(h) ∀ h ∈
H \ S and ϕ′(hS) = v. This is a valid homomorphism as we are mapping all the vertices
in HS to G and we are preserving the edges.
Given a homomorphism ϕ′ ∈ Φ′

S we obtain ϕ = f ′(ϕ′) ∈ ΦS by setting ϕ(h) = ϕ′(h) ∀ h ∈
H \ S and ϕ(h) = v ∀ h ∈ S. Again this is a valid homomorphism as we are mapping all
the vertices in H to G and we are still preserving the edges.

Additionally, we have that for all ϕ ∈ ΦS , ϕ = f ′(f(ϕ)), which completes the proof. ◁

We will show one last claim that will be important when deriving the inclusion-exclusion
formula:

▷ Claim 24. Given a graph H, for every orbit ψ ∈ Ψ(H), any subset S′ ∈ IS(ψ) satisfies:∑
S⊆S′

S ̸=∅

(−1)|S|+1 = 1

Proof.

∑
S⊆S′

S ̸=∅

(−1)|S|+1 =
|S′|∑
i=1

(
|S′|
i

)
(−1)i+1

=
|S′|∑
i=1

((
|S′| − 1
i− 1

)
+

(
|S′| − 1

i

))
(−1)i+1 =

(
|S′ − 1|

0

)
(−1)2 = 1 ◁

We now have all the tools required to prove Lemma 19:

Proof of Lemma 19.∑
S∈IS(ψ)

(−1)|S|+1VertexHomHS ,hS
(v)

=
∑

S∈IS(ψ)

(−1)|S|+1|ϕ ∈ Φ(H,G) : ∀ h ∈ S ϕ(u) = v| (Claim 23)

=
∑

S∈IS(ψ)

(−1)|S|+1
∑
S′⊇S

S′∈IS(ψ)

|ϕ : Sig(ϕ, ψ, v) = S′| (Claim 22)

=
∑

S∈IS(ψ)

∑
S′⊇S

S′∈IS(ψ)

(−1)|S|+1|ϕ : Sig(ϕ, ψ, v) = S′| (Factor in)
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=
∑

S′∈IS(ψ)

∑
S⊆S′

S ̸=∅

(−1)|S|+1|ϕ : Sig(ϕ, ψ, v) = S′| (Reorder)

=
∑

S′∈IS(ψ)

|ϕ : Sig(ϕ, ψ, v) = S′|
∑
S⊆S′

S ̸=∅

(−1)|S|+1 (Factor out)

=
∑

S′∈IS(ψ)

|ϕ : Sig(ϕ, ψ, v) = S′| (Claim 24)

= OrbitHomH,ψ(v) (Claim 21) ◀

The next lemma relates the Longest Induced Path Connecting Orbits (LIPCO) defined
in Definition 3 with the LICL of all the graphs HS , for all S ∈ IS(ψ) and all orbits ψ of H .

▶ Lemma 25. For every graph H, LIPCO(H) ≤ 5 iff ∀ψ ∈ Ψ(H), ∀S ∈ IS(ψ),
LICL(HS) ≤ 5.

Proof. First, we show that if LIPCO(H) > 5 then ∃ψ ∈ Ψ(H), ∃S ∈ IS(ψ), LICL(HS) > 5.
Consider the longest induced path in H with endpoints in the same orbit ψ ∈ Ψ(H), let h, h′

be the two endpoints of the path. We have two cases:
h = h′: In this case the induced path is actually just an induced cycle of length 6 or more
in H including the vertex h. For any ψ and for any S ⊆ ψ with |S| = 1 we have that
HS = H, and hence LICL(HS) > 5.
h ̸= h′: In the other case we have that h, h′ are distinct vertices. Consider the set
S = {h, h′}, we have that S ∈ IS(ψ) as both h, h′ ∈ ψ and there is no edge connecting
them (otherwise we would have a longer induced cycle). We form HS by combining h
and h′ into a single vertex, the induced path that we had in H becomes then an induced
cycle of length at least 6, which implies LICL(HS) > 5.

Now, we prove that if ∃ψ ∈ Ψ(H), ∃S ∈ IS(ψ), LICL(HS) > 5 then LIPCO(H) > 5.
Let S be the set such that LICL(HS) > 5. Again, we have two cases:

|S| = 1: We have that HS = H and hence LICL(H) > 5, any vertex in that induced
cycle induces a path of the same length with such vertex in both ends, which implies
LIPCO(H) > 5.
|S| > 1: Let hS be the vertex in HS obtained by merging the vertices of S in H . Consider
the longest induced cycle in HS , if that cycle does not contain hS then that same cycle
exists in H and LICL(H) > 5, which implies LIPCO(H) > 5. Otherwise, we can
obtain H by splitting hS back into separate vertices, there will be two distinct vertices
h, h′ ∈ S that are in the two ends of an induced path of the same length in H, thus
LIPCO(H) > 5. ◀

6 Wrapping it up

In this section we complete the proof of the main theorem for the upper bound. We also
give Algorithm 1, which summarizes the entire process.

▶ Theorem 26. There is an algorithm that, given a bounded degeneracy graph G and pattern
H with LIPCO(H) ≤ 5, computes OrbitHomH(G) in time O(n log n).

Proof. Because we have that LIPCO(H) ≤ 5, using Lemma 25 we get that ∀ψ ∈ Ψ(H), ∀S ∈
IS(ψ), LICL(HS) ≤ 5. This means, using Theorem 14, that ∀ψ ∈ Ψ(H), ∀S ∈ IS(ψ) we
can compute VertexHomHS

(G) in time f(k)O(n log n).
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Using Lemma 19 we can compute OrbitHomH(G) from the individual counts of
VertexHomHS

(G) (as shown in Algorithm 1), we have at most 2k sets S, hence the total
time complexity necessary to compute OrbitHomH(G) is O(n log n). ◀

Algorithm 1 Homomorphism Orbit Counts OrbitHomH(G).

1: for each ψ ∈ Ψ(H) do
2: for S ∈ IS(ψ) do
3: Compute VertexHomHS ,hS

(G)
4: end for
5: OrbitHomH,ψ(G) =

∑
S∈IS(ψ)(−1)|S|+1VertexHomHS ,hS

(v)
6: end for
7: Return OrbitHomH(G)

7 Lower Bound for computing Homomorphism Orbit Counts

In this section we prove the lower bound of Theorem 5. It will be given by the following
theorem:

▶ Theorem 27. Let H be a pattern graph on k vertices with LIPCO(H) > 5. Assuming
the Triangle Detection Conjecture, there exists an absolute constant γ > 0 such that for any
function f : N × N → N, there is no (expected) f(κ, k)O(m1+γ) algorithm for the OrbitHom
problem, where m and κ are the number of edges and the degeneracy of the input graph,
respectively.

To prove this Theorem we will show how to express the Homomorphism Orbit Counts for
some orbit ψ as a linear combination of Homomorphism counts of non-isomorphic graphs HS

for all S in IS(ψ). Because LIPCO(H) > 5 we will have that the LICL of at least one of
these graphs is also greater than 5. We will then show that the hardness of computing Orbit
counts in the original graph is the same than the hardness of computing the Homomorphisms
counts. Finally we use a previous hardness result from [8] to complete the proof.

First, we introduce the following definition:

▶ Definition 28. Given a pattern graph H and an input graph G, for the orbit ψ of H,
we define Agg(H,G,ψ) as the sum over every vertex v ∈ V (G) of homomorphisms that are
mapping some vertex in ψ to v, that is:

Agg(H,G,ψ) =
∑

v∈V (G)

OrbitHomH,ψ(v)

Note that if we can compute OrbitHomH,ψ(v) for every vertex v in G then we can also
compute Agg(H,G,ψ) in additional linear time. Now, we state the following lemma:

▶ Lemma 29. For every pattern graph H and every orbit ψ ∈ Ψ(H), there is some number
l = l(H) such that the following holds. For every graph G there are some graphs G1, ..., Gl,
computable in time O(|V (G)| + |E(G)|), such that |V (Gi)| = O(|V |) and |E(Gi)| = O(|E|)
for all i = 1, ..., l, and such that knowing Agg(H,G1, ψ), ..., Agg(H,Gl, ψ) allows one to
compute HomHS

(G) for all S ∈ IS(ψ), in time O(1). Furthermore, if G is O(1)-degenerate,
then so are G1, ..., Gl.
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First, we can relate the Homomorphism Vertex Counts of a vertex h ∈ V (H) to Homo-
morphism Counts from H to G, as given in the following claim:

▷ Claim 30. For all h ∈ V (H):∑
v∈V (G)

VertexHomH,h(v) = HomH(G)

Proof.∑
v∈V (G)

VertexHomH,h(v)

=
∑

v∈V (G)

|{ϕ ∈ Φ(H,G) : ϕ(h) = v}| (Def. of VertexHom)

= |{ϕ ∈ Φ(H,G) : ϕ(h) ∈ V (G)}| (Sum over whole set)
= |Φ(H,G)| (∀ϕ : ϕ(u) ∈ V (G))
= HomH(G) (Def. of Hom) ◁

We now state the following Lemma from [6]:

▶ Lemma 31 (Lemma 4.2 from [6]). Let H1, ...,Hl be pairwise non-isomorphic graphs and
let c1, ..., cl be non-zero constants. For every graph G there are graphs G1, ..., Gl, computable
in time O(|V (G)| + |E(G)|), such that |V (Gi)| = O(|V (G)|) and |E(Gi)| = O(|E(G)|) for
every i = 1, ..., l, and such that knowing bj := c1 · HomH1(Gj) + ...+ cl · HomHl

(Gj) for every
j = 1, ..., l allows one to compute HomH1(G), ...,HomHl

(G) in time O(1). Furthermore, if G
is O(1)-degenerate, then so are G1, ..., Gl.

We will apply the previous lemma in a similar way as it is used the proof of Lemma 4.1
in [6].

Proof of Lemma 29. Let H1, ...,Hl be an enumeration of all the graphs HS for all S ∈
IS(ψ), up to isomorphism. This means that H1, ...,Hl are pairwise non-isomorphic and
{H1, ...,Hl} = {HS : S ∈ IS(ψ)}.

Let f(i) = (−1)|S|+1|{S ∈ IS(ψ) : HS is isomorphic to Hi}| be the number of sets
S ∈ IS(ψ) such that HS is isomorphic to Hi, with the sign being (−1)|S|+1. Note that
all such sets have equal |S| and that the value of f(i) is always non-zero. We will use hi
to denote the vertex of Hi that correspond to the vertices hS of the graphs HS that are
isomorphic to Hi. We can express Agg(H,G,ψ) as follows:.

Agg(H,G,ψ) =
∑

v∈V (G)

OrbitHomH,ψ(v) (Def. 28)

=
∑

v∈V (G)

∑
S∈IS(ψ)

(−1)|S|+1VertexHomHS ,hS
(v) (Lemma 19)

=
∑

v∈V (G)

l∑
i=1

f(i)VertexHomHi,hi(v) (Def. of f(i))

=
l∑
i=1

f(i)
∑

v∈V (G)

VertexHomHi,hi
(v) (Reorder)

=
l∑
i=1

f(i)HomHi
(G) (Claim 30)

Hence, we have that Agg(H,G,ψ) is a linear combination of homomorphism counts of
H1, ...,Hl. We can then use Lemma 31 to complete the proof. ◀
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Before we prove Theorem 27, we need to state the following theorem from [8], which gives
a hardness result on Homomorphism Counting:

▶ Theorem 32 (Theorem 5.1 from [8]). Let H be a pattern graph on k vertices with LICL ≥ 6.
Assuming the Triangle Detection Conjecture, there exists an absolute constant γ such that
for any function f : N × N → N, there is no (expected) f(κ, k)O(m1+γ) algorithm for the
HomH problem, where m and κ are the number of edges and the degeneracy of the input
graph, respectively.

We now have all the tools required to proof Theorem 27:

Proof of Theorem 27. We prove by contradiction. Given a graph G and a pattern H with
LIPCO(H) > 5, suppose there exists an algorithm that allows us to compute OrbitHomH(G)
in time f(κ, k)O(m), by Lemma 29 we have the existence of some graphs G1, ..., Gl. We can
compute OrbitHomH(Gi) for all of these graphs in time f(κ, k)O(m) and then aggregate the
results into Agg(H,Gi, ψ) for all Gi and all ψ ∈ Ψ(H). Using Lemma 29, that implies that
we can compute HomHS

(G) for all S ∈ IS(ψ) for all ψ ∈ Ψ(H) in time f(κ, k)O(m).
However, if LIPCO(H) > 5 then, by Lemma 25, we have that there exists a S ⊆ ψ for

some ψ ∈ Ψ(H) such that LICL(HS) > 5. From Theorem 32 we know that in that case
there is no algorithm that computes HomHS

(G) in time f(κ, k)O(m1+γ) for some constant
γ > 0. This is a contradiction, and hence no algorithm can compute OrbitHomH(G) in
f(κ, k)O(m) time. ◀
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Abstract
Oblivious RAM (ORAM) is a well-researched primitive to hide the memory access pattern of a
RAM computation; it has a variety of applications in trusted computing, outsourced storage, and
multiparty computation. In this paper, we study the so-called offline ORAM in which the sequence of
memory access locations to be hidden is known in advance. Apart from their theoretical significance,
offline ORAMs can be used to construct efficient oblivious algorithms.

We obtain the first optimal offline ORAM with perfect security from oblivious priority queues
via time-forward processing. For this, we present a simple construction of an oblivious priority queue
with perfect security. Our construction achieves an asymptotically optimal (amortized) runtime of
Θ(log N) per operation for a capacity of N elements and is of independent interest.

Building on our construction, we additionally present efficient external-memory instantiations of
our oblivious, perfectly-secure construction: For the cache-aware setting, we match the optimal I/O
complexity of Θ( 1

B
log N

M
) per operation (amortized), and for the cache-oblivious setting we achieve

a near-optimal I/O complexity of O( 1
B

log N
M

log logM N) per operation (amortized).
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1 Introduction

Introduced by Goldreich and Ostrovsky [16], oblivious RAM (ORAM ) conceals the memory
access pattern of any RAM computation. This prevents the leakage of confidential information
when some adversary can observe the pattern of memory accesses. We consider oblivious
RAM in the offline setting: This allows an additional pre-processing step on the access
pattern while still requiring that the access pattern is hidden from the adversary.

Offline ORAMs can be used to construct efficient oblivious algorithms in situations where
at least part of the memory access sequence is either known or can be inferred in advance. As
a motivating example, consider the classical Gale–Shapley algorithm for the stable matching
problem [15, 27]: In each round of the algorithm, up to n parties make a proposal according
to their individual preferences. The preferences must be hidden to maintain obliviousness,
and thus the memory access pattern may not depend on them. While it seems that the
standard algorithm makes online choices, in fact the preferences and the current matching
are known before each round, so the proposals can be determined in advance and an offline
ORAM can be used to hide the access pattern in each round.
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Many of the previous works on offline (and online) ORAMs focus on statistical and
computational security: While optimal offline ORAMs are known for computational and
statistical security [4, 29], the same is not true for perfect security. We close this gap and
obtain the first (asymptotically) optimal offline ORAM with perfect security. We derive our
construction from an oblivious priority queue.

For this, we discuss and analyze a construction of an oblivious priority queue simple
enough to be considered part of folklore. In fact, both the construction and its analysis can
be used in an undergraduate data structures course as an example of how to construct an
efficient oblivious data structure from simple building blocks. Our construction reduces the
problem to oblivious partitioning where an optimal oblivious algorithm [4] is known.

1.1 Oblivious Data Structures
Conceptually, (offline) ORAM and oblivious priority queues are oblivious data structures.
Oblivious data structures provide efficient means to query and modify data while not leaking
information, e. g., distribution of the data or the operations performed, via the memory
access pattern. There are three main applications:
Outsourced Storage. When storing data externally, oblivious data structures can be used

in conjunction with encryption. Encryption alone protects the confidentiality of the data
at rest, but performing operations may still leak information about queries or the data
itself via the access pattern [20].

Trusted Computing. When computing in trusted execution environments, oblivious data
structures safeguard against many memory-related side channel attacks [28].

(Secure) Multiparty Computation. In this setting, actors want to (jointly) compute a func-
tion without revealing their respective inputs to each other. Here, oblivious data structures
have been used to allow for data structure operations with sublinear runtime [32, 23].

1.1.1 Security Definition
In line with standard assumptions for oblivious algorithms [16], we assume the w-bit word
RAM model of computation. Let the random variable AddrOp(x) with

AddrOp(x) ∈ ({0, . . . , 2w − 1} × {Read, Write})∗ (1)

denote the sequence of memory probes for Op(x), i. e., the sequence of memory access
locations and memory operations performed by operation Op for input x. Access to a
constant number of registers (private memory) is excluded from the probe sequence.

For perfect oblivious security, we require that all data structure operation sequences of
length n produce the same memory access pattern:

▶ Definition 1 (Obliviousness with Perfect Security). We say that an (online) data structure
DN with capacity1 N and operations Op1, . . . , Opm is oblivious with perfect security iff, for
every two sequences of n operations

X = ⟨Opi1(x1), . . . , Opin(xn)⟩ and Y = ⟨Opj1(y1), . . . , Opjn(yn)⟩

with valid inputs xk, yk, the memory probe sequences are identically distributed, i. e.,

⟨AddrOpi1 (x1), . . . , AddrOpin (xn)⟩ ≡ ⟨AddrOpj1 (y1), . . . , AddrOpjn (yn)⟩ .

1 To hide the type of operation performed, in particular for intermixed Insert and Delete sequences, it
is assumed that the data structure has a fixed capacity N determined a priori. This assumption does
not limit any of our analyses, as the capacity can be adjusted using standard (doubling) techniques
with (amortized) constant asymptotic overhead per operation.
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Table 1 Oblivious priority queues supporting Insert, Min, and DeleteMin. Deletions are noted
as supported if an operation Delete, ModifyPriority, or DecreasePriority is available.

security runtime priv. memory deletion

perfectp O(log2 N)a O(1) no [32]
statistical O(log2 N) O(ω(1) · log N) no [33]
statistical O(log2 N) O(ω(1) · log N) yesr [23, Path ORAM variant]

perfect O(log2 N)a O(1) no [26]
statistical O(log N)a O(ω(1) · log N) yes [22]
statistical O(ω(1) · log N) O(1) yesr [29, Circuit variant]

perfect O(log2 N)a O(1) yesr [19]

perfect O(log N)a O(1) no new
p reveals the operation a amortized runtime complexity r requires an additional reference

The requirement of identical distribution in the above definition can be relaxed to
strictly weaker definitions of security by either allowing a negligible statistical distance of the
probe sequences (statistical security) or allowing a negligible distinguishing probability by a
polynomial-time adversary (computational security); see Asharov et al. [4] for more details.

Definition 1 immediately implies that the memory probe sequence is independent of
the operation arguments – and, by extension, the data structure contents – as well as the
operations performed (operation-hiding security). As a technical remark, we note that for
perfectly-secure data structure operations with determined outputs, the joint distributions of
output and memory probe sequence are also identically distributed. This implies that data
structures satisfying Definition 1 are universally composable [4].

1.1.2 Offline ORAM

The (online) ORAM is essentially an oblivious array data structure [24]. By using an ORAM
as the main memory, any RAM program can generically be transformed into an oblivious
program at the cost of an overhead per memory access.

The offline ORAM we are considering here, however, is given the sequence I of access
locations in advance. While this allows pre-computations on I, the probe sequence must still
hide the operations and indices in I. In anticipation of the offline ORAM construction in
Section 3, we take a similar approach as Mitchell and Zimmerman [26] and define an offline
ORAM as an online oblivious data structure with additional information:

▶ Definition 2 (Offline ORAM). An offline ORAM is an oblivious data structure DN that
maintains an array of length N under an annotated online sequence of read and write
operations:
Read(i, τ ) Return the value stored at index i in the array.
Write(i, v′, τ ) Store the value v′ in the array at index i.
The annotation τ indicates the time-stamp of the next operation accessing index i.

Note that this definition implies that DN can also be used in an online manner if the
time-stamps τ of the next operation accessing the index i are known. When discussing the
offline ORAM construction in Section 3, we show how to use sorting and linear scans to
compute the annotations τ from the sequence I of access locations given in advance.
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Table 2 Best known overhead bounds for online and offline ORAMs with N memory cells, a
constant number of private memory cells, and standard parameters [24].

perfect security statistical security comput. security

online Ω(log N) [24] Ω(log N) [24] Ω(log N) [24]
O(log3 N/ log log N) [11] O(log2 N) [10] O(log N)p [5]

offline
Ω(log N)i [16] Ω(log N)i [16, 8] Ω(1) trivial [8]

O(log2 N)a e. g., via [26] O(ω(1) · log N) [29] O(log N)p [5]
O(log N)a new

p assuming a pseudo-random function family i assuming indivisibility [8] a amortized

1.2 Previous Work
Oblivious Priority Queues. Because of their many algorithmic applications, oblivious
priority queues have been considered in a number of previous works. We provide an overview
of previous oblivious priority queue constructions in Table 1.

Jacob et al. [21] show that a runtime of Ω(log N) per operation is necessary for oblivious
priority queues. Their lower bound holds even when allowing a constant failure probability
and relaxing the obliviousness to statistical or computational security.

The first oblivious priority queue construction due to Toft [32] is perfectly-secure and has
an amortized runtime of O(log2 N), but reveals the operation performed and lacks operations
to delete or modify arbitrary elements. Subsequent perfectly-secure constructions [26, 19]
offer operation-hiding security or support additional operations, but do not improve the
suboptimal O(log2 N) runtime. A different line of work considers oblivious priority queues
with statistical security. Jafargholi et al. [22] and, subsequently, Shi [29] both present
constructions with an optimal Θ(log N) runtime. All statistically secure priority queue
constructions [33, 23, 22, 29] are randomized; many [33, 23, 29] also rely on tree-based
ORAMs (e. g., Path ORAM [30] or Circuit ORAM [10]) in a non–black-box manner.

Offline ORAMs. Though much of the research focuses on online ORAMs, offline ORAMs
have been explicitly considered in some previous works [26, 8, 22, 29]. We provide an overview
of the best known upper and lower bounds for both online and offline ORAM constructions
with perfect, statistical, or computational security in Table 2.

Goldreich and Ostrovsky [16] prove a lower bound on the overhead of Ω(log N) for (online)
ORAMs with perfect security (assuming indivisibility). This bound also applies to offline
ORAMs and constructions with statistical security [8].

There is a generic way to construct offline ORAMs from oblivious priority queues (see
Section 3). Via their priority queue construction, Shi [29] obtains an optimal offline ORAM
with statistical security for a private memory of constant size. For computational security,
the state-of-the-art online ORAM construction [5] is simultaneously the best known offline
construction (asymptotically). While the upper bounds for statistical and computational
security match the (conjectured) Ω(log N) lower bound, prior to our work there remained a
gap for perfect security.2

2 Boyle and Naor [8] show how to construct an offline ORAM with overhead O(log N): In addition to the
access locations, their construction must be given the operands of the write operations in advance, i. e.,
the sequence of values to be written. It thus does not fit our more restrictive Definition 2.
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D0
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D1
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level 1
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· · ·

Figure 1 Structure of the oblivious priority queue: Each level i ∈ {0, . . . , ℓ − 1} consists of a
down-buffer Di and an up-buffer Ui half the size of Di.

1.3 Contributions
Our work provides several contributions to a better understanding of the upper bounds of
perfectly-secure oblivious data structures:

As a main contribution, we present and analyze an oblivious priority queue construction
with perfect security. This construction is conceptually simple and achieves the optimal
Θ(log N) runtime per operation amortized.
In particular, our construction improves over the previous statistically-secure construc-
tions [22, 29] in that we eliminate the failure probability (perfect security with perfect
correctness) and achieve a strictly-logarithmic runtime for O(1) private memory cells.3
The priority queue implies an optimal Θ(log N)-overhead offline ORAM with perfect
security, closing the gap to statistical and computational security in the offline setting.
We show that these bounds hold even for a large number n of operations, i. e., n = Nω(1).
We also provide improved external-memory oblivious priority queues: Compared to the
I/O-optimal state-of-the-art [22], our cache-aware construction achieves perfect security
and only requires a private memory of constant size.
In the cache-oblivious setting, our construction achieves near-optimal I/O-complexity for
perfect security and a private memory of constant size. We are not aware of any previous
oblivious priority queues in the cache-oblivious setting.

2 Oblivious Priority Queue from Oblivious Partitioning

An oblivious priority queue data structure maintains up to N elements and must support at
least three non-trivial operations prescribed by the abstract data type PriorityQueue:
Insert(k, p). Insert the element ⟨k, p⟩ with priority p.
Min(). Return the element ⟨k, pmin⟩ with the minimal priority pmin.
DeleteMin(). Remove the element ⟨k, pmin⟩ with minimal priority pmin.
We assume that both the key k and the priority p fit in a constant number of memory cells
and that the relative order of two priorities p, p′ can be determined obliviously in constant
time; larger elements introduce an overhead factor in the runtime. To keep the exposition
simple, we assume distinct priorities. This assumption can be removed easily, see Section 2.2.

Figure 1 shows the structure of our solution: In a standard data structure layout, it has
ℓ ∈ Θ(log N) levels of geometrically increasing size. Each level i consists of a down-buffer Di

and an up-buffer Ui, both of size Θ(2i). Insert inserts into the up-buffer U0 and DeleteMin
removes from the down-buffer D0. Each level i is rebuilt after 2i operations, moving elements
up through the up-buffers and back down through the down-buffers. The main idea guiding
the rebuilding is to ensure that all levels j < i can support the next operations until level i

is rebuilt; we later formalize this as an invariant for the priority queue (see Lemma 4).

3 For a private memory of constant size, the construction of Shi [29] requires an additional ω(1)-factor in
runtime to achieve a negligible failure probability.
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Oblivious Building Blocks. For our construction, we need an algorithm to obliviously
permute a given array A of n elements such that the k smallest elements are swapped to the
front, followed by the remaining n− k elements. We refer to this problem as k-selection.

To obtain an efficient algorithm for k-selection, we use an oblivious modification of the
classical (RAM) linear-time selection algorithm [7] as sketched by Lin et al. [25, full version,
Appendix E.2]. This reduces k-selection to the partitioning problem (also called 1-bit sorting).
The oblivious k-selection deviates from the classical algorithm in two respects [25]:

First, it is necessary to ensure that the partitioning step is oblivious. For this, instead of
the algorithms proposed by Lin et al., we use the optimal oblivious partitioning algorithm
of Asharov et al. [4, Theorem 5.1].4 This allows us to obtain a linear-time algorithm for
k-selection.
Second, the relative position of the median of medians among the elements cannot be
revealed as this would leak information about the input. To address this, Lin et al. propose
over-approximating the number of elements and always recursing with approximately 7n

10
elements.

▶ Corollary 3 (Oblivious k-Selection via [25, 4]). There is a deterministic, perfectly-secure
oblivious algorithm for the k-selection problem with runtime O(n) for n elements.

We describe the algorithm in detail and prove its correctness in the full version [31].

Comparison with Jafargholi et al. [22]. Conceptually, our construction is similar to that
of Jafargholi et al. [22]: In both constructions, the priority queue consists of levels of
geometrically increasing size with lower-priority elements moving towards the smaller levels.
Structuring the construction so that larger levels are rebuilt less frequently is a standard
data structure technique to amortize the cost of rebuilding.

The main difference lies in the rebuilding itself: In the construction of Jafargholi et al.,
level i is split into 2i nodes; overall, the levels form a binary tree. The elements are then
assigned to paths in the tree based on their key [22]. While this allows deleting elements by
their key efficiently, this inherently introduces the probability of “overloading” certain nodes,
reducing the construction to statistical security (with a negligible failure probability).

We instead use k-selection for rebuilding; this allows us to maintain both perfect cor-
rectness and security. Unfortunately, this comes at the cost of a more expensive Delete
operation: Since we maintain no order on the keys within each level, it is not possible to
efficiently delete arbitrary elements by their key. We note that deleting arbitrary elements is
not required for our offline ORAM construction.

2.1 Details of the Construction
The priority queue consists of ℓ := ⌈log2 N⌉ levels, each with a down-buffer Di of 2max{1,i}

elements and an up-buffer Ui of 2max{0,i−1} = |Di|
2 elements. An element is a pair ⟨k, p⟩ of

key k and priority p; each buffer is padded with dummy elements to hide the number of
“real” elements. Initially, all elements in the priority queue are dummy elements. We refer to
a buffer containing only dummy elements as empty.

The elements are distributed over the levels via a rebuilding procedure: Level i is rebuilt
after exactly 2i operations. Let ∆i be the remaining number of operations until level i is
rebuilt (with ∆i = 2i initially). After each operation, all counters ∆i are decremented by

4 Note that Asharov et al. refer to the partitioning problem as compaction. We use the term partitioning
to stress that all elements of the input are preserved which is necessary for our definition of k-selection.
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D0

U0

D1

U1

< · · ·

· · ·

< Dm

Um

< Dm+1

Um+1

· · ·

· · ·

elements with ranks 0 . . . 2m+1 − 1

rem. elements

Figure 2 Distribution of the elements when rebuilding level m: The up to 2m+1 smallest elements
in the levels 0, . . . , m are distributed over the down-buffers of the first m levels. The up to 2m

remaining elements are inserted into the (empty) up-buffer Um+1 of level m + 1.

one and all levels i with ∆i = 0 are rebuilt with Rebuild(m) for m := max{i < ℓ |∆i = 0};
note that ∆i = 0 if and only if i ≤ m. The counter ∆i of each rebuilt level i ≤ m is reset to
2i, so ∆i > 0 for every level i after each operation.

We will show the correctness of the construction with three invariants (a)–(c):

▶ Lemma 4 (Invariants). Before each operation of the priority queue, the following holds:
(a) The priority queue contains the correct elements, i. e., E =

⋃
i<ℓ(Ui∪Di) where E denotes

the elements that should be contained in the priority queue (with standard semantics).
(b) The up-buffer U0 is empty, i. e., contains exactly one dummy element.
(c) For all elements e := ⟨k, p⟩ ∈ Di ∪ Ui with i ≥ 1, it holds that ∆i ≤ rank(e) where

rank(⟨ · , p⟩) := |{⟨ · , p′⟩ ∈ E | p′ < p}| is the (unique) rank of p in the priority queue.

The most important invariant (c) guarantees that each level i ≥ 1 is rebuilt before any
of its elements are required for Min/DeleteMin in D0. In turn, this implies that the ∆i

smallest elements potentially required before rebuilding level i are stored in the buffers on
levels 0, . . . , i− 1. Formally, this follows since ∆j ≤ ∆i for all j < i.

For simplicity of exposition, we ignore the details of the rebuilding step for the time being
and discuss how the three priority queue operations can be implemented while maintaining
the invariants (a) and (c) of Lemma 4:
Insert(k, p). The dummy in U0 is replaced with the new element ⟨k, p⟩. After the operation,

the priority queue contains the elements E ′ = E ∪ {⟨k, p⟩} =
⋃

i<ℓ(Ui ∪Di). Inserting a
new element does not decrease the rank of any element while all counters ∆i decrease;
this implies that invariant (c) is maintained.

Min(). The minimal element emin with rank(emin) = 0 must be contained in level 0 since
∆i > 0 for all i > 0 before each operation. Since U0 is empty, emin is one of the two
elements in D0. After the operation, the elements E ′ = E =

⋃
i<ℓ(Ui ∪Di) remain the

same. Invariant (c) is maintained since the ranks of all elements e ∈ E remain unchanged.
DeleteMin(). For this operation, we replace the minimal element emin ∈ D0 with a

dummy element. After the operation, the priority queue contains the elements E ′ =
E \{emin} =

⋃
i<ℓ(Ui∪Di). Removing the minimum reduces the rank of all other elements

by one, but invariant (c) is maintained since all counters ∆i also decrease.

For the operation-hiding security, we access memory locations for all three operations but
only perform updates for the intended operation. For example, DeleteMin will access both
U0 and D0, but only actually overwrite the minimal element in D0 with a dummy element.
We provide pseudocode for the operations in the full version [31].

We now turn to describing Rebuild(m) (Algorithm 1). As shown in Figure 2, this
procedure processes all elements in the levels 0, . . . , m: The non-dummy elements are
distributed into D0, . . . , Dm, Um+1 and the up-buffers U0, . . . , Um are emptied, i. e., filled
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Algorithm 1 Rebuild the levels 0, . . . , m in the oblivious priority queue. Let A ∥ B denote the
concatenation of two buffers A and B; A0...i denotes the concatenation A0 ∥ · · · ∥ Ai.

1: procedure Rebuild(m)
2: KSelect(2m+1, D0...m ∥ U0...m) ▷ move 2m+1 smallest elements to D0...m

3: if m is not the last level then
4: Um+1 ← U0...m ▷ copy the elements in U0...m to Um+1
5: U0...m ← ⟨⊥, . . . ,⊥⟩ ▷ overwrite U0...m with dummy elements
6: for i← m− 1, . . . , 0 do
7: KSelect(2i+1, D0...i+1) ▷ move 2i+1 smallest elements to D0...i

8: for i← 0, . . . , m do
9: ∆i ← 2i ▷ reset counters

with dummy elements. The down-buffers D0, . . . , Dm collectively contain up to 2m+1 non-
dummy elements. Additionally, the up-buffers U0, . . . , Um collectively contain up to 2m

non-dummy elements. All these elements are distributed over the buffers D0, . . . , Dm and
Um+1 such that

D0 contains the two smallest elements (with ranks 0 and 1),
the other Di (for i ≤ m) each contain the elements with ranks 2i, . . . , 2i+1 − 1,5 and
Um+1 contains all remaining elements.

For this, we order the elements by their priority p; dummy elements have no priority and are
ordered after non-dummy elements.

We can now prove that the overall construction is correct by showing that Rebuild(m)
with m := max{i < ℓ |∆i = 0} maintains the invariants (a)–(c):

Proof of Lemma 4. All invariants trivially hold for the empty priority queue. As described
above, the operations Insert, Min, and DeleteMin maintain invariants (a) and (c). After
each operation, all counters ∆i are decremented and the levels i with ∆i = 0 are rebuilt. We
now show that all invariants hold after rebuilding.

Invariants (a) and (b): E =
⋃

i<ℓ(Ui ∪ Di) and U0 is empty. We first show that prior
to Rebuild(m) in each operation where m is not the last level, the up-buffer Um+1 is empty.
This can be seen by considering the two possible cases:

If no more than 2m operation have been performed overall, the level m + 1 has never
been accessed. In this case Um+1 is empty since it was empty initially.
Otherwise, if more than 2m operations have been performed, the up-buffer Um+1 was
emptied 2m operations before by Rebuild(m′) for some m′ > m (and not accessed since).

This means that by copying the elements in U0...m into Um+1 (Line 4), only dummy elements
are being overwritten and invariant (a) is maintained.

In case m is the last level (m = ℓ− 1), after Line 2 the up-buffers U0, . . . , Um are empty
iff there no more than 2m+1 = 2ℓ ≥ N elements in the data structure. This is guaranteed by
the capacity bound N . Thus, the up-buffer U0 is empty after each operation.

5 Even if there are more than 2m+1 elements in the priority queue overall, the buffer Dm may still end
up (partially) empty after rebuilding. This is no threat to the correctness, since invariant (c) guarantees
that level m + 1 will be rebuilt before requiring the elements with ranks ≥ 2m.
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Invariant (c): ∆i ≤ rank(e) for all e ∈ Ui ∪ Di with i ≥ 1. Next, we show that
rebuilding maintains the rank invariant for all redistributed elements. Using k-selections to
redistribute the elements makes sure that a buffer in level i receives non-dummy elements
only if all D0, . . . , Di−1 have been filled to capacity. Consider any level i ≥ 1: If an element
e := ⟨k, p⟩ is redistributed into level i, exactly 2i =

∑
j<i|Dj | elements ⟨ · , p′⟩ with p′ < p

must have been redistributed into lower levels, so 2i ≤ rank(e). Thus, for all non-dummy
elements e inserted into a level i ≥ 1, it holds that ∆i ≤ 2i ≤ rank(e). For elements that
remain in a level i > m, invariant (c) is trivially maintained. ◀

With this, we obtain our perfectly-secure priority queue construction:

▶ Theorem 5 (Optimal Oblivious Priority Queue). There is a deterministic, perfectly-secure
oblivious priority queue with capacity N that supports each operation in amortized O(log N)
time and uses O(N) space.

Proof. Apart from the rebuilding, the runtime for Insert, Min, and DeleteMin is constant.
The amortized runtime per operation for Rebuild is bounded by

ℓ−1∑
m=0

TKSelect(2m+1 + 2m) +
∑m−1

i=0 TKSelect(2i+2) + c · 2m

2m

≤
ℓ−1∑
m=0

O(2m)
2m

∈ O(ℓ) = O(log N) .

The space bound follows immediately since all algorithmic building blocks have a linear
runtime and the combined size of all up- and down-buffers is linear in N .

By using the deterministic, perfectly-secure algorithm for k-selection (Corollary 3), the
obliviousness follows since the access pattern for each operation is a deterministic function of
the capacity N and the number of operations performed so far. ◀

Due to the lower bound for oblivious priority queues [21], this runtime is optimal. If the
type of operation does not need to be hidden, Min can be performed in constant time since
rebuilding is only required for correctness when adding or removing an element. By applying
Rebuild(ℓ− 1) directly, the priority queue can be initialized from up to N elements in O(N)
time.

2.2 Non-Distinct Priorities
For non-distinct priorities, we want to ensure that ties are broken such that the order of
insertion is preserved, i. e., that elements inserted earlier are extracted first. For this, we
augment each element with the time-stamp t of the Insert operation and order the elements
lexicographically by priority and time-stamp. This only increases the size of each element by
a constant number of memory cells and thus does not affect the runtime complexity.

It remains to bound the size of the time-stamp for a super-polynomial number of
operations:6 Here we note that when rebuilding the last level (Rebuild(ℓ − 1)), we can
additionally sort all elements by time-stamp and compress the time-stamps to the range
{0, . . . , N−1} (preserving their order). We then assign time-stamps starting with t = N until

6 Shi [29, Section III.E] also address this issue, but for our amortized construction we can use a simpler
approach based on oblivious sorting.
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Algorithm 2 Algorithm to perform an operation Op ∈ {Read, Write} in the offline ORAM at
the access location i; v′ is the value to be written (v′ = ⊥ for Op = Read). The time-stamp t is
incremented after each access (with t = 1 initially).

1: procedure Access(Op, i, v′)
2: ⟨v, tnext⟩ ← Q.Min()
3: Q.DeleteMin() iff tnext = t; perform a dummy operation iff tnext ̸= t

4: v ←


v iff Op = Read ∧ tnext = t,
vdefault iff Op = Read ∧ tnext ̸= t,
v′ iff Op = Write

5: Q.Insert(v, T [t− 1]); t← t + 1 ▷ T [t− 1] = τt

6: return v

the last level is rebuilt again. This ensures that 2N is an upper bound for the time-stamps,
so O(log N) bits suffice for each time-stamp. With an (optimal) oblivious O(n log n)-time
sorting algorithm [2], the additional amortized runtime for sorting is bounded by

1
2ℓ−1 · TSort(N) ∈ Θ(log N) (2)

and does not affect the overall runtime complexity.

3 Offline ORAM from Oblivious Priority Queues

As mentioned in the introduction, an offline ORAM is an oblivious array data structure given
the sequence I = ⟨i1, . . . , in⟩ of access locations in advance. While an offline ORAM may
pre-process I to perform the operations more efficiently afterward, the data structure must
still adhere to Definition 1, i. e., the memory probes must be independent of the values in I.

An offline ORAM can be constructed from any oblivious priority queue using a technique
similar to time-forward processing [12]. We describe our construction for N memory cells
below: In Section 3.1 we show how to realize Read(it) and Write(it, v′

t); there we assume
that the time τt at which the index it is accessed next is known. In Section 3.2 we then show
how to pre-process I to derive these values τt.

Jafargholi et al. [22] describe an alternative offline ORAM construction. We simplify the
construction by decoupling the information τt from the values written to the offline ORAM.

3.1 Online Phase: Processing the Operations
For the offline ORAM with N cells, initialize a priority queue Q with capacity N ; the
annotations T = ⟨τ1, . . . , τn⟩ as well as the current time t are stored alongside the priority
queue. The procedure for processing the t-th operation Read(it) or Write(it, v′

t) is shown
in Algorithm 2. Some fixed value vdefault is used as the initial value of all ORAM cells.

It is easy to verify that the resulting construction is correct given T and oblivious given
a perfectly-secure priority queue Q. For the array access T [t− 1] in Line 5, note that t is the
number of the current operation, so the access can be performed “in the clear” without a
linear scan; this simplifies the construction w. r. t. Jafargholi et al. [22].

3.2 Offline Phase: Pre-Processing
To obtain the annotations T = ⟨τ1, . . . , τn⟩ we now describe how to pre-process the sequence
I = ⟨i1, . . . , in⟩ ∈ {0, . . . , N − 1}n of memory access locations.



T. Thießen and J. Vahrenhold 55:11

· · · · · · · · · · · ·⟨i1, 1⟩ ⟨iN , N⟩ ⟨i2N , 2N⟩ ⟨in, n⟩I =
block 1 block 2 block m := ⌈ n

N ⌉

⟨0, n + 1⟩
⟨1, n + 1⟩
⟨2, n + 1⟩

...

τm(0)
τm(1)
τm(2)

...

⟨0, τ3(1)⟩
⟨1, τ3(2)⟩
⟨2, τ3(2)⟩

...

· · ·

τ2(0)
τ2(1)
τ2(2)

...

⟨0, τ2(1)⟩
⟨1, τ2(2)⟩
⟨2, τ2(2)⟩

...

A :

processing in reverse

Figure 3 Pre-processing the sequence of memory access locations I when n is super-polynomial
in N . In this figure, ⟨i, t⟩ denotes a tuple of index i and time-stamp t while τj(i) denotes the
time-stamp at which the index i is accessed next in block j.

The basic pre-processing proceeds as follows:
1. Annotate each index it with the time-stamp t.
2. Obliviously sort the indices I lexicographically by it and t.
3. Scan over indices in reverse, keeping track of the index i and the time-stamp t, and

annotate each index it with the time-stamp τt it is accessed next (or some value larger
than n if there is no next access).

4. Obliviously sort the indices I by t and discard everything but the annotations τ .
This can be done in amortized O(log n) time per index with an O(n log n)-time oblivious
sorting algorithm [2] and results in the annotations T = ⟨τ1, . . . , τn⟩.

However, when the number of operations n is super-polynomial in the capacity N , i. e.,
when n ∈ ω(N c) for all constants c, the time per index exceeds the optimal runtime of
O(log N). In this case, the pre-processing needs to be performed more carefully as shown
in Figure 3 to maintain the amortized runtime of O(log N): We divide the sequence I into
blocks of size N . Additionally, we maintain an auxiliary block A with – for each index
i ∈ {1, . . . , N} – the time-stamp τ at which index i is accessed next. Initially (for the last
block), we initialize the time-stamp τ for each index i to some value greater than n.

The time-stamps τt are then determined block by block, from the last to the first. When
processing each block, we update the time-stamps τ in A for the block processed next. For
this, we can process the O(N) elements of each block (and A) as described above.

Since we process O(N) elements for each of the O(⌈ n
N ⌉) blocks by sorting and scanning,

the pre-processing has a runtime of O(n log N) overall. This maintains the desired runtime
of O(log N) per operation amortized.

With our priority queue construction from Section 2, we obtain the following:

▶ Theorem 6 (Optimal Offline ORAM). There is a deterministic, perfectly-secure offline
ORAM with capacity N that has amortized O(log N) overhead and uses O(N + n) space.

Note that in contrast to the optimal statistically-secure constructions [22, 29], our offline
ORAM maintains security and correctness for operation sequences of arbitrary length, e. g.,
when n is super-polynomial in N .

4 External-Memory Oblivious Priority Queue

In many applications of oblivious algorithms and data structures, e. g., for outsourced
storage and for trusted computing in the presence of cache hierarchies, access to the main
memory incurs high latencies. In these applications, the complexity of an algorithm is more
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Table 3 Best known I/O upper bounds for obliviously partitioning n elements.

cache-aware cache-agnostic

statistical security O(
⌈

n
B

⌉
)t, w [17] O(

⌈
n
B

⌉
)t, w [25]

perfect security O(
⌈

n
B

⌉
logM n) [25] O(

⌈
n
B

⌉
logM n) [25]

O(
⌈

n
B

⌉
) new, via [4] O(

⌈
n
B

⌉
log logM n)t new, via [4]

t assuming a tall cache (M ≥ B1+ε) w assuming a wide cache-line (B ≥ logε n)

appropriately captured by the number of cache misses. This motivates the study of oblivious
algorithms in the external-memory [1] and cache-oblivious [14] models; in this section we
refer to these as cache-aware and cache-agnostic algorithms.

In this section, we instantiate I/O-efficient variants of our priority queue construction
with perfect security and a private memory of constant size. For this, we sketch how to
obtain I/O-efficient partitioning algorithms with perfect security in Section 4.1. We then
analyze the I/O-efficiency of our priority queue construction in Section 4.2.

External-Memory Oblivious Algorithms. In cache-aware and cache-agnostic models, the
CPU operates on the data stored in an internal memory (cache) of M memory words. Blocks
(cache-lines) of B memory words can be transferred between the internal and a large external
memory (I/O operations). The number of these I/O operations, depending on the problem
size n as well as M and B, is the primary performance metric for external algorithms [1].

Cache-aware algorithms depend on the parameters M and B and explicitly issue the I/O
operations. In contrast, cache-agnostic algorithms are unaware of the parameters M and B;
here the internal memory is managed “automatically” through a replacement policy [14]. We
assume an optimal replacement policy and a tall cache, i. e., M ≥ B1+ε for a constant ε > 0;
both are standard assumptions [14, 9].

For oblivious external-memory algorithms, we apply the Definition 1 to cache-aware
and cache-agnostic algorithms. In both cases we assume that the internal memory is
conceptually distinct from the constant-size private memory. That is, we guarantee that
memory words both in the internal memory and within a block are accessed in an oblivious
manner (strong obliviousness [9]). For this reason, our security definition remains unchanged.
Note that this implies that the block access pattern is also oblivious, i. e., independent of the
operations/inputs as in Definition 1.

Previous Work. While there is a line of research explicitly considering cache-aware [17, 18]
and cache-agnostic [9, 25] oblivious algorithms, most works on oblivious algorithms consider
internal algorithms with runtime and bandwidth overhead as performance metrics. To the
best of our knowledge, cache-agnostic oblivious priority queues have not been explicitly
considered in the literature. Implicitly, I/O-efficiency is sometimes [21, 22] treated through
parameters: An oblivious algorithm with (B · w)-width memory words and M · w bits of
private memory can equivalently be stated as an oblivious external-memory algorithm with
M words of internal memory and blocks of size B. We note that this re-parameterization
does not allow distinguishing internal and private memory and that the resulting algorithms
are inherently cache-aware.
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Algorithm 3 Cache-aware oblivious partitioning algorithm. For simplicity, we assume m ≥ 2.

1: procedure CacheAwarePartitionP (A)
2: conceptually partition A into m := ⌈ |A|

B ⌉ blocks Gi of B consecutive elements each
(where the last block may have fewer elements)

3: for i← 0, . . . , m− 1 do PartitionP (Gi)
4: for i← 1, . . . , m− 2 do PurifyHalfP (Gi−1, Gi) ▷ consolidate the blocks
5: PartitionP ′ : X 7→ P (X[0])(⟨G0, . . . , Gm−3⟩) ▷ apply Partition to the blocks
6: Reverse(Gm−1); PartBitonicP (Gm−2 ∥Gm−1)
7: Reverse(Gm−2 ∥Gm−1); PartBitonicP (G0 ∥ · · · ∥Gm−1)

This equivalence allows us to restate upper and lower bounds in terms of external-memory
algorithms: Jacob et al. [21] show that Ω( 1

B log N
M ) I/O operations amortized are necessary

for a cache-aware oblivious priority queue; this also applies to cache-agnostic oblivious priority
queues.7 This bound is matched by Jafargholi et al. [22], but the construction is cache-aware,
requires Ω(log N) words of private memory, and is randomized with statistical security.

The optimal internal partitioning algorithm [4] has – due to the use of expander graphs
– an oblivious, but highly irregular access pattern and is thus not I/O-efficient. There are
external oblivious partitioning algorithms [17, 25], but they are either only statistically secure
or inefficient. We provide an overview of existing partitioning algorithms in Table 3.

4.1 External-Memory Oblivious Partitioning

For I/O-efficient instantiations of our priority queue, we need I/O-efficient partitioning
algorithms. For this reason, we show how to construct an optimal cache-aware and a near-
optimal cache-agnostic oblivious partitioning algorithm, respectively, with perfect security.
Remember that for partitioning with a predicate P , we need to permute the elements such
that all elements x with P (x) = 0 precede those with P (x) = 1.

We mainly rely on the optimal (internal) oblivious partitioning algorithm [4, Theorem 5.1]
(Partition) and standard external-memory techniques. We also use oblivious building
blocks from the previous work by Lin et al. [25, full version, Appendix C.1.2]:
PurifyHalfP (A, B). This procedure is given two partitioned blocks A and B with
|A| = |B| and permutes the elements such that A is pure, i. e., either only consists of
elements x with P (x) = 0 or only consists of elements with P (x) = 1, and B is again
partitioned.

PartBitonicP (A). This procedure is given a bitonically partitioned [25] array A, i. e., an
array where all elements x with P (x) = 1 or all elements with P (x) = 0 are consecutive,
and partitions A.

Both building blocks are deterministic with perfect security, cache-agnostic, and have a linear
runtime of O(⌈ n

B ⌉) [25].
Our cache-aware partitioning algorithm is shown in Algorithm 3. The idea is to split A

into blocks of size B, partition each block, and then apply the internal partitioning algorithm
to the blocks.

7 In contrast, Θ( 1
B log M

B

N
B ) I/O operations amortized are sufficient for non-oblivious priority queues [3].

Here, the base of the logarithm is not constant but depends on the parameters M , B.
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Algorithm 4 Cache-agnostic oblivious partitioning algorithm for M ≥ B1+ε. We assume m ≥ 2.

1: procedure CacheAgnosticPartitionP (A)
2: if n ≤ 4 then
3: compact A via oblivious sorting
4: else
5: conceptually partition A into m := ⌈ |A|

k ⌉ groups Gi of k := ⌈ 1+ε
√
|A|⌉ consecutive

elements (where the last group may have fewer elements)
6: for i← 0, . . . , m− 1 do CacheAgnosticPartitionP (Gi)
7: for i← 1, . . . , m− 2 do PurifyHalfP (Gi−1, Gi) ▷ consolidate the groups
8: PartitionP ′ : X 7→ P (X[0])(⟨G0, . . . , Gm−3⟩) ▷ apply Partition to the groups
9: Reverse(Gm−1); PartBitonicP (Gm−2 ∥Gm−1)

10: Reverse(Gm−2 ∥Gm−1); PartBitonicP (G0 ∥ · · · ∥Gm−1)

▶ Corollary 7 (Optimal Cache-Aware Oblivious Partitioning via [4, 25]). There is a cache-aware,
deterministic, perfectly-secure oblivious partitioning algorithm that requires O(⌈ n

B ⌉) I/O
operations for n elements.

Proof. For the correctness, note that after Line 4 all blocks except Gm−2 and Gm−1 are
pure. By applying the internal partitioning algorithm to the blocks in Line 5, all 0-blocks are
swapped to the front. The partitioning is completed by first merging the partitions Gm−2
and Gm−1 in Line 6 and then merging both with the rest of the blocks in A.

The partitioning of each individual block is performed in internal memory and thus
requires O(⌈ n

B ⌉) I/O operations overall. The consolidation and merging of the partitions
can also be performed with O(⌈ n

B ⌉) I/O operations [25]. For the partitioning in Line 5,
the I/O-efficiency follows from the construction of the internal partitioning algorithm [4,
Theorem 5.1]: The algorithm operates in a “balls-in-bins”-manner, i. e., the elements are
treated as indivisible. The algorithm performs a linear number of operations on ⌊ n

B ⌋ elements,
where each element has size O(B). This leads to an I/O complexity of O(⌈ n

B ⌉) overall.
The obliviousness follows since the access pattern for each operation is a deterministic

function of the input size n := |A|. ◀

For the cache-agnostic partitioning algorithm, the elements can be processed similarly.
Here the parameter B is unknown, so the idea is to recursively divide into smaller groups
until a group has size ≤ B. The resulting algorithm is shown in Algorithm 4.

▶ Corollary 8 (Cache-Agnostic Oblivious Partitioning via [4, 25]). Assuming a tall cache of
size M ≥ B1+ε for a constant ε > 0, there is a cache-agnostic, deterministic, perfectly-
secure oblivious partitioning algorithm that requires O(

⌈
n
B

⌉
log logM n) I/O operations for n

elements.

Proof. The correctness of the base case is obvious. For the recursive case, the algorithm
proceeds as the cache-aware Algorithm 3 above, so the correctness can be seen as in
Corollary 7.

For the I/O complexity of Line 8, we distinguish two cases:
k ≤ B. In this case B ≥ k ≥ 1+ε

√
n, so n ≤ B1+ε ≤M with the tall cache assumption. This

means that the problem instance fits in the internal memory, and the step thus has an
I/O complexity of O(

⌈
n
B

⌉
).

k > B. Here we can rely on the same insight as for the cache-aware partitioning, i. e., that
the internal algorithm performs O( n

k ) operations on elements of size k ≥ B. This leads
to an I/O complexity of O( n

k ·
⌈

k
B

⌉
) = O( n

B ).
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The other steps have an I/O complexity of O(
⌈

n
B

⌉
) as in the cache-aware algorithm.

On depth i of the recursion tree, the instance size is

ni := (1+ε)i√
n so that on depth i ≥ log1+ε

log n

log M
∈ Θ(log logM n)

the instances fit in the internal memory and no further I/O operations are required for the
recursion. This leads to an I/O complexity of O(

⌈
n
B

⌉
log logM n) overall.

As in Corollary 7, the obliviousness follows since the access pattern for each operation is
a deterministic function of the input size n := |A|. ◀

4.2 Analysis of the External-Memory Oblivious Priority Queue
As for the internal algorithm introduced in Section 2, we can obtain efficient external
oblivious algorithms for k-selection via partitioning [25, full version, Appendix E.2]. We thus
obtain cache-aware and cache-agnostic algorithms for k-selection with the same asymptotic
complexities as the partitioning algorithms described above.

With these external algorithms, we can analyze the construction described in Section 2
in the cache-aware and cache-agnostic settings:

▶ Theorem 9 (External-Memory Oblivious Priority Queues). There are deterministic, perfectly-
secure oblivious priority queues with capacity N that support each operation with I/O com-
plexity O( 1

B log N
M ) amortized (cache-aware) or O( 1

B log N
M log logM N) amortized (cache-

agnostic), respectively.

Proof. We prove the theorem via a slightly more general statement: Assuming the existence
of a deterministic, perfectly-secure k-selection algorithm with I/O complexity OKSelect(n) ∈
Ω( n

B ), there is a deterministic, perfectly-secure priority queue with capacity N that supports
each operation with I/O complexity O( OKSelect(3N)

N log N
M ) amortized.

Since the external k-selection algorithms are functionally equivalent to the internal
algorithm and oblivious, the correctness and obliviousness follows from Theorem 5. For the
I/O complexity, note that the first j := log2 M −O(1) levels of the priority queue fit into
the M cells of the internal memory. The operations Insert, Min, and DeleteMin only
operate on D0 and U0, so they do not require additional I/O operations.

It remains to analyze the I/O complexity of rebuilding the data structure. For this, we
only need to consider rebuilding the levels m ≥ j since rebuilding levels m < j only operates
on the internal memory. When rebuilding a level m ≥ j, the levels i < j can be stored to and
afterward retrieved from the external memory with O( M

B ) I/O operations. Assuming optimal
page replacement, the amortized number of I/O operations for rebuilding is bounded by

ℓ−1∑
m=j

OKSelect(2m+1 + 2m) +
∑m−1

i=0 OKSelect(2i+2) + c · 2m

B

2m
+O

(
M

B · 2j

)
︸ ︷︷ ︸

levels < j

≤
ℓ−1∑
m=j

O(OKSelect(3 · 2m))
2m

+O
(

1
B

)
∈ O

(
(ℓ− j) · OKSelect(3N)

N

)

= O
(

OKSelect(3N)
N

log N

M

)
.

With the cache-aware k-selection via Corollary 7 and the cache-agnostic k-selection via
Corollary 8, we obtain the claimed I/O complexities. ◀

ISAAC 2024



55:16 Optimal Offline ORAM with Perfect Security via Simple Oblivious Priority Queues

With this, we obtain an optimal cache-aware oblivious priority queue and a near-optimal
cache-agnostic oblivious priority queue, both deterministic and with perfect security. Using a
cache-agnostic, perfectly-secure oblivious sorting algorithm with (expected) I/O complexity
O( n

B log M
B

n
B ) [9]8, we can apply the same construction as in Section 3 to obtain external

offline ORAMs with the same (expected) I/O complexities as in Theorem 9. We exploit that
the construction is a combination of sorting, linear scans, and time-forward processing.

5 Conclusion and Future Work

In this paper, we show how to construct an oblivious priority queue with perfect security
and (amortized) logarithmic runtime. While the construction is simple, it improves the
state-of-the-art for perfectly-secure priority queues, achieving the optimal runtime. The
construction immediately implies an optimal offline ORAM with perfect security. We
extend our construction to the external-memory model, obtaining optimal cache-aware and
near-optimal cache-agnostic I/O complexities.

Future Work. The optimal perfectly-secure partitioning algorithm [4] has enormous constant
runtime factors (in the order of≫ 2111 [13]) due to the reliance on bipartite expander graphs.9
Nevertheless, our construction can also be implemented efficiently in practice – albeit at the
cost of an O(log N)-factor in runtime – by relying on merging [6] (instead of k-selection via
linear-time partitioning). We leave comparing such a practical variant to previous protocols
as a future work.

On the theoretical side, a main open problem is to obtain a perfectly-secure oblivious
priority queue supporting deletions (of arbitrary elements) in optimal O(log N) time. An
additional open problem is the de-amortization of the runtime complexity. Considering
external oblivious algorithms, an open problem is to close the gap on cache-oblivious
partitioning, i. e., remove the remaining O(log logM n) factor in I/O complexity for perfectly-
secure algorithms. We consider all of these interesting problems for future works.
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Abstract
The Fréchet distance is a popular distance measure between curves P and Q. Conditional lower
bounds prohibit (1 + ε)-approximate Fréchet distance computations in strongly subquadratic time,
even when preprocessing P using any polynomial amount of time and space. As a consequence, the
Fréchet distance has been studied under realistic input assumptions, for example, assuming both
curves are c-packed.

In this paper, we study c-packed curves in Euclidean space Rd and in general geodesic metrics
X . In Rd, we provide a nearly-linear time static algorithm for computing the (1 + ε)-approximate
continuous Fréchet distance between c-packed curves. Our algorithm has a linear dependence on the
dimension d, as opposed to previous algorithms which have an exponential dependence on d.

In general geodesic metric spaces X , little was previously known. We provide the first data
structure, and thereby the first algorithm, under this model. Given a c-packed input curve P with n

vertices, we preprocess it in O(n log n) time, so that given a query containing a constant ε and a
curve Q with m vertices, we can return a (1 + ε)-approximation of the discrete Fréchet distance
between P and Q in time polylogarithmic in n and linear in m, 1/ε, and the realism parameter c.

Finally, we show several extensions to our data structure; to support dynamic extend/truncate
updates on P , to answer map matching queries, and to answer Hausdorff distance queries.
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1 Introduction

The Fréchet distance is a popular metric for measuring the similarity between (polygonal)
curves P and Q. We assume that P has n vertices and Q has m vertices and that they reside
in some geodesic metric space X . The Fréchet distance is often intuitively defined through
the following metaphor: suppose that we have two curves that are traversed by a person and
their dog. Consider the length of their connecting leash, measured over the metric X . What
is the minimum length of the connecting leash over all possible traversals by the person
and the dog? The Fréchet distance has many applications; in particular in the analysis and
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visualization of movement data [11, 14, 35, 47]. It is a versatile measure that can be used for
a variety of objects, such as handwriting [41], coastlines [37], outlines of shapes in geographic
information systems [20], trajectories of moving objects, such as vehicles, animals or sports
players [40, 42, 7, 14], air traffic [6] and protein structures [34].

Alt and Godau [2] compute the continuous Fréchet distance in R2 under the L2 metric in
O(mn log(n + m)) time. This was later improved by Buchin et al. [12] to O(nm(log log nm)2)
time. Eiter and Manila [26] showed how to compute the discrete Fréchet distance in R2 in
O(nm) time, which was later improved by Agarwal et al. [1] to O(nm(log log nm)/ log nm)
time. Typically, the quadratic O(nm) running time is considered costly. Bringmann [8]
showed that, conditioned on the Strong Exponential Time Hypothesis (SETH), one cannot
compute a (1 + ε)-approximation of the continuous Fréchet distance between curves in R2

under the L1, L2 or L∞ metric faster than Ω((nm)1−δ) time for any δ > 0. This lower
bound was extended by Buchin, Ophelders and Speckmann [13] to intersecting curves in R1.
Driemel, van der Hoog and Rotenberg [25] extended the lower bound to paths P and Q in a
weighted planar graph under the shortest path metric.

Well-behaved curves. Previous works have circumvented lower bounds by assuming that
both curves come from a well-behaved class. A curve P in a geodesic metric space X is any
sequence of points where consecutive points are connected by their shortest path in X . For a
ball B in X , let P ∩B denote all (maximal) segments of P contained in B. A curve P is:

κ-straight (by Alt, Knauer and Wenk [3]) if for every i, j the length of the subcurve
from pi to pj is ℓ(P [i, j]) ≤ κ · d(pi, pj),
c-packed (by Driemel, Har-Peled and Wenk [22]) if for every ball B in the geodesic
metric space X with radius r: the length ℓ(P ∩B) ≤ c · r.
ϕ-low-dense (by van der Stappen [45]; see also [20, 22, 39]) if for every ball B in X with
radius r, there exist at most ϕ edges of length r intersecting B.
backbone (by Aronov et al. [5]) if consecutive vertices have distance between c1 and c2
for some constants c1, c2, and if non-consecutive vertices have distance at least 1.

Any c-straight curve is also O(c)-packed. Parametrized by ε, ϕ ∈ O(1), c and κ = O(c),
Driemel, Har-Peled and Wenk [22] compute a (1+ε)-approximation of the continuous Fréchet
distance between a pair of realistic curves in Rd under the L1, L2, L∞ metric for constant d in
O( c(n+m)

ε +c(n+m) log n) time. Their result for c-packed and c-straight curves was improved
by Bringmann and Künnemann [10] to O( c(n+m)√

ε
log ε−1 +c(n+m) log n), which matches the

conditional lower bound for c-packed curves. In particular, Bringmann [8] showed that under
SETH, for dimension d ≥ 5, there is no O((c(n + m)/

√
ε)1−δ) time algorithm for computing

the Fréchet distance between c-packed curves for any δ > 0. Realistic input assumptions
have been applied to other geometric problems, e.g. for robotic navigation in ϕ-low-dense
environments [45], and map matching of ϕ-low-dense graphs [16] or c-packed graphs [30].

Deciding versus computing. We make a distinction between two problem variants: the
decision variant, the optimisation variant. For the decision variant, we are given a value ρ and
two curves P and Q and we ask whether the Fréchet distance DF (P, Q) ≤ ρ. This variant
often solved through navigating an n by m “free space diagram”. In the optimization variant,
the goal is to output the Fréchet distance DF (P, Q). To convert any decision algorithm into
a optimization algorithm, two techniques are commonly used. The first is binary search over
what we will call TADD(P, Q):
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▶ Definition 1. Given two sets of points P , Q in a geodesic metric space X , we define a
Two-Approximate Distance Decomposition of P denoted by TADD(P, Q) as a set of reals
TP Q where for every pair (pi, qj) ∈ P ×Q there exist a, b ∈ TP Q with a ≤ d(pi, qj) ≤ b ≤ 2a.

Essentially a TADD is a two-approximation of the set of all pairwise distances in P ×Q

and it can be used to determine, approximately, the (Fréchet) distance values for when the
simplification of the input curve changes, or when the reachability of the free space matrix
changes. It is known how to compute a TADD from a Well-Separated Pair Decomposition
(WSPD) in time linear in the size of the WSPD [22, Lemma 3.8]. A downside of this
approach [22] is that, it is only known how to compute a WSPD for doubling metrics [48].
Moreover, for non-constant (doubling) dimensions d, computing the WSPD (and therefore
the TADD) takes O(2dn + dn log n) time [33, 48], which dominates the running time.

The second technique, deployed when for example TADDs cannot be computed, is
parametric search [38]. For decision variants that have a sublinear running or query time of
T , the running time of parametric search is commonly O(T 2) [46, 31].

Data structures for Fréchet distance. An interesting question is whether we can store P in
a data structure, for efficient (approximate) Fréchet distance queries for any query Q. This
topic received considerable attention throughout the years [24, 31, 27, 19, 21, 15, 30]. A related
field is nearest neighbor data structures under the Fréchet distance metric [9, 23, 18, 4, 28].
Recently, Gudmundsson, Seybold and Wong [30] answer this question negatively for arbitrary
curves in R2: showing that even with polynomial preprocessing space and time, we cannot
preprocess a curve P to decide the continuous Fréchet distance between P and a query curve
Q in Ω((nm)1−δ) time for any δ > 0. Surprisingly, even in very restricted settings data
structure results are difficult to obtain. De Berg et al. [19] present an O(n2) size data structure
that restricts the orientation of the query segment to be horizontal. Queries are supported
in O(log2 n) time, and even subcurve queries are allowed (in that case, using O(n2 log2 n)
space). At ESA 2022, Buchin et al. [15] improve these result to using only O(n log2 n) space,
where queries take O(log n) time. For arbitrary query segments, they present an O(n4+δ)
size data structure that supports (subcurve) queries to arbitrary segments in O(log4 n) time.
Gudmundsson et al. [31] extend de Berg et al.’s [19] data structure to handle subcurve
queries, and to handle queries where the horizontal query segment is translated in order
to minimize its Fréchet distance. Driemel and Har-Peled [21] create a data structure to
store any curve in Rd for constant d. They preprocess P in O(n log3 n) time and O(n log n)
space. For any query (Q, ε, i, j) they can create a (3 + ε)-approximation of DF(P [i, j], Q) in
O(m2 log n log(m log n)) time.

We state existing data structures for the discrete Fréchet distance. Driemel, Psarros and
Schmidt [24] fix ε and an upper bound M beforehand where for all queries Q, they demand
that |Q| ≤ M . They store any curve P in Rd for constant d using O((M log 1

ε )M ) space
and preprocessing, to answer (1 + ε)-approximate Fréchet distance queries in O(m2 + log 1

ε )
time. Filtser [29] gives the corresponding data structure for the discrete Fréchet distance.
At SODA 2022, Filtser and Filtser [27] study the same setting: storing P in O(

( 1
ε

)dM log 1
ε )

space, to answer (1 + ε)-approximate Fréchet distance queries in Õ(m · d) time.

Contributions. We provide four contributions.

(1) A 1-TADD technique. A crucial step in computing the Fréchet distance is to turn a
decision algorithm into an optimization algorithm. TADD(P, Q) is commonly used when
approximating the Fréchet distance. Our 1-TADD technique shows a new argument where
we map P and Q to curves in Λ ⊂ R1 and compute only TADD(Λ, Λ) in O(n log n) time.
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Table 1 Our results for computing a (1 + ε)-approximation of the Fréchet distance between P

and Q. All settings assume that P is a realistic curve, except for [27] who assume an upper bound on
|Q|. Tε denotes the query time of a (1 + ε)-approximate oracle. The tilde hides lower order factors
in terms of n, m and ε. Under the continuous Fréchet distance, we require that Q is also realistic.

Domain
Previous result Our result

Preprocess Query time Ref. Preprocess Query time Ref.

Rd

Lp metric static Õ(2dn + d c(n+m)√
ε

+d2 · c(n + m))
[10] static Õ(d c(n+m)

ε
) Thm. 2

Discrete Fréchet distance only:

Rd

|Q| ≤ M
Õ(( 1

ε
)dM ) Õ(md) [27] O(n log n) Õ(d cm

ε
log n) Cor. 7

Planar G = (V, E) static Õ(|V |1+o(1) + c(n+m)
ε

) [25] Õ(|V |1+o(1)) Õ( cm
ε

log n) Cor. 7

Graph G = (V, E) static Õ(|V |1+o(1) + |E| log |E|
+ c(n+m)

ε
)

[25] Õ(|V |1+o(1)) Õ( cm
ε

log n) Cor. 7

Simple Polygon P static O(nm log(n + m)) [2] Õ(|P | + n) Õ( cm
ε

log |P |) Cor. 7

Any geodesic X
with (1 + ε)-oracle static O(Tε · nm log n) [26] O(n log n) Õ(Tε

cm
ε

log n) Thm. 5

Map Matching
G = (V, E) Õ(c2ε−4n2) O(m log m·

(log4 n + c4ε−8 log2 n)) [30] Õ(c2ε−4n2) O(m(log n + log ε−1)·
(log2 n + c2ε−4 log n)) [44]

In Euclidean Rd this allows us to approximate the discrete and continuous Fréchet
distances in time that is linear in d, whereas previous approaches required an exponential
dependence on d. In general geodesic metric spaces X , our 1-TADD technique allows us to
approximate the discrete Fréchet distance when TADD(P, Q) cannot be efficiently computed.

(2) Allowing approximate oracles under the discrete Fréchet distance. Many ambient
spaces (e.g., Euclidean spaces under floating point arithmetic, and X as a weighted graph
under the shortest path metric.) do not allow for efficient exact distance computations. Thus,
we revisit and simplify the argument by Driemel, Har-Peled and Wenk [22]. We assume
access to a (1 + α)-approximate distance oracle with Tα query time. We generalize the
previous argument to approximate the discrete Fréchet distance between two curves in any
geodesic metric space with approximate distance oracles. For contributions (1) and (2), we
do not require the curves P and Q to be c-packed.

(3) A data structure under the discrete Fréchet distance. Under the discrete Fréchet
distance, we show how to store a c-packed or c-straight curve P with n vertices in any
geodesic ambient space X . Our solution uses O(n) space and O(n log n) preprocessing time.
For any query curve Q, any 0 < ε < 1, and any subcurve P ∗ of P , we can compute a (1 + ε)-
approximation the discrete Fréchet distance DF(P ∗, Q) using O( c·m

ε log n(T +log c·m
ε +log n))

time. Here, T is the time required to perform a distance query in the ambient space (e.g.,
O(log n) for geodesic distances in a polygon). All times are deterministic and worst-case.
This is the Fréchet distance first data structure for realistic curves that avoids spending query
time linear in n. Our solution improves various recent results [10, 25, 27, 30] (see Table 1).
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(4) Extensions. In the full version of this paper [44], we provide several extensions to
our results. We modify our data structure to support updates that truncate the curve P ,
or extend P , we apply our algorithmic skeleton to map matching queries, and we study
Hausdorff distance queries.

2 Preliminaries

Let X denote some geodesic metric space (e.g., X is some weighted graph). For any a, b ∈ X
we denote by d(a, b) their distance in X . A curve P in X is any ordered sequence of points
in X , where consecutive points are connected by their shortest path in X . We refer to such
points as vertices. For any curve P with n vertices, for any integers i, j ∈ [n] with i < j we
denote by P [i, j] the subcurve from pi to pj . We denote by |P [i, j]| = (j − i + 1) the size of
the subcurve and by ℓ(P [i, j]) :=

∑j−1
k=i d(pk, pk+1) its length. We receive as preprocessing

input a curve P where for each pair (pi, pi+1) we are given d(pi, pi+1).

Distance and distance oracles. Throughout this paper, we assume that for any α > 0 we
have access to some (1 + α)-approximate distance oracle. This is a data structure Dα

X that
for any two a, b ∈ X can report a value d◦(a, b) ∈ [(1− α)d(a, b), (1 + α)d(a, b)] in O(Tα)
time. To distinguish between inaccuracy as a result of our algorithm and as a result of our
oracle, we refer to d◦(a, b) as the perceived value (as opposed to an approximate value).

Discrete Fréchet distance. Given two curves P and Q in X , we denote by [n]×[m] the n by
m integer lattice. We say that an ordered sequence F of points in [n]× [m] is a discrete walk if
for every consecutive pair (i, j), (k, l) ∈ F , we have k ∈ {i−1, i, i + 1} and l ∈ {j−1, j, j + 1}.
It is furthermore xy-monotone when we restrict to k ∈ {i, i + 1} and l ∈ {j, j + 1}. Let F

be a discrete walk from (1, 1) to (n, m). The cost of F is the maximum over (i, j) ∈ F of
d(pi, qj). The discrete Fréchet distance is the minimum over all xy-monotone walks F from
(1, 1) to (n, m) of its associated cost: DF(P, Q) := minF cost(F ) = minF max(i,j)∈F d(pi, qj).
In this paper we, given a (1 + α)-approximate distance oracle, define the perceived discrete
Fréchet distance as DF

◦, obtained by replacing in the above definition d(pi, qj) by d◦(pi, qj).

Free space matrix (FSM). The FSM for a fixed ρ∗ ≥ 0 is a |P | × |Q|, (0, 1)-matrix where
the cell (i, j) is zero if and only if the distance between the i’th point in P and the j’th point
in Q is at most ρ∗. Per definition, DF(P, Q) ≤ ρ∗ if and only if there exists an xy-monotone
discrete walk F from (1, 1) to (n, m) where for all (i, j) ∈ F : the cell (i, j) is zero.

Continuous Fréchet distance and Free Space Diagram (FSD). We define the continuous
Fréchet distance in a geodesic metric space. Given a curve P , we consider P as a continuous
function mapping at time t ∈ [0, 1] to a point P (t) in X . The continuous Fréchet distance
is DF (P, Q) := infα,β maxt∈[0,1] d(P (α(t)), Q(β(t)), where α, β : [0, 1] → [0, 1] are non-
decreasing surjections. For a fixed ρ∗, we can define the Free Space Diagram of (P, Q, ρ∗)
to be a [0, 1]× [0, 1], (0,1)-matrix where the point (t, t′) is zero if and only if the distance
between P (t) and Q(t′) is at most ρ∗. The diagram consists of nm cells corresponding to all
pairs of edges of P and Q. A cell is reachable if there exists an xy-monotone curve from (0, 0)
to a point in the cell where all points (t, t′) on the curve are zero. The continuous Fréchet
distance is at most ρ∗ if and only if there exists an xy-monotone curve from (0, 0) to (1, 1)
where all points (t, t′) on the curve are zero.
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Defining discrete queries. Our data structure input is a curve P = (p1, p2, . . . , pn). The
number of vertices m of Q is part of the query input and may vary. Let DF(P, Q) denote
the discrete Fréchet distance between P and Q. We distinguish between four types of
(approximate) queries. The input pararmeters are given at query time:

A-decision(Q, ε, ρ): for ρ ≥ 0 and 0 < ε < 1 outputs a Boolean concluding either
DF(P, Q) > ρ, or DF(P, Q) ≤ (1 + ε)ρ (these two options are not mutually exclusive).
A-value(Q, ε): for 0 < ε < 1 outputs a value in [(1− ε)DF(P, Q), (1 + ε)DF(P, Q)].
Subcurve-decision(Q, ε, ρ, i, j): for ρ ≥ 0 and 0 < ε < 1 outputs a Boolean concluding
either DF(P [i, j], Q) > ρ, or DF(P [i, j], Q) ≤ (1 + ε)ρ.
Subcurve-value(Q, ε, i, j): for 0 < ε < 1 outputs a value in
[(1− ε)DF(P [i, j], Q), (1 + ε)DF(P [i, j], Q)].

We want a solution that is efficient in time and space, where time and space is measured in
units of ε, n, m, ρ and the distance oracle query time Tα.

Previous works: µ-simplifications. Driemel, Har-Peled and Wenk [22] , for a parameter
µ ∈ R, construct a curve P µ as follows. Start with the initial vertex p1, and set this as
the current vertex pi. Next, scan the polygonal curve to find the first vertex pj such that
d(pi, pj) > µ. Add pj to P µ, and set pj as the current vertex. Continue this process until
we reach the end of the curve. Finally, add the last vertex pn to P µ. Driemel, Har-Peled
and Wenk [22] observe any µ-simplified curve P µ can be computed in linear time and
DF (P µ, P ) ≤ µ. This leads to the following approximate decision algorithm:
1. Given P, ε, Q and ρ, construct P

ερ
4 and Q

ερ
4 in O(n + m) time.

2. Denote by X the reachable cells in the FSD of (P
ερ
4 , Q

ερ
4 , ρ∗ = (1 + ε/2)ρ).

3. Iterating over X, doing O(|X|) distance computations, test if DF (P
ερ
4 , Q

ερ
4 ) ≤ ρ∗.

They prove that: if yes then DF (P, Q) ≤ (1 + ε)ρ. If no then DF (P, Q) > ρ.
If P and Q are c-packed, they upper bound |X| by O( c(n+m)

ε ).
This scheme is broadly applicable to various domains, see [25, 17]. In this paper, we apply
this technique to answer value queries at the cost of a factor O(log n + log ε−1). Under the
discrete Fréchet distance, we extend the analysis to work with approximate distance oracles.
Finally, we show a data structure to execute step 3 in time independent of |P | = n. We also
show that under the discrete Fréchet distance, it suffices to assume that only P is c-packed.

2.1 Results
(1) A 1-TADD technique for the Fréchet distance. For any µ > 0, we denote by P µ

and Qµ their µ-simplified curves according to our new definition of µ-simplification. We
show in Section 4 that our new definition allows us to efficiently transform existing decision
algorithms into approximation algorithms in Rd [22]. We assume access to exact O(d)-time
distance oracle in Rd and prove:

▶ Theorem 2. We can preprocess a pair of c-packed curves (P, Q) in Rd under any Lp metric
with |P | = n ≥ |Q| = m in O(n log n) time s.t.: given any ε and an exact distance oracle, we
can compute a (1 + ε)-approximation of DF (P, Q) in O(d c(n+m)

ε · (log n + log ε−1)) time.

(2) Allowing approximate oracles under the discrete Fréchet distance. In Section 5,
we show that (for computing the discrete Fréchet distance) it suffices to have access to a
(1 + α)-approximate distance oracle. This will enable us to approximate DF(P, Q) in ambient
spaces such as planar graphs and simple polygons. Formally, we show:
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▶ Lemma 3. For any ρ > 0 and 0 < ε < 1, choose ρ∗ = (1 + 1
2 ε)ρ and µ ≤ 1

6 ερ. Let X be
any geodesic metric space and Dε/6

X be a (1 + 1
6 ε)-approximate distance oracle. For any curve

P = (p1, . . . , pn) in X and any curve Q = (q1, . . . , qm) in X :
If for the discrete Fréchet distance, DF

◦(P µ, Q) ≤ ρ∗ then DF(P, Q) ≤ (1 + ε)ρ.
If for the discrete Fréchet distance, DF

◦(P µ, Q) > ρ∗ then DF(P, Q) > ρ.

We note that for ambient spaces such as planar graphs and simple polygons, there is no clear
way to define a continuous µ-simplification (or even continuous Fréchet distance).

(3) An efficient data structure under the discrete Fréchet distance. Finally, in Section 6,
we study computing the discrete Fréchet distance in a data structure setting. We show that
under the discrete Fréchet distance, it suffices to assume that only P is c-packed or c-straight.
Moreover, we can store P in a data structure such that we can answer approximate Fréchet
value queries DF(P, Q) in time linear in m and polylogarithmic in n:

▶ Theorem 4. Let X be any geodesic space and Dα
X be a (1 + α)-approximate distance oracle

with O(Tα) query time. Let P = (p1, . . . , pn) be any c-packed curve in X . We can store P

using O(n) space and preprocessing, such that for any curve Q = (q1, . . . , qm) in X and any
ρ > 0 and 0 < ε < 1, we can answer A-decision(Q, ε, ρ) for the discrete Fréchet distance in:

O
(c ·m

ε
·
(
Tε/6 + log n

))
time.

We may apply the proof of Theorem 2 to Theorem 4 to answer A-value(Q, ε) in any
geodesic metric space by increasing the running time by a factor O(log n + log ε−1). However,
under the discrete Fréchet distance we can be more efficient:

▶ Theorem 5. Let X be a geodesic metric space and Dα
X be a (1 + α)-approximate distance

with O(Tα) query time. Let P = (p1, . . . , pn) be any c-packed curve in X . We can store P

using O(n) space and O(n log n) preprocessing time, such that for any curve Q = (q1, . . . , qm)
in X and any 0 < ε < 1, we can answer A-Value(Q, ε) for the discrete Fréchet distance in:

O
(c ·m

ε
· log n ·

(
Tε/6 + log c ·m

ε
+ log n

))
time.

The advantage of our result is that it applies to a variety of metric spaces X , while also
improving upon previous static algorithms in those spaces. Here, static refers to solutions
that do not require preprocessing or building a data structure. For a complete overview of
the improvements we make to the state-of-the-art, we refer to Table 1.

Our result does not rely upon complicated techniques such parametric search [31, 30],
higher-dimensional envelopes [15], or advanced path-simplification structures [21, 24, 27].
Our techniques are not only generally applicable, but also appear implementable (e.g., the
authors of [15] mention that their result is un-implementable).

2.2 Corollaries
Theorems 4+5 are the first data structures for computing the Fréchet distance between
c-packed curves. Our construction has two novelties: first, we consider c-packed curves in
any metric space X , and only require access to perceived distances (distance oracles that
can report a (1 + α)-approximation in O(Tα) time). Second, we propose a new 1-TADD
technique that can be used to compute the discrete Fréchet distance independently of the
geodesic ambient space X . These two novelties imply improvements to previous results, even
static results for computing the Fréchet distance:
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Applying perceived distances. Our analysis allows us to answer the decision variant for
the discrete Fréchet distance for any geodesic metric space for which there exist efficient
(1 + α)-approximate distance oracles (See Oracles 12). Combining Theorem 4 with Oracles 12
we obtain:

▶ Corollary 6. Let P be a c-packed curve in a metric space X .
For X = Rd under L1, L2, L∞ metric in the real-RAM model, we can store P using O(n)
space and preprocessing, to answer A-decision(Q, ε, ρ) in O

(
cm
ε · (d + log n)

)
time.

Improving the static O(d· cn√
ε
+d·cn log n) algorithm by Bringmann and Künnemann [10,

IJCGA’17]: making it faster when n > m and making it a data structure.
For X = Rd under L2 in word-RAM, we can store P using O(n) space and O(n log n)
preprocessing, to answer A-decision(Q, ε, ρ) in O

(
cm
ε ·

(
d log ε−1 + log n

))
worst case

time.Improving the static expected O(d2 · cn√
ε

+ d2 · cn log n) algorithm by Bringmann and
Künnemann [10, IJCGA’17]: saving a factor d and obtaining deterministic guarantees.

For X an N -vertex planar graph under the shortest path metric, we can store P using
O(N1+o(1)) space and preprocessing, to answer A-decision(Q, ε, ρ) in O

(
cm
ε · log2+o(1) N

)
time.

Generalizing the static O
(

N1+o(1) + c·m
ε log2+o(1) N

)
algorithm by Driemel, van der

Hoog and Rotenberg [25, SoCG’22] to a data structure.
For X an N -vertex graph under the shortest path metric, we can fix ε and
store P using O( N

ε log N) space and preprocessing, to answer A-decision(Q, ε, ρ) in
O

(
cm
ε · (ε

−1 + log n)
)

time.
Generalizing the static O

(
N1+o(1) + c·m

ε log2+o(1) N
)

algorithm by Driemel, van der
Hoog and Rotenberg [25, SoCG’22] to a data structure.

Applying the 1-TADD. We can transform the decision variant of the Fréchet distance to
the optimization variant, by using only a well-separated pair decomposition of P (mapped to
R1) with itself. This allows us to answer the optimization variant for the discrete Fréchet
distance without an exponential dependence on the dimension (speeding up even static
algorithms). In full generality, combining Theorem 4 with Oracles 12 implies:

▶ Corollary 7. Let P be a c-packed curve in a metric space X .
For X = Rd in the real-RAM model, we can store P using O(n) space and O(n log n)
preprocessing, to answer A-value(Q, ε) in O

(
cm
ε log n(d + log c·m

ε + log n
)

time.
Improving the static O(2dn + d · cn√

ε
+ d2 · cn log n) algorithm by Bringmann and

Künnemann [10, IJCGA’17]: removing the exponential dependency on the dimension.
Improving the dynamic O(

(
O( 1

ε )
)dm log 1

ε ) space solution with Õ(m · d) query time
by Filtser and Filtser [27, SODA’21]: allowing Q to have arbitrary length, and using
linear as opposed to exponential space and preprocessing time. This applies only when
P is c-packed.

For X = Rd under the L2 metric in word-RAM, we can store P using O(n) space and
O(n log n) preprocessing, to answer A-value(Q, ε) in O

(
cm
ε log n(d log n + log c·m

ε

)
time.Improving upon the static expected O(2dn+d2· cn√

ε
+d3·cn log n) algorithm by Bringmann

and Künnemann [10, IJCGA’17]: saving a factor d2d with deterministic guarantees.
For X an N -vertex planar graph under the SP metric, we can store P using O(N1+o(1))
space and preprocessing, to answer A-value(Q, ε) in O

(
c·m

ε log n · (log2+o(1) N + log c·m
ε )

)
time.

Improving the static O
(

N1+o(1) + |E| log |E|+ c·m
ε log2+o(1) N log |E|

)
algorithm by

Driemel, van der Hoog and Rotenberg [25, SoCG’22]: making it a data structure.
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For X an N -vertex graph under the SP metric, we can fix ε and store P using O( N
ε log N)

space and preprocessing, to answer A-value(Q, ε) in O
(

cm
ε · log n · (ε−1 + log c·m

ε + log n)
)

time.
Same improvement as above, except that this result is not adaptive to ε.

For X an N -vertex simple polygon under geodesics, we can store P us-
ing O(N log N + n) space and preprocessing, to answer A-value(Q, ε) in
O

(
cm
ε · log n · (log N + log c·m

ε + log n)
)

time.
No realism-parameter algorithm was known in this setting, because no TADD can be
computed in this setting.

We briefly note that all our results are also immediately applicable to subcurve queries:

▶ Corollary 8. All results obtained in Section 6 can answer the subcurve variants of the
A-decision and A-value queries for any i, j ∈ [n] at no additional cost.

3 Simplification and a data structure

To facilitate computations in arbitrary geodesic metric spaces, we modify the definition
of µ-simplifications. Our modified definition has the same theoretical guarantees as the
previous definition, but works in arbitrary metrics. Formally, we say that henceforth the
µ-simplification is a curve obtained by starting with p1, and recursively adding the first pj

such that the length of the subtrajectory ℓ(P [i, j]) > µ, where pi is the last vertex added to
the simplified curve. This way, our µ-simplifications (and their computation) are independent
of the ambient space and only depend on the edge lengths.
We construct a data structure such that for any value µ, we can efficiently obtain P µ:

▶ Definition 9. For any curve P in X with n vertices, for each 1 < i ≤ n we create a
half-open interval (ℓ(P [1, i − 1]), ℓ(P [1, i])] in R1. This results in an ordered set of O(n)
disjoint intervals on which we build a balanced binary tree in O(n) time.

Our new definition and data structure allow us to obtain P µ at query time:

▶ Lemma 10. Let P = (p1, . . . , pn) be a curve in X stored in the data structure of Definition 9.
For any value µ ≥ 0, any pair (i, j) with i < j, and any integer N we can report the first N

vertices of the discrete µ-simplification P [i, j]µ in O(N log n) time.

Proof. The first vertex of P [i, j]µ is pi. We inductively add subsequent vertices. Suppose that
we just added px to our output. We choose the value a = ℓ(P [1, x]) + µ. We binary search in
O(log n) time for the point py where the interval (ℓ(P [1, y − 1]), ℓ(P [1, y])] contains a. Per
definition: the length ℓ(P [x, y]) ≥ µ. Moreover, for all z ∈ (x, y) the length ℓ(P [x, z]) < µ.
Thus, py is the successor of px and we recurse if necessary. ◀

4 The 1-TADD technique

Let P and Q be curves in Rd under the Euclidean metric. In [22], they show an algorithm
that (given the µ-simplified curves P µ and Qµ for µ = ερ/4) they can decide whether
DF (P, Q) > ρ or DF (P, Q) ≤ (1 + ε)ρ in O(d c(n+m)

ε ) time. They then compute a (1 + ε)-
approximation of DF (P, Q) through a binary search over TADD(P , Q). This approach
scales poorly with the dimension d because computing TADD(P , Q) has an exponential
dependency on d. We alleviate this through our 1-TADD definiton:
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▶ Definition 11. Given P , map each vertex pi to λi = ℓ(P [1, i]). Denote by Λ = {λi}n
i=1.

We define 1-TADD(P ) as TADD(Λ, Λ).

Our 1-TADD can be computed in O(n log n) time using O(n) space [22].

▶ Theorem 2. We can preprocess a pair of c-packed curves (P, Q) in Rd under any Lp metric
with |P | = n ≥ |Q| = m in O(n log n) time s.t.: given any ε and an exact distance oracle, we
can compute a (1 + ε)-approximation of DF (P, Q) in O(d c(n+m)

ε · (log n + log ε−1)) time.

Proof. With slight abuse of notation, we say that A(P, Q, ε, ρ) is an algorithm that takes as
input P ερ/4 and Qερ/4 and outputs either DF (P, Q) > ρ or DF (P, Q) ≤ (1 + ε)ρ. We briefly
note given our new definition of µ-simplification, [22] present an A(P, Q, ε, ρ) algorithm with
a runtime of O(d c(n+m)

ε ) under any Lp metric (as Lemma 4.4 in [22] immediately works for
our simplification definition). We use A(P, Q, ε, ρ) to approximate DF (P, Q).

We preprocess P and Q by computing TP = 1-TADD(P ) and TQ = 1-TADD(Q). We
denote by I the set of intervals obtained by taking for each a ∈ TP ∪ TQ the interval
[4ε−1a, 8ε−1a] (we add the interval [0, 0] to I). Given A(P, Q, ε, ρ) that runs in O(d c(n+m)

ε )
time, we do binary search over I. Specifically, we iteratively select an interval [a, b] ∈ I and
run A(P, Q, ε, ρ) for ρ equal to either endpoint.

Note that for each ρ, we may use Lemma 10 to obtain both the ερ/4-simplifications of P

and Q in O((n + m) log(n + m)) time – which are required as input for A(P, Q, ε, ρ). We
need to do this procedure at most O(log n) times before we reach one of two cases:

Case 1: There exists [a, b] ∈ I, such that DF (P, Q) > a and DF (P, Q) < (1 + ε)b. We
note that by definition of I, the values a and b differ by a factor 2. Thus, we may
discretize the interval [a, b] into O(ε−1) points that are each at most ε·a

2 apart (note that
we implicitly discretize this interval, as an explicit discretization takes ε−1 time). By
performing binary search over this discretized set, we report a (1 + ε)-approximation of
DF (P, Q) by using A(P, Q, ε, ρ) at most O(log ε−1) times.
Case 2: There exists no [x, y] ∈ I such that DF (P, Q) > x and DF (P, Q) < (1 + ε)y.

Denote by [amax, bmax] the right-most interval in I. Consider the special case where
DF (P, Q) > bmax. Since bmax ≥ ℓ(P ), ℓ(Q) it follows that all ρ > bmax, P µ and Qµ

for µ = ερ/4 are an edge. Computing DF (P µ, Qµ) can therefore be done in O(d) time
which gives a (1 + ε)-approximation of DF (P, Q).

If the special case does not apply then there exist two intervals [a, b], [e, f ] ∈ I such that
DF (P, Q) > b and DF (P, Q) ≤ (1 + ε)e, such that there exists no interval [x, y] ∈ I that
intersects [b, e]. We claim that all ρ1, ρ2 ∈ [b, e]: P ερ1/4 = P ερ2/4 and Qερ1/4 = Qερ2/4.

Indeed, suppose for the sake of contradiction that P ερ1/4 ̸= P ερ2/4. Let ρ1 < ρ2 and
choose without loss of generality the smallest ρ2 for which this is the case. Then there
must exist a pair pi, pj ∈ P where ℓ(P [i, j]) = ερ2/4. However, the distance ℓ(P [i, j])
is the distance between λi and λj in the curve Λ and so there exist a′, b′ ∈ TP with
a′ ≤ ℓ(P [i, j]) ≤ b′ ≤ 2a′. It follows that ρ2 = 4ε−1ℓ(P [i, j]) lies in an interval in I

which is a contradiction with the assumption that ρ1, ρ2 ∈ [b, e].
We choose ρ = e. Denote by X the set of reachable cells the Free Space Diagram of
(P ερ/4, Qερ/4, ρ∗). The set X contains O( c(n+m)

ε ) cells [22, Lemma 4.4]. It follows that
there are O( c(n+m)

ε ) values ρ′ for which the reachability of X changes. We compute and
sort these to get a sorted set R.
Suppose for some ρ′ ∈ [b, ρ] that DF (P ,Q) ≤ ρ′. Denote by F an xy-monotone path in
the Free Space Diagram of (P ερ′/4, Qερ′/4, ρ′) = (P ερ/4, Qερ/4, ρ′). Per definition, F lies
within X. Thus, we may binary search over the set R∩ [b, ρ] (applying the ε-approximate
decider at every step) to compute a (1 + ε)-approximation of DF (P, Q). ◀
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5 Approximate distance oracles under the discrete Fréchet distance

We want to approximate DF(P, Q) for curves P and Q that live in any geodesic ambient space
X . In most ambient spaces we do not have access to efficient exact distance oracles. In many
ambient spaces however, it is possible to compute for any α > 0 some (1 + α)-approximate
distance oracle. This is a data structure Dα

X that for any two a, b ∈ X can report a value
d◦(a, b) ∈ [(1− α)d(a, b), (1 + α)d(a, b)] in O(Tα) time. To distinguish between inaccuracy
as a result of our algorithm and as a result of our oracle, we refer to d◦(a, b) as the perceived
value (as opposed to an approximate value).

▶ Oracles 12. We present some examples of approximate distance oracles:
For X ⊆ Rd under the L1, L2, L∞ metric in real-RAM we can compute the exact d(a, b)
in O(d) time. Thus, for any α, we have an oracle Dα

X with Tα = O(d) query time.
For X ⊆ Rd under the L2 metric executed in word-RAM, we can compute d(a, b) in O(d2)
expected time. Thus, we have an oracle Dα

X with O(d2) expected query time.
For any X ⊆ Rd under the L2 metric in word-RAM, we can (1 + α)-approximate the
distance between two points in Tα = O(d log α−1) worst case time using Taylor expansions.
For X a planar weighted graph, Long and Pettie [36] store X with N vertices using
O

(
N1+o(1)) space, to answer exact distance queries in O

(
(log(N))2+o(1)) time.

For X as an arbitrary weighted graph, Thorup [43] compute a (1+α)-approximate distance
oracle in O(N/α log N) time and space, and with a query-time of O(1/α).
For X a simple N -vertex polygon, Guibas and Hershberger [32] store X in O(N log N)
time in linear space, and answer exact geodesic distance queries in O((log N) time.

We prove that we may approximately decide the Fréchet distance between P and Q using a
(1 + α)-approximate distance oracle (for the discrete Fréchet distance).

▶ Lemma 3. For any ρ > 0 and 0 < ε < 1, choose ρ∗ = (1 + 1
2 ε)ρ and µ ≤ 1

6 ερ. Let X be
any geodesic metric space and Dε/6

X be a (1 + 1
6 ε)-approximate distance oracle. For any curve

P = (p1, . . . , pn) in X and any curve Q = (q1, . . . , qm) in X :
If for the discrete Fréchet distance, DF

◦(P µ, Q) ≤ ρ∗ then DF(P, Q) ≤ (1 + ε)ρ.
If for the discrete Fréchet distance, DF

◦(P µ, Q) > ρ∗ then DF(P, Q) > ρ.

Proof. Per definition of Dε/6
X : ∀(p, q) ∈ P ×Q, d◦(p, q) ∈ [(1− 1

6 ε)d(p, q), (1 + 1
6 ε)d(p, q)].

It follows from 0 < ε < 1 that:

∀(p, q) ∈ P ×Q : d(p, q) ≤
(

1 + 1.1
6 ε

)
d◦(p, q) ∧ d◦(p, q) ≤

(
1 + 1

6ε

)
d(p, q).

Suppose that DF
◦(P µ, Q) ≤ ρ∗. There exists a (monotone) discrete walk F through

P µ ×Q such that for each (i, j) ∈ F : d◦(P µ[i], qj) ≤ ρ∗ = (1 + 1
2 ε)ρ. It follows that:

d(P µ[i], qj) ≤
(

1 + 1.1
6 ε

)
d◦(P µ[i], qj) ≤

(
1 + 1.1

6 ε

) (
1 + 1

2ε

)
ρ ≤

(
1 + 5

6ε

)
ρ.

We will prove that this implies DF(P, Q) ≤ (1 + ε)ρ. We use F to construct a discrete
walk F ′ through P ×Q. For each consecutive pair (a, b), (c, d) ∈ F note that since F is a
discrete walk, P µ[a] and P µ[c] are either the same vertex or incident vertices on P µ. Denote
by Pac the vertices of P in between P µ[a] and P µ[c]. It follows that:

∀p′ ∈ Pac : d(p′, qb) ≤ d (P µ[a], qb) + µ ≤ (1 + 5
6ε)ρ + 1

6ερ = (1 + ε)ρ.

Now consider the following sequence of pairs of points:
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Lac = (P µ[a], qb)∪{(p′, qb) | p′ ∈ Pac}∪ (P µ[c], qd). We add the lattice points correspond-
ing to Lac to F ′. It follows that we create a discrete walk F ′ in the lattice |P | × |Q| where
for each (i, j) ∈ F ′: d(pi, qj) ≤ (1 + ε)ρ. Thus, DF(P, Q) ≤ (1 + ε)ρ.

Suppose otherwise that DF(P, Q) ≤ ρ. We will prove that DF
◦(P µ, Q) ≤ ρ∗. Indeed,

consider a discrete walk F ′ in the lattice |P | × |Q| where for each (i, j) ∈ F ′: d(pi, qj) ≤ ρ.
We construct a discrete walk F in |P µ| × |Q|. Consider each (i, j) ∈ F ′, If pi = P µ[a]
for some integer a, we add (a, j) to F . Otherwise, denote by P µ[a] the last vertex on
P µ that precedes pi: we add (a, j) to F . Note that per definition of µ-simplification,
d(P µ[a], qj) ≤ d(pi, qj) + µ ≤ (1 + 1

6 ε)ρ. It follows from the definition of our approximate
distance oracle that d◦(P µ[a], qj) ≤ (1 + 1

6 ε)(1 + 1
6 ε)ρ < (1 + 1

2 ε)ρ = ρ∗. Thus, we may
conclude that DF

◦(P µ, Q) ≤ ρ∗. ◀

6 Approximate Discrete Fréchet distance

We denote by Dα
X a (1 + α)-approximate distance oracle over the geodesic metric space X .

Our input is some curve P = (p1, . . . , pn) in X which is c-packed in X . We preprocess P to:
answer A-decision(Q, ε, ρ) for any curve Q = (q1, . . . , qm), ρ > 0 and 0 < ε < 1,
answer A-value(Q, ε) for any curve Q = (q1, . . . , qm) and 0 < ε < 1.

We obtain this result in four steps. In Section 5, we showed that we can answer A-
decision(Q, ε, ρ) through comparing if the perceived Fréchet distance DF

◦(P µ, Q) ≤ ρ∗ for
conveniently chosen µ and ρ∗. In Section 6.1 we define what we call the perceived free-space
matrix. This is a (0, 1)-matrix MA×Q

ρ∗ for any two curves A and Q and any ρ∗ > 0. We show
that if A is the µ-simplified curve P µ for some convenient µ, then the number of zeroes in
MP µ×Q

ρ∗ is bounded.
In Section 6.2, we show a data structure that stores P to answer A-decision(Q, ε, ρ). We

show how to cleverly navigate MP µ×Q
ρ∗ for conveniently chosen µ and ρ∗. The key insight in

this new technique, is that we may steadily increase ρ∗ whilst navigating the matrix. Finally,
we extend this solution to answer A-value(Q, ε).

6.1 Perceived free space matrix and free space complexity
We define the perceived free space matrix to help answer A-decision queries. Given two
curves (A, Q) and some ρ, we construct an |A| × |Q| matrix which we call the perceived free
space matrix MA×Q

ρ . The i’th column corresponds to the i’th element A[i] in A. We assign
to each matrix cell MP ×Q

ρ [i, j] the integer 0 if d◦(A[i], qj) ≤ ρ and integer 1 otherwise.

▶ Observation 13. For all ρ∗ ≥ 0, and curves A and Q, the perceived discrete Fréchet distance
DF

◦(A, Q) between A and Q is at most ρ∗ if and only if there exists an (xy-monotone) discrete
walk F from (1, 1) to (|A|, |Q|) where ∀(i, j) ∈ F , MA×Q

ρ∗ [i, j] = 0.

Computing DF
◦(P µ, Q). Previous results upper bound, for any choice of ρ, the number

of zeroes in the FSM between P ερ and Qερ. We instead consider the perceived FSM, and
introduce a new parameter k ≥ 1 to enable approximate distance oracles. For any value ρ

and some simplification value µ ≥ ερ
k , we upper bound the number of zeroes in the perceived

FSM MP µ×Q
ρ∗ for the conveniently chosen ρ∗ = (1 + ε

2 )ρ:

▶ Lemma 14. Let P = (p1, . . . , pn) be a c-packed discrete curve in X . For any ρ > 0 and
0 < ε < 1, denote ρ∗ = (1 + ε

2 )ρ. For any k ≥ 1, denote by P µ its µ-simplified curve for
µ ≥ ερ

k . For any curve Q = (q1, . . . , qm) ⊂ X the matrix MP µ×Q
ρ∗ contains at most 8 · c·k

ε

zeroes per row.
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(a) (b)

q1

q3

q2

p1

0

p5 p6 . . . p27 pnPµ ::

0

1 1

10 0 0

00

0 1 1

1

1

1

00

|B1| = (1 + α)ρ∗ (c)

Figure 1 (a) For some value of µ, the µ-simplified curve is (p1, p5, p6, . . . , p27, pn). We show the
matrix MP µ×Q

ρ∗ . (b) For the point q3, we claim that there are more than Z = 8 ck
ε

zeroes in its
corresponding row. Thus, the ball B1 with radius (1 + α)ρ∗ contains more than Z points. (c) For
each of these points, there is a unique segment along P contained in the ball B2.

Proof. The proof is by contradiction. Suppose that the j’th row of MP µ×Q
ρ∗ contains strictly

more than 8 · c·k
ε zeroes. Let P0 ⊂ P µ be the vertices corresponding to these zeroes. Consider

the ball B1 centered at qj with radius |B1| = (1 + α)ρ∗ and the ball B2 with radius 2|B1|
(Figure 1). Each pi ∈ P0 must be contained in B1 and thus d(pi, qj) ≤ (1 + α)ρ∗. For each
pi ∈ P0 denote by Si the contiguous sequence of vertices of P µ starting at pi of length µ.
Observe that since ε < 1: Si ⊂ B2. Per definition of simplification, each Si are non-coinciding
subcurves. This lower bounds ℓ(P ∩B2):

ℓ(P ∩B2) ≥
∑

p∈P0

ℓ(Si) =
∑

p∈P0

µ > 2(1 + α)(1 + ε

2) · c · k
ε
· µ ≥ 2(1 + α) · c · ρ∗ ≥ c · |B2|,

where 2(1 + α)(1 + ε
2 ) · c·k

ε < 8 · c·k
ε (since α < 1 and ε < 1) – contradicting c-packedness. ◀

6.2 A data structure for answering A-decision(Q, ε, ρ)
We showed in Sections 5 and 6.1 that for any c-packed curve P , ρ > 0 and 0 < ε < 1 we
can choose suitable values ερ

k ≤ µ ≤ ερ
6 to upper bound the number of zeroes in MP µ×Q

ρ∗ .
Moreover, for ρ∗ = (1 + 1

ε )ρ we know that comparing DF
◦(P µ, Q) ≤ ρ∗ implies an answer to

A-decision(Q, ε, ρ).
We now define a data structure, so that for any µ and any (i, j) we can report the

µ-simplification of P [i, j] in O(|P [i, j]|) time. We use this to answer the decision variant.

▶ Theorem 4. Let X be any geodesic space and Dα
X be a (1 + α)-approximate distance oracle

with O(Tα) query time. Let P = (p1, . . . , pn) be any c-packed curve in X . We can store P

using O(n) space and preprocessing, such that for any curve Q = (q1, . . . , qm) in X and any
ρ > 0 and 0 < ε < 1, we can answer A-decision(Q, ε, ρ) for the discrete Fréchet distance in:

O
(c ·m

ε
·
(
Tε/6 + log n

))
time.

Proof. We store P in the data structure of Definition 9 using O(n) space and preprocessing
time. Given a query A-decision(Q, ε, ρ) we choose α = 1

6 ε, ρ∗ = (1 + 1
2 ε) and µ = ερ

6 . We
test if DF

◦(P µ, Q) ≤ ρ∗. By Lemma 3, if DF
◦(P µ, Q) ≤ ρ∗ then DF(P, Q) ≤ (1 + ε)ρ and

otherwise DF(P, Q) > ρ. We consider the matrix MP µ×Q
ρ∗ .

By Observation 13, DF
◦(P µ, Q) ≤ ρ∗ if and only if there exists a discrete walk F from

(1, 1) to (|P µ|, |Q|) where for each (i, j) ∈ F : MP µ×Q
ρ∗ [i, j] = 0. We will traverse this matrix

in a depth-first manner as follows: starting from the cell (1, 1), we test if MP µ×Q
ρ∗ [1, 1] = 0.

If so, we push (1, 1) onto a stack. Each time we pop a tuple (i, j) from the stack, we inspect
their O(1) neighbors {(i + 1, j), (i, j + 1), (i + 1, j + 1)}. If MP µ×Q

ρ∗ [i′, j′] = 0, we push (i′, j′)
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onto our stack. It takes O(log n) time to obtain the i + 1’th vertex of P µ, and O(Tε/6) to
determine the value of e.g., MP µ×Q

ρ∗ [i + 1, j]. Thus each time we pop the stack, we spend
O((Tε/6) + log n) time.

By Lemma 14 (noting ε < 1 and setting k = 6), we push at most O( cm
ε ) tuples

onto our stack. Therefore, we spend O( cm
ε (Tε/6 + log n)) total time. By Observation 13,

DF
◦(P µ, Q) ≤ ρ∗ if and only if we push (|P µ|, |Q|) onto our stack. We test this in O(1)

additional time per operation. Thus, the theorem follows. ◀

6.3 A data structure for answering A-value(Q, ε)
Finally, we show how to answer the A-value(Q, ε, ρ) query. At this point, we could immediately
apply Theorem 2 to answer A-value(Q, ε) at the cost of a factor O(log n + log ε−1). However,
for the discrete Fréchet distance we show that the factor O(log ε−1) can be avoided. To this
end, we leverage the variable k ≥ 1 introduced in the definition of µ ≥ ερ

k :

▶ Theorem 5. Let X be a geodesic metric space and Dα
X be a (1 + α)-approximate distance

with O(Tα) query time. Let P = (p1, . . . , pn) be any c-packed curve in X . We can store P

using O(n) space and O(n log n) preprocessing time, such that for any curve Q = (q1, . . . , qm)
in X and any 0 < ε < 1, we can answer A-Value(Q, ε) for the discrete Fréchet distance in:

O
(c ·m

ε
· log n ·

(
Tε/6 + log c ·m

ε
+ log n

))
time.

Proof. We preprocess P using Lemma 10 in O(n) space and time. We store P in the data
structure of Definition 11. This way, we obtain T = TADD(Λ, Λ) where Λ is the curve P

mapped to R1. We denote for all s ∈ T by Is = [cs, 2 · cs] the corresponding interval and
obtain a sorted set of intervals I = {Is}.

Given a query (Q, ε), we set α← ε/6 and obtain Dα
X . We (implicitly) rescale each interval

Ii ∈ I by a factor 6
ε , creating for Is the interval Iε

s = [ 6·cs

ε , 12·cs

ε ]. This creates a sorted set
Iε of pairwise disjoint intervals. Intuitively, these are the intervals over R1 where for ρ ∈ Iε

s ,
the µ-simplification P µ for µ = ερ

6 may change.
We binary search over Iε. For each boundary point λ of an interval Iε

s we query
A-decision(Q, ε, λ): discarding half of the remaining intervals in Iε. It follows that in
O( c·m

ε · log n · (Tε/6 + log n)) time, we obtain one of two things:
a) an interval Iε

s where ∃ρ∗ ∈ Iε
s that is a (1 + ε)-approximation of DF(P, Q), or

b) a maximal interval I∗ disjoint of the intervals in Iε where ∃ρ∗ ∈ I∗ that is a (1 + ε)-
approximation of DF(P, Q).

Denote by λ the left boundary of Iε
s or I∗: it lower bounds DF(P, Q). Note that if I∗ precedes

all of Iε, λ = 0. We now compute a (1 + ε)-approximation of DF(P, Q) as follows:

FindApproximation(λ).
1. Compute C = d◦(p1,q1)

(1+ 1
2 ε) .

2. Initialize ρ∗ ← (1 + 1
2 ε) ·max{C, λ} and set a constant µ← ε

6 · λ.
3. Push the lattice point (1, 1) onto a stack.
4. Whilst the stack is not empty do:

Pop a point (i, j) and consider the O(1) neighbors (pa, qb) of (pi, qj) in MP µ×Q
ρ∗ :

If d◦(pa, qb) ≤ ρ∗, push (a, b) onto the stack.
Else, store d◦(pa, qb) in a min-heap.

If we push (pn, qm) onto the stack do:
Output ν = ρ∗

(1+ 1
2 ε) .

5. If the stack is empty, we extract the minimal d◦(pa, pb) from the min-heap.
Update ρ∗ ← (1 + 1

2 ε) · d◦(pa, qb), push (a, b) onto the stack and go to line 4.
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Correctness. Suppose that our algorithm pushes (pn, qm) onto the stack and let at this
time of the algorithm, ρ∗ = (1 + 1

2 ε)ν. Per definition of the algorithm, ν ≥ λ is the minimal
value for which the matrix MP µ×Q

ρ∗ contains a walk F from (1, 1) to (n, m) where for each
(i, j) ∈ F : MP µ×Q

ρ∗ [i, j] = 0. Indeed, each time we increment ρ∗ by the minimal value
required to extend any walk in MP µ×Q

ρ∗ . Moreover, we fixed µ← ε
6 λ and thus µ ≤ ε

6 ν. Thus
we may apply Lemma 3 to defer that ν is the minimal value for which DF(P, Q) ≤ (1 + ε)ν.

Running time. We established that the binary search over Iε took O( c·m
ε ·log n·(Tε/6+log n))

time. We upper bound the running time of our final routine. For each pair (pi, qj) that we
push onto the stack we spend at most O(Tε/6 + log c·m

ε + log n) time as we:
Obtain the O(1) neighbors of (pi, qj) through our data structure in O(log n) time,
Perform O(1) distance oracle queries in O(Tε/6) time, and
Possibly insert O(1) neighbors into a min-heap. The min-heap has size at most K: the
number of elements we push onto the stack. Thus, this takes O(log K) insertion time.

What remains is to upper bound the number of items we push onto the stack. Note that we
only push an element onto the stack, if for the current value ρ∗ the matrix MP µ×Q

ρ∗ contains
a zero in the corresponding cell. We now refer to our earlier case distinction.

Case (a): Since ε < 1 we know that ρ∗ ∈ [λ, 4 · λ]. We set µ = ε
6 λ. So µ ≥ 1

k ερ∗ for
k = 24. Thus, we may immediately apply Lemma 14 to conclude that we push at most
O( c·m

ε ) elements onto the stack.
Case (b): Denote by γ = ε

6 ν. Per definition of our re-scaled intervals, the open interval
(µ, γ) does not intersect with any interval in the non-scaled set I. It follows that P µ = P γ

and that for two consecutive vertices pi, pl ∈ P µ: ℓ(P [i, l]) > γ. From here, we essentially
redo Lemma 14 for this highly specialized setting. The proof is by contradiction, where
we assume that for ρ∗ = (1 + ε

2 )ν there are more than 8 · 6 · c
ε zeroes in the j’th row of

MP µ×Q
ρ∗ . Denote by P0 ⊂ P µ the vertices corresponding to these zeroes. We construct a ball

B1 centered at qj with radius 2ρ∗ and a ball B2 with radius 2|B1|. We construct a subcurve
Si of P starting at pi ∈ P0 of length γ. The critical observation is, that our above analysis
implies that all the subcurves Si do not coincide (since each of them start with a vertex in
P µ). Since ε < 1, each segment Si is contained in B2. However, this implies that B2 is not
c-packed since: ℓ(P ∩ B2) ≥

∑
i ℓ(Si) =

∑
i γ > 8 · 6 c

ε γ ≥ 4 · c · ρ∗ ≥ 2 · c · |B2|. Thus, we
always push at most O( c·m

ε ) elements onto our stack and this implies our running time. ◀
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Constant Approximating Disjoint Paths on Acyclic
Digraphs Is W[1]-Hard
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Abstract
In the Disjoint Paths problem, one is given a graph with a set of k vertex pairs (si, ti) and
the task is to connect each si to ti with a path, so that the k paths are pairwise disjoint. In the
optimization variant, Max Disjoint Paths, the goal is to maximize the number of vertex pairs to
be connected. We study this problem on acyclic directed graphs, where Disjoint Paths is known
to be W[1]-hard when parameterized by k. We show that in this setting Max Disjoint Paths
is W[1]-hard to c-approximate for any constant c. To the best of our knowledge, this is the first
non-trivial result regarding the parameterized approximation for Max Disjoint Paths with respect
to the natural parameter k. Our proof is based on an elementary self-reduction that is guided by
a certain combinatorial object constructed by the probabilistic method.
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1 Introduction

The Disjoint Paths problem has attracted a lot of attention both from the perspective of
graph theory and applications [23, 46, 50, 52]. Both decision variants, where one requires
the paths to be either vertex-disjoint or edge-disjoint, are known to be NP-hard already on
very simple graph classes [27, 37, 44, 45]. This has motivated the study of Disjoint Paths
through the lens of parameterized complexity. Here, the aim is to develop algorithms with a
running time of the form f(k) · nO(1), where f is some computable function of a parameter k

and n is the input size. A problem admitting such an algorithm is called fixed-parameter
tractable (FPT). In our setting, k is the number of vertex pairs to be connected. On undirected
graphs, both variants of Disjoint Paths have been classified as FPT thanks to the famous
Graph Minors project by Robertson and Seymour [49] (see [32, 36] for later improvements).
This was followed by a line of research devoted to designing faster FPT algorithms on planar
graphs [1, 13, 41, 48, 54].

On directed graphs, there is a simple polynomial transformation between the vertex-
disjoint and the edge-disjoint variants, so these two problems turn out equivalent. Here, the
problem becomes significantly harder: It is already NP-hard for k = 2 [22]. The situation is
slightly better for acyclic digraphs (DAGs) where Disjoint Paths can be solved in time
nO(k) [22] but it is W[1]-hard [51] (cf. [2]) hence unlikely to be FPT. In addition, no no(k)-time
algorithm exists under the assumption of the Exponential Time Hypothesis (ETH) [12]. Very
recently, it has been announced that Disjoint Paths is FPT on Eulerian digraphs [5]. It
is also noteworthy that the vertex-disjoint and edge-disjoint variants are not equivalent on
planar digraphs as the aforementioned reduction does not preserve planarity. Indeed, here
the vertex-disjoint version is FPT [17] whereas the edge-disjoint version is W[1]-hard [12].

In the optimization variant, called Max Disjoint Paths, we want to maximize the
number of terminals pairs connected by disjoint paths. The approximation status of this
problem has been studied on various graph classes [8, 10, 15, 14, 20, 34, 35]. On acyclic
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digraphs the best approximation factor is O(
√

n) [9] and this cannot be improved unless
P=NP [7]. A different relaxation is to allow the algorithm to output a solution in which every
vertex appears in at most c paths (or to conclude that there is no vertex-disjoint solution).
Kawarabayashi, Kobayashi, and Kreutze [31] used the directed half-integral grid theorem to
design a polynomial-time algorithm for directed Disjoint Paths with congestion c = 4 for
every k. In other words, such a relaxed problem belongs to the class XP. Subsequently, the
congestion factor has been improved to c = 3 [33] and c = 2 [24].

Hardness of FPT approximation. For problems that are hard from the perspective of both
approximation and FPT algorithms, it is natural to exploit the combined power of both
paradigms and consider FPT approximation algorithms. Some prominent examples are an
FPT approximation scheme for k-Cut [43] and an FPT 2-approximation for Directed Odd
Cycle Transversal [42] parameterized by the solution size k. However, several important
problems proved to be resistant to FPT approximation as well. The first hardness results in
this paradigm have been obtained under a relatively strong hypothesis, called Gap-ETH [6].
Subsequently, an O(1)-approximation for k-Clique was shown to be W[1]-hard [39] and
later the hardness bar was raised to ko(1) [29]. In turn, k-Dominating Set is W[1]-hard to
f(k)-approximate for any function f [30] and W[2]-hard to O(1)-approximate [40]. More
results are discussed in the survey [21].

Proving approximation hardness under Gap-ETH is easier compared to the
assumption FPT ̸=W[1] because Gap-ETH already assumes hardness of a problem
with a gap. Indeed, relying just on FPT ̸=W[1] requires the reduction to perform some kind
of gap amplification, alike in the PCP theorem [19]. Very recently, the so-called Parameterized
Inapproximability Hypothesis (PIH) has been proven to follow from ETH [25]. This means
that ETH implies FPT approximation hardness of Max 2-CSP parameterized by the number
of variables within some constant approximation factor c > 1, which has been previously
used as a starting point for parameterized reductions [4, 26, 42, 47]. It remains open whether
PIH can be derived from the weaker assumption FPT ̸=W[1].

Lampis and Vasilakis [38] showed that undirected Max Vertex-Disjoint Paths admits
an FPT approximation scheme when parameterized by treedepth but, assuming PIH, this
is not possible under parameterization by pathwdith. See [11, 20] for more results on
approximation for Max Disjoint Paths under structural parameterizations. Bentert,
Fomin, and Golovach [3] considered the Max Vertex-Disjoint Shortest Paths problem
where we additionaly require each path in a solution to be a shortest path between its
endpoints. They ruled out FPT(k) approximation with factor ko(1) for this problem assuming
FPT ̸=W[1] and with factor o(k) assuming Gap-ETH.

Our contribution. We extend the result by Slivkins [51] by showing that Max Disjoint
Paths on acyclic digraphs does not admit an FPT algorithm that is a q-approximation,
for any constant q. We formulate our hardness result as W[1]-hardness of the task of
distinguishing between instances that are fully solvable from those in which less than a
1
q -fraction of the requests can be served at once. Since a q-approximation algorithm could be
used to tell these two scenarios apart, the following result implies hardness of approximation.
We refer to a pair (si, ti) as a request that should be served by a path connecting si to ti.

▶ Theorem 1. Let q ∈ N be a constant. It is W[1]-hard to distinguish whether for a given
instance of k-Dag Disjoint Paths:
1. all the requests can be served simultaneously, or
2. no set of k/q requests can be served simultaneously.
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Our proof is elementary and does not rely on coding theory or communication complexity
as some previous W[1]-hardness of approximation proofs [30, 39]. Instead, we give a gap-
amplifying self-reduction that is guided by a certain combinatorial object constructed via
the probabilistic method.

Techniques. A similar parameterized gap amplification technique has been previously
applied to the k-Steiner Orientation problem: given a graph G with both directed and
undirected edges, together with a set of vertex pairs (s1, t1), . . . , (sk, tk), we want to orient all
the undirected edges in G to maximize the number of pairs (si, ti) for which ti is reachable
from si. The problem is W[1]-hard and the gap amplification technique can be used to
establish W[1]-hardness of constant approximation [53]. The idea is to create multiple copies
of the original instance and connect them sequentially into many layers, in such a way that the
fraction of satisfiable requests decreases as the number of layers grows. What distinguishes
k-Steiner Orientation from our setting though is that therein we do not require the
(si, ti)-paths to be disjoint. So it is allowed to make multiple copies of each request (si, ti)
and connect the ti-vertices to the si-vertices in the next layer in one-to-many fashion. Such
a construction obviously cannot work for Dag Disjoint Paths. Instead, will we construct
a combinatorial object yielding a scheme of connections between the copies of the original
instance, with just one-to-one relation between the terminals from the consecutive layers.

Imagine a following construction: given an instance I of k-Dag Disjoint Paths we
create 2k copies of I: I1

1 , . . . , I1
k and I2

1 , . . . , I2
k . Next, for each i ∈ [k] we choose some

permutation πi : [k] → [k] and for each j ∈ [k] we connect the sink tj in I1
i to the source si in

I2
πi(j). See Figure 1 on page 6. Then for each (i, j) ∈ [k]2 we request a path from the source

sj in I1
i to the sink ti in I2

πi(j). Observe that if I is a yes-instance then we can still serve all
the requests in the new instance. However, when I is a no-instance, then there is a
family F of 2k many k-tuples from [k]2 so that each tuple represents k requests
that cannot be served simultaneously. Each tuple corresponds to some k requests that
have to be routed through a single copy of I, which is impossible when I is a no-instance.

We can now iterate this argument. In the next step we repeat this construction k times
(but possibly with different permutations), place such k instances next to each other, and
create the third layer comprising now k2 copies of I. Then for each i ∈ [k] we need a
permutation πi : [k2] → [k2] describing the connections between the sinks from the second
layer to the sources from the third layer. Again, if I is a no-instance, we obtain a family F
of 3k2 many k-tuples from [k]3 corresponding to subsets of requests that cannot be served
simultaneously. We want to show that after d = f(k) many iterations no subset A of 50%
requests can be served. In other words, the family F should always contain a tuple contained
in A, certifying that A is not realizable. This will give a reduction from the exact version of
Dag Disjoint Paths to a version of Dag Disjoint Paths with gap 1

2 . The crux of the
proof is to find a collection of permutations that will guarantee the desired property of F .

It is convenient to think about this construction as a game in which the first player
chooses the permutations governing the connections between the layers (thus creating an
instance of Dag Disjoint Paths) and the second player picks a subset A of 50% requests.
The first player wins whenever the family F of forbidden k-tuples includes a tuple contained
in A. We need to show that the first player has a single winning strategy against every
possible strategy of the second player. We will prove that a good strategy for the first
player is to choose every permutation independently and uniformly at random. In fact, for a
sufficiently large d and any fixed strategy A of the second player, the probability that A wins
against a randomized strategy is smaller than 2−kd . Since the number of possible strategies
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for the second player is at most 2kd (because there are kd requests), the union bound
implies that the first player has a positive probability of choosing a strategy that
guarantees a victory against every strategy of the second player. This translates to
the existence of a family of permutations for which the gap amplification works.

2 Preliminaries

We follow the convention [n] = {1, 2, . . . , n} and use the standard graph theoretic terminology
from Diestel’s book [18]. We begin by formalizing the problem.

Max Disjoint Paths Parameter: k
Input: A digraph D, a set T of k pairs (si, ti) ∈ V (D)2.
Task: Find a largest collection P of vertex-disjoint paths so that each path P ∈ P is an
(si, ti)-path for some (si, ti) ∈ T .

We refer to the pairs from T as requests. A solution P is said to serve request (si, ti) if it
contains an (si, ti)-path. The condition of vertex-disjointedness implies that each request
can be served by at most one path in P . A yes-instance is an instance admitting a solution
serving all the k-requests. Otherwise we deal with a no-instance. (Max) Dag Disjoint
Paths is a variant of (Max) Disjoint Paths where the input digraph is assumed to be
acyclic.

Notation for trees. For a rooted tree T and v ∈ V (T ) we denote by Children(v) the set of
direct descendants of v. A vertex v in a rooted tree is a leaf if Children(v) = ∅. We refer to
the set of leaves of T as L(T ). The depth of a vertex v ∈ V (T ) is defined as its distance from
the root, measured by the number of edges. In particular, the depth of the root equals 0.
The set of vertices of depth i in T is called the i-th layer of T .

For v ∈ V (T ) we write T v to denote the subtree of T rooted at v. We can additionally
specify an integer ℓ ≥ 1 and write T v,ℓ for the tree comprising the first ℓ layers of T v. In
particular, the tree T v,1 contains only the vertex v.

For k, d ∈ N we denote by Tk,d the full k-ary rooted tree of depth d. We have |L(Tk,d)| = kd.
A subset A ⊆ L(Tk,d) is called a q-subset for q ∈ N if |A| ≥ |L(Tk,d)| / q.

Fixed parameter tractability. We provide only the necessary definitions here; more informa-
tion can be found in the book [16]. A parameterized problem can be formalized as a subset of
Σ∗ × N. We say that a problem is fixed parameter tractable (FPT) if it admits an algorithm
solving an instance (I, k) in running time f(k) · |I|O(1), where f is some computable function.

To argue that a parameterized problem is unlikely to be FPT, we employ FPT-reductions
that run in time f(k) · |I|O(1) and transform an instance (I, k) into an equivalent one (I ′, k′)
where k′ = g(k). A canonical parameterized problem that is believed to lie outside the class
FPT is k-Clique. The problems that are FPT-reducible to k-Clique form the class W[1].

Negative association. We introduce the following concept necessary for our probabilistic
argument. There are several definitions capturing negative dependence between random
variables; intuitively it means that when one variable takes a high value then a second one is
more likely to take a low value. Negative association formalizes this idea in a strong sense.
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▶ Definition 2. A collection of random variables X1, X2, . . . , Xn ∈ R is said to be negatively
associated if for every pair of disjoint subsets A1, A2 ⊆ [n] and every pair of increasing
functions f1 : R|A1| → R, f2 : R|A2| → R it holds that

E [f1(Xi | i ∈ A1) · f2(Xi | i ∈ A2)] ≤ E [f1(Xi | i ∈ A1)] · E [f2(Xi | i ∈ A2)] .

We make note of several important properties of negative association.

▶ Lemma 3 ([28, Prop. 3, 6, 7]). Consider a collection of random variables X1, X2, . . . , Xn ∈
R that is negatively associated. Then the following properties hold.
1. For every family of disjoint subsets A1, . . . , Ak ⊆ [n] and increasing functions f1, . . . , fk,

fi : R|Ai| → R, the collection of random variables

f1(Xi | i ∈ A1), f2(Xi | i ∈ A2), . . . , fk(Xi | i ∈ Ak)

is negatively associated.
2. If random variables Y1, . . . , Yn are negatively associated and independent from X1, . . . , Xn

then the collection X1, . . . , Xn, Y1, . . . , Yn is negatively associated.
3. For every sequence (x1, x2, . . . , xn) of real numbers we have

P [Xi ≤ xi | i ∈ [n]] ≤
n∏

i=1
P [Xi ≤ xi] .

▶ Lemma 4. Let n, k ∈ N. For i ∈ [k] let X i = (Xi
1, . . . , Xi

n) be a sequence of real random
variables that are negatively associated. Suppose that X 1, . . . , X k are independent from each
other. Then the random variables (

∑k
i=1 Xi

1, . . . ,
∑k

i=1 Xi
n) are negatively associated.

Proof. By Lemma 3(2) we know that the union X 1 ∪ · · · ∪ X k forms a collection of nk

random variables that are negatively associated. We divide it into n disjoint subsets of
the form ({X1

j , . . . , Xk
j })n

j=1 and apply Lemma 3(1) for the increasing function f : Rk → R,
f(x1, . . . , xk) =

∑k
i=1 xi. ◀

Negative association occurs naturally in situations like random sampling without replace-
ment. A scenario important for us is when an ordered sequence of numbers is being randomly
permuted. Intuitively, observing a high value at some index removes this value from the pool
and decreases the chances of seeing high values at the remaining indices.

▶ Theorem 5 ([28, Thm. 2.11]). Consider a sequence (x1, x2, . . . , xn) of real numbers. Let
Π: [n] → [n] be a random variable representing a permutation of the set [n] chosen uniformly
at random. For i ∈ [n] we define a random variable Xi = xΠ−1(i). Then the random variables
X1, X2, . . . , Xn are negatively associated.

3 The reduction

Our main objects of interest are collections of functions associated with the nodes of the full
k-ary rooted tree. Such a function for a node v gives an ordering of leaves in the subtree of v.

▶ Definition 6. A scheme for Tk,d is a collection of functions, one for each node in Tk,d,
such that the function fv associated with v ∈ V (Tk,d) is a bijection from L(T v

k,d) to [|L(T v
k,d)|].

Let Schemes(k, d) denote the family of all schemes for Tk,d.

ISAAC 2024
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
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Figure 1 An illustration for Definition 7 with k = d = 3. The boxes represent copies of an
instance I with |T | = 3, the large instance is J3,3(I, β) for the scheme β listed at the bottom, and
the dashed rectangle surrounds the instance J3 = J3,2(I, β3) where β3 is a truncation of β to the
right subtree of T3,3. The hollow disks represent the sinks and sources on the large instance. All the
arcs are oriented upwards. The leaves of T3,3 are numbered as 1, 2, . . . , 27. For the sake of legibility,
most of the arcs in the last layer are omitted and the copies of the original instance within layers
2, 3 are marked with letters. The letters are also used in the representation of the scheme β which
contains 9 bijections between sets of size 3 and 3 bijections between sets of size 9 (and one bijection
for size 27, which is immaterial here). The blue lines exemplify vertex pairs which belong to the
request set of the large instance; the sources (in the layer 1) indexed by 6, 10, 23 are mapped to the
sinks in the copy M (in the layer 3). If a subset Γ ⊆ [27] includes 6, 10, 23 then it has a collision
with respect to the scheme β. If we work with a no-instance then such a subset Γ of requests cannot
be served as this would require routing three of them through the copy M .

We will now formalize the idea of connecting multiple copies of an instance. On an
intuitive level, we construct a d-layered instance by taking k many (d − 1)-layered instances
and adding a new layer comprising kd−1 copies of the original instance I. Then we map the
sinks in the layer (d − 1) to the sources in the layer d according to k bijections read from a
scheme. These mappings govern how we place the arcs towards the layer d and which vertex
pairs form the new request set. We need a scheme β ∈ Schemes(k, d) to arrange all the arcs
between the layers.

In order to simplify the notation we introduce the following convention. Suppose that an
instance J is being build with multiple disjoint copies of an instance I = (D, k, T ), referred
to as I1, I2, . . . . Then we refer to the copy of the vertex si ∈ V (D) (resp. ti) in Ij as Ij [si]
(resp. Ij [ti]).

▶ Definition 7. Given an instance I = (D, k, T ) of Dag Disjoint Paths and a scheme
β = (fv)v∈V (Tk,d) ∈ Schemes(k, d) we construct an instance Jk,d(I, β) = (D′, kd, T ′) of Dag
Disjoint Paths. The elements of T ′ will be indexed by the leaves of Tk,d as (sv, tv)v∈L(Tk,d)
while the elements of T (in the instance I) are indexed by 1, . . . , k as (si, ti)i∈[k].

If d = 1, we simply set Jk,1(I, β) = I, ignoring β. We index T by L(Tk,1) in an arbitrary
order.

Consider d > 1. Let r be the root of Tk,d with Children(r) = {u1, . . . , uk}. For i ∈ [k]
let βi be the truncation of β to the nodes in the subtree T ui

k,d and Ji = (Di, kd−1, Ti) be the
instance Jk,d−1(I, βi). We take a disjoint union of J1, . . . , Jk and kd−1 copies of I referred
to as I1, I2, . . . (see Figure 1). These kd−1 copies of I form layer d.
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Recall that for i ∈ [k] the bijection fui maps L(T ui

k,d) to [kd−1]. For each i ∈ [k] and
v ∈ L(T ui

k,d) we insert an arc from Ji[tv] to Ifui
(v)[si]. Then we add the pair (Ji[sv], Ifui

(v)[ti])
to T ′. This pair is assigned index ι(v) in T ′ where ι is the natural embedding L(T ui

k,d) →
L(Tk,d).

Note that whenever D is acyclic then D′ is acyclic as well so the procedure indeed outputs
an instance of Dag Disjoint Paths. It is also clear that when I admits a solution serving
all the k requests, it can be used to serve all the requests in Jk,d(I, β).

▶ Observation 8. Let k, d ∈ N and β ∈ Schemes(k, d). If I = (D, k, T ) is a yes-instance of
Dag Disjoint Paths then Jk,d(I, β) is a yes-instance as well.

The case when I is a no-instance requires a more careful analysis. We introduce the
notion of a collision that certifies that some subset of requests cannot be served.

▶ Definition 9. Let k, d ∈ N, A ⊆ L(Tk,d), and β = (fv)v∈V (Tk,d) ∈ Schemes(k, d). We say
that u ∈ V (Tk,d) forms a collision with respect to (A, β) if A contains elements a1, . . . , ak

such that:
1. for each i ∈ [k] the node ai is a descendant of ui ∈ Children(u) where u1, . . . , uk are

distinct,
2. fu1(a1) = fu2(a2) = · · · = fuk

(ak).

▶ Lemma 10. Let k, d ∈ N, A ⊆ L(Tk,d), and β = (fv)v∈V (Tk,d) ∈ Schemes(k, d). Suppose
that there exists a collision with respect to (A, β). Let I = (D, k, T ) be a no-instance of
Dag Disjoint Paths. Then no solution to the instance (D′, kd, T ′) = Jk,d(I, β) can
simultaneously serve all the requests {(sv, tv)v∈A}.

Proof. We will prove the lemma by induction on d. In the case d = 1 we have Jk,1(I, β) = I

and the only possibility of a collision is when A = L(Tk,1) so {(sv, tv)v∈A} is the set of all
the requests. By definition, we cannot serve all the requests in a no-instance. Let us assume
d > 1 from now on.

First suppose that the collision occurs at the root r ∈ V (Tk,d). Let Children(r) =
{u1, . . . , uk}. Then there exists A′ = {a1, . . . , ak} ⊆ A such that ai is a descendant of ui and
fu1(a1) = fu2(a2) = · · · = fuk

(ak). We refer to this common value as x = fui
(ai). We will

also utilize the notation from Definition 7.
Observe that in order to serve the request (sai

, tai
) in D′ the path Pi starting at sai

=
Ji[sai ] must traverse the arc from Ji[tai ] to Ix[si] as every other arc leaving Di leads to some
Iy with y ̸= x having no connection to tai

= Ix[ti]. Furthermore, the path Pi must contain a
subpath connecting Ix[si] to Ix[ti] in Ix. Since the same argument applies to every i ∈ [k],
we would have to serve all the k requests in Ix. But this is impossible because Ix is a copy
of I which is a no-instance.

Now suppose that the collision does not occur at the root. Then it must occur in the
subtree T ui

k,d for some i ∈ [k]. For every v ∈ A being a descendant of ui, any path Pv serving
the request (sv, tv) in D′ must contain a subpath P ′

v in Di from Ji[sv] to Ji[tv] as again it
must leave Di through the vertex Ji[tv]. By the inductive assumption, we know that we
cannot simultaneously serve all the requests (sv, tv)v∈A∩L(T

ui
k,d

) in the smaller instance Ji.
The lemma follows. ◀

We can now state our main technical theorem. Recall that a subset A ⊆ L(Tk,d) is called
a q-subset if |A| ≥ |L(Tk,d)|/q = kd/q.

▶ Theorem 11. Let k, d, q ∈ N satisfy d ≥ k · (4q)4k log k. Then there exists β ∈ Schemes(k, d)
such that for every q-subset A ⊆ L(Tk,d) there is a collision with respect to (A, β).

ISAAC 2024
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The proof is postponed to Section 4 which abstracts from the Disjoint Paths problem
and focuses on random permutations. With Theorem 11 at hand, the proof of the main
result is easy.

▶ Theorem 1. Let q ∈ N be a constant. It is W[1]-hard to distinguish whether for a given
instance of k-Dag Disjoint Paths:
1. all the requests can be served simultaneously, or
2. no set of k/q requests can be served simultaneously.

Proof. We are going to give an FPT-reduction from the exact variant of k-Dag Disjoint
Paths, which is W[1]-hard [51], to the variant with a sufficiently large gap. To this end,
we present an algorithm that, given an instance I = (D, k, T ), runs in time f(k, q) · |I| and
outputs an instance J = (D′, k′, T ′) such that:
1. k′ depends only on k and q,
2. if I is a yes-instance then J is a yes-instance, and
3. if I is a no-instance then no solution to J can simultaneously serve at least k′/q requests.
Obviously, being able to separate these two cases for J (all requests vs. at most 1

q -fraction of
requests) is sufficient to determine whether I is a yes-instance.

We set d = k · (4q)4k log(k) accordingly to Theorem 11. It guarantees that there exists a
scheme β ∈ Schemes(k, d) such that for every q-subset A ⊆ L(Tk,d) there is a collision with
respect to (A, β). Observe that such a scheme can be computed in time f(k, q) because d is
a function of (k, q) and the size of the family Schemes(k, d) is a function of (k, d). The same
holds for the number of all q-subsets A ⊆ L(Tk,d). Therefore, we can simply iterate over all
β ∈ Schemes(k, d) and check for each q-subset A whether there is a collision or not.

The instance J is defined as Jk,d(I, β). A direct implementation of Definition 7 takes time
f(k, d) · |I|. Observation 8 says that if I is a yes-instance, then J is as well, whereas Lemma 10
ensures that if I is a no-instance, then for each set of k′/q requests (corresponding to some
q-subset A ⊆ L(Tk,d) which must have a collision with β) no solution can simultaneously
serve all of them. This concludes the correctness proof of the reduction. ◀

We remark that Theorem 1 works in a more general setting, where q is not necessarily a
constant, but a function of k. This enables us to rule out not only an O(1)-approximation
in FPT time, but also an α(k)-approximation for some slowly growing function α(k) → ∞.
However, the value of the parameter k′ becomes kd for d = Ω(qk log k) so q ends up very
small compared to the new parameter k′. This is only sufficient to rule out approximation
factors of the form α(k) = (log k)o(1). A detailed analysis of how to adjust such parameters
is performed in [53].

4 Constructing the scheme

This section is devoted to the proof of Theorem 11. Before delving into the rigorous analysis,
we sketch the main ideas behind the proof.

Outline. We use the probabilistic method to prove the existence of a scheme having a
collision with every q-subset of leaves in Tk,d. We will show that for a sufficiently large d

choosing each bijection at random yields a very high probability of a collision with any fixed
q-subset. Specifically, the probability that a collision does not occur should be less than 2−kd .
Since the number of all q-subsets of a kd-size set is bounded by 2kd , the union bound will
imply that the probability that a collision does not occur for at least one q-subset is strictly
less than one, implying the existence of the desired scheme.
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Let us fix a q-subset A ⊆ L(Tk,d). Suppose there is a vertex u ∈ V (Tk,d) such that
for every child y of u the fraction of leaves in T y

k,d belonging to A is at least 1/q. Let ℓ

denote [|L(T y
k,d)|]. For each such child we choose a random bijection from L(T y

k,d) to [ℓ]. The
probability that each of these k bijections maps an element of A to a fixed index x ∈ [ℓ] is
at least q−k. Such events are not independent for distinct x but we will see that they are
negatively associated, which still allows us to upper bound the probability of no such event
happening by (1 − q−k)ℓ (see Lemma 12).

How to identify such a vertex u? First, it is sufficient for us to relax the bound 1/q

assumed above to 1/(4q). Observe that for each layer in Tk,d there must be many vertices
v satisfying |A ∩ L(T v

k,d)| ≥ 1
2q |L(T v

k,d)|. Suppose that v does not meet our criterion: this
means that it has a child v′ with less than 1/(4q)-fraction of the A-leaves in its subtree.
But then the average fraction of the A-leaves among the remaining children is higher than
the fraction for v. Consequently, we can choose a child of v with a higher fraction and
repeat this argument inductively. We show that after O(k log(q)) many steps this process
must terminate so we are guaranteed to find a vertex for which every child has at least a
1/(4q)-fraction of the A-leaves. This is proven in Lemma 13.

Finally, to obtain a large probability of a collision we must show that there many such
vertices u with a large sum of their subtrees’ sizes. This will allows us to multiply the
aforementioned bounds of the form (1 − q−k)ℓ with a large sum of the exponents ℓ. By
applying the argument above to a single layer in Tk,d we can find such a collection with the
sum of their subtrees’ sizes being kd divided by some function of k and q. But we can also
apply it to multiple layers as long as they are sufficiently far from each other (so that the
vertices found by the inductive procedure are all distinct). Therefore, it suffices to take d

large enough so that the number of available layers surpasses the factors in the denominator,
which depend only on k and q. This is analyzed in Lemma 15.

We begin with a probabilistic lemma stating that randomly permuting k large subsets of
a common universe yields a large chance of creating a non-empty intersection of these sets.

▶ Lemma 12. Let k, z, ℓ ∈ N and X1, . . . , Xk be subsets of [ℓ] of size at least ℓ/z each. Next,
let Π1, . . . , Πk : [ℓ] → [ℓ] be independent random variables with a uniform distribution on the
family of all permutations over the set [ℓ]. Then

P [Π1(X1) ∩ Π2(X2) ∩ · · · ∩ Πk(Xk) = ∅] ≤ exp(−ℓ/zk).

Proof. For i ∈ [k] and j ∈ [ℓ] let Y i
j = 1 if j ∈ Πi(Xi) and Y i

j = 0 otherwise. By Theorem 5
the variables (Y i

1 , . . . , Y i
ℓ ) have negative association for each i ∈ [k]. Note that EY i

j ≥ 1/z.
Next, let Zj =

∑k
i=1 Y i

j for j ∈ [ℓ]. Lemma 4 ensures that the variables Z1, . . . , Zℓ also
enjoy negative association. Condition Π1(X1) ∩ Π2(X2) ∩ · · · ∩ Πk(Xk) = ∅ is equivalent to
max(Zj)ℓ

j=1 ≤ k − 1. We have

P [Zj ≤ k − 1] = 1 − P [Zj = k] = 1 −
k∏

i=1

P [j ∈ Πi(Xi)] ≤ 1 − 1/zk.

P
[
max(Zj)ℓ

j=1 ≤ k − 1
]

≤
ℓ∏

j=1

P [Zj ≤ k − 1] ≤ (1 − 1/zk)ℓ = (1 − 1/zk)zk·(ℓ/zk) ≤ exp(−ℓ/zk).

In the first inequality we used Lemma 3(3). The last one holds because (1 − 1
m )m < 1

e for all
m ≥ 2. ◀
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Notation. We introduce some additional notation to work with the tree Tk,d. For a vertex
v ∈ V (Tk,d) let Leaves(v) denote the size of the set L(T v

k,d). Note that Leaves(v) = kd−h

where h is the depth of v. Next, for a set A ⊆ L(Tk,d), we will write FracA(v) = |A ∩
L(T v

k,d)| / Leaves(v). When A is clear from the context, we will omit the subscript.

▶ Lemma 13. Let k, d, q, τ ∈ N satisfy k, q ≥ 2 and d ≥ τ ≥ 2k · log(q). Next, let v ∈ V (Tk,d)
be of depth at most d − τ and A ⊆ L(Tk,d) satisfy FracA(v) ≥ 1

q . Then there exists a vertex
u ∈ V (T v,τ

k,d ) such that for each y ∈ Children(u) it holds that FracA(y) ≥ 1
2q .

Proof. Suppose the claim does not hold. We will show that under this assumption for each
i ∈ [τ ] there exists vi ∈ V (T v,i

k,d) with Frac(vi) ≥ 1
q · (1 + 1

2k−2 )i−1. Then by substituting
i = τ > (2k − 2) · log(q) and estimating (1 + 1

m )m > 2 (for all m ≥ 2) we will arrive at a
contradiction:

Frac(vτ ) ≥ 1
q

·
(

1 + 1
2k − 2

)(2k−2)·log(q)
>

1
q

· 2log(q) ≥ 1.

We now construct the promised sequence (vi) inductively. For i = 1 we set v1 = v

which obviously belongs to T v,1
k,d and satisfies Frac(v) ≥ 1

q . To identify vi+1 we consider
Children(vi) = u1, u2, . . . , uk. We have Frac(vi) = 1

k ·
∑k

j=1 Frac(uj). We define vi+1 as the
child of vi that maximizes the value of Frac (see Figure 2). By the assumption, one of the
children satisfies Frac(uj) < 1

2q . Then Frac(vi+1) is lower bounded by the average value of

Frac among the remaining k − 1 children, which is at least 1
k−1

(
Frac(vi) · k − 1

2q

)
. We have

Frac(vi) ≥ Frac(v1) ≥ 1
q so

(
Frac(vi) · k − 1

2q

)
≥

(
Frac(vi) · k − Frac(vi)

2

)
. We check that

vi+1 meets the specification:

Frac(vi+1) ≥ Frac(vi)
k − 1 ·

(
k − 1

2

)
= Frac(vi) ·

(
1 + 1

2k − 2

)
≥ 1

q
·
(

1 + 1
2k − 2

)i

In the last inequality we have plugged in the inductive assumption. The lemma follows. ◀

To apply Lemma 13 we need to identify many vertices satisfying FracA(v) ≥ 1
2q . To this

end, we will utilize the following simple fact.

▶ Lemma 14. Let a1, a2, . . . , aℓ ∈ [0, 1] be a sequence with mean at least x for some x ∈ [0, 1].
Then at least xℓ

2 elements in the sequence are lower bounded by x
2 .

Proof. Suppose that |{ai ≥ x
2 | i ∈ [ℓ]}| < xℓ

2 . This leads to a contradiction:

ℓ∑
i=1

ai < 1 · xℓ

2 + x

2 · ℓ = xℓ. ◀

We will use the lemmas above for a fixed layer in the tree Tk,d to identify multiple vertices
v meeting the requirements of Lemma 13. For each such v we can find a close descendant
u of v for which we are likely to observe a collision. The value ℓ in Lemma 12, governing
the probability of a collision, corresponds to the number of leaves in the subtree of u, i.e.,
Leaves(u). Since this value appears in the exponent of the formula, we need a collection of
such vertices u in which the total sum of Leaves(u) is large.

▶ Lemma 15. Let k, d, q ∈ N satisfy k, q ≥ 2, d ≥ 4kq. If A ⊆ L(Tk,d) is a q-subset then
there exists a set F ⊆ V (Tk,d) with the following properties.
1. For each v ∈ F and u ∈ Children(v) it holds that FracA(u) ≥ 1

4q .
2. The sum

∑
v∈F Leaves(v) equals at least d · kd · (4q)−3k log(k).
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F0

Fτ

F1

F2

F3

Fτ+1

Fτ+2

Fτ+3

Figure 2 An illustration for Lemma 15. We consider layers F0, Fτ , F2τ , . . . The vertices from
F +

0 and F +
τ are marked by black disks and their subtrees F v,τ

k,d are depicted as gray triangles. For
each vertex v ∈ F + we apply Lemma 13 to identify a vertex γ(v) ∈ F : the red square inside the
corresponding triangle. The root also illustrates the argument from Lemma 13. We start with
a vertex v satisfying Frac(v) ≥ 1

2q
and while one of its children v′ has Frac(v′) < 1

4q
we can find

another child v′′ of v with Frac(v′′) > Frac(v). This process terminates within τ steps.

Proof. Let Fi ⊆ V (Tk,d) be i-th layer of Tk,d, i.e., the set of vertices of depth i; we have
|Fi| = ki and Leaves(v) = kd−i for each v ∈ Fi. Since their subtrees are disjoint, we can see
that

∑
v∈Fi

|A ∩ L(T v
k,d)| = |A|. Therefore

∑
v∈Fi

Frac(v)/|Fi| ≥ 1
q . By Lemma 14 at least

1
2q fraction of the vertices in Fi must satisfy Frac(v) ≥ 1

2q . Let us denote this subset as F +
i .

Let τ = ⌈2k · log(2q)⌉ and M = ⌊d/τ⌋. We define F + = F +
0 ∪ F +

τ ∪ F +
2τ ∪ · · · ∪ F +

(M−1)τ .
Observe that for each pair u, v ∈ F + the trees T u,τ

k,d , T v,τ
k,d are disjoint. We apply Lemma 13

with q′ = 2q to each v ∈ F + to obtain a vertex γ(v) ∈ V (T v,τ
k,d ) satisfying condition (1). The

disjointedness of these subtrees ensures that the vertices γ(v)v∈F + are distinct. We define
F = {γ(v) | v ∈ F +}.

Now we take care of condition (2). Let us fix j ∈ [0, M − 1]. Since γ(v) ∈ V (T v,τ
k,d ) for v

with the depth jτ , we infer that the depth of γ(v) is at most (j + 1)τ − 1 so |Leaves(γ(v))| ≥
kd+1−(j+1)τ . We have established already that |F +

jτ | ≥ |Fjτ |
2q = kjτ

2q . The assumption d ≥ 4kq

implies d ≥ τ so we can simplify M = ⌊d/τ⌋ ≥ d/(2τ). We estimate the sum within each
layer F +

jτ and then multiply it by M .

∑
v∈F +

jτ

Leaves(γ(v)) ≥ kjτ

2q
· kd+1−(j+1)τ = kd+1−τ

2q

∑
v∈F

Leaves(v) =
M−1∑
j=0

∑
v∈F +

jτ

Leaves(γ(v)) ≥ d · kd+1−τ

2τ · 2q

To get rid of the ceiling, we estimate τ ≤ 2k · log(4q). Then kτ ≤ k2k log(4q) = (4q)2k log(k).
We also use a trivial bound τ ≤ 4kq. We can summarize the analysis by∑

v∈F

Leaves(v) ≥ d · kd+1−τ

2τ · 2q
= d · kd+1

kτ · 4qτ
≥ d · kd+1

(4q)2k log(k) · 16kq2 ≥ d · kd

(4q)3k log(k) ◀

Now we combine the gathered ingredients to show that a random scheme yields a high
probability of a collision with any fixed q-subset. At this point we also adjust d to be larger
then the factors depending on k and q.
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▶ Lemma 16. Let k, d, q ∈ N satisfy d ≥ k · (4q)4k log k. Consider some q-subset A ⊆ L(Tk,d).
Suppose that we choose the scheme β = (fv)v∈V (Tk,d) ∈ Schemes(k, d) by picking each bijection
fv : L(T v

k,d) → [|L(T v
k,d)|] uniformly and independently at random. Then the probability that

(A, β) has no collision is at most exp(−kd).

Proof. We apply Lemma 15 and use the obtained set F ⊆ V (Tk,d) to analyze the probability
of getting a collision. Consider u ∈ F with Children(u) = {u1, . . . , uk} and let Cu denote the
event that (A, β) has a collision at u. For each i ∈ [k] we have Leaves(ui) = Leaves(u)/k and
we know from Lemma 15(1) that FracA(ui) ≥ 1/(4q). For each i ∈ [k] a random bijection
fui is chosen between L(T ui

k,d) and [Leaves(ui)]. This can be interpreted as first picking an
arbitrary bijection to [Leaves(ui)] and then combining it with a random permutation over
[Leaves(ui)]. We apply Lemma 12 with z = 4q to infer that the probability of getting no
collision at u is upper bounded by

P [¬Cu] ≤ exp
(

−Leaves(ui)
zk

)
= exp

(
−Leaves(u)

k · (4q)k

)
.

Since the sets (Children(u))u∈F are pairwise disjoint, the corresponding events Cu are in-
dependent. We can thus upper bound the probability of getting no collision at all by the
product

∏
u∈F P [¬Cu]. Next, by Lemma 15(2) and the assumption on d we know that∑

u∈F

Leaves(u) ≥ d · kd · (4q)−3k log k ≥ kd+1 · (4q)k.

We combine this with the previous formula to obtain

P

[
¬

⋃
u∈F

Cu

]
= P

[ ⋂
u∈F

¬Cu

]
=

∏
u∈F

P [¬Cu] ≤ exp
(−

∑
u∈F Leaves(u)
k · (4q)k

)
≤ exp(−kd).◀

We are ready to prove Theorem 11 (restated below) and thus finish the proof of the
reduction.

▶ Theorem 11. Let k, d, q ∈ N satisfy d ≥ k · (4q)4k log k. Then there exists β ∈ Schemes(k, d)
such that for every q-subset A ⊆ L(Tk,d) there is a collision with respect to (A, β).

Proof. We choose the scheme β by picking each bijection uniformly and independently at
random. For a fixed q-subset A let CA denote the event that (A, β) witnesses a collision. In
these terms, Lemma 16 says that P [¬CA] ≤ exp(−kd). Let A be the family of all q-subsets
A ⊆ L(Tk,d); we have |A| ≤ 2kd . By the union bound, the probability that there exists a
q-subset with no collision with β is

P

[ ⋃
A∈A

¬CA

]
≤

∑
A∈A

P [¬CA] ≤ 2kd

· (1/e)kd

< 1.

Consequently, there is a positive probability of choosing a scheme β having a collision with
every q-subset. In particular, this means that such a scheme exists. ◀

5 Conclusion

We have shown that no FPT algorithm can achieve an O(1)-approximation for Max Disjoint
Paths on acyclic digraphs. However, our reduction blows up the parameter significantly so
it does not preserve a running time of the form f(k)no(k). It is known that such a running
time is unlikely for the exact variant of the problem [12]. This leads to a question whether
Max Dag Disjoint Paths admits an O(1)-approximation that is faster than nO(k).
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Our proof yields an alternative technique for gap amplification in a parameterized re-
duction based on the probabilistic method (extending the restricted version appearing
in [53]), compared to reductions relying on coding theory [39, 25] or communication complex-
ity [30]. Can this approach come in useful for proving that Parameterized Inapproximability
Hypothesis (PIH) follows from FPT ̸=W[1]?
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Abstract
We investigate the question whether Subset Sum can be solved by a polynomial-time algorithm
with access to a certificate of length poly(k) where k is the maximal number of bits in an input
number. In other words, can it be solved using only few nondeterministic bits?

This question has motivated us to initiate a systematic study of certification complexity of
parameterized problems. Apart from Subset Sum, we examine problems related to integer linear
programming, scheduling, and group theory. We reveal an equivalence class of problems sharing
the same hardness with respect to having a polynomial certificate. These include Subset Sum and
Boolean Linear Programming parameterized by the number of constraints. Secondly, we present
new techniques for establishing lower bounds in this regime. In particular, we show that Subset
Sum in permutation groups is at least as hard for nondeterministic computation as 3Coloring in
bounded-pathwidth graphs.
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1 Introduction

Nondeterminism constitutes a powerful lens for studying complexity theory. The most
prominent instantiation of this concept is the class NP capturing all problems with solutions
checkable in polynomial time. Another well-known example is the class NL of problems
that can be solved nondeterministically in logarithmic space [7]. But the usefulness of
nondeterminism is not limited to merely filtering candidates for deterministic classes. A ques-
tion studied in proof complexity theory is how much nondeterminism is needed to solve
certain problems or, equivalently, how long proofs have to be to prove certain theorems [27].
Depending on the considered logic, these theorems may correspond to instances of problems
complete for NP [65], coNP [28], or W[SAT] [31]. The central goal of proof complexity is
to establish lower bounds for increasingly powerful proof systems in the hope of building
up techniques to prove, e.g., NP ̸= coNP. What is more, there are connections between
nondeterministic running time lower bounds and fine-grained complexity [25]. In the context
of online algorithms, nondeterminism is used to measure how much knowledge of future
requests is needed to achieve a certain performance level [14, 18, 35].

Bounded nondeterminism plays an important role in organizing parameterized complexity
theory. The first class studied in this context was W[P] comprising parameterized problems
solvable in FPT time, i.e., f(k) · poly(n), when given access to f(k) · log(n) nondeterministic
bits [29]. In the last decade, classes defined by nondeterministic computation in limited space
have attracted significant attention [5, 43, 81] with a recent burst of activity around the class
XNLP [15, 16, 17] of problems solvable in nondeterministic time f(k) · poly(n) and space
f(k)·log(n). While the study of W[P] and XNLP concerns problems considered very hard from
the perspective of FPT algorithms, a question that has eluded a systematic examination so far
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is how much nondeterminism is necessary to solve FPT problems in polynomial
time. A related question has been asked about the amount of nondeterminism needed to
solve d-CNF-SAT in sub-exponential time [32].

To concretize our question, we say that a parameterized problem P admits a polynomial
certificate if an instance (I, k) can be solved in polynomial time when given access to poly(k)
nondeterministic bits1. For example, every problem in NP admits a polynomial certificate
under parameterization by the input length. This definition captures, e.g., FPT problems
solvable via branching as a certificate can provide a roadmap for the correct branching
choices. Furthermore, every parameterized problem that is in NP and admits a polynomial
kernelization has a polynomial certificate given by the NP certificate for the compressed
instance. The containment in NP plays a subtle role here: Wahlström [90] noted that
a polynomial compression for the K-Cycle problem is likely to require a target language
from outside NP exactly because K-Cycle does not seem to admit a polynomial certificate.

In this article we aim to organize the folklore knowledge about polynomial certification
into a systematic study, provide new connections, techniques, and motivations, and lay the
foundations for a hardness framework.

When is certification easy or hard? The existence of a certificate of size p(k) = poly(k)
entails an FPT algorithm with running time 2p(k)poly(n), by enumerating all possible
certificates. We should thus restrict ourselves only to problems solvable within such running
time. On the other hand, when such an algorithm is available then one can solve the problem
in polynomial time whenever p(k) ≤ log n. Therefore, it suffices to handle the instances with
log n < p(k). Consequently, for such problems it is equivalent to ask for a certificate of size
poly(k + log n) as this can be bounded polynomially in k via the mentioned trade-off (see
Lemma 11). This observation yields polynomial certificates for problems parameterized by
the solution size, such as Multicut [74] or Planarization [56], which do not fall into the
previously discussed categories.

What are the problems solvable in time 2kO(1)
nO(1) yet unlikely to admit a polynomial

certificate? The Bandwidth problem has been conjectured not be belong to W[P] because
one can merge multiple instances into one, without increasing the parameter, in such a way
that the large instance is solvable if and only if all the smaller ones are. It is conceivable
that a certificate for the large instance should require at least one bit for each of the smaller
instances, hence it cannot be short [45]. The same argument applies to every parameterized
problem that admits an AND-composition, a construction employed to rule out polynomial
kernelization [33, 47], which effectively encodes a conjunction of multiple 3SAT instances as
a single instance of the problem. Such problems include those parameterized by graph width
measures like treewidth or pathwidth, and it is hard to imagine polynomial certificates for
them. However, kernelization hardness can be also established using an OR-composition,
which does not stand at odds with polynomial certification.

The close connection between AND-composition and polynomial certificates has been
observed by Drucker, Nederlof, and Santhanam [39] who focused on parameterized search
problems solvable by One-sided Probabilistic Polynomial (OPP) algorithms (cf. [80]). They
asked which problems admit an OPP algorithm that finds a solution with probability 2−poly(k).

1 It is more accurate to say that a “certificate” refers to a particular instance while a problem can admit a
“certification”. We have decided however to choose a shorter and more established term. We also speak
of “certificates” instead of “witnesses” because “witness” sometimes refers to a concrete representation
of a solution for problems in NP, see e.g., [39].
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This may seem much more powerful than using poly(k) nondeterministic bits but the success
probability can be replaced by Ω(1) when given a single access to an oracle solving k-variable
Circuit-SAT [39, Lemma 3.5]. A former result of Drucker [37] implies that an OPP algorithm
with success probability 2−poly(k) (also called a polynomial Levin witness compression) for
a search problem admitting a so-called constructive AND-composition would imply NP ⊆
coNP/poly [39, Theorem 3.2].

Constructive vs. non-constructive proofs. The restriction to search problems is crucial in
the work [39] because the aforementioned hardness result does not apply to algorithms that
may recognize yes-instances without constructing a solution explicitly but by proving its
existence in a non-constructive fashion. As noted by Drucker [38, §1.3], his negative results
do not allow to rule out this kind of algorithms.

In general, search problems may be significantly harder than their decision counterparts.
For example, there are classes of search problems for which the solution is always guaranteed
to exist (e.g., by the pigeonhole principle, in the case of class PPP [1]) but the existence of
a polynomial algorithm computing some solution is considered unlikely. For a less obvious
example, consider finding a non-trivial divisor of a given integer n. A polynomial (in log n)
algorithm finding a solution could be used to construct the factorization of n, resolving a
major open problem. But the existence of a solution is equivalent to n being composite and
this can be verified in polynomial time by the AKS primality test [4].

As yet another example, consider the problem of finding a knotless embedding of a
graph, i.e., an embedding in R3 in which every cycle forms a trivial knot in a topological
sense. The class G of graphs admitting such an embedding is closed under taking minors so
Robertson and Seymour’s Theorem ensures that G is characterized by a finite set of forbidden
minors [85], leading to a polynomial algorithm for recognizing graphs from G. Observe that
excluding all the forbidden minors yields a non-constructive proof that a knotless embedding
exists. On the other hand, the existence of a polynomial algorithm constructing such an
embedding remains open [71].

To address this discrepancy, we propose the following conjecture which asserts that not
only finding assignments to many instances of 3SAT requires many bits of advice but even
certifying that such assignments exist should require many bits of advice. We define the
parameterized problem AND-3SAT[k] where an instance consists of a sequence of n many
3SAT formulas on k variables each, and an instance belongs to the language if all these
formulas are satisfiable. We treat k as a parameter.

▶ Conjecture 1. AND-3SAT[k] does not admit a polynomial certificate unless NP ⊆
coNP/poly.

Observe that AND-3SAT[k] is solvable in time 2k · poly(k) · n, so the questions whether
it admits a certificate of size poly(k), poly(k) · log n, or poly(k + log n) are equivalent. We
formulate Conjecture 1 as a conditional statement because we believe that its proof in the
current form is within the reach of the existing techniques employed in communication
complexity and kernelization lower bounds [33, 80]. Then the known examples of AND-
composition could be interpreted as reductions from AND-3SAT[k] that justify non-existence
of polynomial certificates.

1.1 The problems under consideration
Our focus: Subset Sum. In Subset Sum we are given a sequence of n integers (also called
items), a target integer t (all numbers encoded in binary), and we ask whether there is a
subsequence summing up to t. This is a fundamental NP-hard problem that can be solved
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in pseudo-polynomial time O(tn) by the classic algorithm by Bellman from the 50s [11]. In
2017 the running time has been improved to Õ(t + n) by Bringmann [19]. Subset Sum
reveals miscellaneous facets in complexity theory: it has been studied from the perspective
of exponential algorithms [77, 78], logarithmic space [59, 61], approximation [21, 26, 63, 76],
kernelization [36, 52, 57], fine-grained complexity [3, 22, 83, 82], cryptographic systems [55],
and average-case analysis [75]. Our motivating goal is the following question.

▶ Question 2. Does Subset Sum admit a polynomial certificate for parameter k = log t?

From this point of view, the pseudo-polynomial time O(tn) can be interpreted as FPT
running time O(2kn). It is also known that a kernelization of size poly(k) is unlikely [36].
Observe that we cannot hope for a certificate of size o(log t) because the algorithm enu-
merating all possible certificates would solve Subset Sum in time 2o(log t)nO(1) = to(1)nO(1)

contradicting the known lower bound based on the Exponential Time Hypothesis (ETH) [3].
The parameterization by the number of relevant bits exhibits a behavior different from

those mentioned so far, that is, width parameters and solution size, making it an uncharted
territory for nondeterministic algorithms. The study of Subset Sum[log t] was suggested by
Drucker et al. [39] in the context of polynomial witness compression. These two directions
are closely related yet ultimately incomparable: the requirement to return a solution makes
the task more challenging but the probabilistic guarantee is less restrictive than constructing
a certificate. However, establishing hardness in both paradigms boils down to finding a
reduction of a certain kind from AND-3SAT[k].

The density of a Subset Sum instance is defined as n / log(t) in the cryptographic
context [8, 54, 69]. As it is straightforward to construct a certificate of size n, we are mostly
interested in instances of high density, which also appear hard for exponential algorithms [8].
On the other hand, instances that are very dense enjoy a special structure that can be
leveraged algorithmically [22, 49]. The instances that seem the hardest in our regime are
those in which n is slightly superpolynomial in log t. Apart from the obvious motivation
to better understand the structure of Subset Sum, we believe that the existence of short
certificates for dense instances could be valuable for cryptography.

There are several other studied variants of the problem. In Unbounded Subset Sum
the input is specified in the same way but one is allowed to use each number repeatedly.
Interestingly, this modification enables us to certify a solution with O(log2 t) bits (see the full
version). Another variant is to replace the addition with some group operation. In Group-G
Subset Sum we are given a sequence of n elements from G and we ask whether one can
pick a subsequence whose group product equals the target element t ∈ G. Note that we
do not allow to change the order of elements when computing the product what makes a
difference for non-commutative groups. This setting has been mostly studied for G being the
cyclic group Zq [9, 10, 24, 66, 84]. To capture the hardness of an instance, we choose the
parameter to be log |G| (or equivalent). In particular, we will see that Group-Zq Subset
Sum[log q] is equivalent in our regime to Subset Sum[log t]. We will also provide examples
of groups for which certification is either easy or conditionally hard.

Integer Linear Programming. We shall consider systems of equations in the form {Ax = b |
x ∈ {0, 1}n} where A ∈ Zm×n, b ∈ Zm, with the parameter being the number of constraints
m. This is a special case of Integer Linear Programming (ILP) over boolean domain,
known in the literature as pseudo-boolean optimization. This case has been recognized as
particularly interesting by the community working on practical ILP solvers because pseudo-
boolean optimization can be treated with SAT solvers [6, 23, 40, 60, 89]. It is also applicable
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in the fields of approximation algorithms [91] and election systems [72]. Eisenbrand and
Weismantel [42] found an elegant application of Steinitz Lemma to this problem and gave an
FPT algorithm with running time (||A||∞ + m)O(m2) · n (cf. [58]).

For simplicity we will consider variants with bounded ||A||∞. In the 0-1 ILP problem we
restrict ourselves to matrices A ∈ {−1, 0, 1}m×n and in Monotone 0-1 ILP we consider
A ∈ {0, 1}m×n. A potential way to construct a short certificate would be to tighten the
proximity bounds from [42] for such matrices: find an extremal solution x∗ to the linear
relaxation {Ax = b | x ∈ [0, 1]n} and hope that some integral solution z lies nearby, i.e.,
||z −x∗||1 ≤ poly(m). This however would require tightening the bounds on the vector norms
in the Graver basis of the matrix A. Unfortunately, there are known lower bounds making
this approach hopeless [12, 13, 67].

It may be tempting to seek the source of hardness in the large values in the target vector b.
We will see however that the problem is no easier when we assume b = 0 and look for any
non-zero solution. We refer to such problem as 0-Sum 0-1 ILP.

A special case of Monotone 0-1 ILP is given by a matrix A ∈ {0, 1}m×n with n =
(

m
d

)
columns corresponding to all size-d subsets of {1, . . . , m}. Then Ax = b has a boolean solution
if and only if b forms a degree sequence of some d-hypergraph, i.e., it is d-hypergraphic. There
is a classic criterion by Erdős for a sequence to be graphic [44] (i.e., 2-hypergraphic) but
already for d = 3 deciding if b is d-hypergraphic becomes NP-hard [34]. It is straightforward
to certify a solution with md bits, what places the problem in NP for each fixed d, but it is
open whether it is in NP when d is a part of the input (note that the matrix A is implicit
so the input size is O(md log m)). This basically boils down to the same dilemma: can we
certify the existence of a boolean ILP solution x without listing x in its entirety?

There is yet another motivation to study the certification complexity of 0-1 ILP. If this
problem admits a certificate of size poly(m) then any other problem that can be modeled by
0-1 ILP with few constraints must admit a short certificate as well. This may help classifying
problems into these that can be solved efficiently with ILP solvers and those that cannot.

Other problems parameterized by the number of relevant bits. A classic generalization
of Subset Sum is the Knapsack problem where each item is described by a size pi and
a weight wi; here we ask for a subset of items of total weight at least w but total size
not exceeding t. Following Drucker et al. [39] we parameterize it by the number of bits
necessary to store items’ sizes and weights, i.e., log(t+w). The need to process weights makes
Knapsack harder than Subset Sum from the perspective of fine-grained complexity [30]
but they are essentially equivalent on the ground of exponential algorithms [77]. We will see
that they are equivalent in our regime as well.

We will also consider the following scheduling problem which is in turn a generalization
of Knapsack. In Scheduling Weighted Tardy Jobs we are given a set of n jobs, where
each job j ∈ [n] has a processing time pj ∈ N, a weight wj ∈ N, and a due date dj ∈ N.
We schedule the jobs on a single machine and we want to minimize the total weight of
jobs completed after their due dates (those jobs are called tardy). Equivalently, we try to
maximize the total weight of jobs completed in time.

In the scheduling literature, Scheduling Weighted Tardy Jobs is referred to as
1||

∑
wjUj using Graham’s notation. The problem is solvable in pseudo-polynomial time

O(n · dmax) by the classic Lawler and Moore’s algorithm [70]. The interest in 1||
∑

wjUj

has been revived due to the recent advances in fine-grained complexity [2, 20, 46, 64]. Here,
the parameter that captures the number of relevant bits is log(dmax + wmax).
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1.2 Our contribution
The standard polynomial parameter transformation (PPT) is a polynomial-time reduction
between parameterized problems that maps an instance with parameter k to one with
parameter k′ = poly(k). We introduce the notion of a nondeterministic polynomial parameter
transformation (NPPT) which extends PPT by allowing the reduction to guess poly(k)
nondeterministic bits. Such reductions preserve the existence of a polynomial certificate. We
write P ≤nppt Q (resp. P ≤ppt Q) to indicate that P admits a NPPT (resp. PPT) into Q.

We demonstrate how NPPT help us organize the theory of polynomial certification,
similarly as PPT come in useful for organizing the theory of Turing kernelization [53]. As
our first result, we present an equivalence class of problems that share the same certification-
hardness status as Subset Sum[log t]. In other words, either all of them admit a polynomial
certificate or none of them. Despite apparent similarities between these problems, some of
the reductions require a nontrivial use of nondeterminism.

▶ Theorem 3. The following parameterized problems are equivalent with respect to NPPT:
1. Subset Sum[log t]
2. Knapsack[log(t + w)], Knapsack[log(pmax + wmax)]
3. 0-1 ILP[m], Monotone 0-1 ILP[m], 0-Sum 0-1 ILP[m]
4. Group-Zq Subset Sum[log q]

Even though we are unable to resolve Question 2, we believe that revealing such an
equivalence class supports the claim that a polynomial certificate for Subset Sum[log t] is
unlikely. Otherwise, there must be some intriguing common property of all problems listed
in Theorem 3 that has eluded researchers so far despite extensive studies in various regimes.

Next, we present two negative results. They constitute a proof of concept that AND-
3SAT[k] can be used as a non-trivial source of hardness. First, we adapt a reduction from [2]
to show that scheduling with weights and due dates is hard assuming Conjecture 1.

▶ Theorem 4 (⋆). AND-3SAT[k] ≤ppt Scheduling Weighted Tardy Jobs[log(dmax +
wmax)].

It is possible to formulate this result in terms of AND-composition but we chose not to
work with this framework since it is tailored for refuting kernelization and relies on concepts
that do not fit into our regime (e.g., polynomial relation [47]).

Our second hardness result involves Group-Sk Subset Sum[k]: a variant of Subset
Sum on permutation groups. Such groups contain exponentially-large cyclic subgroups (see
Lemma 13) so this problem is at least as hard as Group-Zq Subset Sum[log q] (which is
equivalent to Subset Sum[log t]). We reduce from 3Coloring parameterized by pathwidth
which is at least as hard as AND-3SAT[k] with respect to PPT. Indeed, we can transform
each 3SAT formula in the input (each of size O(k3)) into an instance of 3Coloring via the
standard NP-hardness proof, and take the disjoint union of such instances, which implies
AND-3SAT[k] ≤ppt 3Coloring[pw]. Notably, the reduction in the other direction is
unlikely (see the full version) so 3Coloring[pw] is probably harder than AND-3SAT[k].

▶ Theorem 5. 3Coloring[pw] ≤nppt Group-Sk Subset Sum[k].

Consequently, Group-Sk Subset Sum[k] does not admit a polynomial certificate as-
suming Conjecture 1 and NP ̸⊆ coNP/poly. Unlike Theorem 4, this time establishing
hardness requires a nondeterministic reduction. An interesting feature of 3Coloring[pw]
is that it is NL-complete under logspace reductions when the pathwidth pw is restricted
to O(log n) [5, 81]. On the other hand, Subset Sum can be solved in time Õ(tn2) and
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space polylog(tn) using algebraic techniques [59]. Therefore, obtaining a logspace PPT from
3Coloring[pw] to Subset Sum[log t] (where pw = log n implies t = 2polylog(n)) would lead
to a surprising consequence: a proof that NL ⊆ DSPACE(polylog(n)) that is significantly
different from Savitch’s Theorem (see also discussion in [81, §1] on low-space determinization).
This suggests that a hypothetical reduction to Subset Sum[log t] should either exploit the
“full power” of NPPT (so it cannot be improved to a logspace PPT) or start directly from
AND-3SAT[k].

Finally, we examine the case of the group family Zk
k on which Subset Sum is still NP-

hard (as this generalizes Subset Sum on cyclic groups) but enjoys a polynomial certificate.
Specifically, we exploit the bound on the maximal order of an element in Zk

k to prove that
there always exists a solution of bounded size.

▶ Lemma 6 (⋆). Group-Zk
k Subset Sum[k] admits a polynomial certificate.

In summary, Group-G Subset Sum appears easy for G = Zk
k (due to bounded maximal

order), hard for G = Sk (due to non-commutativity), and the case G = Z2k lies somewhere
in between. In the light of Theorem 3, tightening this gap seems a promising avenue to settle
Question 2.

Organization of the paper. We begin with the preliminaries where we formally introduce the
novel concepts, such as NPPT. We prove Theorems 3 and 5 in Sections 3 and 4, respectively.
The proofs marked with (⋆) can be found in the full version of the article [92].

2 Preliminaries

We denote the set {1, . . . , n} by [n]. For a sequence x1, x2, . . . , xn, its subsequence is any
sequence of the form xi1 , . . . , xim

for some choice of increasing indices 1 ≤ i1 < · · · < im ≤ n.
All considered logarithms are binary.

A parameterized problem P is formally defined as a subset of Σ∗ × N. For the sake of
disambiguation, whenever we refer to a parameterized problem, we denote the choice of the
parameter in the [·] bracket, e.g., 3Coloring[pw]. We call P fixed-parameter tractable (FPT)
is the containment (I, k) ∈ P can be decided in time f(k) · poly(|I|) for some computable
function f . We say that P admits a polynomial compression into a problem Q if there is
a polynomial-time algorithm that transform (I, k) into an equivalent instance of Q of size
poly(k). If Q coincides with the non-parameterized version of P then such an algorithm is
called a polynomial kernelization. A polynomial Turing kernelization for P is a polynomial-
time algorithm that determines if (I, k) ∈ P using an oracle that can answer if (I ′, k′) ∈ P

whenever |I ′| + k′ ≤ poly(k).

▶ Definition 7. Let P ⊆ Σ∗ × N be a parameterized problem. We say that P has a
polynomial certificate if there is an algorithm A that, given an instance (I, k) of P and a
string y of poly(k) bits, runs in polynomial time and accepts or rejects (I, k) with the following
guarantees.
1. If (I, k) ∈ P , then there exists y for which A accepts.
2. If (I, k) ̸∈ P , then A rejects (I, k) for every y.

▶ Lemma 8. Let P ⊆ Σ∗ ×N and Q ⊆ Σ∗. Suppose that Q ∈ NP and P admits a polynomial
compression into Q. Then P admits a polynomial certificate.
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Proof. For a given instance (I, k) of P we execute the compression algorithm to obtain an
equivalent instance I ′ of Q of size poly(k). Since Q ∈ NP the instance I ′ can be solved in
polynomial-time with an access to a string y of poly(|I ′|) = poly(k) nondeterministic bits.
Then y forms a certificate for (I, k). ◀

▶ Definition 9. Let P, Q ⊆ Σ∗ × N be parameterized problems. An algorithm A is called a
polynomial parameter transformation (PPT) from P to Q if, given an instance (I, k) of P ,
runs in polynomial time, and outputs an equivalent instance (I ′, k′) of Q with k′ ≤ poly(k).

An algorithm B is called a nondeterministic polynomial parameter transformation
(NPPT) from P to Q if, given an instance (I, k) of P and a string y of poly(k) bits,
runs in polynomial time, and outputs an instance (I ′, k′) of Q with the following guarantees.
1. k′ ≤ poly(k)
2. If (I, k) ∈ P , then there exists y for which B outputs (I ′, k′) ∈ Q.
3. If (I, k) ̸∈ P , then B outputs (I ′, k′) ̸∈ Q for every y.

Clearly, PPT is a special case of NPPT. We write P ≤ppt Q (P ≤nppt Q) if there is
a (nondeterministic) PPT from P to Q. We write P ≡ppt Q (P ≡nppt Q) when we have
reductions in both directions. It is easy to see that the relation ≤nppt is transitive. Similarly
as the relation ≤ppt is monotone with respect to having a polynomial kernelization, the
relation ≤nppt is monotone with respect to having a polynomial certificate.

▶ Lemma 10. Let P, Q ∈ Σ∗ × N be parameterized problems. If P ≤nppt Q and Q admits a
polynomial certificate then P does as well.

Proof. Given an instance (I, k) of P the algorithm guesses a string y1 of length poly(k)
guiding the reduction to Q and constructs an instance (I ′, k′) with k′ = poly(k). Then it
tries to prove that (I ′, k′) ∈ Q by guessing a certificate y2 of length poly(k′) = poly(k). ◀

A different property transferred by PPT is polynomial Turing kernelization. Hermelin et
al. [53] proposed a hardness framework for this property by considering complexity classes
closed under PPT (the WK-hierarchy).

Next, we prove the equivalence mentioned in the Introduction.

▶ Lemma 11. Suppose P ⊆ Σ∗ × N admits an algorithm A deciding if (I, k) ∈ P in time
2p(k)poly(|I|) where p(·) is a polynomial function. Then P [k] ≡ppt P [k + log |I|].

Proof. The direction P [k + log |I|] ≤ppt P [k] is trivial. To give a reduction in the second
direction, we first check if p(k) ≤ log |I|. If yes, we execute A in time poly(|I|) and according
to the outcome we return a trivial yes/no-instance. Otherwise we have log |I| < p(k) so we
can output (I, k′) for the new parameter k′ = k + log |I| being polynomial in k. ◀

Pathwidth. A path decomposition of a graph G is a sequence P = (X1, X2, . . . , Xr) of bags,
where Xi ⊆ V (G), and:
1. For each v ∈ V (G) the set {i | v ∈ Xi} forms a non-empty subinterval of [r].
2. For each edge uv ∈ E(G) there is i ∈ [r] with {u, v} ⊆ Xi.

The width of a path decomposition is defined as maxr
i=1 |Xi| − 1. The pathwidth of a

graph G is the minimum width of a path decomposition of G.

▶ Lemma 12 ([29, Lemma 7.2]). If a graph G has pathwidth at most p, then it admits a nice
path decomposition P = (X1, X2, . . . , Xr) of width at most p, for which:

X1 = Xr = ∅.
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For each i ∈ [r − 1] there is either a vertex v ̸∈ Xi for which Xi+1 = Xi ∪ {v} or a vertex
v ∈ Xi for which Xi+1 = Xi \ {v}.

Furthermore, given any path decomposition of G, we can turn it into a nice path decomposition
of no greater width, in polynomial time.

The bags of the form Xi+1 = Xi ∪ {v} are called introduce bags while the ones of the
form Xi+1 = Xi \ {v} are called forget bags.

Similarly as in the previous works [5, 16, 81] we assume that a path decomposition of
certain width is provided with the input. This is not a restrictive assumption for our model
since pathwidth can be approximated within a polynomial factor in polynomial time [50].

Group theory. The basic definitions about groups can be found in the book [86]. A homo-
morphism between groups G, H is a mapping ϕ : G → H that preserves the group operation,
i.e., ϕ(x) ◦H ϕ(y) = ϕ(x ◦G y) for all x, y ∈ G. An isomorphism is a bijective homomorphism
and an automorphism of G is an isomorphism from G to G. We denote by Aut(G) the auto-
morphism group of G with the group operation given as functional composition. A subgroup
N of G is normal if for every g ∈ G, n ∈ N we have g ◦G n ◦G g−1 ∈ N .

The symmetric group Sk comprises permutations over the set [k] with the group operation
given by composition. For a permutation π ∈ Sk we consider a directed graph over the
vertex set [k] and arcs given as {(v, π(v)) | v ∈ [k]}. The cycles of this graph are called the
cycles of π.

We denote by Zk the cyclic group with addition modulo k. We write the corresponding
group operation as ⊕k. An order of an element x ∈ G is the size of the cyclic subgroup of G

generated by x. The Landau’s function g(k) is defined as the maximum order of an element
x in Sk. It is known that g(k) equals max lcm(k1, . . . , kℓ) over all partitions k = k1 + · · · + kℓ

(these numbers correspond to the lengths of cycles in x) and that g(k) = 2Θ(
√

k log k) [79].
An element of large order can be found easily if we settle for a slightly weaker bound.

▶ Lemma 13. For each k there exists π ∈ Sk of order 2Ω(
√

k/log k) and it can be found in
time poly(k).

Proof. Consider all the primes p1, . . . , pℓ that are smaller than
√

k. By the prime number
theorem there are ℓ = Θ(

√
k/log k) such primes [51]. We have p1 + · · · + pℓ ≤

√
k ·

√
k = k so

we can find a permutation in Sk with cycles of lengths p1, . . . , pℓ (and possibly trivial cycles
of length 1). We have lcm(p1, . . . , pℓ) =

∏ℓ
i=1 pi ≥ 2ℓ = 2Ω(

√
k/log k). ◀

For two groups N, H and a homomorphism ϕ : H → Aut(N) we define the outer semidirect
product [86] N ⋊ϕ H as follows. The elements of N ⋊ϕ H are {(n, h) | n ∈ N, h ∈ H} and
the group operation ◦ is given as (n1, h1) ◦ (n2, h2) = (n1 ◦ ϕh1(n2), h1 ◦ h2). A special case
of the semidirect product occurs when we combine subgroups of a common group.

▶ Lemma 14 ([86, §4.3]). Let G be a group with a normal subgroup N and a subgroup H,
such that every element g ∈ G can be written uniquely as g = n ◦ h for n ∈ N, h ∈ H. Let
ϕ : H → Aut(N) be given as ϕh(n) = h ◦ n ◦ h−1 (this is well-defined because N is normal in
G). Then G is isomorphic to the semidirect product N ⋊ϕ H.

Group-G Subset Sum Parameter: log |G|
Input: A sequence of elements g1, g2, . . . , gn ∈ G, an element g ∈ G

Question: Is there a subsequence (i1 < i2 < · · · < ir) of [n] such that gi1 ◦gi2 ◦· · ·◦gir = g?
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We assume that the encoding of the group elements as well as the group operation
◦ are implicit for a specific choice of a group family. For a group family parameterized
by k, like (Sk)∞

k=1, we treat k as the parameter. In all considered cases it holds that
k ≤ log |G| ≤ poly(k) so these two parameterizations are equivalent under PPT.

3 Equivalences

We formally introduce the variants of ILP that will be studied in this section.

0-1 ILP Parameter: m

Input: A matrix A ∈ {−1, 0, 1}m×n, a vector b ∈ Zm

Question: Is there a vector x ∈ {0, 1}n for which Ax = b?

In Monotone 0-1 ILP we restrict ourselves to matrices A ∈ {0, 1}m×n. In 0-Sum 0-1
ILP we have A ∈ {−1, 0, 1}m×n and we seek a binary vector x ̸= 0 for which Ax = 0.

We first check that all the parameterized problems considered in this section
are solvable in time 2kO(1)

nO(1). For Subset Sum[log t] we can use the classic O(tn)-time
algorithm [11] which can be easily modified to solve Group-Zq Subset Sum[log q] in time
O(qn). For Knapsack[log(pmax + wmax)] there is an O(pmax · wmax · n)-time algorithm [82]
which also works for the larger parameterization by log(t + w). Next, 0-1 ILP[m] can be
solved in time 2O(m2 log m) · n using the algorithm for general matrix A [42]. This algorithm
can be used to solve 0-sum 0-1 ILP[m] due to Observation 21. Hence by Lemma 11 we can
assume in our reductions that (log n) is bounded by a polynomial function of the parameter.

▶ Lemma 15. Knapsack[log(t + w)] ≡ppt Knapsack[log(pmax + wmax)].

Proof. We only need to show the reduction from Knapsack[log(pmax + wmax)]. When
pmax · n < t we can afford taking all the items. On the other hand, if wmax · n < w then
no solution can exist. Therefore, we can assume that log t ≤ log pmax + log n and log w ≤
log wmax + log n. By Lemma 11 we can assume log n to be polynomial in log(pmax + wmax)
so the new parameter log(t + w) is polynomial in the original one. ◀

▶ Lemma 16. Subset Sum[log t] ≡nppt Knapsack[log(t + w)].

Proof. The (≤) reduction is standard: we translate each input integer pi into an item (pi, pi)
and set w = t. Then we can pack items of total weight t into a knapsack of capacity t if and
only if the Subset Sum instance is solvable.

Now consider the (≥) reduction. Let k = log(t+w). By the discussion at the beginning of
this section we can assume that log n ≤ log(t · w) ≤ 2k. We can also assume that wmax < w

as any item with weight exceeding w and size fitting into the knapsack would form a trivial
solution. Let W = w · n + 1.

Suppose there is a set of items with total size equal t′ ≤ t and total weight equal w′ ≥ w.
Note that w′ must be less than W . We nondeterministically choose t′ and w′: this requires
guessing log t+log W ≤ 4k bits. Now we create an instance of Subset Sum by mapping each
item (pi, wi) into integer pi · W + wi and setting the target integer to t′′ = t′ · W + w′. If we
guessed (t′, w′) correctly then such an instance clearly has a solution. On the other hand, if
this instance of Subset Sum admits a solution then we have

∑
i∈I(pi · W + wi) = t′ · W + w′

for some I ⊆ [n]. Since both w′ and
∑

i∈I′ wi belong to [1, W ) we must have
∑

i∈I wi = w′

and
∑

i∈I pi = t′ so the original instance of Knapsack has a solution as well. Finally, it
holds that log t′′ ≤ 5k so the parameter is being transformed linearly. ◀
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We will need the following extension of the last argument.

▶ Lemma 17. Let W ∈ N and a1, . . . , an, b1, . . . , bn be sequences satisfying ai, bi ∈ [0, W )
for each i ∈ [n]. Suppose that S :=

∑n
i=1 aiW

i−1 =
∑n

i=1 biW
i−1. Then ai = bi for each

i ∈ [n].

Proof. Consider the remainder of S when divided by W . Since W divides all the terms in
S for i ∈ [2, n] and a1, b1 ∈ [0, W ) we must have a1 = (S mod W ) = b1. Next, consider
S′ = (S − a1)/W =

∑n
i=2 aiW

i−2 =
∑n

i=2 biW
i−2. Then a2 = (S′ mod W ) = b2. This

argument generalizes readily to every i ∈ [n]. ◀

▶ Lemma 18. Subset Sum[log t] ≡nppt Monotone 0-1 ILP[m].

Proof. (≤): Consider an instance ({p1, . . . , pn}, t) of Subset Sum. Let k = ⌈log t⌉. We can
assume that all numbers pi belong to the interval [t]. For an integer x ∈ [t] let bin(x) ∈ {0, 1}k

denote the binary encoding of x so that x =
∑k

j=1 bin(x)j · 2j−1. Observe that the condition
x1 + · · · + xm = t can be expressed as

∑k
j=1 (

∑m
i=1 bin(xi)j) · 2j−1 = t.

We nondeterministically guess a sequence b = (b1, . . . , bk) so that bj equals
∑

i∈I bin(pi)j

where I ⊆ [n] is a solution. This sequence must satisfy maxk
j=1 bj ≤ t, and so we need k2

nondeterministic bits to guess b. We check if the sequence b satisfies
∑k

j=1 bj · 2j−1 = t; if no
then the guess was incorrect and we return a trivial no-instance. Otherwise we construct an
instance of Monotone 0-1 ILP[k] with a system Ax = b. The vector b is given as above
and its length is k. The matrix A comprises n columns where the i-th column is bin(pi). This
system has a solution x ∈ {0, 1}n if and only if there exists I ⊆ [n] so that

∑
i∈I bin(pi)j = bj

for all j ∈ [k]. This implies that
∑

i∈I pi = t. Conversely, if such a set I ⊆ [n] exists, then
there is b ∈ [t]k for which Ax = b admits a boolean solution.

(≥): Consider an instance Ax = b of Monotone 0-1 ILP[m]. As usual, we assume
log n ≤ poly(m). We can also assume that ||b||∞ ≤ n as otherwise Ax = b is clearly
infeasible. We construct an instance of Subset Sum with n items and target integer
t =

∑m
j=1 bj · (n + 1)j−1. Note that t ≤ m · ||b||∞ · (n + 1)m so log t ≤ poly(m). For i ∈ [n]

let ai ∈ {0, 1}m denote the i-th column of the matrix A. We define pi =
∑m

j=1 ai
j · (n + 1)j−1

and we claim that that instance J = ({p1, . . . , pn}, t) of Subset Sum is solavble exactly
when the system Ax = b has a boolean solution.

First, if x ∈ {0, 1}m forms a solution to Ax = b then for each j ∈ [m] we have
∑n

i=1 xia
i
j(n+

1)j−1 = bj(n + 1)j−1 and so
∑n

i=1 xipi = t. Hence the set I = {i ∈ [n] | xi = 1} encodes a
solution to J . In the other direction, suppose that there is I ⊆ [n] for which

∑
i∈I pi = t.

Then t =
∑m

j=1(
∑

i∈I ai
j) · (n + 1)j−1. Due to Lemma 17 we must have bi =

∑
i∈I ai

j for each
i ∈ [m] and there is subset of columns of A that sums up to the vector b. This concludes the
proof. ◀

For the next reduction, we will utilize the lower bound on the norm of vectors in a
so-called Graver basis of a matrix. For two vectors y, x ∈ Zn we write y ◁ x if for every
i ∈ [n] it holds that yixi ≥ 0 and |yi| ≤ |xi|. A non-zero vector x ∈ Zn belongs to the Graver
basis of A ∈ Zm×n if Ax = 0 and no other non-zero solution Ay = 0 satisfies y ◁ x. In other
words, x encodes a sequence of columns of A, some possibly repeated or negated, that sums
to 0 and none of its nontrivial subsequences sums to 0. The following lemma concerns the
existence of vectors with a large ℓ1-norm in a Graver basis of a certain matrix. We state it
in the matrix-column interpretation.
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A

0

−bi

vi

m

n

k

`

Figure 1 The matrix A′ in Lemma 20.

▶ Lemma 19 ([12, Thm. 9, Cor. 5]). For every k ∈ N there is a sequence (v1, . . . , vn) of
vectors from {−1, 0, 1}k such that
1. n = Θ(2k),
2. the vectors v1, . . . , vn sum up to 0, and
3. no proper non-empty subsequence of (v1, . . . , vn) sums up to 0.

▶ Lemma 20. Monotone 0-1 ILP[m] ≤ppt 0-Sum 0-1 ILP[m].

Proof. Consider an instance Ax = b of Monotone 0-1 ILP[m] with A ∈ {0, 1}m×n. We
can assume that A contains 1 in every column as otherwise such a column can be discarded.
Let v1, . . . , vℓ ∈ {−1, 0, 1}k be the sequence of vectors from Lemma 19 with ℓ ≥ n and
k = O(log n). Next, we can assume that ||b||∞ ≤ n ≤ ℓ as otherwise there can be no
solution. We decompose b into a sum b1 + · · · + bℓ of vectors from {−1, 0, 1}m, possibly using
zero-vectors for padding. Now we construct a matrix A′ ∈ {−1, 0, 1}(m+k)×(n+ℓ). The first
n columns are given by the columns of A with 0 on the remaining k coordinates. The last
ℓ columns are of the form (−bi, vi) for i ∈ [ℓ]. See Figure 1 for an illustration. The new
parameter is m + k which is m + O(log n).

We claim that Ax = b is feasible over boolean domain if and only if A′y = 0 admits a
non-zero boolean solution y. Consider a solution x to Ax = b. We define y as x concatenated
with vector 1ℓ. In each of the first m rows we have (A′y)j = (Ax)j − bj = 0. In the remaining
k rows we have first n zero vectors followed by the sequence v1, . . . , vℓ which sums up to 0
by construction. Hence A′y = 0 while y ̸= 0.

Now consider the other direction and let y ̸= 0 be a solution to A′y = 0. Let us decompose
y as a concatenation of y1 ∈ {0, 1}n and y2 ∈ {0, 1}ℓ. First suppose that y2 = 0. Then
y1 ≠ 0 and Ay1 = 0 but this is impossible since A ∈ {0, 1}m×n and, by assumption, every
column of A contains 1. It remains to consider the case y2 ̸= 0. By inspecting the last k

rows of A′ we infer that the non-zero indices of y2 correspond to a non-empty subsequence of
v1, . . . , vℓ summing up to 0. By construction, this is not possible for any proper subsequence
of (v1, . . . , vℓ) so we must have y2 = 1ℓ. Hence 0 = A′y = A′y1 + A′y2 = A′y1 + (−b, 0) and
so Ay1 = b. This concludes the proof of the reduction. ◀

We will now reduce from 0-Sum 0-1 ILP[m] to 0-1 ILP[m]. The subtlety comes from
the fact that in the latter problem we accept the solution x = 0 while in the first we do
not. Observe that the reduction is easy when we can afford guessing a single column from a
solution. For a matrix A ∈ Zm×n and i ∈ [n] we denote by Ai ∈ Zm×1 the i-th column of A

and by A−i ∈ Zm×(n−1) the matrix obtained from A by removal of the i-th column.
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▶ Observation 21. An instance Ax = 0 of 0-Sum 0-1 ILP[m] is solvable if and only if there
is i ∈ [n] such that the instance A−iy = −Ai of 0-1 ILP[m] is solvable.

▶ Lemma 22. 0-Sum 0-1 ILP[m] ≤nppt 0-1 ILP[m].

Proof. Observation 21 enables us to solve 0-Sum 0-1 ILP[m] in polynomial time when
log n is large compared to m, by considering all i ∈ [n] and solving the obtained 0-1 ILP[m]
instance. Hence we can again assume that log n ≤ poly(m). In this case, Observation 21 can
be interpreted as an NPPT that guesses poly(m) bits to identify the index i ∈ [n]. ◀

▶ Lemma 23. 0-1 ILP[m] ≤nppt Monotone 0-1 ILP[m].

Proof. We decompose the matrix A as A+ − A− where A+, A− have entries from {0, 1}.
Suppose that there exists a vector x satisfying Ax = b. We nondeterministically guess vectors
b+, b− that satisfy A+x = b+, A−x = b− and we check whether b+ − b− = b; if no then
the guess is rejected. This requires m log n nondeterministic bits. We create an instance of
Monotone 0-1 ILP[m] with 2m constraints given as A+y = b+, A−y = b−. If we made
a correct guess, then y = x is a solution to the system above. On the other hand, if this
system admits a solution y then Ay = A+y − A−y = b+ − b− = b so y is also a solution to
the original instance. ◀

▶ Lemma 24. Subset Sum[log t] ≡nppt Group-Zq Subset Sum[log q].

Proof. For the reduction (≤) consider q = nt and leave t intact. We can assume that each
input number belongs to [1, t) hence the sum of every subset belongs to [1, q) and so there is
no difference in performing addition in Z or Zq.

Now we handle the reduction (≥). Let S be the subset of numbers that sums up to t

modulo q. Since each item belongs to [0, q) their sum in Z is bounded by nq; let us denote
this value as t′. We nondeterministically guess t′ ∈ [0, nq] and check whether t′ = t mod m.
We consider an instance J of Subset Sum over Z with the unchanged items and the target
t′. We have log t′ ≤ log n + log q what bounds the new parameter as well as the number of
necessary nondeterministic bits. If the guess was correct then J will have a solution. Finally,
a solution to J yields a solution to the original instance because t′ = t mod q. ◀

Using the presented lemmas, any two problems listed in Theorem 3 can be reduced to
each other via NPPT.

4 Permutation Subset Sum

This section is devoted to the proof of Theorem 5. We will use an intermediate problem
involving a computational model with ℓ binary counters, being a special case of bounded
Vector Addition System with States (VASS) [68]. This can be also regarded as a counterpart
of the intermediate problem used for establishing XNLP-hardness, which concerns cellular
automata [16, 43].

For a sequence F = (f1, . . . , fn), fi ∈ {O, R} (optional/required), we say that a sub-
sequence of [n] is F-restricted if it contains all the indices i with fi = R. We say that a
sequence of vectors v1, . . . , vn ∈ {−1, 0, 1}ℓ forms a 0/1-run if v1 + · · · + vn = 0 and for each
j ∈ [n] the partial sum v1 + · · · + vj belongs to {0, 1}ℓ.

0-1 Counter Machine Parameter: ℓ

Input: Sequences V = (v1, . . . , vn), vi ∈ {−1, 0, 1}ℓ, and F = (f1, . . . , fn), fi ∈ {O, R}.
Question: Is there a subsequence (i1 < i2 < · · · < ir) of [n] that is F-restricted and
such that (vi1 , vi2 , . . . , vir ) forms a 0/1-run?
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Intuitively, a vector vi ∈ {−1, 0, 1}ℓ tells which of the ℓ counters should be increased or
decreased. We must “execute” all the vector vi for which fi = R plus some others so that
the value of each counter is always kept within {0, 1}.

We give a reduction from 3Coloring[pw] to 0-1 Counter Machine[ℓ].

3Coloring Parameter: pw
Input: An undirected graph G and a path decomposition of G of width at most pw
Question: Can we color V (G) with 3 colors so that the endpoints of each edge are
assigned different colors?

▶ Lemma 25 (⋆). 3Coloring[pw] ≤ppt 0-1 Counter Machine[ℓ].

In the proof, we assign each vertex a label from [pw + 1] so that the labels in each bag
are distinct. We introduce a counter for each pair (label, color) and whenever a vertex is
introduced in a bag, we make the machine increase one of the counters corresponding to its
label. For each edge uv there is a bag containing both u, v; we then insert a suitable sequence
of vectors so that running it is possible if and only if the labels of u, v have active counters in
different colors. Finally, when a vertex is forgotten we deactivate the corresponding counter.

In order to encode the operations on counters as composition of permutations, we will
employ the following algebraic construction. For q ∈ N consider an automorphism ϕ1 : Z2

q →
Z2

q given as ϕ1((x, y)) = (y, x). Clearly ϕ1 ◦ ϕ1 is identify, so there is a homomorphism
ϕ : Z2 → Aut(Z2

q) that assigns identity to 0 ∈ Z2 and ϕ1 to 1 ∈ Z2. We define the group Uq

as the outer semidirect product Z2
q ⋊ϕ Z2 (see Section 2). That is, the elements of Uq are

{((x, y), z) | x, y ∈ Zq, z ∈ Z2} and the group operation ◦ is given as

((x1, y1), z1) ◦ ((x2, y2), z2) =
{

((x1 ⊕q x2), (y1 ⊕q y2), z1 ⊕2 z2) if z1 = 0
((x1 ⊕q y2), (y1 ⊕q x2), z1 ⊕2 z2) if z1 = 1.

(1)

The z-coordinate works as addition modulo 2 whereas the element z1 governs whether we
add (x2, y2) or (y2, x2) modulo q on the (x, y)-coordinates. The neutral element is ((0, 0), 0).
Note that Uq is non-commutative.

For ((x, y), z) ∈ Uq we define its norm as x + y. Consider a mapping Γ: {−1, 0, 1} → Uq

given as Γ(−1) = ((1, 0), 1), Γ(0) = ((0, 0), 0), Γ(1) = ((0, 1), 1).

▶ Lemma 26. Let b1, . . . , bn ∈ {−1, 0, 1} and q > n. Then b1, . . . , bn forms a 0/1-run (in
dimension ℓ = 1) if and only if the group product g = Γ(b1) ◦ Γ(b2) ◦ · · · ◦ Γ(bn) in Uq is of
the form g = ((0, n′), 0) for some n′ ∈ [n].

Proof. Recall that Γ(0) is the neutral element in Uq. Moreover, removing 0 from the sequence
does not affect the property of being a 0/1-run, so we can assume that bi ∈ {−1, 1} for each
i ∈ [n]. Note that the inequality q > n is preserved by this modification. This inequality is
only needed to ensure that the addition never overflows modulo q.

Suppose now that b1, . . . , bn is a 0/1-run. Then it comprises alternating 1s and -1s:
(1, −1, 1, −1, . . . , 1, −1). Hence the product g = Γ(b1) ◦ · · · ◦ Γ(bn) equals (Γ(1) ◦ Γ(−1))n/2.
We have ((0, 1), 1) ◦ ((1, 0), 1) = ((0, 2), 0) and so g = ((0, n), 0).

Now suppose that b1, . . . , bn is not a 0/1-run. Then either
∑n

i=1 bi = 1 or
∑j

i=1 bi ̸∈ {0, 1}
for some j ∈ [n]. In the first scenario n is odd so g has 1 on the z-coordinate and so it is
not in the form of ((0, n′), 0). In the second scenario there are 3 cases: (a) b1 = −1, (b)
(bi, bi+1) = (1, 1) for some i ∈ [n − 1], or (c) (bi, bi+1) = (−1, −1) for some i ∈ [n − 1].
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Figure 2 An illustration to Lemma 27. The three permutations are π1, π0, πz ∈ S10. The first
one acts as g on the upper set and as identity on the lower set. In the second one these roles
are swapped whereas πz acts as symmetry between the two sets. The permutations Γ̂(1), Γ̂(−1)
in Lemma 28 are obtained as π0 ◦ πz and π1 ◦ πz. Multiplying a sequence of permutations from
{Γ̂(1), Γ̂(−1)} yields a permutation acting as identity on the upper set if and only if the arguments
are alternating 1s and -1s.

Case (a): g = Γ(−1) ◦ h = ((1, 0), 1) ◦ h for some h ∈ Uq of norm ≤ n − 1. Then g cannot
have 0 at the x-coordinate because n < q and the addition does not overflow.

Case (b): Γ(1)2 = ((0, 1), 1)2 = ((0, 1) ⊕q (1, 0), 1 ⊕2 1) = ((1, 1), 0). For any h1, h2 ∈ Uq

of total norm ≤ n − 1 the product h1 ◦ ((1, 1), 0) ◦ h2 cannot have 0 at the x-coordinate.
Case (c): Analogous to (b) because again Γ(−1)2 = ((1, 0), 1)2 = ((1, 0)⊕q (0, 1), 1⊕2 1) =

((1, 1), 0). ◀

Next, we show how to embed the group Uq into a permutation group over a universe of
small size. On an intuitive level, we need to implement two features: counting modulo q on
both coordinates and a mechanism to swap the coordinates. To this end, we will partition
the universe into two sets corresponding to the two coordinates. On each of them, we will
use a permutation of order q to implement counting without interacting with the other set.
Then we will employ a permutation being a bijection between the two sets, which will work
as a switch. See Figure 2 for a visualization.

▶ Lemma 27. For every n ∈ N there exist q > n and r̂ = O(log3 n) for which there is a
homomorphism χ : Uq → Sr̂.

Proof. By Lemma 13 we can find a permutation g of order q > n in Sr for some r = O(log3 n).
The subgroup of Sr generated by g is isomorphic to Zq. We will now consider the permutation
group over the set [r] × Z2, which is isomorphic to S2r. Instead of writing χ explicitly, we
will identify a subgroup of S2r isomorphic to Uq.

Let πz be the permutation given as πz(i, j) = (i, 1 − j) for (i, j) ∈ [r] ×Z2, i.e., it switches
the second coordinate. Let π0 act as g on [r] × 0 and as identify on [r] × 1. Analogously, let
π1 act as g on [r] × 1 and as identify on [r] × 0. Let N be the subgroup of S2r generated
by π0 and π1; it is isomorphic to Z2

q and each element of N is of the form (πx
0 , πy

1 ) for some
x, y ∈ Zq. Next, let H be the subgroup generated by πz; it is isomorphic to Z2. Now consider
a homomorphism ϕ : H → Aut(N) given as conjugation ϕπ(g) = π ◦ g ◦ π−1. In this special
case, the semidirect product N ⋊ϕ H is isomorphic to the subgroup of S2r generated by
the elements of N and H (Lemma 14). On the other hand, ϕπz

maps (πx
0 , πy

1) ∈ N into
(πy

0 , πx
1 ) so this is exactly the same construction as used when defining Uq. We infer that Uq

is isomorphic to a subgroup of S2r and the corresponding homomorphism is given by the
mapping of the generators: χ((0, 1), 0) = π0, χ((1, 0), 0) = π1, χ((0, 0), 1) = πz. ◀

Armed with such a homomorphism, we translate Lemma 26 to the language of permutations.
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▶ Lemma 28. For every n ∈ N there exists r = O(log3 n), a permutation π ∈ Sr of order
greater than n, and a mapping Γ̂ : {−1, 0, 1} → Sr so that the following holds. A sequence
b1, . . . , bn ∈ {−1, 0, 1} is a 0/1-run if and only if the product Γ̂(b1) ◦ Γ̂(b2) ◦ · · · ◦ Γ̂(bn) is of
the form πn′ for some n′ ∈ [n].

Proof. Let χ : Uq → Sr be the homomorphism from Lemma 27 for q > n and r = O(log3 n).
We define Γ̂ : {−1, 0, 1} → Sr as Γ̂(i) = χ(Γ(i)) using the mapping Γ from Lemma 26.
Since χ is a homomorphism, the condition Γ(b1) ◦ · · · ◦ Γ(bn) = ((0, n′), 0) is equivalent to
Γ̂(b1) ◦ · · · ◦ Γ̂(bn) = χ(((0, n′), 0)). We have g = χ(((0, n′), 0)) for some n′ ∈ [n] if and only
if g = πn′ for π = χ((0, 1), 0). The order of π is q > n, as requested. ◀

For a sequence of vectors from {0, 1}ℓ we can use a Cartesian product of ℓ permutation
groups Sr to check the property of being a 0/1-run by inspecting the product of permutations
from Sℓr. This enables us to encode the problem with binary counters as Group-Sk Subset
Sum[k]. We remark that we need nondeterminism to guess the target permutation. This
boils down to guessing the number n′ from Lemma 28 for each of ℓ coordinates.

Finally, Theorem 5 follows by combining Lemma 25 with Lemma 29.

▶ Lemma 29 (⋆). 0-1 Counter Machine[ℓ] ≤nppt Group-Sk Subset Sum[k].

5 Conclusion

We have introduced the nondeterministic polynomial parameter transformation (NPPT) and
used this concept to shed some light on the unresolved questions about short certificates for
FPT problems. We believe that our work will give an impetus for further systematic study
of certification complexity in various contexts.

The main question remains to decipher certification complexity of Subset Sum[log t].
Even though Subset Sum enjoys a seemingly simple structure, some former breakthroughs
required advanced techniques such as additive combinatorics [3, 26] or number theory [61].
Theorem 3 makes it now possible to analyze Subset Sum[log t] through the geometric lens
using concepts such as lattice cones [41] or Graver bases [12, 13, 67].

Drucker et al. [39] suggested also to study k-Disjoint Paths and K-Cycle in their
regime of polynomial witness compression. Recall that the difference between that model
and ours is that they ask for a randomized algorithm that outputs a solution. Observe that
a polynomial certificate (or witness compression) for k-Disjoint Paths would entail an
algorithm with running time 2kO(1)

nO(1) which seems currently out of reach [62]. What
about a certificate of size (k + log n)O(1)?

Interestingly, Planar k-Disjoint Paths does admit a polynomial certificate: if k2 ≤
log n one can execute the known 2O(k2)nO(1)-time algorithm [73] and otherwise one can
guess the homology class of a solution (out of nO(k) ≤ 2O(k3)) and then solve the problem in
polynomial time [87]. Another interesting question is whether k-Disjoint Paths admits
a certificate of size (k + log n)O(1) on acyclic digraphs. Note that we need to incorporate
(log n) in the certificate size because the problem is W[1]-hard when parameterized by k [88].
The problem admits an nO(k)-time algorithm based on dynamic programming [48].

For K-Cycle we cannot expect to rule out a polynomial certificate via a PPT from
AND-3SAT[k] because the problem admits a polynomial compression [90], a property
unlikely to hold for AND-3SAT[k] [47]. Is it possible to establish the certification hardness
by NPPT (which does not preserve polynomial compression) or would such a reduction also
lead to unexpected consequences?
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A different question related to bounded nondeterminism is whether one can rule out a
logspace algorithm for directed reachability (which is NL-complete) using only polylog(n)
nondeterministic bits. Observe that relying on the analog of the assumption NP ̸⊆ coNP/poly
for NL would be pointless because NL = coNL by Immerman-Szelepcsényi Theorem. This
direction bears some resemblance to the question whether directed reachability can be solved
in polynomial time and polylogarithmic space, i.e., whether NL ⊆ SC [1].
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Abstract
In the Cumulative Vehicle Routing Problem (Cu-VRP), we need to find a feasible itinerary for a
capacitated vehicle located at the depot to satisfy customers’ demand, as in the well-known Vehicle
Routing Problem (VRP), but the goal is to minimize the cumulative cost of the vehicle, which is
based on the vehicle’s load throughout the itinerary. If the demand of each customer is unknown
until the vehicle visits it, the problem is called Cu-VRP with Stochastic Demands (Cu-VRPSD).
In this paper, we propose a randomized 3.456-approximation algorithm for Cu-VRPSD, improving
the best-known approximation ratio of 6 (Discret. Appl. Math. 2020). Since VRP with Stochastic
Demands (VRPSD) is a special case of Cu-VRPSD, as a corollary, we also obtain a randomized
3.25-approximation algorithm for VRPSD, improving the best-known approximation ratio of 3.5
(Oper. Res. 2012). At last, we give a randomized 3.194-approximation algorithm for Cu-VRP,
improving the best-known approximation ratio of 4 (Oper. Res. Lett. 2013).
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1 Introduction

In the well-known Vehicle Routing Problem (VRP) [7], we are given an undirected complete
graph G = (V, E) with V = {v0, v1, . . . , vn}, where v0 denotes the depot, and the other n

vertices denote n customers. Moreover, there is a weight function w on the edges representing
the length of edges, which satisfies the triangle inequality, and a demand vector d = (d1, ..., dn)
implying that each customer vi has a demand of di. The objective is to determine an itinerary
for a vehicle with a capacity of Q, starting from and ending at the depot, that fulfills every
customer’s demand while minimizing the total weight of the edges in the itinerary.

In the Cumulative Vehicle Routing Problem (Cu-VRP) [18, 19], the goal is also to find
an itinerary for the vehicle, but with the objective of minimizing the cumulative cost of the
itinerary. Here, the cumulative cost for the vehicle traveling from u to v carrying a load
of xuv ≤ Q units of goods is defined as a · w(u, v) + b · xuv · w(u, v), where a, b ∈ R≥0 are
given parameters. Cu-VRP captures the fuel consumption in transportation and logistics, as
fuel consumption depends on both the weight of the empty vehicle and the weight of the
goods being carried by the vehicle [10]. Since fuel consumption can account for as much
as 60% of a vehicle’s operational costs [23], Cu-VRP has been studied extensively through
both experimental algorithms [27, 25, 9, 13, 22] and approximation algorithms [10, 11, 12].
A recent survey of Cu-VRP can be found in [6].
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In VRP with Stochastic Demands (VRPSD) [2], the demand of each customer is represen-
ted by an independent random variable with a known distribution, and its value is unknown
until the vehicle visits the customer. The goal is to design a policy such that the expected
weight of the itinerary is minimized. Early surveys on this topic can be found in [14, 3].
Cu-VRP with Stochastic Demands (Cu-VRPSD) was proposed in [11], and similarly, the goal
is to design a policy such that the expected cumulative cost of the itinerary is minimized. In
VRPSD, we can fully load the vehicle before it leaves the depot. However, in Cu-VRPSD,
due to the fact that both higher and lower loads can lead to higher cumulative costs, we
need to carefully consider how the vehicle is loaded. This property makes Cu-VRPSD both
more challenging and more interesting compared to VRPSD.

In each of the above problems, the splittable (resp., unsplittable) variant requires that the
demand of each customer can be satisfied partially within the vehicle’s visits (resp., must be
satisfied entirely in one of the vehicle’s visits).

In this paper, we consider approximation algorithms for the unsplittable variants. Note
that the unsplittable variants are more difficult. For example, unsplittable VRP generalizes
the bin packing problem even on a line shape graph [26], and thus cannot be approximated
with an approximation ratio of less than 1.5 unless P=NP. For Cu-VRP, an algorithm is
called a ρ-approximation algorithm if it can output a solution with a cumulative cost of at
most ρ · OPT in polynomial time, where OPT is the cumulative cost of the optimal solution.
For Cu-VRPSD, an algorithm is called a ρ-approximation algorithm if it can employ a
policy to get a solution with an expected cumulative cost of at most ρ · OPT in polynomial
time, where OPT is the cumulative cost of the minimum expected cumulative cost solution
obtained by the optimal policy.

Let α denote the approximation ratio of the metric Traveling Salesman Problem (TSP).
It is well-known that α ≤ 1.5 [5, 24], which is slightly improved to α ≤ 1.5 − 10−36 [20, 21].
The ratio α for TSP will be frequently used in VRP related problems.

For VRP, there is an (α + 1)-approximation algorithm for the splittable case [17], and
an (α + 2)-approximation algorithm for the unsplittable case [1]. Blauth et al. [4] improved
the ratio to α + 1 − ε for the splittable case, and Friggstad et al. [8] improved the ratio to
α + 1 + ln 2 − ε′ for the unsplittable case using the LP rounding method, where ε and ε′ are
small positive constants related to α. Notably, Friggstad et al. [8] also gave a combinatorial
(α + 1.75 − ε′)-approximation algorithm for the unsplittable case. For VRPSD, there is a
randomized (α + 1 + o(1))-approximation algorithm for the splittable case, and a randomized
(α + Q)-approximation algorithm for the unsplittable case. Gupta et al. [16] improved the
ratios to α + 1 and α + 2, respectively.

For Cu-VRP, Gaur et al. [10] proposed a (1 + 4α√
4α2+24α+4−2α

)-approximation algorithm
for the splittable case, and a (1+ 4α√

4α2+24α+4−(2α+2) )-approximation algorithm for the unsplit-
table case. For Cu-VRPSD, Gaur et al. [12] gave a randomized max{1+ 3

2 α, 3}-approximation
algorithm for the splittable case, and a randomized max{2 + 3

2 α, 6}-approximation algorithm
for the unsplittable case.

1.1 Our results

In this paper, we focus on the unsplittable cases of Cu-VRPSD, VRPSD, and Cu-VRP, and
design improved approximation algorithms for them.

The main idea of the most recent algorithms [16, 12] is as follows. First, we find an
α-approximate TSP tour and then the vehicle satisfies customers in the order they appear on
the TSP tour. Once the load is less than the serving customer’s demand the vehicle goes back
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to the depot to reload. Our algorithms will also use an α-approximate TSP tour and visit
the customers in the order according to the TSP tour. However, we do not strictly satisfy
the customers in the order. To reduce the cumulative cost, our vehicle may skip customers
with large demands when visiting customers according to the TSP tour (but record their
demands) and satisfy them after completing the TSP tour.

Based on the above idea, we propose two novel algorithms for Cu-VRPSD, denoted as
ALG.1(λ, δ) and ALG.2(λ, δ).

In ALG.1(λ, δ), the vehicle will skip customers in {vi | di > λ · Q} and then satisfy each
of them by using a single tour;
In ALG.2(λ, δ), the vehicle will skip customers in {vi | di > δ · Q} and then satisfy them
either by using a single tour for each or by calling an algorithm for weighted set cover.

Furthermore, in our algorithms, we set upper and lower bounds of the load of the vehicle
when traveling along the TSP tour: the load is at least δ · Q and less than λ · Q for some
parameters δ and λ. The lower bound can be regarded as the backup goods that the vehicle
carries. The idea of carrying some backup goods was inspired by a partition algorithm for
the TSP tour used for unsplittable VRP [8]. We will show that this approach can reduce the
potential cumulative cost caused by visiting customers with demands at most δ · Q at the
expense of increasing the cumulative cost of the vehicle when traveling the TSP tour. So, we
need to balance the setting of δ, e.g., we may set δ = 0 when a/b is small.

We will prove that ALG.1(λ, δ) can be used to obtain a randomized algorithm with an
expected approximation ratio of 10/3 for a/b ≤ 0.375 and 3.456 for 0.375 < a/b ≤ 1.444, and
by using both ALG.1(λ, δ) and ALG.2(λ, δ), we can get a randomized 3.456-approximation
algorithm for a/b > 1.444. Hence, we get a randomized 3.456-approximation algorithm for
Cu-VRPSD.

Note that Cu-VRPSD reduces to VRPSD when b = 0, and this corresponds to a/b = ∞.
As a corollary, for VRPSD, we also obtain a randomized 3.25-approximation algorithm using
the randomized 3.456-approximation algorithm for Cu-VRPSD with a/b > 1.444.

For Cu-VRP, we also give two algorithms, denoted as ALG.3(λ, δ) and ALG.4(λ). Since
the demands of customers are known in advance, in ALG.3(λ, δ), we first obtain a set of
tours by applying the randomized rounding method to the LP of weighted set cover, and
then satisfy the remaining customers by calling ALG.1(λ, δ); in ALG.4(λ), we directly call
ALG.1(λ, 0). In the tours obtained by calling ALG.1(λ, δ) and ALG.1(λ, 0), the load of the
vehicle may be greater than the delivered units of goods. So, we also adapt a pre-optimization
step to ensure that the load of the vehicle equals the delivered units of goods.

We will show that ALG.3(λ, δ) can be used to obtain a randomized 3.194-approximation
algorithm with a running time of nO( 1

min{a/b,1} ) and thus it only works for a/b > γ0, where
γ0 > 0 is any fixed constant, and ALG.4(λ, δ) can be used to obtain a randomized 3.163-
approximation algorithm for a/b < 0.428. Hence, we get a randomized 3.194-approximation
algorithm for Cu-VRP.

A summary of our results under α = 1.5 can be found in Table 1. Although our
algorithms are simple and neat, the analysis is technically involved. Some parts also need
careful calculation. To avoid distraction from our main discussions and also due to the
limited space, the proofs of lemmas and theorems marked with “*” are omitted.

2 Notations

In Cu-VRP, we use G = (V, E) to denote the input complete graph, where V = {v0, . . . , vn}.
There is a non-negative weight function w : E → R≥0 on the edges, where w(u, v) denotes the
length of edge uv ∈ E. We assume that w is a metric, i.e., it is symmetric and satisfies the
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Table 1 A summary of the previous approximation ratios and our approximation ratios.

Previous Results Our Results
Cu-VRPSD 6 [12] 3.456

VRPSD 3.5 [16] 3.25
Cu-VRP 4 [10] 3.194

triangle inequality. Let V ′ := V \{v0}. There is also a demand vector d = (d1, ..., dn) ∈ RV ′

[0,Q],
where Q ∈ R>0 is the capacity of the vehicle, and each customer vi has a required demand
di ∈ [0, Q]. We let li := w(v0, vi) and [i] := {1, 2, ..., n}.

In Cu-VRPSD, the demand of each customer vi is represented by an independent random
variable χi ∈ [0, Q], where the distribution of χi is usually assumed to be known in advance [2].
Let χ = (χ1, ..., χn), where we assume that χi is not identically zero, as vi can be ignored in
such a case. Consequently, any feasible policy must visit every customer at least once [16].

For any random variable L, we use L ∼ U [l, r) to indicate that L is uniformly distributed
over the interval [l, r), where l < r.

A tour T = v0v1 . . . viv0 is a directed simple cycle, which always contains the depot v0.
We use E(T ) to denote the set of edges on T , and V ′(T ) to denote the set of customers on T .
Assume that the vehicle carries a load of xeT units of goods when traveling along e ∈ E(T ).
The cumulative cost of T is

Cu(T ) := a ·
∑

e∈E(T )

w(e) + b ·
∑

e∈E(T )

xeT · w(e),

where w(T ) :=
∑

e∈E(T ) w(e) is called the weight of T , Cu1(T ) := a ·
∑

e∈E(T ) w(e) is called
the vehicle cost of T , and Cu2(T ) := b ·

∑
e∈E(T ) xeT · w(e) is called the cargo cost of T . An

itinerary T is a set of tours. A TSP tour is an undirected cycle that includes all customers
and the depot exactly once. The weight of the minimum weight TSP tour is denoted by τ .

2.1 Problem Definitions
▶ Definition 1 (Cu-VRPSD). Given a complete graph G = (V, E), a metric weight function
w, a vehicle capacity Q ∈ R>0, a random demand variable vector χ = (χ1, ..., χn), and two
parameters a, b ∈ R≥0, we need to design a policy to find a feasible itinerary T such that

the vehicle carries at most Q units of goods on each tour T ∈ T ,
the vehicle delivers goods to customers only in V ′(T ) on each tour T ∈ T ,
the sum of the delivered demand over all tours for each vi ∈ V ′ equals the demand of vi,

and E[Cu(T )] is minimized.

Note that the demand of each customer is unknown until the vehicle visits it. In Cu-VRP,
we have χ = d, where d is known in advance. We assume that the deliveries are unsplittable:
each customer may be included in multiple tours, but its demand must be satisfied entirely
within exactly one of those tours. Moreover, by scaling each customer’s demand χi to χi/Q

and adjusting the parameter b to b · Q, without loss of generality, we assume that Q = 1.

2.2 The Lower bounds
To analyze approximation algorithms, we recall the following lower bound for Cu-VRPSD.

▶ Lemma 2 ([12]). For unsplittable Cu-VRPSD, it holds that E[Cu(T ∗)] ≥ a ·
max{τ,

∑
i∈[n] 2 · E[χi] · li} + b ·

∑
i∈[n] E[χi] · li.



J. Zhao and M. Xiao 59:5

When a = 1 and b = 0, the lower bound in Lemma 2 becomes max{τ,
∑

i∈[n] 2 ·E[χi] · li},
and it was used in analyzing approximation algorithms for VRPSD in [16]. To analyze our
algorithms, we use a stronger lower bound that was implicitly used in the proof of Lemma 2.

▶ Lemma 3 ([12]). For unsplittable Cu-VRPSD with any demand realization vector d ∈ RV ′

[0,1],
it holds that E[Cu(T ∗) | χ = d] ≥ LB := a · max{τ, η} + b · 0.5 · η, where η :=

∑
i∈[n] 2 · di · li.

Lemma 3 is stronger than Lemma 2 since it holds that E[max{X, Y }] ≥ max{E[X],E[Y ]}
for any random variables X and Y by the property of the maximum function.

▶ Lemma 4. An algorithm is a ρ-approximation algorithm for Cu-VRPSD if, for any possible
demand realization vector d ∈ RV ′

[0,1], the algorithm conditioned on χ = d outputs a solution
T with a cumulative cost of E[Cu(T ) | χ = d] ≤ ρ · LB.

Proof. Since it holds that E[Cu(T ) | χ = d] ≤ ρ ·LB ≤ ρ ·E[Cu(T ∗) | χ = d] for any possible
demand realization vector d, we can get that E[Cu(T ) | χ] ≤ ρ · E[Cu(T ∗) | χ]. Therefore,
we have E[Cu(T )] = E[E[Cu(T ) | χ]] ≤ ρ · E[E[Cu(T ∗) | χ]] = ρ · E[Cu(T ∗)]. ◀

Hence, we may frequently analyze our algorithms conditioned on χ = d, where d ∈ RV ′

[0,1]
is any possible demand realization. For the sake of analysis, we let γ := a/b, and σ := γ/η.
Note that b = 0 corresponds to the case where γ = ∞, which turns out to be easier, as will
be shown in Theorem 14. We also define∫ r

l

xtdF (x) :=
∑

vi∈V ′:l<di≤r 2 · dt
i · li∑

vi∈V ′ 2 · di · li
, where t ∈ {0, 1, 2}. (1)

Note that
∫ 1

0 xdF (x) = 1. Moreover, for any 0 ≤ l ≤ r, we have

l ·
∫ r

l

xt−1dF (x) <

∫ r

l

xtdF (x) ≤ r ·
∫ r

l

xt−1dF (x). (2)

3 Two Algorithms for Cu-VRPSD

3.1 The first algorithm
In this section, we will introduce our first algorithm, denoted as ALG.1(λ, δ), which can be
used to get a 10/3-approximation algorithm for Cu-VRPSD with any γ ∈ (0, 0.375] and a
3.456-approximation algorithm for Cu-VRPSD with any γ ∈ [0.375, 1.444]. Here, λ ∈ (0, 1]
and δ ∈ [0, λ/2] are parameters that will be defined later.

Firstly, ALG.1(λ, δ) computes an α-approximate TSP tour T ∗, which will be oriented in
either clockwise or counterclockwise direction. Assume that T ∗ = v0v1 . . . vnv0 by renumber-
ing the customers following the orientation. Then, the vehicle in ALG.1(λ, δ) tries to satisfy
the customers in the order of v1 . . . vn as they appear on T ∗, where the parameters λ and δ

ensures that the load of the vehicle during its travel on each edge of T ∗ is at least δ and less
than λ. Moreover, among its load, the δ units of goods are regarded as backup goods, and
the other units of goods are regarded as normal goods. Specifically, if the vehicle carries
Li−1 demand of normal goods during its travel from vi−1 to vi, we have 0 ≤ Li−1 < λ − δ for
each i ∈ [n + 1]. We say that the vehicle carries Si−1 = (Li−1, δ) units of goods to indicate
that it carries Li−1 demand of normal goods and δ demand of backup goods. We require
that 0 < λ ≤ 1 and 0 ≤ δ ≤ λ − δ, i.e., 0 ≤ δ ≤ λ/2. When serving a customer, the main
strategy is to prioritize using the normal goods first and then consider using the backup
goods if the normal goods are insufficient. Conditioned on χ = d, the details are as follows.
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Initially, we load the vehicle with S0 = (L0, δ) units of goods at the depot, where L0 ∼
U [0, λ − δ). When the vehicle is about to serve vi, we assume that it carries Si−1 = (Li−1, δ)
units of goods, where 0 ≤ Li−1 < λ − δ. Then, we have the following three cases.
Case 1: di ≤ Li−1. In this case, the vehicle directly delivers (di, 0) units of goods for

vi, and then goes to the next customer. Hence, we have Si = (Li, δ), where Li :=
Li−1 + ⌈ di−Li−1

λ−δ ⌉ · (λ − δ) − di = Li−1 − di since di ≤ Li−1 < λ − δ.
Case 2: Li−1 < di ≤ Li−1 + δ. The vehicle delivers (Li−1, di − Li−1) units of goods for

vi, goes to the depot to reload (Li−1 + ⌈ di−Li−1
λ−δ ⌉ · (λ − δ) − di, di − Li−1) units of

goods, and then goes to the next customer. Hence, we have Si = (Li, δ), where Li :=
Li−1 + ⌈ di−Li−1

λ−δ ⌉ · (λ − δ) − di = Li−1 + (λ − δ) − di since 0 < di − Li−1 ≤ δ ≤ λ − δ.
Case 3: Li−1 + δ < di ≤ 1. In this case, we must have di > δ.

Case 3.1: δ < di ≤ λ. The vehicle goes to the depot to reload (di − Li−1 − δ, 0) units of
goods, goes to satisfy vi, then goes to the depot to reload (Li−1+⌈ di−Li−1

λ−δ ⌉·(λ−δ)−di, δ)
units of goods, goes to customer vi again (for the sake of analysis), and then goes to the
next customer. Hence, we have Si = (Li, δ), where Li := Li−1 + ⌈ di−Li−1

λ−δ ⌉ · (λ− δ)−di.
Case 3.2: λ < di ≤ 1. Since Li−1 < λ − δ, we must have Li−1 + δ < di. Instead of

satisfying vi by returning to the depot to reload as in Case 3.1, the vehicle records its
demand, skips it, and goes to the next customer. Hence, we have Si = (Li, δ), where
Li := Li−1.

After trying to satisfy all customers using the above strategy, due to Case 3.2, there may
be still a set of unsatisfied customers {vi | di > λ}. Then, for each unsatisfied customer vi,
since its demand has been recorded, the vehicle will load exactly di units of goods at the
depot, go to satisfy vi, and then return to the depot.

The details of ALG.1(λ, δ) is shown in Algorithm 1.
Compared to the previous strategy in [12], there are two main differences. The first is

that we specially handle each customer vi with di > λ in Case 3.2. Note that if we satisfy vi

as the method in Case 3.1, since Li−1 + δ < λ (we will prove it in Lemma 6), the vehicle
must incur two visits to the depot, which will cost too much. The second is that we ensure
that the vehicle always carries δ demand of backup goods when traveling along the TSP
tour. The advantage is that each customer vi with di ≤ δ incurs at most one visit to the
depot while if δ = 0 every customer vi with di ≤ λ has the potential to incur two visits to
the depot. However, since δ > 0 clearly increases the cumulative cost of the vehicle when it
travels along the TSP tour, we need to carefully set the value of δ.

Although we require that λ > 0 in ALG.1(λ, δ), it can be extended to the case of λ = 0.
In this scenario, the vehicle simply travels along the TSP tour with an empty carry to record
each customer’s demand, and then satisfies each customer within a single tour, as described
in Case 3.2. Interestingly, if a = 0, this algorithm becomes an exact algorithm for unsplittable
Cu-VRPSD, as the cumulative cost is b ·

∑
i∈[n] di · li, which matches the lower bound LB in

Lemma 4. The running time can reach O(n) since all TSP tours have the same performance.
However, it may be useless for a > 0. Hence, we consider λ > 0 in the following.

▶ Lemma 5. Unsplittable Cu-VRPSD with a = 0 can be solved in O(n) time.

3.1.1 The analysis

Note that ALG.1(λ, δ) carries L0 ∼ U [0, λ − δ) demand of normal goods initially. Next, we
analyze the expected cumulative cost of T conditioned on χ = d, i.e., E[Cu(T ) | χ = d].
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Algorithm 1 An algorithm for unsplittable Cu-VRPSD (ALG.1(λ, δ)).

Input: An instance of unsplittable Cu-VRPSD, and two parameters λ ∈ (0, 1] and δ ∈ [0, λ/2].
Output: A feasible solution T to unsplittable Cu-VRPSD.
1: Obtain an α-approximate TSP tour T ∗ using an α-approximation algorithm for metric TSP,

orient T ∗ in either clockwise or counterclockwise direction, and denote T ∗ = v0v1v2 . . . vnv0 by
renumbering the customers following the direction.

2: Load the vehicle with S0 := (L0, δ) units of goods, including L0 demand of normal goods and δ

demand of backup goods, where L0 ∼ U [0, λ − δ).
3: Initialize i := 1 and V ∗ := ∅.
4: while i ≤ n do
5: Go to customer vi;
6: if di ≤ Li−1 then
7: Deliver (di, 0) units of goods to vi, and update Si := (Li, δ), where Li := Li−1 +

⌈ di−Li−1
λ−δ

⌉ · (λ − δ) − di = Li−1 − di;
8: else if Li−1 < di ≤ Li−1 + δ then
9: Deliver (Li−1, di − Li−1) units of goods to vi, goes to the depot, load the vehicle

with (Li−1 + ⌈ di−Li−1
λ−δ

⌉ · (λ − δ) − di, di − Li−1) units of goods, and update Si := (Li, δ), where
Li := Li−1 + ⌈ di−Li−1

λ−δ
⌉ · (λ − δ) − di = Li−1 + (λ − δ) − di;

10: else if Li + δ < di ≤ 1 then
11: if δ < di ≤ λ then
12: Return to the depot, load the vehicle with (di − Li−1 − δ, 0) units of goods, go to

customer vi, and deliver (di − δ, δ) units of goods to vi.
13: Return to the depot, load the vehicle with (Li−1 + ⌈ di−Li−1

λ−δ
⌉ · (λ − δ) − di, δ) units

of goods, go to customer vi, and update Si := (Li, δ), where Li := Li−1 + ⌈ di−Li−1
λ−δ

⌉ · (λ − δ) − di;
▷ The vehicle returns to vi for the sake of analysis; however, it could directly proceed to vi+1.

14: else if λ < di ≤ 1 then
15: Record vi’s demand, and update V ∗ := V ∗ ∪{vi} and Si := (Li, δ), where Li := Li−1;
16: end if
17: end if
18: i := i + 1.
19: end while
20: Go to the depot.
21: for vi ∈ V ∗ do
22: Load the vehicle with di units of goods, go to customer vi, and deliver di units of goods to

vi;
23: Go to the depot.
24: end for

In ALG.1(λ, δ), the vehicle carries Si−1 = (Li−1, δ) units of goods when traveling along
the edge vi−1vi mod (n+1) of the TSP tour T ∗. For each i ∈ [n], we let hi := 1 if di ≤ λ, and
hi := 0 otherwise. We have the following lemma.

▶ Lemma 6. For any i ∈ [n+1], it holds Li−1 = L0 +⌈
∑i−1

j=1
hj ·dj−L0

λ−δ ⌉ · (λ−δ)−
∑i−1

j=1 hj ·dj ,
and moreover, Li−1 ∼ U [0, λ − δ), conditioned on χ = d.

Proof. Since L0 ∼ U [0, λ − δ), the lemma holds for i = 1. Assume that the equality holds

for i = i′ ≥ 1, i.e., Li′−1 = L0 + ⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i′−1

j=1 hj · dj . Note that we have
0 ≤ Li′−1 < λ − δ. Next, we consider Li′ .
Case 1: di′ ≤ λ. We have hi′ = 1. By Lines 7, 9, and 13, we have Li′ = Li′−1 +

⌈ di′ −Li′−1
λ−δ ⌉ · (λ − δ) − di′ . Hence, we have Li′ ≥ 0 and Li′ < λ − δ. Therefore, we

have L0 + ⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i′

j=1 hj · dj + ⌈ di′ −Li′−1
λ−δ ⌉ · (λ − δ) ≥ 0 and
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L0+⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉·(λ−δ)−
∑i′

j=1 hj ·dj +⌈ di′ −Li′−1
λ−δ ⌉·(λ−δ) < λ−δ. Alternatively, we

have ⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉+⌈ di′ −Li′−1
λ−δ ⌉−1 <

∑i′

j=1
hj ·dj−L0

λ−δ ≤ ⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉+⌈ di′ −Li′−1
λ−δ ⌉,

and hence ⌈
∑i′

j=1
hj ·dj−L0

λ−δ ⌉ = ⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉ + ⌈ di′ −Li′−1
λ−δ ⌉. Therefore, we have

Li′ = Li′−1 + ⌈ di′ −Li′−1
λ−δ ⌉ · (λ − δ) − di′ = L0 + ⌈

∑i′−1
j=1

hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i′

j=1 hj · dj +

⌈ di′ −Li′−1
λ−δ ⌉ · (λ − δ) = L0 + ⌈

∑i′

j=1
hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i′

j=1 hj · dj .
Case 2: di > λ. We have hi = 0, and hence

∑i′−1
j=1 hj · dj =

∑i′

j=1 hj · dj . By Line 15, we

have Li′ = Li′−1 = L0 +⌈
∑i′−1

j=1
hj ·dj−L0

λ−δ ⌉ · (λ−δ)−
∑i′−1

j=1 hj ·dj = L0 +⌈
∑i′

j=1
hj ·dj−L0

λ−δ ⌉ ·
(λ − δ) −

∑i′

j=1 hj · dj .

In both cases, we have Li′ = L0 + ⌈
∑i′

j=1
hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i′

j=1 hj · dj . By induction,
the equality holds for any i ∈ [n + 1].

For any i ∈ [n + 1], we have Li−1 = L0 + ⌈
∑i−1

j=1
hj ·dj−L0

λ−δ ⌉ · (λ − δ) −
∑i−1

j=1 hj · dj . Assume
that (

∑i−1
j=1 hj · dj) mod (λ − δ) = L′, which is fixed conditioned on χ = d. We have Li−1 =

λ−δ+L0 −L′ ∈ [λ−δ−L′, λ−δ) when L0 ∈ [0, L′), and Li−1 = L0 −L′ ∈ [0, λ−δ−L′) when
L0 ∈ [L′, λ − δ). The relationship between L0 and Li−1 is bijective. Since L0 ∼ U [0, λ − δ),
we can also get Li−1 ∼ U [0, λ − δ), conditioned on χ = d. ◀

Lemma 6 also implies that 0 ≤ Li−1 < λ − δ for any i ∈ [n + 1].

▶ Lemma 7. In ALG.1(λ, δ), the expected cumulative cost conditioned on χ = d during the
vehicle’s travel from vi−1 to vi is a · w(vi−1, vi) + b · λ+δ

2 · w(vi−1, vi).

Proof. By Lemma 6, the vehicle carries (Li−1, δ) units of goods during the vehicle’s travel
from vi−1 to vi, where Li−1 ∼ U [0, λ − δ). So, E[Li−1 + δ | χ = d] =

∫ λ−δ

0
x+δ
λ−δ dx = λ+δ

2 .
Hence, the expected cumulative cost of the vehicle’s travel from vi−1 to vi conditioned on χ = d

is a ·w(vi−1, vi)+ b ·E[Li−1 + δ | χ = d] ·w(vi−1, vi) = a ·w(vi−1, vi)+ b · λ+δ
2 ·w(vi−1, vi). ◀

By Line 9 in ALG.1(λ, δ), if the vehicle visits vi carrying Si−1 = (Li−1, δ) units of goods,
where Li−1 < di ≤ Li−1 + δ, it will first satisfy vi, then proceed to the depot to reload some
units of goods, and finally return to the place of vi. We refer to this process as one additional
visit to v0.

By Lines 12 and 13 in ALG.1(λ, δ), if the vehicle visits vi with di ≤ λ carrying Si−1 =
(Li−1, δ) units of goods, where Li−1 + δ < di, it will first go to the depot to reload some
units of goods, then go to the place of vi to satisfy vi, proceed to the depot to reload some
units of goods, and finally return to the place of vi again. We refer to this process as two
additional visits to v0.

When the vehicle is about to serve vi with di ≤ λ, it may incur one additional visit or two
additional visits to v0, resulting in some cumulative cost. For each customer vi with di > λ,
By Line 22, the vehicle satisfies vi using a single tour, which will also be regarded as one
additional visit to v0 for the sake of presentation. Next, we analyze the expected cumulative
cost conditioned on χ = d due to the possible additional visit(s) for each customer vi.

▶ Lemma 8. Conditioned on χ = d, when serving each customer vi in ALG.1(λ, δ), the
expected cumulative cost of the vehicle due to the possible additional visit(s) to v0 is

a · 2di

λ−δ · li + b · (λ+δ)·di−d2
i

λ−δ · li if di ≤ δ;
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a · 4di−2δ
λ−δ · li + b · d2

i +(λ−δ)·di

λ−δ · li if δ < di ≤ λ − δ;
a · 2di+2λ−4δ

λ−δ · li + b · 2d2
i −(λ+δ)·di+λ2−δ2

λ−δ · li if λ − δ < di ≤ λ;
a · 2 · li + b · di · li if λ < di ≤ 1.

Proof. If di > λ, By Lines 15 and 22, the vehicle incurs one additional visit to v0, where the
vehicle carries di units of goods from v0 to vi and 0 units of goods from vi to v0. So, the
expected cumulative cost is a · 2 · li + b · di · li. Next, we consider di ≤ λ.

By Lemma 6, the vehicle carries (Li−1, δ) units of goods when traveling along vi−1vi in
ALG.1(λ, δ), and it holds that Li−1 ∼ U [0, λ − δ). Hence, the vehicle incurs one additional
visits to v0 with a probability of Pr[di − δ ≤ Li−1 = x < di], and incurs two additional visits
to v0 with a probability of Pr[0 ≤ Li−1 = x < di − δ]. We consider the following three cases.
Case 1: di ≤ δ. The vehicle incurs at most one additional visit to v0. If the vehicle incurs

one additional visit to v0, By Line 9, the vehicle carries (0, δ − (di − Li−1)) units of goods
from vi to v0, and (Li−1 +⌈ di−Li−1

λ−δ ⌉·(λ−δ)−di, δ) = (Li−1 +(λ−δ)−di, δ) units of goods
from v0 to vi. So, the cumulative cost is a·2·li+b·(δ−(di−Li−1)+Li−1+(λ−δ)−di+δ)·li =
a · 2 · li + b · (2Li−1 − 2di + λ + δ) · li. Since Li−1 ∼ U [0, λ − δ) and di ≤ δ ≤ λ − δ, the
expected cumulative cost is∫ min{di,λ−δ}

0

a · 2 · li + b · (2x − 2di + λ + δ) · li
λ − δ

dx

=
∫ di

0

a · 2 · li + b · (2x − 2di + λ + δ) · li
λ − δ

dx = a · 2di

λ − δ
· li + b · (λ + δ) · di − d2

i

λ − δ
· li.

Case 2: δ < di ≤ λ − δ. The vehicle incurs at most two additional visits to v0. Similarly, if
the vehicle incurs one additional visit to v0, By Line 9, the vehicle carries (0, δ−(di−Li−1))
units of goods from vi to v0, and (Li−1 +⌈ di−Li−1

λ−δ ⌉·(λ−δ)−di, δ) = (Li−1 +(λ−δ)−di, δ)
units of goods from v0 to vi, and the cumulative cost is a · 2 · li + b · (δ − (di − Li−1) +
Li−1 + (λ − δ) − di + δ) · li = a · 2 · li + b · (2Li−1 − 2di + λ + δ) · li. If the vehicle incurs two
additional visits to v0, By Lines 12 and 13, the vehicle carries (Li−1, δ) units of goods
from vi to v0, (di − δ, δ) units of goods from v0 to vi, (0, 0) units of goods from vi to v0,
and (Li−1 + ⌈ di−Li−1

λ−δ ⌉ · (λ − δ) − di, δ) = (Li−1 + (λ − δ) − di, δ) units of goods from v0 to
vi, and the cumulative cost is a · 4 · li + b · (Li−1 + δ + di + 0 + Li−1 + (λ − δ) − di + δ) · li =
a · 4 · li + b · (2Li−1 + λ + δ) · li. Hence, the expected cumulative cost is∫ min{di,λ−δ}

di−δ

a · 2 · li + b · (2x − 2di + λ + δ) · li

λ − δ
dx +

∫ di−δ

0

a · 4 · li + b · (2x + λ + δ) · li

λ − δ
dx

=
∫ di

di−δ

a · 2 · li + b · (2x − 2di + λ + δ) · li

λ − δ
dx +

∫ di−δ

0

a · 4 · li + b · (2x + λ + δ) · li

λ − δ
dx

= a · 2 · δ · li + b · λ · δ · li

λ − δ
+ a · 4 · (di − δ) · li + b · (d2

i + (λ − δ) · di − δ · λ) · li

λ − δ

= a · 4di − 2δ

λ − δ
· li + b · d2

i + (λ − δ) · di

λ − δ
· li.

Case 3: λ − δ < di ≤ λ. The vehicle incurs at most two additional visits to v0. If the
vehicle incurs one additional visit to v0, By Line 9, the vehicle carries (0, δ − (di − Li−1))
units of goods from vi to v0, and (Li−1+⌈ di−Li−1

λ−δ ⌉·(λ−δ)−di, δ) units of goods from v0 to
vi, and the cumulative cost is a·2·li+b·(δ−(di−Li−1)+Li−1+⌈ di−Li−1

λ−δ ⌉·(λ−δ)−di+δ)·li =
a · 2 · li + b · (2Li−1 − 2di + 2δ + ⌈ di−Li−1

λ−δ ⌉ · (λ − δ)) · li. If the vehicle incurs two additional
visits to v0, By Lines 12 and 13, the vehicle carries (Li−1, δ) units of goods from vi

to v0, (di − δ, δ) units of goods from v0 to vi, (0, 0) units of goods from vi to v0, and

ISAAC 2024



59:10 Approximation Algorithms for Cu-VRPSD

(Li−1 + ⌈ di−Li−1
λ−δ ⌉ · (λ − δ) − di, δ) units of goods from v0 to vi, and the cumulative

cost is a · 4 · li + b · (Li−1 + δ + di + 0 + Li−1 + ⌈ di−Li−1
λ−δ ⌉ · (λ − δ) − di + δ) · li =

a · 4 · li + b · (2Li−1 + 2δ + ⌈ di−Li−1
λ−δ ⌉ · (λ − δ)) · li. Hence, the expected cumulative cost is∫ min{di,λ−δ}

di−δ

a · 2 · li + b · (2x − 2di + 2δ + ⌈ di−x
λ−δ ⌉ · (λ − δ)) · li

λ − δ
dx

+
∫ di−δ

0

a · 4 · li + b · (2x + 2δ + ⌈ di−x
λ−δ ⌉ · (λ − δ)) · li

λ − δ
dx

=
∫ λ−δ

di−δ

a · 2 · li + b · (2x − 2di + 2δ + 1 · (λ − δ)) · li
λ − δ

dx

+
∫ di+δ−λ

0

a · 4 · li + b · (2x + 2δ + 2 · (λ − δ)) · li
λ − δ

dx

+
∫ di−δ

di+δ−λ

a · 4 · li + b · (2x + 2δ + 1 · (λ − δ)) · li
λ − δ

dx

= a · 2 · (λ − di) · li + b · (d2
i + (δ − 3λ) · di + (2λ2 − λ · δ))
λ − δ

+ a · 4 · (di + δ − λ) · li + b · (d2
i + 2δ · di + δ2 − λ2)

λ − δ

+ a · 4 · (λ − 2δ) · li + b · ((2λ − 4δ) · di + δ · λ − 2δ2)
λ − δ

= a · 2di + 2λ − 4δ

λ − δ
· li + b · 2d2

i − (λ + δ) · di + λ2 − δ2

λ − δ
· li,

where the first equality follows from that ⌈ di−x
λ−δ ⌉ = 1 if di + δ − λ ≤ x ≤ λ − δ and

⌈ di−x
λ−δ ⌉ = 2 if 0 ≤ x < di + δ − λ since in our setting δ ≤ λ − δ and in this case

λ − δ < di ≤ λ. ◀

▶ Theorem 9 (*). For Cu-VRPSD with any λ ∈ (0, 1] and δ ∈ [0, λ/2], conditioned on χ = d,
ALG.1(λ, δ) generates a solution T with an expected cumulative cost of

A + B

γ · max {σ, 1} + 0.5 · LB,

where A := γ ·(α ·σ +
∫ δ

0
x

λ−δ dF (x)+
∫ λ−δ

δ
2x−δ
λ−δ dF (x)+

∫ λ

λ−δ
x+λ−2δ

λ−δ dF (x)+
∫ 1

λ
1dF (x)), and

B := ( λ+δ
2 ·α·σ+

∫ δ

0
(λ+δ)x−x2

2(λ−δ) dF (x)+
∫ λ−δ

δ
x2+(λ−δ)x

2(λ−δ) dF (x)+
∫ λ

λ−δ
2x2−(λ+δ)·x+λ2−δ2

2(λ−δ) dF (x)+∫ 1
λ

x
2 dF (x)).

3.1.2 The application
Next, we use ALG.1(λ, δ) to deign approximation algorithms for a, b > 0, i.e., γ > 0.

When the vehicle traveling along each edge of the TSP tour in ALG.1(λ, δ), it always
carries at least δ units of goods in total, resulting in a large cumulative cost for the case
where γ is small. Hence, intuitively, if γ is small, we simply set δ = 0.

If we call ALG.1(λ, δ) with δ = 0 and λ being a unique value, in the worst case we may
have

∫ λ

0 x2dF (x) =
∫ λ

0 λ · xdF (x), i.e., almost all customers vi with li > 0 and di ≤ λ have a
demand of di = λ. Consequently, we may get

∫ θ·λ
0 xdF (x) = 0 for any fixed θ ∈ (0, 1), as

will be shown in Lemma 10, and then ALG.1(θ · λ, δ) with δ = 0 and some θ ∈ (0, 1) may
generate a better solution. This suggests the approximation algorithm for Cu-VRPSD shown
in Algorithm 2, denoted as APPROX.1(λ, θ, p).



J. Zhao and M. Xiao 59:11

Algorithm 2 An approximation algorithm for unsplittable Cu-VRPSD (AP P ROX.1(λ, θ, p)).

Input: An instance of unsplittable Cu-VRPSD, and three parameters λ ∈ (0, 1], θ ∈ (0, 1) and
p ∈ (0, 1).
Output: A feasible solution to Cu-VRPSD.
1: Call ALG.1(λ, 0) with a probability of p and call ALG.1(θ · λ, 0) with a probability of 1 − p.

Then, our goal is to find (λ, θ, p) minimizing the approximation ratio of
APPROX.1(λ, θ, p).

▶ Lemma 10. For any θ ∈ (0, 1), we have
∫ θ·λ

0 xdF (x) ≤ 1
λ−θ·λ (

∫ λ

0 λ ·xdF (x)−
∫ λ

0 x2dF (x)).

Proof. By (1) and (2), we have
∫ λ

0 x2dF (x) =
∫ θ·λ

0 x2dF (x) +
∫ λ

θ·λ x2dF (x) ≤ θ · λ ·∫ θ·λ
0 xdF (x) + λ ·

∫ λ

θ·λ xdF (x) = λ ·
∫ λ

0 xdF (x) − (λ − θ · λ) ·
∫ θ·λ

0 xdF (x). Hence, we have∫ θ·λ
0 xdF (x) ≤ 1

λ−θ·λ (
∫ λ

0 λ · xdF (x) −
∫ λ

0 x2dF (x)). ◀

▶ Theorem 11. For unsplittable Cu-VRPSD, we can find (λ, θ, p) such that the approximation
ratio of APPROX.1(λ, θ, p) is bounded by 10/3 for any γ ∈ (0, 0.375] and 3.456 for any
γ ∈ (0.375, 1.444].

Proof. If we call ALG.1(λ, δ) with δ = 0 and λ being a unique value, one may check that a
good choice for λ is min{1, 4γ/α}. For the sake of analysis, we directly set λ = min{1, 4γ/α}.

If
∫ λ

0 xdF (x) = 0, we can get
∫ λ

0 x2dF (x) ≤ λ ·
∫ λ

0 xdF (x) = 0. Hence, we define µ := 0

if
∫ λ

0 xdF (x) = 0, and µ :=
∫ λ

0
x2dF (x)∫ λ

0
xdF (x)

otherwise.

By Lemma 4 and Theorem 9, the approximation ratio of ALG.1(λ, 0) is at most

max
σ≥0

γ ·
(

α · σ +
∫ λ

0
2x
λ dF (x) +

∫ 1
λ

1dF (x)
)

+
(

λ
2 · α · σ +

∫ λ

0
x2+λ·x

2λ dF (x) +
∫ 1

λ
x
2 dF (x)

)
γ · max {σ, 1} + 0.5

= max
σ≥0

γ ·
(

α · σ + 2
λ ·
∫ λ

0 xdF (x) +
∫ 1

λ
1dF (x)

)
+
(

λ
2 · α · σ + 1+µ/λ

2 ·
∫ λ

0 xdF (x) + 1
2 ·
∫ 1

λ
xdF (x)

)
γ · max {σ, 1} + 0.5

≤ max
σ≥0

γ ·
(

α · σ + 2
λ ·
∫ λ

0 xdF (x) + 1
λ ·
∫ 1

λ
xdF (x)

)
+
(

λ
2 · α · σ + 1+µ/λ

2 ·
∫ λ

0 xdF (x) + 1
2 ·
∫ 1

λ
xdF (x)

)
γ · max {σ, 1} + 0.5

= max
σ≥0

γ ·
(

α · σ + 1
λ ·
∫ λ

0 xdF (x) + 1
λ

)
+
(

λ
2 · α · σ + µ/λ

2 ·
∫ λ

0 xdF (x) + 1
2

)
γ · max {σ, 1} + 0.5

≤ max
σ≥0

γ ·
(
α · σ + 2

λ

)
+
(

λ
2 · α · σ + µ/λ+1

2

)
γ · max {σ, 1} + 0.5 ,

where the first equality follows from the definition of µ, the second equality from
∫ 1

0 xdF (x) = 1
by (1), the first inequality from

∫ 1
λ

1dF (x) ≤ 1
λ ·
∫ 1

λ
xdF (x) by (2), and the second inequality

from
∫ λ

0 xdF (x) ≤
∫ 1

0 xdF (x) = 1.
Since

∫ λ

0 xdF (x) ≤
∫ 1

0 xdF (x) = 1, by Lemma 10, we have∫ θ·λ

0
xdF (x) ≤ 1

λ − θ · λ
·

(∫ λ

0
λ · xdF (x) −

∫ λ

0
x2dF (x)

)

= λ − µ

λ − θ · λ
·
∫ λ

0
xdF (x) ≤ λ − µ

λ − θ · λ
(3)

Similarly, the approximation ratio of ALG.1(θ · λ, 0) is at most
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max
σ≥0

γ ·
(

α · σ +
∫ θ·λ

0
2x
θ·λ dF (x) +

∫ 1
θ·λ 1dF (x)

)
+
(

θ·λ
2 · α · σ +

∫ θ·λ
0

x2+θ·λ·x
2·θ·λ dF (x) +

∫ 1
θ·λ

x
2 dF (x)

)
γ · max {σ, 1} + 0.5

≤ max
σ≥0

γ ·
(

α · σ + 2
θ·λ ·

∫ θ·λ
0 xdF (x) + 1

θ·λ ·
∫ 1

θ·λ xdF (x)
)

+
(

θ·λ
2 · α · σ +

∫ θ·λ
0 xdF (x) + 1

2 ·
∫ 1

θ·λ xdF (x)
)

γ · max {σ, 1} + 0.5

= max
σ≥0

γ ·
(

α · σ + 1
θ·λ ·

∫ θ·λ
0 xdF (x) + 1

θ·λ

)
+
(

θ·λ
2 · α · σ + 1

2 ·
∫ θ·λ

0 xdF (x) + 1
2

)
γ · max {σ, 1} + 0.5

≤ max
σ≥0

γ ·
(

α · σ + 1
θ·λ · λ−µ

λ−θ·λ + 1
θ·λ

)
+
(

θ·λ
2 · α · σ + 1

2 · λ−µ
λ−θ·λ + 1

2

)
γ · max {σ, 1} + 0.5

= max
σ≥0

γ ·
(

α · σ + 1
θ·λ · 2λ−µ−θ·λ

λ−θ·λ

)
+
(

θ·λ
2 · α · σ + 1

2 · 2λ−µ−θ·λ
λ−θ·λ

)
γ · max {σ, 1} + 0.5 ,

where the first inequality follows from (2), the second inequality from (3), and the first
equality from

∫ 1
0 xdF (x) = 1 by (1).

Recall that in APPROX.1(λ, θ, p) we call ALG.1(λ, 0) (resp., ALG.1(θ · λ, 0)) with a
probability of p (resp., 1 − p). Hence, to erase the items related to µ in the numerators of
the approximation ratios of ALG.1(λ, 0) and ALG.1(θ · λ, 0), we need to set p such that
p · 1

2 · 1
λ + (1 − p) · (γ · 1

θ·λ · −1
λ−θ·λ + 1

2 · −1
λ−θ·λ ) = 0. Then, we can get p =

1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
1

2λ + 1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
.

Clearly, we have p ∈ [0, 1]. Hence, the approximation ratio is maxσ≥0 R(σ), where

R(σ) :=
γ ·
(

α · σ + p · 2
λ + (1 − p) · 1

θ·λ · 2λ−θ·λ
λ−θ·λ

)
+
(

p·λ+(1−p)·θ·λ
2 · α · σ + p · 1

2 + (1 − p) · 1
2 · 2λ−θ·λ

λ−θ·λ

)
γ · max {σ, 1} + 0.5 .

It is easy to check maxσ≥0 R(σ) = maxσ≥1 R(σ). Moreover, since the function a′x+b′

c′x+d′ with
x ≥ 1 and a′, b′, c′, d′ > 0 attains the maximum value only if x = 1 or x = ∞, we know that
the approximation ratio is bounded by max{R(1), R(∞)}. Recall that λ = min{1, 4γ/α} and
p =

1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
1

2λ + 1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
. Assume α = 1.5, and then we have α/4 = 0.375. By calculation,

we have the following results.
When γ ∈ (0, 0.375], setting θ = 0.5, we have max{R(1), R(∞)} ≡ 10/3;
When γ ∈ [0.375, 1.444], setting θ = 0.6677, we have max{R(1), R(∞)} ≤ 3.456.

The result for γ ∈ (0, 0.375] may be surprising. We give the details of its proof.

▷ Claim 12. When γ ∈ (0, 0.375], setting θ = 0.5, we have max{R(1), R(∞)} ≡ 10/3.

Proof. Note that λ = min{1, 4γ/α} = 4γ/α and α = 1.5. Setting θ = 0.5, we can get
p =

1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
1

2λ + 1
2(λ−θ·λ) + γ

θ·λ(λ−θ·λ)
= 5

6 . Hence, under σ ≥ 1, we have

R(σ) = 3/2 · γ · σ + 5/8 + 3/8 + 11/6 · γ · σ + 2/3
γ · σ + 0.5 = 10

3 · γ · σ + 0.5
γ · σ + 0.5 = 10

3 .

Hence, we have max{R(1), R(∞)} ≡ 10/3. ◁

This finishes the proof. ◀

We mention that the approximation ratio of APPROX.1 may achieve α + 2 = 3.5 when
γ = ∞. Hence, it can not improve the current best approximation algorithm for VRPSD [16].
Additionally, a more careful design than APPROX.1 could yield improved approximations;
however, the optimal design remains unknown.
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3.2 The second algorithm
In this section, we will introduce our second algorithm, denoted as ALG.2(λ, δ), which can
be used to get a 3.456-approximation algorithm for Cu-VRPSD with any γ ∈ (1.444, ∞), and
an (α + 1.75 = 3.25)-approximation algorithm for VRPSD. Here, we may require λ ∈ (0, 1],
δ ∈ (0, λ/2], and 1/δ ∈ N.

ALG.2(λ, δ) is based on ALG.1(λ, δ). The vehicle will skip customers vi with di > λ

when it travels along the TSP tour in ALG.1(λ, δ), and then satisfy each of them using a
single tour at last. In ALG.2(λ, δ), the main difference is that the vehicle will skip customers
vi with di > δ, and at last use the better method from either satisfying each of them using a
single tour or solving the weighted (1 − δ)/δ-set cover problem as shown below.

Given a feasible set of unsatisfied customers S such that the total demand of all customers
in S is at most 1, we know that the number of customers |S| is at most (1 − δ)/δ since each
unsatisfied customer vi has a demand of di > δ. Then, we can optimally compute a tour
with a minimum cumulative cost Cu(S) for all customers in S in O(|S|!) time. There are at
most nO(1/δ) number of feasible sets since |S| ≤ (1 − δ)/δ. Therefore, to satisfy customers vi

with di > δ, we can get an instance of weighted (1 − δ)/δ-set cover by taking each unsatisfied
customer as an element, and each feasible set S of unsatisfied customers as a set with a
weight of Cu(S) in polynomial time. By calling a ρ-approximation algorithm for weighted
(1 − δ)/δ-set cover [15], we can get a set of tours satisfying all customers vi with di > δ.

According to the two methods, there are two set of tours T1 and T2, and their cumulative
cost can be computed in polynomial time. Hence, we route the vehicle according to the tours
in T ′, where T ′ := T1 if Cu(T1) ≤ Cu(T2) and T ′ := T2 otherwise.

The details of ALG.2(λ, δ) is shown in Algorithm 3.

▶ Theorem 13 (*). For Cu-VRPSD with any λ ∈ (0, 1], δ ∈ (0, λ/2], and 1/δ ∈ N,
conditioned on χ = d, ALG.2(λ, δ) outputs a solution T with an expected cumulative cost of

γ ·
(

α · σ +
∫ δ

0
x

λ−δ dF (x)
)

+
(

λ+δ
2 · α · σ +

∫ δ

0
(λ+δ)x−x2

2(λ−δ) dF (x)
)

γ · max {σ, 1} + 0.5 · LB + Cu(T ′),

where

Cu(T ′) ≤ min
{ ∫ 1

δ
2γ+x

2 dF (x)
γ · max {σ, 1} + 0.5 · LB, ρ · Cu(T ∗)

}
.

3.2.1 The applications
Our goal is to obtain a 3.456-approximation algorithm for Cu-VRPSD with any γ ∈ (1.444, ∞).
As a byproduct, we will also get a 3.25-approximation algorithm for VRPSD.

Since in APPROX.1(λ, θ, p) ALG.1(λ, δ) sets λ = 1 for any γ > 0.375, we also set λ = 1
in ALG.2(λ, δ) for the sake of analysis. Moreover, since weighted 2-set cover [15] can be
solved optimally in polynomial time, i.e., ρ = 1 when δ = 1/3, we set δ = 1/3 in ALG.2(λ, δ).

According to Theorems 9 and 13, we will show that ALG.2(λ, δ) can be used to make a
trade-off with ALG.1(λ, δ). We use the approximation algorithm for Cu-VRPSD shown in
Algorithm 4, denoted as APPROX.2.

▶ Theorem 14 (*). For unsplittable Cu-VRPSD, APPROX.2 is a randomized 3.456-
approximation algorithm for any γ ∈ (1.444, ∞). Moreover, for unsplittable VRPSD,
APPROX.2 is a randomized 3.25-approximation algorithm.

Combining the results in Lemma 5, Theorems 11 and 14, we get the following result.
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Algorithm 3 An algorithm for unsplittable Cu-VRPSD (ALG.2(λ, δ)).

Input: An instance of unsplittable Cu-VRPSD, and two parameters λ ∈ (0, 1], δ ∈ (0, λ/2], and
1/δ ∈ N.
Output: A feasible solution T to unsplittable Cu-VRPSD.
1: Obtain an α-approximate TSP tour T ∗ = v0v1v2 . . . vnv0, as Step 1 in ALG.1(λ, δ).
2: Load the vehicle with S0 := (L0, δ) units of goods, including L0 demand of normal goods and δ

demand of backup goods, where L0 ∼ U [0, λ − δ).
3: Initialize i := 1 and V ∗ := ∅.
4: while i ≤ n do
5: Go to customer vi;
6: if δ < di ≤ 1 then
7: Record vi’s demand, and let V ∗ := V ∗ ∪ {vi} and Si := (Li, δ), where Li := Li−1;
8: else if di ≤ Li−1 then
9: Deliver (di, 0) units of goods to vi, and update Si := (Li, δ), where Li := Li−1+⌈ di−Li−1

λ−δ
⌉·

(λ − δ) − di = Li−1 − di;
10: else ▷ Since di ≤ δ, we must have Li−1 < di ≤ Li−1 + δ

11: Deliver (Li−1, di − Li−1) units of goods to vi, goes to the depot, load the vehicle with
(Li−1 + ⌈ di−Li−1

λ−δ
⌉ · (λ − δ) − di, di − Li−1) units of goods, and update Si := (Li, δ), where

Li := Li−1 + ⌈ di−Li−1
λ−δ

⌉ · (λ − δ) − di = Li−1 + (λ − δ) − di;
12: end if
13: i := i + 1.
14: end while
15: Go to the depot.
16: Consider a set of tours T1 by obtaining a single tour as in Step 22 for each vi ∈ V ∗.
17: Consider a set of tours T2 by calling a ρ-approximation algorithm for weighted 1−δ

δ
-set cover [15],

where the instance is constructed as follows:
1. Obtain all possible feasible sets S of customers in V ∗ such that the total demand of all

customers in S is at most 1;
2. For each feasible set S, compute a tour with a minimum cumulative cost Cu(S) for all

customers in S;
3. Get an instance of weighted 1−δ

δ
-set cover by taking each customer in V ∗ as an element, and

each feasible set S as a weighted set with a weight of Cu(S).
18: Let T ′ := T1 if Cu(T1) ≤ Cu(T2) and T ′ := T2 otherwise.
19: Route the vehicle according to the tours in T ′.

Algorithm 4 An approximation algorithm for unsplittable Cu-VRPSD (AP P ROX.2).

Input: An instance of unsplittable Cu-VRPSD.
Output: A feasible solution to Cu-VRPSD.
1: Call ALG.1(1, 1/3) with a probability of 0.5 and call ALG.2(1, 1/3) with a probability of 0.5.

▶ Corollary 15. There is a randomized 3.456-approximation for unsplittable Cu-VRPSD.

▶ Remark 16. We believe that our analysis is not tight. One one hand, it would be interesting
to sharpen our analysis to get a better result; on the other hand, we may use ALG.1 and
ALG.2 to design better approximation algorithms, e.g., with a probability of pγ to run
ALG.1, and of (1 − pγ) to run ALG.2, where pγ is a function related to γ. Moreover, when
running ALG.1 or ALG.2, the parameters λ and δ may follow a distribution related to γ.

4 Two Algorithms for Cu-VRP

In this section, we give a 3.194-approximation algorithm for Cu-VRP.
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4.1 The first algorithm
Based on the well-known randomized rounding method for weighted k-set cover, we propose
a 3.194-approximation algorithm, denoted as ALG.3(λ, δ), for Cu-VRP with any γ > γ0,
where γ0 > 0 is any fixed constant.

Recall that ALG.2(λ, δ) first satisfies customers vi with di ≤ δ by traveling along the TSP
tour and then customers vi with di > δ by possibly solving weighted 1−δ

δ -set cover. However,
it may only be used for δ = 1/3 since the best-known approximation ratio of weighted 3-set
cover is about 1.79 [15], which is already too large.

In ALG.3(λ, δ), since the demands of customers are known in advance for Cu-VRP, we
first try to satisfy customers in V ∗ := {vi ∈ V ′ | di > δ} by solving weighted 1−δ

δ -set cover
using the randomized rounding method. Due to the randomness, some customers in V ∗ may
still be unsatisfied. Then, we satisfy all remaining customers by calling ALG.1(λ, δ). This
method was used to get an (α + 1 + ln 2 + ε)-approximation algorithm with any constant
ε > 0 for unsplittable VRP [8]. The details are shown as follows.

To get an instance of weighted 1−δ
δ -set cover, we use the method in Step 17 of ALG.2(λ, δ).

Now, we have obtained a set of feasible sets S, and each S ∈ S has a weight of Cu(S). Then,
we get the linear relaxation of weighted set cover as shown in (4), and it can be solved in
nO(1/δ) since |S| = nO(1/δ). In the randomized rounding method, we select each S ∈ S with a
probability of min{ln 2 · xS , 1}. Denote the set of selected sets by S ′, which corresponds to a
set of tours T ′ satisfying a subset of customers V ∗∗ ⊆ V ∗. Note that Cu(T ′) ≤ Cu(S ′) since
we may perform shortcutting to ensure that each customer appears in only one tour and it
does not increase the cumulative cost by the triangle inequality. At last, we call ALG.1(λ, δ)
to obtain a set of tours T ′′ to satisfy the left customers in V ′ \ V ∗∗. Due to the stochastic
demands in Cu-VRPSD the load of the vehicle may be greater than the delivered units of
goods in each tour of T ′′. In Cu-VRP, we can optimize the tours in T ′′ so that the load
equals the delivered units of goods. Moreover, for each tour T = v0vi1 . . . viT

v0 ∈ T ′′, we
consider another tour with the opposite direction, i.e., v0viT

. . . vi1v0, and choose the better
one into our final solution.

minimize
∑
S∈S

Cu(S) · xS

subject to
∑

S∈S:v∈S

xS ≥ 1, ∀ v ∈ V ∗, (4)

xS ≥ 0, ∀ S ∈ S.

The details of ALG.3(λ, δ) is shown in Algorithm 5.

▶ Theorem 17 (*). For Cu-VRP with any λ ∈ (0, 1], δ ∈ (0, λ/2], and 1/δ ∈ N, ALG.3(λ, δ)
generates a solution T with an expected cumulative cost of

ln 2 · Cu(T ∗) +
γ ·
(

α · σ + 1
λ−δ

)
+ λ

2 ·
(

α · σ + 1
λ−δ

)
γ · max {σ, 1} + 0.5 · LB.

▶ Theorem 18 (*). For unsplittable Cu-VRP with any constants γ0 > 0 and ε > 0, there is
a randomized (α + 1 + ln 2 + ε < 3.194)-approximation algorithm for γ > γ0.

4.2 The second algorithm
In this section, we propose a 3.163-approximation algorithm for Cu-VRP with γ ∈ (0, 0.428],
denoted as ALG.4(λ). Combing with Lemma 5 and Theorem 18, ALG.4(λ) implies a
3.194-approximation algorithm for Cu-VRP.
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Algorithm 5 An algorithm for unsplittable Cu-VRPSD (ALG.3(λ, δ)).

Input: An instance of unsplittable Cu-VRPSD, and two parameters λ ∈ (0, 1], δ ∈ (0, λ/2], and
1/δ ∈ N.
Output: A feasible solution T to unsplittable Cu-VRPSD.
1: Get an instance (V ∗, S) of weighted 1−δ

δ
-set cover using Step 17 in ALG.2(λ, δ).

2: Solve the linear program of weighted set cover in (4).
3: Select each S ∈ S with a probability of min{ln 2 · xS , 1}. Denote the set of selected sets by S ′,

corresponding tours by T ′, and satisfied customers by V ∗∗.
4: Call ALG.1(λ, δ) to obtain a set of tours T ′′ to satisfy the customers in V ′ \ V ∗∗.
5: For each tour in T ′′, ensure the load of the vehicle is the delivered units of goods, obtain

another tour with the opposite direction, and choose the better one into T ′′′.
6: Return T ′ ∪ T ′′′.

Algorithm 6 An algorithm for unsplittable Cu-VRPSD (ALG.4(λ)).

Input: An instance of unsplittable Cu-VRPSD, and two parameters λ ∈ (0, 1], δ ∈ (0, λ/2], and
1/δ ∈ N.
Output: A feasible solution T to unsplittable Cu-VRPSD.
1: Call ALG.1(λ, 0) to obtain a set of tours T ′ to satisfy all customers.
2: For each tour in T ′, ensure the load of the vehicle is the delivered units of goods, obtain

another tour with the opposite direction, and choose the better one into T .
3: Return T .

Algorithm 7 An approximation algorithm for unsplittable Cu-VRPSD (AP P ROX.4(λ, θ, p)).

Input: An instance of unsplittable Cu-VRP, and three parameters λ ∈ (0, 1], θ ∈ (0, 1) and
p ∈ (0, 1).
Output: A feasible solution to Cu-VRPSD.
1: Call ALG.4(λ) with a probability of p and call ALG.4(θ · λ) with a probability of 1 − p.

In ALG.4(λ), we call ALG.1(λ, 0) to obtain a set of tours T ′ to satisfy all customers,
and then we optimize each tour in T ′ as Step 5 in ALG.3.

▶ Theorem 19 (*). For Cu-VRP with any λ ∈ (0, 1], ALG.4(λ) generates a solution T with
an expected cumulative cost of

γ ·
(

α · σ +
∫ λ

0
2x
λ dF (x) +

∫ 1
λ

1dF (x)
)

+
(

λ
2 · α · σ +

∫ λ

0
x2/2+λ·x

2λ dF (x) +
∫ 1

λ
x
2 dF (x)

)
γ · max {σ, 1} + 0.5 ·LB.

Similarly, we use ALG.4(λ) to design an algorithm for Cu-VRP shown in Algorithm 7.

▶ Theorem 20 (*). For unsplittable Cu-VRP, we can find (λ, θ, p) such that the approximation
ratio of APPROX.4(λ, θ, p) is bounded by 3.163 for any γ ∈ (0, 0.428].

5 Conclusion

By using the idea of skipping customers with large demands during the TSP tour and
satisfying them later, combined with careful analysis, we can improve the approximation
ratio for Cu-VRPSD, VRPSD, and Cu-VRP. Whether this idea is also useful in designing
practical algorithms for these problems is worthy of further study.
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