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—— Abstract

We consider the problem of estimating the size of a maximum matching in low-arboricity graphs in
the dynamic graph stream model. In this setting, an algorithm with limited memory makes multiple
passes over a stream of edge insertions and deletions, resulting in a low-arboricity graph. Let n be
the number of vertices of the input graph, and «a be its arboricity. We give the following results.

1. As our main result, we give a three-pass streaming algorithm that produces an (a + 2)(1 + €)-
approximation and uses space O(e 2 - a? - n'/? . log n). This result should be contrasted with
the Q(a~5/% . n'/?) space lower bound established by [Assadi et al., SODA’17] for one-pass
algorithms, showing that, for graphs of constant arboricity, the one-pass space lower bound can
be achieved in three passes (up to poly-logarithmic factors). Furthermore, we obtain a two-pass
algorithm that uses space O(e™2 - o - n®/% . log n).

2. We also give a (1+ €)-approximation multi-pass algorithm, where the space used is parameterized
by an upper bound on the size of a largest matching. For example, using O(loglogn) passes, the
space required is O(¢™* - o - k - logn), where k denotes an upper bound on the size of a largest
matching.

Finally, we define a notion of arboricity in the context of matrices. This is a natural measure of

the sparsity of a matrix that is more nuanced than simply bounding the total number of nonzero

entries, but less restrictive than bounding the number of nonzero entries in each row and column.

For such matrices, we exploit our results on estimating matching size to present upper bounds for

the problem of rank estimation in the dynamic data stream model.
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Matchings in Low-Arboricity Graphs in the Dynamic Graph Stream Model

1 Introduction

Streaming algorithms for graph problems have been studied for more than 25 years [25]. In
this setting, an algorithm performs one or more passes over the input graph and produces a
solution using as little space as possible.

Much of the development of the literature on graph streams has been driven by the
study of the Maximum Matching problem (see, e.g., [2-6,10-12,17-19,22-24, 28-34, 36,41]
for a non-comprehensive list of recent and early works). This problem was first addressed
by Feigenbaum et al. [21], and a large number of algorithms and impossibility results
that cover various aspects of the problem are known today, such as one-pass/multi-pass
algorithms, adversarial /random order streams, insertion-only/insertion-deletion streams, and
dense/sparse input graphs.

In this paper, we consider the size estimating variant of the problem, which we denote
by Matching Size Estimation (MSE). This is in contrast to the much better understood
objective of outputting the actual edges of a large matching. We address MSE in dynamic
or insertion-deletion streams, i.e., streams consisting of a sequence of edge insertions and
deletions. Our focus lies on sparse graphs as parameterized by the arboricity of the input
graph. The arboricity of a graph is the smallest! integer o such that the edges of the graph
can be partitioned into « forests. Nash-Williams [39] showed that an equivalent definition
of the arboricity is o = maxgcy |e(S)]/(|S| — 1) where e(S) is the number of edges in the
induced subgraph G[S].

Chitnis et al. [14] were the first to study MSE in graphs of bounded arboricity in the
dynamic graph stream setting. They showed that there is a one-pass O(a -nY %)-space
algorithm? with approximation factor O(a). Cormode et al. [15] subsequently gave an
O(a?)-approximation algorithm using space O(a'%/3 . n?/3), albeit under the restriction that
the length of the input stream is O(« - n). On the lower bound side, Assadi et al. [7] showed
that computing an a-approximation in a single pass requires space Q(nl/ 2. q70/ 2). The
problem is thus wide open, even in the one-pass setting, and even for constant-arboricity
graphs.

1.1 Our Results

In this paper, we give the first multi-pass algorithms for MSE in the dynamic graph stream
setting, for graphs of arboricity a. We assume throughout that n, m, and « are known
in advance. All our algorithms succeed with high probability, i.e., they output the correct
matching size with probability 1 — 1/poly(n). We observe at this juncture that none of our
algorithms require the assumption that the input stream length is bounded. We reiterate
that the one-pass algorithm by Cormode et al. [15], which uses space O(alo/ 3.n2/3), requires
this assumption.

Our main result is a three-pass O(«a)-approximation algorithm that uses roughly /n

space3.

» Theorem 1. There exists a three-pass algorithm using O(e=2 - a2 - n/2 . log? n) space that
returns an (o + 2)(1 + €)-approzimation for MSE with high probability.

L We shall abuse terminology slightly and say the arboricity of a graph G is « as long as the smallest
integer is at most a.

2 We write O(.) to mean O(.) with poly-log dependencies on n suppressed.

3 Henceforth, we say specify the space use of the algorithms in terms of the number of words of memory
where a word may store O(logn) bits.
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This result should be contrasted with the “\/n-barrier” result established by Assadi et
al. [7], who showed that one-pass a-approximation algorithms for MSE in dynamic graph
streams on graphs of arboricity «a require space Q(y/n/a?®). While our algorithm uses
three passes, and, consequently, the lower bound from [7] does not apply in this setting, we
nevertheless show that the y/n-barrier can be achieved at the expense of just two additional
passes. Interestingly, we note that no multi-pass O(«a)-approximation dynamic streaming
algorithms are known for MSE that break the y/n-barrier, even if significantly more passes
are allowed.

Next, we also give a new two-pass algorithm that requires less space than the best one-pass
algorithms known (e.g., [15]).

» Theorem 2. There exists a two-pass algorithm using O(e~2 - o2 -n3/% . log3 n) space that
returns an (a + 2)(1 + €)-approzimation for MSE with high probability.

We also show a (1+¢)-approximation multi-pass algorithm, in the case when the maximum
matching size is bounded by a given parameter k.

» Theorem 3. If the maximum matching size is upper bounded by k, there exists a O(e~* -
o2 - /=) =1/ @00 Dlogn) space, p-pass dynamic graph streaming algorithm that
returns a (1 + €)-approxzimation for MSE with high probability. In particular, there exists a
O(loglog n)-pass algorithm that uses space O(e=! - a2 -k -logn).

This result is similar in spirit to a result by Chitnis et al. [14], who showed that, in general
graphs, a matching of size k (if there is one) can be computed in the one-pass dynamic setting
using space ON(kz); this result can also be obtained from the algorithm given by Assadi et
al. [8]. Phrased differently, given an upper bound k on the size of a largest matching, we can
compute one using space O(k?).

Lastly, as a more conceptual contribution, we introduce the notion of low-arboricity
matrices. We say that a matrix A has arboricity « if every ¢ x t submatrix of A has at most
a - t nonzero entries. This generalizes many natural subclasses of sparse matrices (including
the adjacency matrices of low-arboricity graphs). We show that, given such a matrix A, we
can associate a bipartite graph G 4 of arboricity at most a with A, such that the rank of A

is within an a-factor of u(G4), where u(G 4) denotes the size of a largest matching in G 4.

Hence, using any S-approximation algorithm for estimating the size of a maximum matching
in graphs of arboricity o (where 8 might depend on «), we obtain an (« - 8)-approximation
to its rank. In particular, our two-pass and three-pass O(«)-approximation algorithms
immediately yield O(a?)-approximation algorithms for rank approximation in matrices of
arboricity a.

1.2 Our Techniques

We will first discuss the ideas behind our (1 + €)-approximation algorithm and our two-pass
algorithm. Our three-pass algorithm, which constitutes our main result, combines ideas from
these two algorithms.

(1+ €)-approximation Algorithm. Our (1+¢)-approximation algorithm works by iteratively
identifying all “high” degree vertices with Count-Sketch. In the ith pass (for i <p —1) we
identify a set of vertices V; in the induced subgraph G[V —V; — ... — V;_;] using estimates of
their degrees. Removing the high-degree vertices discovered in previous passes and exploiting
properties of the degree sequence of low-arboricity graphs enable us to get increasingly
accurate estimates of the degrees in the remaining graph. In the final pass, we collect
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all edges in G[V — Vi — ... — V,_4], along with a few edges incident to every vertex in
ViU...UV,_1. We are then able to argue that, by carefully setting the parameters of the
algorithm and appealing to a sparsification result by Solomon [40], this approach can be
used to obtain a (1 + €)-approximation. The space used by the algorithm (in terms of the
number of edges) decreases at a rate which is doubly-exponential in p. This space/passes
trade-off is somewhat unusual (but not unprecedented, e.g., [1,9]); it is more typical in the
data streams literature to see a singly-exponential or even just a polynomial trade-off.

2-pass Algorithm. Our 2-pass algorithm uses a result about the fractional matching due to
McGregor and Vorotnikova [37]. They showed that it is possible to set a weight for each edge
that just depends on the degrees of the endpoints of the edge, such that the total weight of
all edges yields an (« + 2)-approximation to the size of the maximum matching. This yields
a simple 2-pass algorithm: we sample edges uniformly (first pass), compute their weights
(second pass), and return an estimator based on these weights. This approach works well
when the matching is large. By combining this approach with ideas from the previous result,
we get our final algorithm, which uses small space regardless of the size of the matching.

3-pass Algorithm. Our 3-pass algorithm combines ideas from the other two algorithms. In
the first pass, we identify all vertices with degree roughly /n or higher. Let Ey be the edges
that share an endpoint with these vertices, and let 1, be the remaining edges. The approach
is to sparsify Ey to produce E}; in such a way that u(Ey U Ep) > p(Eg U EL)(1 —€). We
then use uniform sampling to construct a multiset E} of edges, and use this, along with the
weights of these edges, to estimate u(E% U EL) via the fractional matching approach.

1.3 Further Related Work: Matching Size Estimation in Graph Streams

Esfandiari et al. [20] were the first to consider the MSE problem in low-arboricity graphs
in the streaming model. They focused on the insertion-only setting, where edges can only
be inserted but not deleted, and gave a one-pass O(«a)-approximation algorithm that uses
O(a-n?/3) space. This result was significantly improved by Cormode et al. [15], who gave an
algorithm with the same approximation guarantee, that uses only O(« - log? n) space. This
was further improved, in terms of both the approximation factor and space, by McGregor
and Vorotnikova [38].

At the heart of many of the algorithms for approximating the matching size in low-
arboricity graphs lie structural lemmas that relate the maximum matching size to a function
of the degree sequence of the graph in question. McGregor and Vorotnikova [37] gave such a
characterization which gave rise to improved approximation guarantees over those established
by Esfandiari et al. See also [26] for a different structural result. In particular, they obtained
a (54 €)-approximation for planar graphs, improving over a (24 + ¢)-approximation guarantee
established in [20].

Assadi et al. [7] gave various upper and lower bounds for approximating the matching
size in general graphs. They showed that there is a one-pass O(n?/a*)-space algorithm
that approximates the size of a matching within a factor of « in the dynamic graph stream
setting. They also gave a lower bound, showing that space n2~°(¢) is needed to obtain a
(1 + €)-approximation factor.
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1.4 OQutline

In Section 2, we present known results, including a result due to McGregor and Vorot-
nikova [37] that links the matching size in low-arboricity graphs to the degree sequence of
the graph, as well as a matching-size preserving sparsification result by Solomon [40]. We
will need both of these in this paper. Subsequently, in Section 3, we give all our algorithmic
results. In Section 4, we introduce the notion of low-arboricity matrices and show how
their ranks can be approximated using algorithms for approximating the matching size in
low-arboricity graphs. Finally, we conclude in Section 5 with some open problems.

2 Preliminaries

Notation and Definitions. Given a graph G = (V, E), for each vertex u € V', we denote by
deg(u) the degree of u. The size of the maximum matching of G is denoted by pu(G). We
also use pu(E') to denote the maximum matching among any set E’ of edges. Throughout
this paper, we let n and m denote the sizes of the sets V and E respectively, and « denote
the arboricity of G. It is well-known that m < « - n.

Algorithmic Primitives. We will use the following results throughout the remaining sections,
to simplify our proofs.

» Theorem 4 (Algorithmic Primitives [13,16,27]). There exist single-pass dynamic graph

stream algorithms for:

1. Uniformly sampling edges: The algorithm uses O(log2 n) space. This is a special case of
Lo-sampling [27].

2. Estimating degrees: We can compute estimates Ee?g such that with probability at least
1—1/n:
a. For allu € V: deg(u) < deg(u) < deg(w) + ||dup-tait]|1/w
b. For all u € V: |deg(u) — deg(u)| < || duw-tait]|2/ V@
where dy_tai1 s the vector of degrees with the largest w entries replaced by 0. The first
guarantee is achieved by CountMin sketch [16] and the second by CountSketch [15]. Both
algorithms use O(wlogn) space.

Structural Results. We will make repeated use of the following structural results for low-
arboricity graphs. The first theorem effectively shows that there is a fractional matching
where (a) the weight of each edge is just a function of the degrees of the endpoints of that
edge, and (b) the total weight of the fractional matching is still a good approximation to the
maximum-cardinality matching.

» Theorem 5 (McGregor and Vorotnikova [37]). Given a graph G = (V, E) with arboricity at
least v, let:

1 1 1
G = h v = i ) ) .
v <Z>Ew e mm(degm) deg(v) a+1>

Then, we have:

a+2 if a is odd
w(@) < (a+ DHw(GQ) < u(G) - v, where vy = % if a is even
a+1 if G is bipartite.

29:5
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Algorithm 1 A p-pass algorithm for approximating matching size.

1. G1 + Gand s =m"/®" "V . (2k)1=Y/ =D where k is an upper bound on u(G).
2. Fori=1top—1:
a. Pass i: Use CountSketch to compute an estimate (ie/g(u) of the degree of each vertex v € Gj.
Let V; = {u € G; : &(:,/g(u) > 0.75 - Ti41}, where » = \/”% and for ¢ > 2, we have
Tigl = m'/2" . (2k/s)1_1/2i71. Also let:

G7;+1 ::G[V_%—VQ—...—‘/{}

3. Pass p: Store all edges in G, and call this set Fr. For each w € V1 U...UV,_1, store O(a/e¢)
incident edges to u. Call these edges EY;.

4. Output: u(Er N EYy).

Note that, in all cases, v < a+ 2. Furthermore, if h is the number of vertices of degree at
least a+ 2, and s is the number of edges whose endpoints have degree strictly less than o+ 2,
then n(G) < h+ s < (a+2) - u(G).

The next theorem demonstrates that, in a low-arboricity graph, it is possible to remove
most of the edges incident to high degree vertices without significantly reducing the size of
the maximum-cardinality matching.

» Theorem 6 (Solomon [40]). Fiz a graph G with arboricity o, and a positive number € > 0.
For each vertex w € V(G), mark ©(a/e) arbitrary edges incident to u. Let G’ be the graph
containing edges marked by both ends. Then, u(G') < u(G) < (1+¢€) - u(G").

3 Graph Results

3.1 (1 4+ €)-Approximation

Consider Algorithm 1. The main idea behind the algorithm is to exploit the fact that, if G
has low arboricity and p(G) is “small”; then G has only a “small” number of “high”-degree
vertices. If we can remove the high-degree vertices, then the remaining graph has significantly
fewer edges, by the following lemma.

» Lemma 7. Any graph G with mazimum degree A has at most (2A — 1) - u(G) < 2A - u(G)
edges.

Proof. This follows because the endpoints of a maximal matching is a vertex cover. |

If we can decrease the total number of edges, we can estimate the degrees in the remaining
graph with greater accuracy. The next lemma quantifies this, where the proof exploits
properties of the degree sequence for low-arboricity graphs. Repeating this process for p — 1
passes allows us to iteratively “peel oft” high-degree vertices, until we are left with a graph
that is sufficiently sparse such that it can be stored explicitly.

» Lemma 8. Let s > (a+ 2) - u(G). Using O(a - s - logn) space in the dynamic graph
streaming model, given a graph with m edges, with high probability we can identify a subset
of vertices that includes all vertices of degree > \/m/s, and no vertex of degree < 0.5y/m/s.
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Proof. We use CountSketch to find all vertices of degree more than y/m/s. Let dy > dy >
d3 > ... > d, be the degree sequence of G. Observe that since s > (a+2) - u(G), Theorem 5
implies s is greater than the total number of vertices with degree at least o + 2. Thus, all
degrees d; with ¢ > s are at most o + 1.

Hence, the £3 of the tail t = (dsy1,ds12, .., dy) is at most [[t||e - ||t]|1 < m(a+1). Using
CountSketch with space O(a - s - logn), we can compute the degree of each vertex with
additive error:

52((ds+17\6/l%- ) -0 (m) .

With the proper choice of the suppressed constant, we obtain an additive error of 0.25/m/s.

For each vertex u, let (ieé(u) be the degree of u estimated by CountSketch. Let V' =

{u : a;_é(u) > 0.75y/m/s}. For any u € V', we have deg(u) > 0.754/m/s — 0.25y/m/s =
0.54/m/s. Furthermore, for every vertex u such that deg(u) > /m/s, we have deg(u) >

vm/s —0.25y/m/s = 0.754/m/s, implying that u € V", <

This leads to the following theorem.

» Theorem 3. If the maximum matching size is upper bounded by k, there exists a O(e " -
a? /@) L 1=/ 1) g n) space, p-pass dynamic graph streaming algorithm that
returns a (1 + €)-approzimation for MSE with high probability. In particular, there exists a
O(loglogn)-pass algorithm that uses space O(e~1-a? -k -logn).

Proof. Consider the multi-pass algorithm where in pass ¢, we find a subset V; of vertices
in G; = GV = Vi — Vo — ... — V;_4] that includes all vertices of degree at least A; 11 =
v/m;/s, where m; is the number of edges in G; (see Algorithm 1). By Lemma 7, we have
m; < 2A; - 1u(G;) < 2A; - k, since the maximum degree of G; is less than A;. Hence:

Ay =/mifs < AY2(2k/s)'/?
< A (2k/s)M M
< ...
< AYFT (ks
< ml/zi(Qk,)l—l/zi*l/sl—l/zi 7

since Ay < \/m/s. In particular, if s = m'/" =1 (2k)1=1/2" =1 "then A, < s/(2k).

Hence, G, has at most 2(s/(2k)) -k = s edges, which can be stored in memory. We collect
O(a/e) edges incident to all vertices in V3 U ... U V,_1, and all edges between the remaining
vertices. Let Gg be the new graph. The total number of edges in Gg is at most the number
of edges in Gy, plus (a/€) - Zf;ll |V;|, which is at most a(a+2) - u(G) /e, since by Theorem 5,
the total number of vertices with degree higher than « + 2 is at most (« + 2) - u(G).

We then have that ©(Gs) < u(G) < (14¢€) - u(Gg). It follows from Theorem 6 that Gg is

a supergraph of some graph G’ satisfying u(G’) > u(G)/(1+¢€). Thus, u(Gs) > u(G)/(1+e).

On the other hand, since Gg is a subgraph of G, we obtain u(Gg) < u(G), as desired. <«

3.2 O(a)-Approximation, Two Passes, and O(m?/®) Space

Consider Algorithm 2. The analysis to establish the following theorem is a relatively
straightforward application of the Chernoff bound.

29:7
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Algorithm 2 A 2-pass algorithm for approximating matching size.

1. First Pass: Sample t := 3me™>(a+1)log(2n)/k edges with replacement. Let E’ be the (multi-)set
of edges sampled.

2. Second Pass: For each (u,v) € E’, compute wy,, = min (@, dcg1<v) ) ﬁ)

3. Output: W = (m/t) - X, where X =3

ecE'’ We.-

» Theorem 9. If 1i(G) > k, there exists a O(e 2 - - mk~" -log®n) space, 2-pass dynamic
graph streaming algorithm that returns a (a+2)(1+ ¢€)-approzimation of u(G) with probability
at least 1 — 1/n.

Proof. Note that E[X] =t - w(G)/m. Since each edge sampled is drawn independently and
each 0 < w, , <1, we can apply the Chernoff bound to conclude:

m m

<2.exp(—e2-w(G)'t) .

3m

Pr{|W = w(G)| = ¢ w(G)] = Pr HX_“J(G“’ Ze.w@ﬁ}

Theorem 5 implies w(G) > k/(a + 1). Hence, setting ¢t = 3me=2(a + 1) - log(2n)/k ensures
Pr[|W — w(G)| > € w(G)] < 1/n. The result follows from Theorem 5. The space bound
follows from the space complexity of edge sampling (Theorem 4). <

We can then combine the approach above with the result in Theorem 3 to yield a two-pass
algorithm whose space complexity does not depend on upper or lower bounds on u(G).
Specifically:

1. We run the algorithm in Theorem 3 with p = 2 passes, and k = m?/5, ¢ = 1. This uses
O(a? - n®/® -logn) space and returns a 2-approximation if u(G) < m?/5.

2. In parallel, we run Algorithm 2 with ¢t = 12me 2(a + 1)log(2n)/m?/®>. This uses
O(e2 - a-m?/% -log®n) space and returns an (o + 2)(1 + €)-approximation if w(G) >
m?/°/(a+1)-1/4.

3. To determine whether to output the result from the first algorithm or the second algorithm,
we consider the variable X = ) 5, w, defined in Algorithm 2. Note E[X] = w(G) - t/m
and by an application of Chernoff bounds, if w(G) > m?/°/(a + 1), then we have:

5

Pr[X < 0] < exp(—m?/°/(a+1)-t/m-(1/3)) < 1/n , where § = m?/®/(a+1)-(1/2)-t/m
whereas if w(G) < m?/5/(a + 1) - (1/4), then we have:
Pr[X > 0] < exp(—m?/° /(e +1) - t/m - (1/12)) < 1/n. .

Consider returning the result from the first algorithm if X < 6, and the result from
the second algorithm otherwise. If w(G) < m?/5/(a + 1) - 1/4 then (a) with probability
1 — 1/n we return the output of the first algorithm, and (b) u(G) < m?/® by appealing
to Theorem 5. Hence, we achieve a 2-approximation with high probability. If w(G) >
m?/5 /(a4 1), then with probability 1 — 1/n we return the output of the second algorithm
and hence we achieve a (a + 2)(1 + €)-approximation. If (1/4) - m?/°/(a 4+ 1) < w(G) <
m?/® /(a+1), then the approximation factor from either algorithm is at most (a+2)(1+e).

» Theorem 2. There exists a two-pass algorithm using O(e=2 - a? - n3/5 -log® n) space that
returns an (o + 2)(1 + €)-approzimation for MSE with high probability.
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Algorithm 3 A 3-pass algorithm for approximating matching size.

1. First Pass: Use CountMin Sketch with O(« - n'/? . log n) space to find approximations of all
degrees, such that with high probability, for all u € V:

deg(u) < deg(u) < deg(u) + v/n/2 .

Let H={v: (gg(u) > y/n}, and note that H contains all vertices with degree at least v/n and
no vertices with degree strictly less than y/n/2. Let Ex be the set of edges incident to a vertex
in H.

2. Second Pass: Let G, = (V' \ H, Er) be the graph formed by removing all vertices in H.

Compute mp, the number of edges in Gp..

Sample ¢t = 3¢~ 2 - n'/? -In(2n) edges Ej, from G with replacement via £p-sampling. Note
that E7 could be a multiset.

For each v € H, pick O(a/¢) incident edges. Let E7 be the chosen edges.

3. Third Pass: For each edge (u,v) € E7, U E}, compute
wy, » = min(1/ deg'(u),1/ deg’ (v), 1/(a + 1)) ,

where deg’(u) is the number of incident edges in E U Er,

. _ ! _myr !
4. Output: wy + wo where wy = ZeeE}I w, and wy = T& ZeeE’L wl.

3.3 O(a)-Approximation, Three Passes, and O(m'/?) Space

Consider Algorithm 3. The analysis proceeds as follows. After the first pass, we have
partitioned the vertices into H and V' \ H, such that all vertices in H have degree at least
vn/2, and all vertices in V' \ H have degree at most /n. We will argue via Theorem 6
that maintaining a few edges incident to each vertex in H (these edges are called EY; in the
algorithm) decreases the size of the maximum matching by at most a factor of (1 —¢€). We
then approximate the matching in the resulting graph via fractional matchings. Let A be
the weight of the fractional matching on edges incident to H, and B be the weight of the
other edges. We can compute A exactly (this will be returned as wq), and we can estimate
B by sampling edges that are not incident to vertices in H. The next lemma shows that
our estimate for B is sufficiently accurate. The proof exploits that the weights of the edges
contributing to B are all at least 1/4/n.

» Lemma 10. Prflwy — B| > eB] < 1/n, where B =} _p w;.

Proof. Let Ay be the maximum degree of a vertex in V' \ H. The definition of H ensures
that A < /n. The weight of each edge in F, is between 1/A and 1, and the average is
B/my,. Let X be the sum of w/ for each e € E}. Hence:

E[X] :tB/mL Z t/AL .

By an application of the Chernoff bound, we have:

Pr{|X — E[X]| > ¢ E[X]] < 2 exp ( - E[SX]) <2 exp ( ' 32) .

Hence, setting ¢ = 3¢~2 - n'/2 - In(2n) makes the failure probability 1/n. <

» Theorem 1. There exists a three-pass algorithm using O(e=2 - a? - n'/?. log® n) space that
returns an (o + 2)(1 + €)-approzimation for MSE with high probability.

FSTTCS 2024



29:10

Matchings in Low-Arboricity Graphs in the Dynamic Graph Stream Model

Proof. By Theorem 6, we have u(E)/(1+¢€) < u(E% U EL) < u(E). Hence, by Theorem 5:
WE)/(1+e) < (a+1) w(Ey UEL) < (a+2)- u(E) .

Note that w'(E% U E}) = w1 + wa, and w(Ey U Er) = w; + B. But, by Lemma 10, with
probability at least 1 — 1/n, we have (1 —¢€) - B < wg < (1 + ¢€) - B. Therefore:

1—e¢

w(E) e

<witwr<(a+2)-(1+¢€) - ulE).

Reparameterizing € + €¢/4 gives the claimed result. The space used by the algorithm is
O(|H| - a/e + o -n'/?logn + tlog?n). Note that |H| < 2m/\/n, and so the space is as
claimed. |

4 Estimating Rank of Sparse Matrices

In this section, we consider the problem of estimating the rank of a matrix. It is well-known
(e.g., see [35]) that the rank of the Tutte matrix? of a graph G = (V, E) is exactly 2 - u(G).
It is therefore natural to look for other connections between rank and matching size.

Given an arbitrary matrix A, we next define a bipartite graph G 4 that captures the
structure of the nonzero entries of A.

» Definition 11. Given an arbitrary ny X no matriz A define a bipartite graph G4 = (L, R, E)
where L = [n1], R = [ng] and (i,j) € E if Ali,j] # 0. Note that a matching in G 4 corresponds
to a set of nonzero entries in M such that no two of these entries fall in the same column or
row of A.

Unfortunately it is too much to hope that rank(A) and p(Ga) are always closely related.
To see this, suppose that A is an n X n matrix of all 1s. Then, rank(A) = 1, but u(G4) = n.
However, we show a significantly closer relationship for a certain family of sparse matrices
which, by analogy to graph terminology, we call a-arboricity matrices.

» Definition 12. A matriz is said to have arboricity « if every t X t submatriz has at most
« -t nonzero entries.

Note that the class of matrices of arboricity « is much larger than the class of matrices
which have a bounded number of nonzero entries in every row and column. However, it is
more restrictive than bounding the number of nonzero elements; an n x n matrix with at
most « - n nonzero entries does not necessarily have arboricity «. For example, let A be an
n X n matrix which has all zeros, except for a \/a - n X \/a - n submatrix of 1s; note that A
has only « - n nonzero entries, but does not have arboricity 3 for any 8 < \/a - n.

> Claim 13. If G is a graph with arboricity «, its adjacency matrix Ag has arboricity at
most 2a.

Proof. Consider an arbitrary ¢ x¢ submatrix Ay, of Ag, consisting of ¢ rows and ¢ columns from
Ag. Suppose the indices of the common rows and columns are I = {i1,...,4}. In addition,
Ag has rows rj,,...,7;, and columns ¢y, . .. G5, from Ag, such that J = {j1,...,Js} and
J' = {ji,...,j.} are disjoint. Note that I, J, and J’ correspond to disjoint subsets of

4 Recall that the Tutte matriz T of a graph G = (V, E) is the skew-symmetric matrix where T7[i, j] = 0
if (4,j) € E; T[i,j] = x5 if i < jand (i,5) € E; and T[i,j] = —z;; if i > j and (i,5) € E.
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vertices of G, and so Ay, is a submatrix of the adjacency matrix for the induced subgraph
G[IUJUJ'], which has at most 2« (|I|+]|J|+|J'|) nonzero entries. Each edge between I and
J (or between I and J') corresponds to exactly one nonzero entry in the submatrix. None
of the edges in G[J U J’'] shows up. Finally, each edge in G[I] corresponds to two nonzero
entries (corresponding to the standard adjacency submatrix of Ag). Altogether, counting
the weights of each of these relevant pairwise disjoint submatrices separately, this gives us
a- (2/I| + |J| 4+ |J'|) nonzero entries in A, which is at most « (|| + |J| + |I| + |J']) = 2a - ¢,
as claimed. 4

» Theorem 14. For any matriz A, we have u(Ga)/a < rank(A4) < u(Ga).

Proof. To prove u(G4) > rank(A), let T be the Tutte matrix of G4. Then, from [35], we
know that rank(7") = 2-u(G 4). Furthermore, rank(T") > 2-rank(A). Hence, rank(A) < pu(Ga),
as claimed.

To prove u(G4)/a < rank(A), note that we may permute the rows and columns of A
such that the first u(G4) diagonal entries of A are all nonzero. Let F' be the top left k x k
submatrix where & = (G 4). Note rank(F') < rank(A). To lower bound the rank of F, first
note that the total number of non-diagonal entries that are nonzero is at most (o — 1) - k,

and so, at least one of F' or F'™ has (o — 1) - k/2 or fewer nonzero entries below the diagonal.

Assume this is the case for F' (if not, we can apply the rest of the argument to F7 rather
than F'). We will show that F' contains a (k/a) x (k/a) principal submatrix where all the
diagonal entries are nonzero and all entries below the diagonal are nonzero.

The process for finding this submatrix is as follows. We maintain a set D C [k], where
j € D means that the jth row and jth column will not be included in the submatrix. D is
initially empty. We say that the jth column and row are marked if j € D. Let nz; be the
total number of nonzero entries in the ¢th row and column of this submatrix that are below
the diagonal and are not in marked rows/columns , i.e.:

nz; = |S;|, where S; ={j <i:A[i,j] #0,j €D}U{j>i:Alj,i]#0,j €D} .

Note that . nz; < (a — 1) - (k —[D]), because F' has arboricity «, and the sum counts
each element twice. Hence, min(nz;) < (o —1). Let i* = argmin,,,. . onz; and update
D < DU S;«~. We repeat this process until all nonzero entries under the diagonal are in
marked rows/columns. In each iteration, |D| increases by at most a — 1, but there is at
least one more value i such that nz; = 0. Hence, at the end of the algorithm, we have
k—1|D| > k/a. <

Therefore, all our matching algorithms (and all previous results on MSE) also give
algorithms for estimating the rank of low-arboricity matrices, with an additional multiplicative
factor of a. Note that for rank approximation, we assume the dynamic model where at each
time step, some entry of the matrix is set to a nonzero value (if it was currently zero) or set
to zero (if it was currently nonzero).

The following example shows that the above bound is tight up to constants. And
furthermore, any approximation via w(G) loses an O(a?) factor.

» Example 15. Let A and B be an n X n binary matrices, where

1 fi<aorj<a 1 fi<aorj<aori=j
Ali, j] = Saohy= and  B[i,j] = Saoty= J
0 otherwise 0 otherwise.

29:11
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First, note that rank(4) = 2,rank(B) = n —a+ 1, u(Ga) = 2a, and u(Gp) = n. This
establishes that the quantity rank(M)/u(Gpr) can vary by an Q(«a) factor.

2 2 _ 2 9 . _
w(GA):OLJFM%Qa and w(Gr) = (n a)a+(n+olé)zﬁ.
n n n n « [0

Hence, rank(M)/w(G ) can vary by an Q(a?) factor.

We end by noting that for a matrix A, the value of u(G 4) does not depend on the the
values of the nonzero entries in A. This immediately implies the following curious corollary.

» Corollary 16. Changing the nonzero values in a matrix of arboricity « can change its rank
by at most a factor of «.

5 Conclusion

In this paper, we gave new multi-pass streaming algorithms for MSE in dynamic graph streams
on graphs of arboricity «. As our main result, we showed that an O(«)-approximation can
be achieved in three passes with space O(e=2-a? - n'/2 . log n), and we also gave a two-pass
algorithm with a similar approximation guarantee that uses space O(e=2-a? - n3/5 . log n).
Furthermore, we designed a multi-pass algorithm with approximation factor (1 + €) that
operates based on an upper bound k£ on the maximum matching size. For example, it can give
an O(loglogn)-pass algorithm that uses space O(e~! - a? - k - logn). Lastly, we introduced
the notion of low-arboricity matrices and argued that matching algorithms for low-arboricity
graphs can be used to approximate the rank of low-arboricity matrices with an O(«) loss in
the approximation factor.

We conclude with two open problems. First, we are particularly intrigued by whether the
\/n-barrier established by Assadi et al. [7] for one-pass algorithms persists when multiple
passes over the input are allowed. For instance, is there a constant pass algorithm with
approximation factor O(«a), whose space dependency on n is o(y/n)? Second, can we tighten
the bounds in the one-pass setting?
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