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Abstract
In the general pattern formation (GPF) problem, a swarm of simple autonomous, disoriented robots
must form a given pattern. The robots’ simplicity imply a strong limitation: When the initial
configuration is rotationally symmetric, only patterns with a similar symmetry can be formed [34].
The only known algorithm to form large patterns with limited visibility and without memory requires
the robots to start in a near-gathering (a swarm of constant diameter) [22]. However, not only
do we not know any near-gathering algorithm guaranteed to preserve symmetry but most natural
gathering strategies trivially increase symmetries [5].

Thus, we study near-gathering without changing the swarm’s rotational symmetry for disoriented,
oblivious robots with limited visibility (the OBLOT -model, see [15]). We introduce a technique based
on the theory of dynamical systems to analyze how a given algorithm affects symmetry and provide
sufficient conditions for symmetry preservation. Until now, it was unknown whether the considered
OBLOT -model allows for any non-trivial algorithm that always preserves symmetry. Our first
result shows that a variant of Go-To-The-Average always preserves symmetry but may sometimes
lead to multiple, unconnected near-gathering clusters. Our second result is a symmetry-preserving
near-gathering algorithm that works on swarms with a convex boundary (the outer boundary of the
unit disc graph) and without “holes” (circles of diameter 1 inside the boundary without any robots).
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1 Introduction

The study of large robot swarms that consist of simple (and thus cheap) mobile, autonomous
robots has grown into an important and active research area in recent years. For example,
when used for exploration or rescue missions in hazardous environments (like the deep sea or
outer space), such swarms can be more robust and economical compared to a small group of
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more capable but expensive high-end units [24]. At a completely different scale, precision
medicine explores how to use swarms of nanobots (with inherently limited capabilities due
to their small size) to, e.g., deliver drugs in a more targeted manner [31].

A key question in this area is to what extent one can make up for the robots’ lack of
individual capabilities by clever coordination, possibly even reaching emergent behavior of
the swarm as a whole. Examples for the high potential of such an approach can be readily
found in nature, where ant colonies or bee hives show a remarkable degree of complexity
built on rather simple interaction rules between a vast number of very simple entities [30, 25].
Similar to many other branches of distributed computing, breaking or avoiding symmetries
presents a major challenge for such systems.

General Pattern Formation in the OBLOT Model. Our work studies the role of symmetries
in solving one of the most important problems in the theory of swarm robots, the general
pattern formation (GPF) problem. Here, a swarm of n ∈ N autonomous, mobile robots must
form a pattern P ⊆ R2 of |P | = n coordinates (in an arbitrary rotation/translation). We
assume the well-known OBLOT model [15] for deterministic point robots that are oblivious
(have no memory), anonymous (have no identities and cannot be distinguished), homogeneous
(execute the same algorithm), and disoriented (perceive their surroundings in coordinate
systems that may be arbitrarily rotated/translated compared to other robots). We also
assume that the robots have a limited, constant viewing range, such that they cannot observe
anything beyond that range. Moreover, we assume the unit disc graph to be connected,
while the viewing range may be different from the unit distance. Robots act in discrete
time steps in which each of them performs a full LCM-cycle consisting of a Look- (observe
surroundings), a Compute- (calculate target), and a Move- (move to target) phase. This
is often referred to as the fully-synchronous (Fsync) time model (other models allow the
phases of different robots to be arbitrarily interleaved). We consider only rigid movements
(robots always reach their designated target).

Symmetries in GPF. Symmetries play a key role in GPF, since – even if the robots are
not oblivious and have an unlimited viewing range – a swarm can only form patterns whose
symmetricity (a measure of a pattern’s symmetry, see Definition 3.1) is a multiple of the
swarm’s initial symmetricity [32, 18]. In the case of oblivious robots with an unlimited
viewing range, even in an asynchronous setting, this symmetricity condition characterizes
exactly those patterns that can be formed [34, 18]. A good overview of the symmetricity
condition’s role in various synchronous and asynchronous settings is given in [36].

If the viewing range is limited but robots are not oblivious, [37] gave a protocol that
forms a scaled-down version of a target pattern P adhering to the symmetricity condition.
That protocol first forms a Near-Gathering (a formation whose diameter is at most the
robots’ viewing range) and then uses the de facto global view to form a small version of P

with the algorithm from [34]. Because of the symmetry constrains of the GPF algorithm, the
Near-Gathering must preserve the symmetry, i.e. have the same symmetricity as the initial
configuration. The authors show that if movements are non-rigid (i.e., an adversary can stop
robots during their movement), robots must be non-oblivious to preserve symmetricity.

Under the light of these results, it remains an open question whether oblivious robots
with a limited viewing range can form arbitrary connected patterns P (ideally in its original
size) under the above symmetricity condition. Very recently, [22] introduced a protocol that
achieves this if the robots start from a Near-Gathering. This opens the possibility to solve
GPF from any formation by first (similiar to [37]) forming a Near-Gathering and then
(once the robots observe |P | peers in the Near-Gathering) form P using the protocol
from [22].
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(a) Example with hole. Algorithm 3: Near-
Gathering but introduces new symmetries.2 Go-
To-The-Average: Near-Gathering with sym-
metry preservation.3

(b) Example with convex boundary and without
hole. Algorithm 3: Near-Gathering with sym-
metry preservation. Go-To-The-Average: Keeps
symmetry but looses connectivity (swarm splits at
the gray line).4

Figure 1 Visualization of example configurations where either algorithm fails.

Unfortunately, while there are algorithms for local, oblivious robots that achieve a Near-
Gathering [5, 28], all of them might (and typically do) increase the initial symmetry. As a
result, it might be impossible to form the target pattern from the resulting Near-Gathering,
even if the swarm’s original symmetry met the symmetricity condition. The authors of [22]
leave as a central open question “whether there is a suitable Near-Gathering protocol
that preserves the initial symmetricity” for oblivious robots with rigid movement.1 If the
answer were positive, one could show that also for oblivious robots with a limited viewing
range in the synchronous model, the patterns that can be formed are characterized by the
symmetricity condition.

Our Contribution. In this work, we initiate the systematical study of when and how a
swarm of oblivious robots with limited viewing range can perform global tasks like Near-
Gathering without increasing the swarm’s initial symmetricity. We derive a mathematical
framework based on methods from the theory of dynamical systems. In particular, we
formulate the following simple but useful theorem (see Section 3) that provides sufficient
properties for a given swarm protocol (represented by its evolution function F : R2n → R2n

that describes the configuration z+ := F (z) after one protocol step on a given configuration
z ∈ R2n of n robots in the Euclidean plane) to preserve symmetricity. For the precise
definitions of the used terms, like a configuration z’s symmetries and (local) invertibility, we
refer to Section 3.

▶ Theorem 1.1. Consider the dynamics of an arbitrary swarm protocol with evolution
function F : R2n → R2n. Assume that F is (locally) invertible. Then, any configuration
z ∈ R2n and its successor configuration z+ := F (z) have the same symmetries Gz+ = Gz.

1 Note that [37] already proved that this is impossible for oblivious robots with non-rigid movement. They
use the robots’ memory to remember their movements, which allows them to maintain their original
position and, thus, symmetricity (symmetric robots in the Near-Gathering can be distinguished by
their original position).

2 The black robot does not observe robots on the outer rectangle (circle depicts viewing range). It assumes
it is a boundary-robot and moves accordingly. All other robots in the inside of the rectangle do not
move, because they see enough robots on the outer rectangle to detect, that they are inner-robots.

3 We simulated this example with the shown viewing range.
4 The distance between grid points is 1/

√
2 and the viewing range 2 +

√
2. We simulated it with 400 robots

at each cluster.
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The framework of dynamical systems provides a clean mathematical basis to formulate
the symmetries of a given configuration and how they are affected by a protocol step. To
prove the usefulness of our framework, we provide two example protocols that, under certain
conditions, achieve a Near-Gathering without increasing the swarms symmetricity.

The first protocol (see Section 4) is a variant of the well known Go-To-The-Average
protocol. This protocol is known to not always preserve the swarm’s initial connectivity (see
Figure 1b for an example), but if it does, it leads to Near-Gathering.5 Our framework
easily implies that it preserves the swarm’s initial symmetry.

Our second protocol (see Section 5) is an adaption of the well known Go-to-the-Middle
strategy. It restricts movements to robots close to the swarm’s boundary and coordinates the
movement of nearby robots to ensure that no symmetries are created. While this protocol
always preserves connectivity and leads to Near-Gathering (Remark 5.22), it is not always
symmetry preserving (see Figure 1a for an example). We can prove that its evolution function
is locally invertible (and, thus, the protocol symmetry preserving) for configurations that
contain no “holes” and are convex (we formalize this requirement in Section 5).

Outline. This work is outlined as follows: First, further related work is reviewed in Section 2.
In Section 3, we give a formal description of the problem and formulate a sufficient condition
for the preservation of symmetries based on the theory of dynamical systems. We present
and analyze our two algorithms in Section 4 and Section 5. Finally, we discuss limitations
and possible generalizations of both algorithms in Section 6.

2 Further Related Work

The general pattern formation problem has been considered in numerous further settings
and variants whose focus or assumptions differ from our setting and the work described
in the Section 1. For example, [2] considers pattern formation for oblivious robots with
unlimited visibility on an infinite grid, showing that an initially asymmetric swarm can form
any pattern (basically thanks to the grid enabling partial axis agreement). The authors
of [3] assume unlimited but obstructed visibility (i.e., robots can obstruct each others view)
with partial axis agreement and luminous robots (that can communicate via a constant
number of lights). The role of partial axis agreement and disorientation was also studied
in [17, 8], proving several possibility and impossibility results depending on how much of
their coordinate systems the robots agree. In [10], the authors considered when oblivious
robots with unlimited visibility can form (cyclic) sequences of patterns. Note that the
impossibility results in most of these works typically rely to a large degree on assuming an
asynchronous model (where the robots’ LCM-cycles may be arbitrarily interleaved) and/or
non-rigid movements (where an adversary can stop robots mid-motion). For further results
on general pattern formation we refer to the survey [35].

There are also several results on forming specific patterns, like a point [11, 5, 4] (gathering),
an arbitrarily tight near-gathering [9, 26] (convergence), and a uniform circle [33, 27, 16]. A
rather up-to-date and good overview can be found in [14].

In dynamical systems theory, much of the related literature considers consensus or
synchronization problems that share characteristics with gathering or near-gathering, e.g.,
by identifying robot positions with “opinions” the agents want to find a consensus on. A
good overview over this research branch can be found in [29] or in the slightly more recent

5 Robots on the swarm’s convex hull move inwards in every step.
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surveys [6, 12]. Extensions of these methods to general pattern formation (in our sense)
have been proposed as well (see e.g., [1]). However, in this area the focus is typically on
time-continuous systems – in the form of differential equations – and the models are not as
strictly restricted as necessary in our context, e.g., allowing global communication range.

3 Preliminaries & Notation

This section introduces some formal notation and definitions we use throughout the rest
of the paper. In particular, we use some tools from the theory of dynamical systems to
formulate sufficient conditions for swarm protocols that preserve symmetries.

Basic Notions & Notation. We consider a swarm of robots in the OBLOT model as
described in Section 1. When discussing the configuration (state) of the swarm in some
round t ∈ N, we typically take the perspective of an external observer who passively observes
the motion of the robot swarm. In particular, given a swarm of n robots we specify the
robots’ positions zt

1 = (xt
1, yt

1), . . . , zt
n = (xt

n, yt
n) in round t in an arbitrary global coordinate

system for R2. The configuration of the entire swarm in round t can then be expressed as
the (column) vector zt = (zt

i)
n
i=1 ∈ (R2)n ≡ R2n. During the analysis, we sometimes identify

a robot with its position (e.g., saying that robot zi moves to its target point).
The unit disc graph of a configuration z is an undirected graph G = (V, E) with V =

{ 1, . . . , n } and { i, j } ∈ E if and only if ∥zi−zj∥ ≤ 1. A Near-Gathering is a configuration
whose unit disc graph is a clique (i.e., any two robots see each other). We say a configuration
is connected if its unit disc graph is connected. The viewing range of the robots can differ
from the unit distance. In Section 4 we assume a viewing range of 1 for the first protocol
while the second protocol in Section 5 needs a viewing range of 2 +

√
2.

The protocol definition given in Section 5 relies on the Connectivity-Boundary of the
swarm’s configuration, which we define as the outer boundary of the (in general non-
convex) polygon enclosed by the unit disc graph. In our analysis we sometimes identify
the Connectivity-Boundary with the set of robots that lie on it. A figure showing the
Connectivity-Boundary can be foud in Section C.1.

3.1 Characterizing Protocols via their Evolution Function

We now formalize how to model the effect of a given protocol in the language of dynamical
systems, which we will use to analyze the protocol’s effect on the swarm’s symmetry.

Remember that robots move autonomously in the plane in discrete synchronous rounds
according to the same protocol. Mathematically, from round t to t + 1, the i-th robot moves
from its old position zt

i to its new position zt+1
i . This new position zt+1

i depends on its own
as well as on (potentially) all other robots’ positions (e.g., if the robot currently sees the
whole swarm and the protocol states to move towards the center of gravity of visible robots).
In the most general formulation, we can describe such a dynamics as

zt+1
i = f(zt

i ; zt) i = 1, . . . , n (1)

for some function f : R2 ×R2n → R2. Note that all robots execute the same protocol, so the
function f does not depend on i. However, since all robots have their own coordinate system
they must to be able to distinguish their own position from all other positions in the swarm.
This is reflected in the explicit first argument given to f .

OPODIS 2024
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With this, we can describe the evolution of the entire configuration as

zt+1 = F (zt) =

f(zt
1; zt)
...

f(zt
n; zt)

 . (2)

We refer to F as the evolution function of the protocol.
Whenever the specific value of t is irrelevant (e.g., when we investigate an arbitrary

round) we drop the superscript and abbreviate z+
i = f(zi; z) where z+

i ∈ R2 indicates the
“next” position of robot i. Similarly, we use the notation z+ = F (z) to indicate the “next”
configuration if the evolution function F is applied to some configuration z.

3.2 Preserving Symmetries via Local Invertibility
As explained in the introduction, we seek Near-Gathering strategies that do not increase
the swarm’s symmetricity (because of the symmetricity condition for pattern formation,
see [18, Theorem 1]). The symmetricity measures the rotational symmetricity of a finite set
P ⊆ R2 (in our case the set of robot positions) and can be defined as follows:

▶ Definition 3.1 (Symmetricity [18]). Consider a finite set P ⊆ R2 whose smallest enclosing
circle is centered at c ∈ R2. An m-regular partition of P is a partition of P into k = |P | /m

regular m-gons with common center c. The symmetricity of P is defined as sym(P ) :=
max {m ∈ N | there is an m-regular partition of P }.

Since here we consider the configuration typically in the global coordinate system of the
external observer (which can be chosen arbitrarily), we assume (without loss of generality)
that the swarm’s center c is the origin.

▶ Remark 3.2. In Definition 3.1, a single point is considered a 1-gon with an arbitrary
center. Thus, any P has a 1-regular partition. If the center c is an element of P , then
sym(P ) = 1. However, in terms of symmetry preservation it is more relevant to consider the
actual rotational symmetry of P which is not influenced by any element at the center. In
our paper you may as well ignore any element at center c while computing the symmetricity
of P .

We now formalize the notion of a symmetry in such a way that we can apply the theory of
dynamical systems to argue how a protocol’s evolution function influences those symmetries.
For a swarm of symmetricity m > 1 there are exactly m rotations ρ : R2 → R2 around the
origin (center) under which the set of robot positions is invariant (i.e., { ρ(z1), . . . , ρ(zn) } =
{ z1, . . . , zn }). We represent configurations as tuples instead of sets, which is more typical in
the context of dynamical systems. Thus, we define a symmetry of a configuration z ∈ (R2)n

as follows (using a permutation to “relabel” the tuple suitably after the rotation).

▶ Definition 3.3 (Symmetry of a Configuration 1). Consider a configuration z = (z1, . . . , zn)T

and a rotation ρ : R2 → R2 centered at the origin. Then ρ is a symmetry of the configuration
z if and only if there exists a permutation κ : { 1, . . . , n } → { 1, . . . , n } such that ρ(zi) = zκ(i)
for all i ∈ { 1, . . . , n }.

To lift the rotation ρ and permutation κ from Definition 3.3 to the entire configuration
z ∈ (R2)n ≡ R2n, we use the following block matrices Mρ and Mκ (n × n matrices with
entries in R2×2) implied by ρ and κ:
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Mρ =


ρ 0 · · · 0

0 ρ
. . .

...
...

. . . . . . 0
0 · · · 0 ρ

 and (Mκ)ij =
{

12, if κ(i) = j

0, otherwise.
(3)

Here, 1l denotes for the l × l identity matrix and 0 the zero matrix of suitable dimensions.
Without further mention, we identify both matrices with their R2n×2n counterparts.

The matrices above allows us to reformulate the condition from Definition 3.3 as Mρz =
Mκz. Since Mκ is furthermore invertible with M−1

κ = Mκ−1 (and the inverse κ−1 is also a
permutation), we can reformulate Definition 3.3:

▶ Definition 3.4 (Symmetry of a Configuration (alternative)). Consider a configuration
z ∈ R2n and a rotation ρ : R2 → R2, both centered at the origin. Then ρ is a symmetry of
the configuration z if and only if there exists a permutation κ : { 1, . . . , n } → { 1, . . . , n }
such that MκMρz = z.

We denote the set of all potential symmetries as

G =
{

MκMρ | κ : { 1, . . . , n } → { 1, . . . , n } permutation, ρ : R2 → R2 rotation
}

. (4)

and the subset of (actual) symmetries of a configuration z as

Gz = {MκMρ ∈ G |MκMρz = z } . (5)

With this formalization at hand, we can study how a protocol (via its evolution function)
influences a configurations actual symmetries. In fact, the classical theory of equivariant
dynamics [21, 7] immediately yields that a protocol can never cause the loss of symmetries.6
Our Theorem 1.1 states that if the evolution function F is additionally invertible, then we
also cannot gain symmetries. Its proof is given in Section A.2.

▶ Theorem 1.1 (restated). Consider the dynamics of an arbitrary swarm protocol with evolu-
tion function F : R2n → R2n. Assume that F is (locally) invertible. Then, any configuration
z ∈ R2n and its successor configuration z+ := F (z) have the same symmetries Gz+ = Gz.

Note that the assumption of invertibility is required on the level of the configuration.
This means there exists a function F −1 : R2n → R2n such that F (F −1(z)) = F −1(F (z)) = z
for all z ∈ R2n. In general, F −1 is not the evolution function of a distributed protocol. In
particular, a robot does not have to be able to determine its previous position based on
its local information (f is not invertible). Informally speaking, from our perspective as an
external observer we must always be able to determine the swarm’s configuration in the
previous round. The term “locally” in Theorem 1.1 is a mathematical characterization of the
inverse function F −1. It makes the statement stronger, since the inverse function needs to
be defined only locally, meaning for all configurations that are sufficiently similar to a given
one. This is, for example, central for the analysis of the averaging strategy from Section 4.
For full details and precise definitions see Definition A.5 in Section A below.

Moreover, it is important to emphasize that the theorem does not require any regularity
of the evolution function F . In particular, it remains true even if F is non-continuous, which
will be essential for the protocol presented in Section 5 below.

6 For example, robots forming an identical n-gon have identical views and, thus, perform the same local
calculations. Thus, the swarm would be forever trapped in a, possibly scaled, n-gon formation.
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Figure 2 Graph of bump function b(X). It decreases monotonically from 1 (for X = ∥zi −zj∥2 = 0;
i.e., when j is at the same position as i) to 0 (for X = 1; i.e., when j is at the brink of being
invisible).

4 Protocol 1: Preserving Symmetries via Averaging

This section presents a protocol that preserves the symmetries of a configuration (which we
prove via Theorem 1.1). However, it does not always achieve Near-Gathering as certain
initial configurations may result in several clusters of Near-Gatherings. Our proposed
protocol ε-Go-To-The-Average does the following in each round:
1. Observes positions of visible neighbors (viewing range 1).
2. Calculate the target point as the weighted (see below) average of all visible robot positions.
3. Move an ε-fraction towards the target point for an ε ∈ (0, 1).

The weights of the i-robot at position zi for a visible neighbor at position zj is derived
via a monotonically decreasing bump function of their squared distances X := ∥zi − zj∥2

defined via

b(X) =

 exp
(
− X2

1−X2

)
if X ∈ [0, 1]

0 if X > 1.
(6)

whose graph is shown in Figure 2. With the bump function, we can model the computation
of the target point of a robot in position zi ∈ R2 of a configuration z ∈ R2n as

T (zi; z) = 1
n

n∑
j=1

b(∥zi − zj∥2)(zj − zi). (7)

For simplicity of the mathematical proof below, we assume that the global information n,
i.e., the total number of robots, is known to all robots. It can, however, be generalized
by replacing n with n(zi; z) = #{robots within viewing range of robot i} (which is always
at least 1). Note that the weights (values of the bump function) for robots outside of the
viewing range of i are 0 and, hence, do not affect the computation. With this, we can describe
the evolution of position zi in the form of Equation (1) by a (robot-independent) function
f : R2 × R2n → R2 defined by

z+
i = f(zi; z) = zi + ε · T (zi; z) = zi + ε

n

n∑
j=1

b(∥zi − zj∥2) · (zj − zi) (8)

for some fixed ε ∈ (0, 1). This yields our protocol’s evolution function F as specified in
Equation (2).

The next lemma states that if ϵ is chosen small enough, F is locally invertible. As a
direct consequence of Theorem 1.1, this implies that ε-Go-To-The-Average preserves
symmetries. The proof of the following lemma can be found in Section B.
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▶ Lemma 4.1. Consider the evolution function F of the ε-Go-To-The-Average protocol
for ε < n

27(n−1) . Then F is locally invertible.

Unfortunately, as with the standard Go-To-The-Average protocol, we cannot guarantee
that connectivity is preserved by this adaptation. Thus, in general we might not end up
in a Near-Gathering, but in several clusters at distance greater than 1, each of which
can be seen as a “separate” Near-Gatherings. However, if we start in a configuration
for which Go-To-The-Average maintains connectivity (like highly regular meshes), we
achieve Near-Gathering without increasing the symmetries. It remains an open question
to characterize such configurations more clearly (cf. Section 6).

5 Protocol 2: Preserving Symmetries via Contracting Waves

In this section, we will provide a symmetry preserving algorithm that yields Near-
Gathering. However, it only works on a subset of initial configurations and it needs
a larger viewing range.

Requirements of the algorithm. Remember the Connectivity-Boundary of a configuration
defined in Section 3. A δ-hole of a configuration is a circular area inside the Connectivity-
Boundary with a diameter of δ that contains no robot.

We require that the swarm starts in a configuration that contains no 1-hole and that has
a convex7 Connectivity-Boundary. The robots have a viewing range of 2 +

√
2.

Usually, algorithms with limited visibility allow initial configurations with a connected
unit disc graph. Our requirements only allow a subset of these configurations. However,
the subset still allows a high variety of initial configurations of n robots with arbitrary low
entropy and a diameter in O(n).

Overview. The robots on the Connectivity-Boundary (we call them boundary-robots) will
perform the ϵ-Go-to-the-Middle algorithm, where robots move towards the midpoint
between their two neighbors. The advantage of this algorithm is that it is invertible (and
therefore connectivity preserving) and a gathering algorithm. The robots near to the boundary
will move with the boundary-robots, one may get the impression they are being pushed to the
inside by the boundary like a wave (we call them wave-robots). We will carefully construct
the way wave-robots move such that this movement is invertible. All other robots (called
inner-robots) do not move. The boundary will contract, more and more inner-robots will
become wave-robots and are further pushed inwards until a Near-Gathering is reached.

We split the description of the algorithm in three subsections. In Section 5.1 we define
the boundary-robots and their algorithm. We prove, that boundary-robots will remain a
convex set during the execution of their algorithm (Lemma 5.5) and that their algorithm is
invertible (Lemma 5.4). In Section 5.2 we define an area around the boundary-robots called
Wave. All robots in this area are wave-robots. We define their algorithm and prove that
their movement is invertible assuming the Wave is known. Both algorithms are combined in
Section 5.3. We depict the execution of one round in Figure 3a.

7 Note, that we do not consider it to be strictly convex. It may contain multiple collinear robots.
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5.1 Boundary Algorithm
▶ Definition 5.1 (Boundary-Robots). Robots that are part of the Connectivity-Boundary are
called boundary-robots. We denote the boundary robots in round t by bt = (bt

0, · · · , bt
k). We

assume that robots are enumerated counterclockwise with bt
0 chosen arbitrarily.

We define the following algorithm based on Go-to-the-Middle [13] for boundary-robots.
Afterwards, we prove that it is invertible.

Algorithm 1 Boundary-algorithm: ϵ-Go-to-the-Middle.

ϵ-GtM(bt
k, bt) := ϵ ·

bt
k−1 + bt

k+1
2 + (1− ϵ) · bt

k

▶ Remark 5.2. The algorithm is in general not executable in our model. In general, robots
cannot decide locally, whether they are boundary-robots. In Lemma 5.17, we prove that it is
executable in swarms meeting our requirements.
▶ Remark 5.3. If not stated otherwise, we assume that bt+1

k = ϵ-GtM(bt
k, bt). Theoretically,

the robots on the Connectivity-Boundary may change during the execution, depending on
where other robots move. However, in Lemma 5.16, we prove that the set of boundary-robots
does not change during the execution of our algorithm.

▶ Lemma 5.4. If ϵ ∈ [0, 0.5), ϵ-Go-to-the-Middle is invertible for a global observer.

Note, that while ϵ-GtM is invertible it is only symmetry preserving when considering
the neighborhood relation as part of the symmetry.

▶ Lemma 5.5. If bt is convex, bt+1 is convex as well. Let area(bt) denote the area enclosed
by bt. Then, area(bt+1) ⊆ area(bt).

The proofs of Lemmas 5.4 and 5.5 can be found in Section C.

5.2 Wave-Algorithm
In this subsection we will define the set of wave-robots and construct Algorithm 2. In
Lemma 5.5 we have shown, that the area enclosed by bt+1 is inside the area enclosed by bt.
The goal of the wave-algorithm is, to remove all inner robots that are outside of the area
of bt+1 inside that area such that bt+1 is the Connectivity-Boundary in round t + 1. We
first define this area formally. Because this process is similar to a wave front that pushes the
robots inwards we use the terminology wave to describe it and call the area Wave.

▶ Definition 5.6 (Wave). Let area(bt) denote the area enclosed by bt. We define wavet as
area(bt) \ area(bt+1) (see Section C.1 for a visualization).

▶ Definition 5.7 (Wave-robot). We call robots in wavet and wavet+1 at time t wave-robots.

▶ Definition 5.8 (Wave-segment). We cut wavet by cutting from bt
k to bt+1

k for all 1 ≤ k ≤ n.
This leaves us with n Wave-Segments. We call the segment with corners bt

k, bt
k+1, bt+1

k , bt+1
k+1

the k-th wave-segment of wavet or segt
k.

We will design Algorithm 2 such that all robots from segt
k move into segt+1

k . The robots
in segt+1

k move inside their segment as well, to prevent collisions with incoming robots.
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Preliminary Statements. To use wave-segments as a base for our algorithm, we need to
make sure that they partition the robots unambiguously. In the following we prove that
segments do not overlap and are not twisted. But there are configurations of bt (in case
of collinear robots in bt) where the quadrilateral is degenerated, i.e. partly without area
or just a line without any area. We prove that a segment in wavet will not become more
degenerated in wavet+1.

▶ Lemma 5.9. Let bt be a convex set of robots. The segments of wavet are not twisted
quadrilaterals, i.e., two sides do not intersect on a single point, and do not overlap.

▶ Lemma 5.10. We call a quadrilateral where all four corners are not collinear non-
degenerated, a partially degenerated quadrilateral has 3 collinear corners and a fully degen-
erated has 4 collinear corners.
1. If segt

k is a non-degenerated quadrilateral, segt+1
k is also a non-degenerated quadrilateral.

2. If segt
k is a partially degenerated segment, segt+1

k is a non-degenerated segment.

▶ Lemma 5.11. Robots in segt
k and segt+1

k have a distance of ≤ 1 + ϵ2
/2 to bt

k and bt
k+1.

The proofs of Lemmas 5.9–5.11 can be found in Section C.

Definition of the Algorithm. The algorithm uses a bijective mapping from the area
segt

k ∪ segt+1
k onto segt+1

k . For this mapping we define a normalized two-dimensional
coordinate system inside each segment from ranging from (0, 0) to (1, 1) (Definition 5.12).
In rectangular segments these are simple vertical and horizontal lines and the x- and y

unit-distance is scaled accordingly, for other shapes the lines are adjusted to follow the
boundaries of the shape. Algorithm 2 is a simple mapping between the areas of the segments
based on the normalized coordinates. Wave robots from segt

k move inside the outer half
of segt+1

k while the robots inside segt+1
k move into the inner half of segt+1

k . See Figure 3a
and Section C.1 for an example. In the end we prove that the wave algorithm is invertible
(Lemma 5.13).

▶ Definition 5.12 (normalized coordinate-system inside a quadrilateral). Let A, B, C, D be the
corners of the quadrilateral, we denote the line-segments between the corners by AB. For
x ∈ [0, 1] we define (x, 0) := A + x · (D − A) and (x, 1) := B + x · (C − B) (in particular
(0, 0) = A; (1, 0) = B; (1, 1) = C and (0, 1) = D). If the quadrilateral is convex, for y ∈ [0, 1]
we equally distribute (x, y) on the straight line between (x, 0) and (x, 1). For non-convex
quadrilaterals we assume w.l.o.g. that C is the concave corner. For x ∈ [0, 1] we connect
(x, 0) and (x, 1) with a parallel to AB starting at (x, 0) and a parallel to CD starting at
(x, 1). For y ∈ [0, 1] we equally distribute (x, y) on this connection. See Figure 3b and the
figures in Section C.1 for an example.

For wave-segment segt
k we define A = bt

k, B = bt
k+1, C = bt+1

k+1 and D = bt+1
k . To denote

the position (x, y) inside segt
k we use the notation segt

k(x, y).

Algorithm 2 Wave-Algorithm.

This algorithm gets the positions of boundary-robots bt as input. It is used to compute
wavet and wavet+1. The algorithm then determines whether zt

i is in segt
k or segt+1

k for some
k and the coordinates x and y according to Definition 5.12.

Wave-Algorithm(zt
i , bt) =

{
segt+1

k (x/2, y), if zt
i = segt

k(x, y)
segt+1

k (1/2 + x/2, y), if zt
i = segt+1

k (x, y)
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▶ Lemma 5.13. Assuming bt and the wave-robots in round t are fixed and known. After
executing Algorithm 2 with all wave-robots, we can compute the positions of the wave-robots
in round t.

Proof. All robots from segt
k and segt+1

k moved inside segt+1
k for 0 ≤ k < |bt|. The segments

do not overlap (Lemma 5.9), therefore the movement is unambiguous. If segt
k is non-

degenerated, then segt+1
k is also non-degenerated (Lemma 5.10). In both segments, the

coordinates are unambiguous. Therefore, Definition 5.12 yields a bijective mapping.
If segt

k is partly degenerated, there may exist (x, y) ̸= (x′, y′) with segt
k(x, y) =

segt
k(x′, y′). But segt+1

k is non-degenerated (Lemma 5.10), therefore no two robots move
onto the same positions in segt+1

k . Therefore, the origins for all robots is unambiguous. If
segt+1

k (x, y) is fully-degenerated (is only a line), it follows from Lemma 5.10 that segt
k(x, y)

must be fully-degenerated as well. But because both segments are only a line without area
in this case, the mapping is bijective. ◀

5.3 Main Algorithm
We first define inner-robots, that are the remaining robots beside boundary- and wave-robots.
Afterwards we state the main algorithm formally and prove its correctness as well as that it
is symmetry preserving.

▶ Definition 5.14 (inner-robots). We call robots in waveq, q > t + 1 at time t inner-robots.

Algorithm 3 Main Algorithm.

Based on zt the positions of boundary-robots bt can be observed. bt is used to compute
wavet and wavet+1 to determine wave-robots and inner-robots.

f(zt
k, zt) =


ϵ-GtM(zt

k, bt) if zt
k is a boundary-robot (Definition 5.1),

Wave-Algorithm(zt
k, bt) if zt

k is a wave-robot (Definition 5.7),
zt

k if zt
k is an inner-robot (Definition 5.14).

See Figure 9 and the figures in Section C.1 for an example.

▶ Remark 5.15. To execute Algorithm 3 as it is written, robots must observe bt. They are
not able to observe bt fully because of the limited visibility in out model. But we prove
in Lemma 5.17 that they are able to observe the locally relevant part of bt to compute
Algorithm 3 locally.

▶ Lemma 5.16. If bt is convex and the Connectivity-Boundary of a swarm without 2.24-holes
that executes Algorithm 3 than

bt+1 = ϵ-GtM(bt)

Proof. From Lemma 5.5 we know, that ϵ-GtM(bt) is convex. Neighboring positions in
ϵ-GtM(bt) have distance ≤ 1. Therefore, ϵ-GtM(bt) would be the Connectivity-Boundary
of the new configuration, if all other robots are within area(ϵ-GtM(bt)). We defined wavet

as area(bt) \ area(ϵ-GtM(bt)). Algorithm 2 is designed such that all robots from wavet

move into wavet+1, therefore moving inside area(ϵ-GtM(bt)). Only robots from coordinates
segt

k(x, 0) move onto coordinates segt+1
k (x, 0) (see Algorithm 2). On coordinates segt

k(x, 0)
are by definition only boundary-robots. Therefore, ϵ-GtM(bt) is the Connectivity-Boundary
of the swarm in round t + 1. ◀
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(a) Execution of Algorithm 3 in round t with boundary-robots(•),
wave-robots (□) and inner-robots (×). wavet (gray) and wavet+1 are
partitioned in segments. More details in Section C.1.

A

B

C

D
x: 0.3 0.7

y: 0.7

0.3

(b) Shows a grid inside a
segment according to Defini-
tion 5.12.

Figure 3 Visualization of Algorithm 3 and Definition 5.12.

▶ Lemma 5.17. In a configuration with a convex Connectivity-Boundary and no 2.24-holes,
Algorithm 3 is executable for OBLOT -robots with a viewing range of 2 +

√
2.

▶ Lemma 5.18. In a configuration with a convex Connectivity-Boundary Algorithm 3 does
not lead to collisions.

▶ Lemma 5.19. In a configuration with convex Connectivity-Boundary and initially no
1-holes, Algorithm 3 does not create 2.24-holes.

The proofs of Lemmas 5.17–5.19 can be found in Section C.

▶ Lemma 5.20. In a configuration with a convex Connectivity-Boundary, Algorithm 3 is
locally invertible.

Proof. Let us assume bt is convex and the Connectivity-Boundary of the swarm in round t.
For the initial configuration this is true by definition. We will show, that we can compute
the swarm in round t from round t + 1. From Lemma 5.5 we know that bt+1 is convex.
From Lemma 5.16 we know, that bt+1 is the Connectivity-Boundary in round t + 1. The
Connectivity-Boundary can easily be identified by a global observer, therefore bt+1 is known.
By Lemma 5.4 we know that ϵ-GtM is invertible. Therefore, we can compute bt and wavet

as well as wavet+1. We know that all robots that were in round t not in wavet or wavet+1

are inner-robots and have not moved (Definition 5.14). Therefore, all robots in wavet+1 in
round t + 1 must have been wave- or boundary-robots in round t. Because all wave- and
boundary-robots in round t move into wavet+1 the robots in wavet+1 in round t + 1 are the
complete set of wave- and boundary-robots in round t + 1. The boundary-robots are already
identified, therefore we know the set of wave-robots. This allows us to apply Lemma 5.13
to compute the positions of the wave-robots in round t. All other robots are inner robots,
therefore they do not move in round t. ◀

▶ Theorem 5.21. We assume robots according the OBLOT model and Fsync scheduler
with a viewing range of 2 +

√
2 in a swarm with a convex Connectivity-Boundary and no

1-holes. Algorithm 3 leads to Near-Gathering and does not change the symmetry.

Proof. The algorithm is executable in the assumed model (Lemma 5.17). From [13] we
know, that ϵ-Go-to-the-Middle converges towards gathering. From Lemma 5.16 we know,
that bt+1 = ϵ-GtM(bt). Therefore, bt will converge towards gathering for t←∞. Because
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bt is the Connectivity-Boundary all robots are within area(bt). At the same time, each
robot keeps its own position (Lemma 5.18). Therefore, eventually a Near-Gathering will
be reached. Because Algorithm 3 is locally invertible (Lemma 5.20) we can follow from
Theorem 1.1 that the symmetries are not changed. ◀

▶ Remark 5.22. The algorithm presented above works for general swarms. Even if the
Connectivity-Boundary is not convex, the robots at the convex hull of the swarm can
always be detected as boundary-robots and move inwards, such that the convex hull shrinks
monotonically. There may be movements at other parts of the swarm, especially if the swarm
contains holes, but ϵ-GtM does never result in connectivity loss. For situations where a
robot is only connected to one other robots (e.g. robots form a line) ϵ-GtM must be slightly
altered (a robot considers one neighbor as its left and right neighbor at the same time in
this situations). While a Near-Gathering is always reached, the symmetry preservation
cannot be guarantied in general.

6 Discussion & Conclusion

In our paper we partially solved the Near-Gathering problem with symmetry preservation.
On one hand, we gave a variant of Go-To-The-Average that preserves symmetry for all
initial configurations and even reaches Near-Gathering for certain configurations. On
the other hand, Algorithm 3 solves Near-Gathering for all configurations but preserves
symmetry only for a subset of configurations. This opens a few questions.

Can we loosen the restrictions of Algorithm 3? A central part of our analysis is that the
robots on the Connectivity-Boundary perform the same linear function during the execution.
This is only the case, if the set of boundary-robots never changes. If we allow for a non-convex
Connectivity-Boundary, robots move towards the outside of the swarm in concave sections.
So, eventually two robots of the Connectivity-Boundary that initially have a distance > 1
will reach a distance ≤ 1. One of these robots is longer part of the Connectivity-Boundary
in the next round. One could fix this by introducing memory, but with memory symmetry
preserving Near-Gathering is already solved [37]. Another possible fix is to not move
robots on concave parts of the Connectivity-Boundary. But eventually, these parts become
convex and robots start to move according to ϵ-GtM which, again, changes the linear
function. The second restriction are holes. Robots at the boundary of large holes cannot
distinguish their location locally from the Connectivity-Boundary (not even with memory).
Therefore, they will start with a Near-Gathering that eventually leads to a configuration,
where no hole exists anymore. But this configuration can have another pre-image where the
inner robots already had the position of the not-anymore-hole. Therefore, the algorithm is
not invertible in this case.

Can we create a framework for a more general strategy from Algorithm 3? The proofs
in Section 5 can be generalized for a class of strategies. Our core idea is to split the robots
into layers (e.g. boundary, wave, inner). The outermost layer performs a Near-Gathering
algorithm that is symmetry preserving. All other layers perform algorithms, such that they
stay inside the outermost layer. The outermost layer is always distinguishable and invertible.
The inner layers are distinguishable and invertible, if the outer layers are known. The
advantage of these class of algorithms is, that you can reduce the problem of an invertible
Near-Gathering algorithm to a restricted set of robots. However, even for a restricted set
of robots like those on the Connectivity-Boundary it turns out to be a major challenge to
find a connectivity preserving algorithm.
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For which class of configurations does Go-To-The-Average lead to Near-Gathering? The
configurations must contain evenly spread robots. One example is a square (or triangle or
hexagon) that is filled with a regular grid with distance < viewing range. Also perturbations
of such configurations lead to Near-Gathering.

When do Near-Gathering algorithms from [5] increase symmetry? In [5], a class of
Near-Gathering functions is introduced. These functions do not in general preserve
the symmetry. A simple example is the Go-To-The-Center algorithm where robots
move onto the center of the smallest enclosing circle of their local neighborhood. Let us
assume a configuration zt with symmetry. After performing Go-To-The-Center the new
configuration zt+1 must be symmetric as well. The smallest enclosing circle is dependent
only on robots exactly on the circle. We fix all robots that are on these circles and perturb
all other robots such that the configuration is asymmetric. Let this be configuration z̆t.
After performing Go-To-The-Center the new configuration is z̆t+1. Because the smallest
enclosing circles have not changed, the robots in z̆t move onto the same positions as the
robots in zt. Therefore, with z̆t+1 = zt+1 we introduced symmetries.

Conclusion
We presented in Section 4 the first known non-trivial algorithm for local robots that preserves
symmetry. This in itself is no small achievement because the local capabilities (especially
limited visibility) make it impossible for robots to observe the current symmetry and to act
accordingly. Additionally, we presented a Near-Gathering algorithm that preserves the
symmetry for a large subset of initial configurations. The algorithm is based on ϵ-GtM, a
linear function that leads to the gathering of swarms connected in a chain. The advantage of
a linear function is that we can analyze the invertibility using well-known properties from
linear algebra. Other gathering algorithms like Go-To-The-Center contain conditions
which robots in the viewing range to consider for the computation (GtC ignores all but three
robots). Such properties make it hard to analyze their invertibility to apply our analysis
method. As we have argued in the discussion, the initial configuration limitation stems from
the problem of getting a consistent chain of robots (in our case, the Connectivity-Boundary)
that executes ϵ-GtM while having no memory and no global knowledge.
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A Dynamical Systems Proofs for Section 3

In this appendix, we provide some additional details on the mathematical dynamical systems
and symmetries perspective and, in particular, prove Theorem 1.1.

A.1 Symmetries of a protocol

We begin by investigating the interplay of the symmetries defined in Section 3 and the
dynamics induced by a protocol. The robots do not know the global coordinate system that
we choose as the external observer. Hence, their computation and movement is insensitive to
rotations of the global coordinates in the sense that collectively rotating all robots positions
by ρ causes each robot to move to a rotated target point in each round.

▶ Remark A.1. In principle, the same holds true for translations of the global coordinate
systems. However, since we fixed the origin, we typically omit these transformations without
loss of generality.

On the other hand, recall that the robots are indistinguishable. That means if a robot
observes another robot in a certain position, it does not know which label this robot has.
More precisely, the computations and movement of every single robot depend on the set of
the other robots’ positions rather than their ordered tuple. Once again, this can be recast
by stating that computation and movement are insensitive to arbitrary permutations of all
robots positions.

Summarizing these observations and reformulating them in terms of the function governing
the dynamics of all robots f , we obtain

▶ Lemma A.2. Let η ∈ R2 and ζ = (ζ1, . . . , ζn)T ∈ R2n be arbitrary. The function governing
the dynamics of all robots f has the following symmetry properties:

i f(ρη; ρζ1, . . . , ρζn) = ρf(η; ζ) for all rotations ρ : R2 → R2;
ii f(η; ζκ(1), . . . , ρζκ(n)) = f(η; ζ) for all permutations κ : { 1, . . . , n } → { 1, . . . , n }.

These can be restated using matrices (3) as
i f(ρη; Mρζ) = ρf(η; ζ) for all rotations ρ : R2 → R2;
ii f(η; Mκζ) = f(η; ζ) for all permutations κ : { 1, . . . , n } → { 1, . . . , n }.

https://doi.org/10.1007/978-3-030-11072-7_6
https://doi.org/10.1007/978-3-319-03578-9_17
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From the global perspective, considering the collective evolution of the entire formation,
these symmetry properties imply that the evolution is insensitive to arbitrary rotations and
arbitrary permutations of the robots. More precisely, it does not matter if first all robots
compute/move and then rotate/permute or do it the other way around. More precisely,
we may even replace rotate/permute by rotate and permute which gives us the combined
transformations in G.

▶ Proposition A.3. The evolution function F is symmetric – or equivariant – with respect
to all potential symmetries of formations MκMρ ∈ G:

F ◦ (MκMρ) = (MκMρ) ◦ F. (A.1)

Proof. We claim that it suffices to prove that F is equivariant as in (A.1) with respect to
Mκ for all κ and Mρ for all ρ individually to prove the statement. In fact, if this holds true
we immediately see

F ◦ (MκMρ) = F ◦ (Mκ ◦Mρ)
= (F ◦Mκ) ◦Mρ

= (Mκ ◦ F ) ◦Mρ

= Mκ ◦ (F ◦Mρ)
= Mκ ◦ (Mρ ◦ F )
= (MκMρ) ◦ F.

Hence, we prove the claim using the symmetry properties in Lemma A.2. To that end
let ζ = (ζ1, . . . , ζn)T ∈ R2n be an arbitrary point in configuration space, κ : { 1, . . . , n } →
{ 1, . . . , n } an arbitrary permutation, and ρ : R2 → R2 an arbitrary rotation. Then, we
compute

(F ◦Mκ)(ζ) = F (Mκζ)

=

f((Mκζ)1, Mκζ)
...

f((Mκζ)n, Mκζ)



=

f(ζκ(1), Mκζ)
...

f(ζκ(n), Mκζ)



=

f(ζκ(1), ζ)
...

f(ζκ(n), ζ)



=

F (ζ)κ(1)
...

F (ζ)κ(n)


= MκF (ζ)
= (Mκ ◦ F )(ζ), (A.2)
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where the fourth equality holds due to Lemma A.2. Similarly, we obtain

(F ◦Mρ)(ζ) = F (Mρζ)

=

f((Mρζ)1, Mρζ)
...

f((Mρζ)n, Mρζ)



=

f(ρζ1, Mρζ)
...

f(ρζn, Mρζ)



=

ρf(ζ1, ζ)
...

ρf(ζn, ζ)


= MρF (ζ)
= (MρF )(ζ) (A.3)

again using Lemma A.2. This completes the proof of the claim. ◀

By the previous proposition, F commutes with all elements of G. Hence, whenever we refer
to an arbitrary symmetry without the need to specify rotation and permutation separately,
we use M, M ′, . . . ∈ G from now on.

A.2 Proof of Theorem 1.1
Proposition A.3 places our mathematical framework in the context of equivariant dynamics,
for which there exists a well developed theory to investigate the interplay of dynamics and
symmetries (e.g. [21, 7]). It allows us to prove Theorem 1.1. We do so in the following three
propositions, which combined give the statement of the theorem.

▶ Proposition A.4. Consider the dynamics of a configuration according to an arbitrary
protocol (2). Then the configuration after one round cannot have fewer symmetries than the
initial one: Gz ⊂ Gz+ .

Proof. Let z ∈ R2n be some arbitrary configuration and M ∈ Gz. Consider the evolution
z+ = F (z) in one round. Then

Mz+ = MF (z) = F (Mz) = F (z) = z+,

where we have exploited the symmetry of F (Proposition A.3) as well as the fact that M

leaves z unchanged. In particular, this implies M ∈ Gz+ proving the statement. ◀

In a very similar manner we may prove that a configuration cannot gain any symmetries
during the temporal evolution. This statement, however, is only true in general if the
evolution function F is invertible.

▶ Definition A.5 ((Local) invertibility). An evolution function F : R2n → R2n is called
invertible if there exists an inverse function F −1 : R2n → R2n such that F (F −1(z)) =
F −1(F (z)) = z for all z ∈ R2n. The evolution function is called locally invertible if for any
configuration z there are open subsets Uz and VF (z) containing z and F (z), respectively, such
that Fz : Uz → VF (z) is invertible, i.e., there exists a local inverse function F −1

z : Vz → UF (z))
such that Fz(F −1

z (y)) = y for all y ∈ UF (z) and F −1
z (Fz(y)) = y for all y ∈ Uz.
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▶ Remark A.6. The (local) inverse function is not the evolution function of a distributed
protocol, in general, i.e., it is not of the form (2).

▶ Proposition A.7. Consider the dynamics of a configuration according to an arbitrary
protocol (2). Assume that the evolution function F : R2n → R2n is invertible. Then the
configuration after one round cannot have more symmetries than the initial one. In particular,
Gz = Gz+ .

Proof. The setup for the proof is the same as in the previous. Let z ∈ R2n be some arbitrary
configuration. Consider the evolution z+ = F (z) in one round. By assumption, F is invertible
and we may restate z = F −1(z+). It can readily be seen that the inverse F −1 has the same
symmetry properties as F :

F ◦M = M ◦ F ⇐⇒ F ◦M ◦ F −1 = M ⇐⇒ M ◦ F −1 = F −1 ◦M

for any M ∈ G.
In particular, for M ∈ Gz+ we may apply Proposition A.4 to F −1 to obtain M ∈ Gz.

This implies Gz+ ⊂ Gz, which in combination with Proposition A.4 proves the claim. ◀

The previous proposition requires the existence of a global inverse F −1 to F . However,
the weaker notion of local invertibility is sufficiently strong to draw the conclusions of
Proposition A.7.

▶ Proposition A.8. Consider the dynamics of a configuration according to an arbitrary
protocol (2). Assume that the evolution function F : R2n → R2n is locally invertible. Then,
the configuration after one round cannot have more symmetries than the initial one. In
particular, Gz = Gz+ .

Proof. As we have a local inverse for every configuration z ∈ R2n, we may compare Gz and
Gz+ using the local inverse as before. To that end, let z ∈ R2n be an arbitrary configuration,
z+ = F (z), F −1

z the local inverse, and M ∈ Gz+ . Then

z = F −1
z (z+)

= F −1
z (Mz+)

= F −1
z (MF (F −1

z (z+)))
= F −1

z (F (MF −1
z (z+)))

= MF −1
z (z+) = Mz.

All applications of the local inverse are well-defined, as M leaves z+ unchanged. In particular,
we have shown that M ∈ Gz proving the necessary inclusion as in Proposition A.7. ◀

▶ Remark A.9. One readily confirms, that the set of all potential symmetries G has the
algebraic structure of a group, i.e., it contains the identity, is closed under products, and
contains the inverse of every element – fully justifying the reference to equivariant dynamics.
Furthermore, the subset of symmetries of a configuration Gz is a subgroup, i.e., a subset
that is a group itself. Consequently, we may refer to G as the symmetry group and to Gz as
the isotropy subgroup. One may further compute that all matrices in G have determinant 1.
Hence, G is a subgroup of the special orthogonal group SO(2n) consisting of all rotations
of R2n.
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▶ Remark A.10. The equivariant dynamical systems formalism immediately offers simple
means to deduce features of the collective dynamics. In fact, any subspace of R2n that
is pointwise mapped to itself by any of the potential symmetries in G cannot be left by
the collective dynamics. This can for example be used to show the invariance of certain
formations. However, since this is not the focus of this paper, we omit any details at this
point.

B Invertibility of Protocol 1

Here we prove Lemma 4.1, namely that our first protocol (Section 4) satisfies the assumptions
of Theorem 1.1. In fact, we need to confirm, that the induced evolution function is indeed
locally invertible. However, as this proof is technical and tedious but not very enlightening,
we omit most of the technicalities and provide a sketch instead. The main ingredients of the
proof are

the inverse function theorem (e.g., [23]), which states that that a continuously differentiable
function is locally invertible at every point where its Jacobian is an invertible matrix, and
the Gershgorin circle theorem [20], which states that all eigenvalues of a matrix A =
(ai,j)n

i,j=1 are contained in the union of the circles {z ∈ C | |z − ai,i| ≤
∑n

j=1,j ̸=i |ai,j |}.

We first fix some notation. Recall from (8) that

f(zi, z) = zi + ε

n

n∑
j=1

b(∥zi − zj∥2)(zj − zi),

which is smooth – and thus continuously differentiable in particular – by construction.
Furthermore, it is a two-dimensional expression. The collection of these expressions for
i = 1, . . . , n is the evolution function F . To specify the x- and y-directions separately, we
denote

F (z) =

f(z1, z)
...

f(zn, z)

 =


F x

1 (z)
F y

1 (z)
...

F x
n (z)

F y
n (z)

 . (B.1)

We use the representation (B.1) to compute the Jacobian DF (z) at an arbitrary point
z = ((x1, y1), . . . , (xn, yn)) ∈ R2n. It is of the form

DF (z) = (Di,j)n
i,j=1 with Di,j =

(
∂xj F x

i (z) ∂yj F x
i (z)

∂xj
F y

i (z) ∂yj
F y

i (z)

)
.

The 2n Gershgorin circles of the Jacobian DF (z) are centered at ∂xi
F x

i (z) and ∂yi
F y

i (z) for
i = 1, . . . , n. Their radii are given by

Rx
i (z) =

∑
j ̸=i

|∂xj F x
i (z)|+

n∑
j=1
|∂yj F x

i (z)| and Rx
i (z) =

∑
j ̸=i

|∂yj F y
i (z)|+

n∑
j=1
|∂xj F y

i (z)|

respectively.
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We compute the partial derivatives as

∂xj F x
i (z) =

 2 ε
n b′(∥zi − zj∥2)(xi − xj)2 + ε

n b(∥zi − zj∥2), j ̸= i,

1− 2 ε
n

∑
j ̸=i(b′(∥zi − zj∥2)(xi − xj)2 + b((∥zi − zj∥2)), j = i,

∂yj F x
i (z) =

 2 ε
n b′((∥zi − zj∥2))(xi − xj)(yi − yj), j ̸= i,

2 ε
n

∑
j ̸=i b′(∥zi − zj∥2)(xi − xj)(yi − yj), j = i,

∂xj F y
i (z) =

 2 ε
n b′((∥zi − zj∥2))(xi − xj)(yi − yj), j ̸= i,

2 ε
n

∑
j ̸=i b′(∥zi − zj∥2)(xi − xj)(yi − yj), j = i,

∂yj F y
i (z) =

 2 ε
n b′(∥zi − zj∥2)(yi − yj)2 + ε

n b(∥zi − zj∥2), j ̸= i,

1− 2 ε
n

∑
j ̸=i(b′(∥zi − zj∥2)(yi − yj)2 + b((∥zi − zj∥2)), j = i.

Omitting any details, using these expressions it can be shown that for

ε <
n

27(n− 1) (B.2)

one has

Rx
i (z) < |∂xi

F x
i (z)| and Rx

i (z) < |∂xi
F x

i (z)|. (B.3)

This estimate essentially only requires the triangle inequality and the specific form of the
bump function b (see (6)). In particular, (B.3) shows that none of the Gershgorin circles
contains 0. Therefore, 0 cannot be an eigenvalue and the Jacobian DF (z) is invertible for any
z ∈ R2n. By the inverse function theorem, F is therefore locally invertible at every z ∈ R2n.

▶ Remark B.1. The estimate (B.2) is not sharp but sufficient to guarantee the estimate of
the radii (B.3).

C Additional Proofs and Figures for Protocol 2

▶ Lemma 5.4 (restated). If ϵ ∈ [0, 0.5), ϵ-Go-to-the-Middle is invertible for a global
observer.

Proof. ϵ-Go-to-the-Middle can be described as zt+1 = F (zt) with

F =



1− ϵ ϵ
2 0 0 0 · · · 0 ϵ

2
ϵ
2 1− ϵ ϵ

2 0 0 · · · 0 0
0 ϵ

2 1− ϵ ϵ
2 0 · · · 0 0

0 0 ϵ
2 1− ϵ ϵ

2 · · · 0 0
· · ·

ϵ
2 0 0 0 0 · · · ϵ

2 1− ϵ


.

For ϵ < 0.5, F is strictly diagonally dominant. By [20], F is invertable. ◀

▶ Lemma 5.5 (restated). If bt is convex, bt+1 is convex as well. Let area(bt) denote the
area enclosed by bt. Then, area(bt+1) ⊆ area(bt).
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Proof. Let us assume bt is a convex set. We consider three neighboring robots bt
k−1, bt

k, bt
k+1

in bt that are not collinear. They form a triangle. Let τ be the target point of bt
k executing

ϵ-GtM with ϵ = 1. The point τ is on the line l between bt
k−1 and bt

k+1 (black in Figure 4).

btk

btk+1

btk−1

bt+1
k above l′

bt+1
k−1 and bt+1

k+1 below l′

l′

Figure 4 Shows that a convex corner in wavet is convex in wavet+1 as well (Lemma 5.5).

The position of robot bt+1
k is the target point of ϵ-GtM with ϵ < 0.5. It can be constructed

by moving τ factor ϵ towards bt
k which is more than half the way. Therefore, it must lie

above l′, the parallel line to l move half way towards bt
k (dotted in Figure 4).

Let τ ′ be the target point of bt
k+1 executing ϵ-GtM with ϵ = 1. Because bt is a convex

set, bt
k+2 must lie below l. The midpoint between bt

k and bt
k+2 cannot lie above l′. Moving τ ′

towards bt
k+1 cannot move it above l′. Therefore, bt+1

k+1 and (analogous) bt+1
k−1 lies below l′.

Therefore, the robots bt+1
k−1, bt+1

k and bt+1
k+1 form a convex corner in bt+1.

If bt
k−1, bt

k, bt
k+1 are collinear, they might move onto target points on the same line. But

with analog arguments as above, it is easy to see that they cannot move onto positions that
form a concave corner.

Therefore, the set bt+1 is still convex.
In the proof above we have shown, that bt+1

k lies inside the triangle bt
k−1, bt

k, bt
k+1. There-

fore, the area surrounded by bt+1 is a subset of the area surrounded by bt. ◀

▶ Lemma 5.9 (restated). Let bt be a convex set of robots. The segments of wavet are not
twisted quadrilaterals, i.e., two sides do not intersect on a single point, and do not overlap.

Proof. From the arguments of Lemma 5.5 follows, that each position bt+1
k lies in the triangle

bt
k,

bt
k+bt

k−1
2 ,

bt
k+bt

k+1
2 . Figure 5 shows these triangles with gray dashed lines. It is easy to see,

that quadrilaterals with corners in these triangles cannot be overlapping or twisted.

btk

btk+1

btk−1

bt+1
k

btk−2

btk+2

bt+1
k+1

bt+1
k−1

Figure 5 Shows that a convex corner in wavet is convex in wavet+1 as well (Lemma 5.5).

◀
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▶ Lemma 5.10 (restated). We call a quadrilateral where all four corners are not collinear
non-degenerated, a partially degenerated quadrilateral has 3 collinear corners and a fully
degenerated has 4 collinear corners.
1. If segt

k is a non-degenerated quadrilateral, segt+1
k is also a non-degenerated quadrilateral.

2. If segt
k is a partially degenerated segment, segt+1

k is a non-degenerated segment.

Proof. (1) can be followed from Lemma 5.5.
(2) If bt

k, bt
k+1 and bt

k+2 are collinear but bt
k−1 is not, bt+1

k+1 = bt
k+1 will not move but

bt+1
k ̸= bt

k. Therefore, bt+1
k , bt+1

k+1 and bt+1
k+2 are not anymore collinear and segt+1

k is non-
degenerated. ◀

▶ Lemma 5.11 (restated). Robots in segt
k and segt+1

k have a distance of ≤ 1 + ϵ2
/2 to bt

k

and bt
k+1.

Proof. We compute the distances between the corners of segt
k and segt+1

k .

In the equations below we estimate |bt
k − bt

k+1| ≤ 1, |bt
k − bt

k+2| ≤ 2 and
∣∣bt

k − bt
k+3

∣∣ ≤ 3.∣∣bt
k − bt+1

k+1
∣∣ =

∣∣∣bt
k −

ϵ

2bt
k −

ϵ

2bt
k+2 − (1− ϵ)bt

k+1

∣∣∣
= ϵ

2
∣∣bt

k − bt
k+2

∣∣ + (1− ϵ)
∣∣bt

k + bt
k+1

∣∣
≤ ϵ + (1− ϵ) = 1

Analog is
∣∣bt

k+1 − bt+1
k

∣∣ ≤ 1. It is clear, that
∣∣bt

k − bt+1
k

∣∣ ≤ ϵ and
∣∣bt

k+1 − bt+1
k+1

∣∣ ≤ ϵ.

∣∣bt
k − bt+2

k+1
∣∣ =

∣∣∣bt
k − (1− ϵ)bt+1

k+1 −
ϵ

2bt+1
k − ϵ

2bt+1
k+2

∣∣∣
≤ (1− ϵ) · 1 + ϵ

2 · ϵ + ϵ

2

∣∣∣bt
k −

ϵ

2bt
k+1 −

ϵ

2bt
k+3 − (1− ϵ)bt

k+2

∣∣∣
≤ (1− ϵ) + ϵ2

2 + ϵ

2( ϵ

2 + 3 ϵ

2 + 2(1− ϵ))

= (1 + ϵ)(1− ϵ) + 3
2ϵ2

= 1 + ϵ2

2

Analog is
∣∣bt

k+1 − bt+2
k

∣∣ ≤ 1 + ϵ2

2 . It is clear, that
∣∣bt

k − bt+2
k

∣∣ ≤ 2ϵ and
∣∣bt

k+1 − bt+2
k+1

∣∣ ≤ 2ϵ.
Any robot inside segt

k or segt+1
k as a smaller or equal distance to bt

k and bt
k+1 than the

farthest corner of the wave-segments. Therefore, the distance is ≤ 1 + ϵ2

2 . ◀

▶ Lemma 5.17 (restated). In a configuration with a convex Connectivity-Boundary and no
2.24-holes, Algorithm 3 is executable for OBLOT -robots with a viewing range of 2 +

√
2.

Proof.
Decide robot state locally (boundary, wave, inner). With no 2.24-holes, a robot is on
the Connectivity-Boundary if it is on the border of the convex hull of its 2.24-surrounding.
This can be determined with a viewing range of 2.24. A robot r inside segt

k or segt+1
k has a

distance ≤ 1 + ϵ2
/2 < 1.12 to bt

k and bt
k+1 (see Lemma 5.11). Therefore, r with a viewing

range of 1.12+2.24 < 2+
√

2 can determine, whether the robot on bt
k is a boundary-robot. To

compute segt
k and segt+1

k robots on bt
k−2, · · · , bt

k+3 must be observed. To bt
k and bt

k+1 these
have a maximal distance of up to 2. Because the robot on bt

k could already be identified, it is
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Figure 6 Distance between segt
k (gray) and the midpoint of a 2.24-hole.

known where the outside of the Connectivity-Boundary is. We know that the Connectivity-
Boundary is connected with a distance ≤ 1. Therefore, the 1-surrounding around a known
boundary-robot is sufficient to identify its next neighbor along the boundary. With a viewing
range of 2 +

√
2 the 1-surrounding of bt

k and bt
k+1 as well as from bt

k−1 and bt
k+2 is observable.

This allows to identify robots on bt
k−2, · · · , bt

k+3. Therefore, each robot in segt
k and segt+1

k

can identify, that it is in the mentioned segment (wave-robots). All robots r not in these
segments can either not find sufficient many boundary-robots or can compute that they are
not in segments of wavet or wavet+1 adjacent to the observed boundary-robots. Both is
sufficient to decide, that r is an inner robot.
Compute the algorithm locally. For boundary robots (ϵ-Go-to-the-Middle) and inner
robots (do not move) this is trivial. The wave-segments are not overlapping. The target
position is computed based on the segment a robot is in. Therefore, a robot not on the
borders of a segment can unambiguously compute its target positions. A robot on the border
of a segment computes for both segments the same target position, hence, the computation
is unambiguous as well. The movement distance is ≤ 1, therefore the computed move can be
executed. ◀

▶ Lemma 5.18 (restated). In a configuration with a convex Connectivity-Boundary Algo-
rithm 3 does not lead to collisions.

Proof. We consider round t. Robot within wavet′
, t′ ≥ t + 2 (inner-robots) cannot have

collisions with each other, because they do not move. They can also have no collisions with
other robots, because boundary- and wave-robots move within wavet and wavet+1. Boundary
robots are essentially wave robots with the special case that they are on coordinates segt

k(x, 0).
From the proof of Lemma 5.13 follows, that Algorithm 2 is collision-free. ◀

▶ Lemma 5.19 (restated). In a configuration with convex Connectivity-Boundary and initially
no 1-holes, Algorithm 3 does not create 2.24-holes.

Proof. All robots not inside wavet have been inner robots until now and have not moved
at all. Therefore, holes that have no overlap with wavet must have existed initially and
can only have diameter < 1. Let us consider a 2.24-hole that overlaps with wavet. See the
construction of segt

k that overlaps with a 2.24-hole in Figure 6. segt
k cannot lie completely

within the hole, because that would mean the boundary robots are inside the hole. But the
boundary of segt

k can be a secant with length ≤ 1 of the hole. The height of such a secant of
a circle with radius 1.12 is ≥ 1. A wave-segment can have a maximal width of 0.5, therefore
all points of segt

k have a distance ≥ 0.5 to the midpoint of the hole. Therefore, 1-hole with
the same midpoint does not overlap with wavet and must have existed initially. ◀

C.1 Visualization of the Algorithms and Definitions
In this subsection, we provide a more detailed and split version of Figure 3a. The goal is to
visualize how robots decide their role and compute their movement.
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Connectivity-Boundary and Holes

Figure 7 (left) depicts a configuration with a non-convex Connectivity-Boundary. The small
dotted lines are the unit-disc-graph; the Connectivity-Boundary is the outer boundary of this
graph. Note that our proof does not apply to this configuration because the Connectivity-
Boundary is not convex. Figure 7 (right) depicts the same configuration scaled by factor
0.35, such that the Connectivity-Boundary is convex. It also shows the largest hole. Because
the unit-disc-graph in this example is close to a complete graph, we omitted it.

connectivity-boundary

unit-distance unit-distance
largest hole

connectivity-boundary

Figure 7 Left: a configuration with a non-convex Connectivity-Boundary and its unit-disc-graph.
Right: A configuration with a convex Connectivity-Boundary and its largest hole.

Construction of the Wave

The waves are computed solely from the robots on the Connectivity-Boundary. Figure 8
(left) shows how the wave segments are computed via the midpoints of neighboring robots
(Algorithm 1). For the point bt+1

0 the formula is written. Figure 8 (right) shows the naming
of the waves (Definition 5.6), its segments (Definition 5.8) and the boundary (Definition 5.1).

bt0 bt1

bt6

bt1+bt6
2

bt+1
0 =

bt
1
+bt

6
2 +bt0
2

bt

bt+1

bt+2

wavet
wavet+1

bt0 bt1
segt+1

0

segt
1

segt
0

bt6

Figure 8 Left: computation of the wave. Right: the naming of waves, segments, and boundary.
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Robots and Movement

Figure 9 (left) shows the partition of robots in boundary-robot (Definition 5.1), wave-robots
(Definition 5.7) and inner-robots (Definition 5.14). Figure 9 (right) shows the new robot
positions after execution Algorithm 3. The figure in the middle shows a close-up on segt

6 and
segt+1

6 that demonstrates the computation of Algorithm 2, based on the coordinate-system
defined in Definition 5.12.

boundary-robot
wave-robot
inner-robot

segt
6

segt+1
6

Figure 9 Left: robot classification, Right: new positions after executing Algorithm 3, Middle:
closeup of the movement in segt

6 and segt+1
6 .
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