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Abstract
The randomized online-LOCAL model captures a number of models of computing; it is at least as
strong as all of these models:

the classical LOCAL model of distributed graph algorithms,

the quantum version of the LOCAL model,

finitely dependent distributions [e.g. Holroyd 2016],

any model that does not violate physical causality [Gavoille, Kosowski, Markiewicz, DISC 2009],

the SLOCAL model [Ghaffari, Kuhn, Maus, STOC 2017], and

the dynamic-LOCAL and online-LOCAL models [Akbari et al., ICALP 2023].
In general, the online-LOCAL model can be much stronger than the LOCAL model. For example,
there are locally checkable labeling problems (LCLs) that can be solved with logarithmic locality in
the online-LOCAL model but that require polynomial locality in the LOCAL model.

However, in this work we show that in trees, many classes of LCL problems have the same
locality in deterministic LOCAL and randomized online-LOCAL (and as a corollary across all the
above-mentioned models). In particular, these classes of problems do not admit any distributed
quantum advantage.

We present a near-complete classification for the case of rooted regular trees. We also fully classify
the super-logarithmic region in unrooted regular trees. Finally, we show that in general trees (rooted
or unrooted, possibly irregular, possibly with input labels) problems that are global in deterministic
LOCAL remain global also in the randomized online-LOCAL model.
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Figure 1 Landscape of models, based on [1]. In this work we show that for many families of
LCL problems, the two extreme models – deterministic LOCAL and randomized online-LOCAL – are
equally strong, and hence the same holds for all intermediate models in this diagram.

1 Introduction

The randomized online-LOCAL model was recently introduced in [1]; this is a model of
computing that is at least as strong as many other models that have been widely studied in
the theory of distributed computing, as well as a number of emerging models; see Figure 1.
In particular, different variants of the quantum-LOCAL and SLOCAL models are sandwiched
between the classical deterministic LOCAL model and the randomized online-LOCAL model.

While the randomized online-LOCAL model is in general much stronger than the de-
terministic LOCAL model, in this work we show that in trees, for many families of local
problems these two models (and hence all models in between) are asymptotically equally
strong. Figure 2 summarizes the relations that we have thanks to this work; for comparison,
see Figure 3 for the state of the art before this work.

1.1 Models
We will define all relevant models formally in Section 3, but for now the following brief
definitions suffice:

In the deterministic LOCAL model, an algorithm A with locality T works as follows: The
adversary chooses a graph G and an assignment of polynomially-sized unique identifiers.
Algorithm A is applied to all nodes simultaneously in parallel. When we apply A to node
v, algorithm A gets to see the radius-T neighborhood of v and, using this information, it
has to choose the output label of node v.
In the randomized online-LOCAL model, an algorithm A with locality T works as
follows: The adversary chooses a graph G and a processing order σ. Then the adversary
presents nodes sequentially following the order σ. Whenever a node v is presented,
algorithm A gets to see the radius-T neighborhood of v and, using this information as
well as all information it has seen previously and a global source of random bits, it has
to choose the output label of node v.

This means that randomized online-LOCAL is stronger than deterministic LOCAL in at least
three different ways: (1) we have access to shared randomness, (2) the sequential processing
order can be used to break symmetry, and (3) there is global memory thanks to which we
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Figure 2 Landscape of LCL problems in trees after this work – compare with Figure 3 that shows
the state of the art before this work.
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the impact of our new contributions.
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can remember everything we have seen so far. A reader familiar with the SLOCAL model can
interpret it as randomized SLOCAL augmented with global memory. Note that the adversary
is oblivious; it cannot adapt G and σ based on the actions of A.

In general, online-LOCAL (with or without randomness) is much stronger than the classical
LOCAL model (with or without randomness). For example, leader election is trivial in online-
LOCAL, even with locality T = 0 (the first node that the adversary presents is marked as the
leader). However, what is much more interesting is whether online-LOCAL has advantage
over LOCAL for problems defined using local constraints, such as graph coloring.

1.2 Prior Work on LCL Problems
We will study here locally checkable labeling problems (LCLs) [21]; these are problems that
can be specified by giving a finite set of valid local neighborhoods. By prior work, we know
a number of LCL problems that can separate the models in Figure 1, for example:

Sinkless orientation has locality Θ(log n) in deterministic LOCAL, locality Θ(log log n) in
randomized LOCAL, and locality Θ(log log log n) in randomized SLOCAL [7, 8, 10,14,16].
One can construct an (artificial) LCL problem that shows that having access to shared
randomness helps exponentially in comparison with private randomness, and this also
gives a separation between e.g. randomized LOCAL and randomized online-LOCAL [6].
In 2-dimensional grids, 3-coloring has polynomial locality in e.g. randomized SLOCAL
and non-signaling models, while it can be solved with logarithmic locality in deterministic
online-LOCAL [2, 12].
In paths, 3-coloring requires Θ(log∗ n) locality in randomized LOCAL [19,20], while it can
be solved with O(1) locality in the bounded-dependence model [18].

However, we do not have any such separations in rooted trees outside the O(log∗ n) region.
Moreover, in general unrooted trees, all separations are in the sub-logarithmic region. In this
work we give a justification for this phenomenon.

1.3 Contributions
We study in this work LCL problems in the following three main settings, all familiar from
prior work:
1. LCL problems in trees in general,
2. LCL problems in unrooted regular trees (there are no inputs and we only care about

nodes with exactly d neighbors),
3. LCL problems in rooted regular trees (there are no inputs, edges are oriented, and we

only care about nodes with exactly 1 successor and d predecessors).
In all these settings, it is known that the locality of any LCL problem in deterministic
LOCAL falls in one of the following classes: O(1), Θ(log∗ n), Θ(log n), or Θ(n1/k) for some
k = 1, 2, 3, . . . [3, 4, 9, 11, 17]. Furthermore, in the case of rooted regular trees, we can
(relatively efficiently) also decide which of these classes any given LCL problem belongs to [3].

Our main contribution is showing that, in many of these complexity classes, deterministic
LOCAL and randomized online-LOCAL are asymptotically equally strong:
1. In general trees, the localities in randomized online-LOCAL and deterministic LOCAL are

asymptotically equal in the region ω(
√

n).
2. In unrooted regular trees, the localities in randomized online-LOCAL and deterministic

LOCAL are asymptotically equal in the region ω(log n).
3. In rooted regular trees, the localities in randomized online-LOCAL and deterministic

LOCAL are asymptotically equal in the region ω(log∗ n).

OPODIS 2024
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By prior work, the relation between deterministic LOCAL and randomized online-LOCAL was
well-understood in the o(log log log n) region for rooted (not necessarily regular) trees [1]; see
Figure 3 for the state of the art before this work. Putting together prior results and new
results, the landscape shown in Figure 2 emerges.

1.4 Roadmap
We give an overview of key ideas in Section 2. We formally define LCL problems and the
models of computing in Section 3, and then we are ready to analyze the sub-logarithmic
region in rooted regular trees in Section 4. For the remaining results, please refer to the full
version of the paper [13].

2 Key Ideas, Technical Overview, and Comparison with Prior Work

We keep the discussion at a high level but invite the interested reader to consult the formal
definitions in Section 3 as needed.

Our results heavily build on prior work that has studied LCL problems in deterministic
and randomized LOCAL models. In essence, our goal is to extend its scope across the entire
landscape of models in Figure 1.

For example, by prior work we know that any LCL problem Π in trees has locality either
O(

√
n) or Ω(n) in the deterministic LOCAL model [5]. Results of this type are known as

gap results. For our purposes, it will be helpful to interpret such a gap result as a speedup
theorem that allows us to speed up deterministic LOCAL algorithms:

If one can solve Π with locality o(n) in deterministic LOCAL, then one can solve
the same problem Π with locality O(

√
n) in deterministic LOCAL.

In essence our objective is to strengthen the statement as follows:

If one can solve Π with locality o(n) in randomized online-LOCAL, then one can
solve the same problem Π with locality O(

√
n) in deterministic LOCAL.

The critical implication would be that a faster randomized online-LOCAL algorithm results not
only in a faster randomized online-LOCAL algorithm, but also in a faster deterministic LOCAL
algorithm – we could not only reduce locality “for free” but even switch to a weaker model. As
a consequence, the complexity class Θ(n) would contain the same problems across all models –
since Ω(n) in randomized online-LOCAL trivially implies Ω(n) in deterministic LOCAL (which
is a weaker model), the above would give us that o(n) in randomized online-LOCAL implies
o(n) in deterministic LOCAL.

If we could prove a similar statement for every gap result for LCLs in trees, we would
then have a similar implication for each complexity class: the complexities across all models
in Figure 1 would be the same for every LCL problem in trees. Alas, such a statement cannot
be true in full generality (as we discussed above, there are some known separations between
the models), but in this work we take major steps in many cases where that seems to hold.
To understand how we achieve this, it is useful to make a distinction between two flavors of
prior work: classification- and speedup-style arguments; we will make use of both techniques.

2.1 Classification Arguments for Regular Trees
First, we have prior work that is based on the idea of classification of LCLs, see e.g. [3]. The
high-level strategy is as follows:
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1. Define some property P so that, for any given LCL Π, we can decide whether Π has
property P .

2. Show that, if Π can be solved with locality o(n) in deterministic LOCAL, then this
implies that Π must have property P .

3. Show that any problem with property P can be solved with locality O(
√

n) in deter-
ministic LOCAL.

Such a strategy not only shows that there is a gap in the complexity landscape, but it also
usually gives an efficient strategy for determining what is the complexity of a given LCL (as
we will need to check some set of properties P1, P2, . . . and see which of them holds for a
given Π in order to determine where we are in the complexity landscape). For such results
our key idea is to modify the second step as follows:
2’. Show that, if Π can be solved with locality o(n) in randomized online-LOCAL, then

this implies that Π must have property P .
Note that we do not need to change the third step; as soon as we establish property P , the
pre-existing deterministic LOCAL algorithm kicks in. This is, in essence, what we do in the
technical section: we take the prior classification from [3] for rooted regular trees in the
sub-logarithmic region and show that it can be extended to cover the entire range of models
all the way from deterministic LOCAL to randomized online-LOCAL.

Log-star certificates. One key property that we make use of are certificates of O(log∗ n)
solvability for rooted regular trees, introduced in [4]. In Section 4, we show that the existence
of an o(log n)-locality randomized online-LOCAL algorithm implies that the LCL problem
has such a certificate; in turn, as the name suggests, the certificate of solvability implies
that the problem can be solved with O(log∗ n) locality in both CONGEST and LOCAL. This
then extends to an O(1) upper bound in SLOCAL [15] and in deterministic online-LOCAL [2],
which then directly implies the same upper bound also for randomized online-LOCAL model.
Hence we obtain the following:

▶ Theorem 2.1. Let Π be an LCL problem on rooted regular trees. If Π can be solved with
o(log n) locality in randomized online-LOCAL, then it can be solved in LOCAL with O(log∗ n)
locality. Consequently, Π can be solved with O(1) locality in SLOCAL, and thus also with the
same locality in online-LOCAL, even deterministically.

Depth. Another key property that we make use of is the depth of an LCL (see the full
version of the paper [13]): to every LCL problem Π on regular trees there is an associated
quantity dΠ called its depth that depends only on the description of Π and which allows us
to classify its complexity in the deterministic LOCAL model [3]. We show that depth also
captures the complexity in randomized online-LOCAL. We analyze the case of rooted regular
trees and show the following:

▶ Theorem 2.2. Let Π be an LCL problem on rooted regular trees with finite depth k = dΠ > 0.
Then any algorithm A solving Π in randomized online-LOCAL must have locality Ω(n1/k).

The high-level strategy is as follows: Assume we have an algorithm with locality o(n1/k).
We construct a large experiment graph and run the algorithm on that. If the algorithm fails,
then it contradicts the assumption that we have such algorithm. If the algorithm succeeds,
then it also produces a certificate showing that dΠ > k, which again is a contradiction. We
prove an analogous statement for unrooted regular trees:

▶ Theorem 2.3. Let Π be an LCL problem on unrooted regular trees with finite depth
k = dΠ > 0. Then any randomized online-LOCAL algorithm for Π has locality Ω(n1/k).

OPODIS 2024
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Putting things together. Combining the new results with results from prior work [3,4, 9,
11, 17], we extend the characterization of LCLs in both unrooted and rooted regular trees all
the way up to randomized online-LOCAL:

▶ Corollary 2.4. Let Π be an LCL problem on unrooted regular trees. Then the following
holds:

If dΠ = 0, the problem is unsolvable.
If 0 < dΠ < ∞, then Π has locality Θ(n1/dΠ) in both deterministic LOCAL and randomized
online-LOCAL.
If dΠ = ∞, then Π can be solved in CONGEST– and hence also in online-LOCAL, even
deterministically – with locality O(log n).

▶ Corollary 2.5. If Π is a solvable LCL problem in rooted regular trees, then it belongs to
one of the following four classes:
1. O(1) in both deterministic LOCAL and randomized online-LOCAL
2. Θ(log∗ n) in deterministic LOCAL and O(1) in randomized online-LOCAL
3. Θ(log n) in both deterministic LOCAL and randomized online-LOCAL
4. Θ(n1/k) in both deterministic LOCAL and randomized online-LOCAL where k = dΠ > 0

Comparison with prior work. There is prior work [2] that took first steps towards classifying
LCL problems in rooted regular trees; the main differences are as follows:
1. We extend the classification all the way to randomized online-LOCAL, while [2] only

discusses deterministic online-LOCAL. While this may at first seem like a technicality,
Figure 1 highlights the importance of this distinction: randomized online-LOCAL captures
all models in this diagram. This includes in particular the quantum-LOCAL model and
the non-signaling model. Note that it is currently open if deterministic online-LOCAL
captures either of these models.

2. We build on the classification of [3], while [2] builds on the (much simpler and weaker)
classification of [4]. This has two direct implications:
a. Our work extends to unrooted trees; the results in [2] only apply to rooted trees.
b. We get an exact classification also for complexities Θ(n1/k). Meanwhile [2] essentially

only shows that, if the complexity is Θ(n1/k) in deterministic LOCAL, then it is Θ(n1/ℓ)
in online-LOCAL for some ℓ ≤ k; hence it leaves open the possibility that these problems
could be solved much faster (i.e., ℓ ≫ k) in online-LOCAL.

2.2 Speedup Arguments for General Trees
Second, we have also prior work based on speedup simulation arguments, see e.g. [5]. The
high-level strategy there is as follows:

Assume we are given some algorithm A that solves Π with locality o(n) in determin-
istic LOCAL. Then we can construct a new algorithm A′ that uses A as a black box
to solve Π with locality O(

√
n) in deterministic LOCAL.

Unlike classification-style arguments, this does not (directly) yield an algorithm for deter-
mining the complexity of a given LCL problem. In essence, this can be seen as a black-box
simulation of A. For speedup-style arguments, the key idea for us to proceed is as follows:

Assume we are given some algorithm A that solves Π with locality o(n) in randomized
online-LOCAL. Then we can construct a new algorithm A′ that uses A as a black
box to solve Π with locality O(

√
n). Moreover, we can simulate A′ efficiently in the

deterministic LOCAL model.
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Here a key challenge is that we need to explicitly change models; while in general deterministic
LOCAL is not strong enough to simulate randomized online-LOCAL, we show that in this case
such a simulation is possible. Starting with the argument from [5], we show that sublinear-
locality randomized online-LOCAL algorithms not only admit speedup inside randomized
online-LOCAL, but also a simulation in deterministic LOCAL. Formally, we prove the following
in the full version of this paper [13]:

▶ Theorem 2.6. Suppose Π is an LCL problem that can be solved with o(n) locality in
online-LOCAL (with or without randomness) in unrooted trees. Then Π can be solved in
unrooted trees in LOCAL with O(

√
n) locality (with or without randomness, respectively).

3 Preliminaries

We denote the set of natural numbers, including zero, by N. For positive integers, excluding
zero, we use N+. For a set or multiset X and k ∈ N+, we write

((
X
k

))
for the set of multisets

over X of cardinality k.
All graphs are simple. Unless stated otherwise, n always denotes the number of nodes in

the graph. An algorithm solving some graph problem is said to succeed with high probability
if, for all graphs except finitely many, it fails with probability at most 1/n.

3.1 Locally Checkable Labeling Problems
In this section we define locally checkable labeling (LCL) problems. We first recall the most
general definition due to Naor and Stockmeyer [21]:

▶ Definition 3.1 (LCL problem in general graphs). A locally checkable labeling (LCL) problem
Π = (Σin, Σout, C, r) is defined as follows:

Σin and Σout are finite, non-empty sets of input and output labels, respectively.
r ∈ N+ is the checkability radius.
C is the set of constraints, namely a finite set of graphs where:

Each graph H ∈ C is centered at some node v.
The distance of v from all other nodes in H is at most r.
Each node u ∈ H is labeled with a pair (i(u), o(u)) ∈ Σin × Σout.

For a graph G = (V, E) whose vertices are labeled according to Σin, a (node) labeling of a
graph G = (V, E) is a solution to Π if it labels every node v ∈ V with a label from Σout such
that the r-neighborhood of v in G is identical to some graph of C (when we place v at the
center of the respective graph in C). Every node for which this holds is said to be correctly
labeled. If all nodes of G are labeled with a solution, then G itself is correctly labeled.

We use this definition to refer to problems in the case of general, that is, not necessarily
regular trees. For regular trees, we use two other formalisms, one for the case of rooted and
one for that of unrooted trees. These are simpler to work with and require checking only
labels in the immediate vicinity of a node or half-edge. We note there is precedent in the
literature for taking this approach (see, e.g., [3]).

▶ Definition 3.2 (LCL problem on regular rooted trees). An LCL problem on regular rooted
trees is a tuple Π = (∆, Σ, V) where:

∆ ∈ N+ and Σ is a finite, non-empty set.
The (node) constraints form a set V of pairs (σ, S) where σ ∈ Σ and S ⊆

((Σ
∆

))
.

OPODIS 2024
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For a rooted tree T = (V, E) with nodes having degree in {1, ∆}, a solution to Π is
a labeling ℓ : V → Σ such that, for each node v with ∆ children u1, . . . , u∆, we have
(ℓ(v), {ℓ(u1), . . . , ℓ(u∆)}) ∈ V. Again, this requirement allows us to speak of correctly
labeled nodes and thus also correctly labeled trees.

Under this formalism, leaves may be labeled arbitrarily. When Π is clear from the context,
we refer to the elements of

((Σ
∆

))
as node configurations.

Meanwhile, in the case of unrooted trees, we work with LCL problems where the labels
are placed on half-edges (instead of nodes) and are subject to node and edge constraints.

▶ Definition 3.3 (LCL problem on regular unrooted trees). An LCL problem on unrooted
trees is a tuple Π = (∆, Σ, V, E) where:

∆ ∈ N+ and Σ is a finite, non-empty set.
The node constraints form a set V ⊆

((Σ
∆

))
.

The edge constraints form a set E ⊆
((

Σ
2
))

.
For an unrooted tree T = (V, E) with nodes having degree in {1, ∆}, a solution to Π is a
labeling of half-edges, that is, a map ℓ : V × E → Σ such that the following holds:

For every node v ∈ V with degree ∆ that is incident to the edges e1, . . . , e∆, we have
{ℓ(v, e1), . . . , ℓ(v, e∆)} ∈ V.
For every edge e = {u, v} ∈ E, {ℓ(u, e), ℓ(v, e)} ∈ E.

As before, if T is labeled with a solution, then it is correctly labeled. In light of these two
types of requirements, it is also natural to speak of correctly labeled nodes and edges.

As in the preceding definition, leaves are unconstrained and may be labeled arbitrarily. As
before, if such an LCL problem Π on regular unrooted trees is clear from the context, we refer
to the elements of

((Σ
∆

))
as node configurations and to those of

((
Σ
2
))

as edge configurations.

3.2 Models of Distributed Computing
Next we formally define the LOCAL model and its extensions.

▶ Definition 3.4 (Deterministic LOCAL model). The deterministic LOCAL model of distributed
computing runs on a graph G = (V, E) where each node v ∈ V represents a computer and
each edge a connection channel. Each node is labeled with a unique identifier. All nodes
run the same distributed algorithm in parallel. Initially, a node is only aware of its own
identifier and degree. Computation proceeds in synchronous rounds, and in each round a node
can send and receive a message to and from each neighbor and update its state. Eventually
each node must stop and announce its local output (its part of the solution, e.g. in graph
coloring its own color). The running time, round complexity, or locality of the algorithm is
the (worst-case) number of rounds T (n) until the algorithm stops in any n-node graph.

▶ Definition 3.5 (Randomized LOCAL model). The randomized LOCAL model is defined
identically to the (deterministic) LOCAL model, with the addition that each node has access
to a private, infinite stream of random bits. Additionally, a randomized LOCAL algorithm is
required to succeed with high probability.

▶ Definition 3.6 (Deterministic online-LOCAL model [2]). In the (deterministic) online-LOCAL
model, an adversary chooses a sequence of nodes, σ = (v1, v2, . . . , vn), and reveals the nodes
to the algorithm one at a time. The algorithm processes each node sequentially. Given an
online-LOCAL algorithm with locality T (n), when a node vi is revealed, the algorithm must
choose an output for vi based on the subgraph induced by the radius-T (n) neighborhoods of
v1, v2, . . . , vi. In other words, the algorithm retains global memory.
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▶ Definition 3.7 (Randomized online-LOCAL model [1]). In the randomized online-LOCAL
model, an adversary first commits to a sequence of nodes, σ = (v1, v2, . . . , vn), and reveals
the nodes to the algorithm one at a time, as in the online-LOCAL model. The algorithm
runs on each vi and retains global memory, as in the online-LOCAL model. Additionally,
the algorithm has access to an infinite stream of random bits unbeknownst to the adversary;
that is, the adversary cannot change the order they present the remaining nodes based on the
intermediate output of the algorithm. As in the randomized LOCAL, the algorithm is required
to succeed with high probability.

4 Sub-logarithmic Gap for LCLs in Rooted Regular Trees

In this section, we show that there are no LCL problems on rooted trees with locality in the
range ω(1)—o(log n) in the randomized online-LOCAL model. Moreover, the problems that
are solvable with locality O(1) in randomized online-LOCAL are exactly the same problems
that are solvable with locality O(log∗ n) in the LOCAL model.

▶ Theorem 2.1. Let Π be an LCL problem on rooted regular trees. If Π can be solved with
o(log n) locality in randomized online-LOCAL, then it can be solved in LOCAL with O(log∗ n)
locality. Consequently, Π can be solved with O(1) locality in SLOCAL, and thus also with the
same locality in online-LOCAL, even deterministically.

We show this by showing that a locality-o(log n) randomized online-LOCAL algorithm
solving LCL problem Π implies the existence of a coprime certificate for O(log∗ n) solvability
(see Definition 4.6) that then implies that Π is solvable with locality O(log∗ n) in the LOCAL
model [4], and hence with locality O(1) in the randomized online-LOCAL model.

Throughout this section, we consider an LCL problem Π = (∆, Σ, V) and a randomized
online-LOCAL algorithm A that solves Π with locality T (n) = o(log n) with high probability.
We start by constructing a family of input instances and then argue that A solving these
instances produces a canonical labeling regardless of the randomness. Finally, we show how
we this canonical labeling yields the coprime certificate for O(log∗ n) solvability.

4.1 Construction of Input Instances
Let d be a depth parameter that we fix later, and let ∆ be the number of children of internal
nodes. We now construct the input instance as follows:

▶ Definition 4.1 (Family of input instances). To construct the family of input instances:
1. Construct (|Σ|+1) chunks of trees, each containing ∆d+1 complete rooted trees of height 2d.

Give the trees in each chunk an ordering. Let M be the set of nodes in these trees at
distance d from the root; we call these nodes middle nodes.

2. Choose a bit b, and choose a node u which is at depth d in any of the trees created in the
previous phase. Choose a chunk C such that node u is not contained in chunk C.

3. The subtree rooted at u has ∆d leaf descendants.
If b = 0: Identify the roots of the first ∆d trees of chunk C with the leaf descendants of

u in a consistent order (see bottom-left of Figure 4).
If b = 1: Make the roots of the first ∆d+1 trees of chunk C the children of the leaf

descendants of u in a consistent order (see bottom-right Figure 4).

Note that trees constructed in this way have n = (|Σ|+1)·∆d+1 · ∆2d+1−1
∆−1 nodes. Moreover,

choosing (b, u, C) uniquely fixes the construction. Let P be the set of choices for (b, u, C).
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u

T1 T2 T3 T4

T5 T6 T7 T8

T9 T10 T11 T12
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{T5, T6, T7, T8}

2d

|Γ| + 1

δd+1

u

T1
T2 T3 T4

T5

T6 T7

T8

T9 T10 T11 T12

2d

u

T1 T2 T3 T4

T5 T6

T7 T8

T9 T10 T11
T12

2d

The instance (0, u, C) The instance (1, u, C)

b = 0 b = 1

Figure 4 Visualization of two trees in the family of input instances. At the top we have |Σ| + 1
chunks of complete trees of depth 2d, each containing ∆d+1 trees. The green trees in the middle row
represent the chosen chunk C. On the bottom-left, we have b = 0, in which case we identify the
roots of the first ∆d trees of C with the leaf descendants of node u. On the bottom-right, we have
b = 1, in which case we make all trees in chunk C the children of the leaf descendants of node u.
See Definition 4.1 for full construction.

▶ Observation 4.2. The number of instances is less than the number of nodes in each
instance. In particular, |P| = 2|Σ|(|Σ| + 1)∆2d+1 < n.

We can now fix depth parameter d such that d > log∆(2|Σ|) and d > T (n). Recall that
T (n) = o(log n), and hence such d exists.

4.2 Randomness of the Algorithm
Throughout this discussion, we let PrR(·) denote the probability of an event when the
randomness is over some source R for which the probability is being defined.

For each instance (b, u, C), we fix the order middle nodes M such that it is consistent across
all instances. We then reveal these middle nodes to A in this order. Let S ∈ Σ = Σ∆2d+1(|Σ|+1)

be the random sequence of labels generated by A for the middle nodes M . Since the locality
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of A is T (n) < d, the algorithm does not get to see the roots or the leaves of these height-2d

trees. In particular, the algorithm does not get to know which instance (b, u, C) we have
chosen. Hence S must be independent of the choice of (b, u, C).

▶ Observation 4.3. For every choice σ ∈ Σ of labeling middle nodes M , and every instance
(b, u, C) ∈ P, we must have PrS(S = σ) = PrS(S = σ | (b, u, C)) where PrS(S = σ) denotes
the probability that A produces output σ for nodes M , and PrS(S = σ | (b, u, C)) denotes the
same given that the input instance was (b, u, C).

Note that while the output S for nodes M is independent of (b, u, C), the output that A
produces for the rest of the nodes of the input may be dependent of (b, u, C). We denote
this random variable by A+(b, u, C).

We now analyze the failure probability of A to show that there exists a fixed labeling σ∗
for middle nodes M such that the labeling is still completable for each input instance (b, u, C).
Let F denote the event that algorithm A fails to solve the problem. By assumption, A
succeeds with high probability; hence PrS,A+(b,u,C)(F) ≤ 1

n for all choices of (b, u, C) ∈ P.
We can now pick a labeling of the middle nodes that minimizes the average failure probability:

▶ Definition 4.4. Let σ∗ be defined as follows:

σ∗ ∈ arg min
σ∈Σ,PrS(S=σ)>0

∑
(b,u,C)∈P

Pr
A+(b,u,C)

(F | (b, u, C), S = σ)

where ties are broken deterministically.

This definition ensures the following: Give that the algorithm labels nodes M with σ∗,
the total probability of failure over all instances (b, u, C) is minimized. In some sense, σ∗ is
the best labeling for M when the algorithm know nothing about the instance. Note that σ∗
is a concrete element of Σ and hence does not depend on the randomness of the algorithm.
We can formalize this idea:

▶ Lemma 4.5. Regardless of the instance (b, u, C) ∈ P, if the labeling S of nodes M is σ∗,
there exists a valid way to label the remaining nodes of the instance.

Proof. We start by noting that 1
n ≥ PrS,A+(b,u,C)(F) since A works correctly with high

probability. We can now expand the probability to be conditional over the initial labeling S:

Pr
S,A+(b,u,C)

(F) =
∑
σ∈Σ

Pr
A+(b,u,C)

(F | (b, u, C), S = σ) Pr
S

(S = σ | (b, u, C)).

Next, we apply Observation 4.3 to get

1
n

≥
∑
σ∈Σ

Pr
A+(b,u,C)

(F | (b, u, C), S = σ) Pr
S

(S = σ),

and then we sum over all choices of (b, u, C) on both sides to get

|P|
n

=
∑

(b,u,C)∈P

1
n

≥
∑

(b,u,C)∈P

∑
σ∈Σ

Pr
A+(b,u,C)

(F | (b, u, C), S = σ) Pr
S

(S = σ)

Exchanging the order of summation and noting that σ∗ minimizes∑
(b,u,C)∈P

Pr
A+(b,u,C)

(F | (b, u, C), S = σ),
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we get

|P|
n

≥
∑

(b,u,C)∈P

Pr
A+(b,u,C)

(F | (b, u, C), S = σ∗).

Recalling that |P|
n < 1 by Observation 4.2 and that all probabilities are non-negative numbers,

we complete our calculation:

1 > Pr
A+(b,u,C)

(F | (b, u, C), S = σ∗) for each (b, u, C) ∈ P.

Hence for each instance (b, u, C), the algorithm fails with probability strictly less than 1.
Thus it succeeds with non-zero probability, and hence a correct labeling must exist. ◀

4.3 Getting a Coprime Certificate as a Subset of All Such Instances
We are now ready to extract from algorithm A a coprime certificate for O(log∗ n) solvability.
The idea is to pick a subset of input instances P that – along with the labeling σ∗ – form
the pairs of sequences of trees of the certificate. We defer the proof of why this implies the
existence of a locality-O(log∗ n) LOCAL algorithm to previous work [4].

▶ Definition 4.6 (Coprime certificate for O(log∗ n) solvability [4]). Let Π = (∆, Σ, C) be an LCL
problem. A certificate for O(log∗ n) solvability of Π consists of labels ΣT = {σ1, . . . , σt} ⊆ Σ,
a depth pair (d1, d2) and a pair of sequences T 1 and T 2 of t labeled trees such that
1. The depths d1 and d2 are coprime.
2. Each tree of T 1 (resp. T 2) is a complete ∆-ary tree of depth d1 ≥ 1 (resp. d2 ≥ 1).
3. Each tree is labeled by labels from Σ correctly according to problem Π.
4. Let T̄ 1

i (resp. T̄ 2
i ) be the tree obtained by starting from T 1

i (resp. T 2
i ) and removing the

labels of all non-leaf nodes. It must hold that all trees T̄ 1
i (resp. T̄ 2

i ) are isomorphic,
preserving the labeling. All the labels of the leaves of T̄ 1

i (resp. T̄ 2
i ) must be from set ΣT .

5. The root of tree T 1
i (resp. T 2

i ) is labeled with label σi.

Let ΣT = {σ1, σ2, . . . , σt} ⊆ Σ be the set of labels appearing in σ∗, and let (u1, u2, . . . , ut)
be some middle nodes in the input instances such that node ui has label σi according to
σ∗. Note that there are |Σ| + 1 chunks whereas t = |ΣT | < |Σ| + 1. Therefore, we get the
following result by the pigeonhole principle:

▶ Observation 4.7. There is a chunk C0 which does not contain any node in {u1, . . . , ut}.

With these definitions of labels ΣT = (σ1, . . . , σt), chunk C0, and nodes (u1, . . . , ut), we
are ready to prove our main result:

▶ Theorem 4.8. For an LCL problem Π without inputs on rooted regular trees, if there is
a randomized online-LOCAL algorithm A with locality T (n) = o(log n), then there exists a
coprime certificate of O(log∗ n) solvability for Π, with ΣT as the subset of labels.

Proof. For each i ∈ {1, . . . , t}, consider the instance (0, ui, C0) with S = σ∗ and some valid
way to label the remaining nodes; such a labeling exists due to Lemma 4.5. The subtree
rooted at ui contains the first ∆d trees of the chunk C0. Let the depth-2d subgraph rooted
at ui be tree T 1

i . See Figure 5a for a visualization.
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ui

First δd trees of C0

T 1
i

(a) Trees T 1
i of depth 2d for certificate

from instance (0, ui, C0).

ui

Trees of the chunk C0

T 2
i

(b) Trees T 1
i of depth 2d + 1 for certificate from instance

(1, ui, C0).

Figure 5 Construction of trees of coprime certificate for O(log∗ n) solvability. The blue shaded
region represents the tree of the sequence and extends from the labeled middle node ui to the middle
nodes of the trees hanging from its leaf descendants.

Note that for each i ∈ {1, . . . , t}, tree T 1
i has a root labeled with σi, and the leaves are

labeled with labels from set ΣT in an identical way. Hence T 1 form the first sequence of
the certificate. Similarly, we consider (1, ui, C0) for all i ∈ {1, . . . , t}. This time we let the
depth-(2d + 1) subtree rooted at ui be tree T 2

i . See Figure 5b for a visualization. The
sequence T 2 forms the second sequence of the certificate, again by similar arguments.

It is easy to check that ΣT , 2d and 2d + 1 and sequences T 1 and T 2 indeed form a
coprime certificate for O(log∗ n) solvability for problem Π. ◀

We can now proof the main result of this section:

▶ Theorem 2.1. Let Π be an LCL problem on rooted regular trees. If Π can be solved with
o(log n) locality in randomized online-LOCAL, then it can be solved in LOCAL with O(log∗ n)
locality. Consequently, Π can be solved with O(1) locality in SLOCAL, and thus also with the
same locality in online-LOCAL, even deterministically.

Proof. A locality-o(log n) randomized online-LOCAL algorithm for problem Π implies the
existence of certificate of O(log∗ n) solvability of Π by Theorem 4.8. This further implies
existence of LOCAL algorithm solving Π with locality O(log∗ n) [4], which in turn implies
the existence of SLOCAL algorithm solving Π with locality O(1) [15]. Since the randomized
online-LOCAL is stronger than the SLOCAL model [1], this implies the existence of a locality-
O(1) randomized online-LOCAL algorithm that solves Π. Therefore, there can be no LCL
problem on rooted regular trees where the optimal algorithm has a locality of T (n) which is
both o(log n) and ω(1). ◀
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