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Abstract
Cryptographers consider that asymptotic security holds when, for any possible attacker running in
polynomial time, the probability that the attack succeeds is negligible, i.e. that it tends fast enough
to zero with the size of secrets. In order to reason formally about cryptographic truth, one may
thus consider logics where a formula is satisfied when it is true with overwhelming probability, i.e. a
probability that tends fast enough to one with the size of secrets. In such logics it is not always the
case that either φ or ¬φ is satisfied by a given model. However, security analyses will inevitably
involve specific formulas, which we call determined, satisfying this property – typically because they
are not probabilistic. The Squirrel proof assistant, which implements a logic of overwhelming truth,
features ad-hoc proof rules for this purpose.

In this paper, we study several propositional logics whose semantics rely on overwhelming truth.
We first consider a modal logic of overwhelming truth, and show that it coincides with S5. In
addition to providing an axiomatization, this brings a well-behaved proof system for our logic in
the form of Poggiolesi’s hypersequent calculus. Further, we show that this system can be adapted
to elegantly incorporate reasoning on determined atoms. We then consider a logic that is closer to
Squirrel’s language, where the overwhelming truth modality cannot be nested. In that case, we show
that a simple proof system, based on regular sequents, is sound and complete. This result justifies
the core of Squirrel’s proof system.

2012 ACM Subject Classification Security and privacy → Formal methods and theory of security;
Theory of computation → Modal and temporal logics; Theory of computation → Proof theory

Keywords and phrases Cryptography, Modal Logic, Sequent Calculus

Digital Object Identifier 10.4230/LIPIcs.CSL.2025.24

Funding This work received funding from the France 2030 program managed by the French National
Research Agency under grant agreement No. ANR-22-PECY-0006.

1 Introduction

In modern cryptography, one cannot hope for absolute truth. Considering a signature
primitive sign with a freshly generated pair of secret and public keys sk and pk, it is expected
that an attacker cannot forge a valid signature sign(m, k), even if he has had access to
honestly generated signatures sign(mi, k) for i ∈ [1;n] – unless of course m = mi for some i.
However, one cannot rule out the possibility that the attacker guesses the secret key: brute
force attacks are always possible. Hence, cryptographers must work with a complex notion of
truth, restricting attackers to limited resources and admitting a small probability of success.
In provable cryptography, a system is said to be asymptotically secure when, for any attacker
represented as a probabilistic polynomial-time Turing machine, the probability that an attack
succeeds is negligible, i.e. asymptotically smaller than the inverse of any positive polynomial
in the length of secret keys increases [18]. Dually, we expect that the system remains secure
with overwhelming probability, i.e. that tends fast enough to one as key lengths increase. In
other words, overwhelming truth is the working notion of truth for cryptographers.

© Thibaut Antoine and David Baelde;
licensed under Creative Commons License CC-BY 4.0

33rd EACSL Annual Conference on Computer Science Logic (CSL 2025).
Editors: Jörg Endrullis and Sylvain Schmitz; Article No. 24; pp. 24:1–24:19

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:thibaut.antoine@ens-rennes.fr
https://orcid.org/0009-0007-1319-5512
mailto:david.baelde@irisa.fr
https://orcid.org/0009-0003-3619-1232
https://doi.org/10.4230/LIPIcs.CSL.2025.24
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


24:2 Propositional Logics of Overwhelming Truth

In order to ease formal proofs in presence of this complex notion of cryptographic
truth, cryptographers have developped specific proof techniques, such as game hopping
and reasoning up-to failure [27]. Going further, formal systems have been developed and
implemented to mechanize cryptographic proofs [13, 10, 11, 1], successfully bringing together
proof techniques coming from both cryptography, program verification and theorem proving –
see [9] for a survey. All of the above mentionned systems allow the explicit manipulation
of probabilities. This may be desired, e.g. to formalize concrete security arguments where
precise, explicit bounds are derived for the attacker’s advantage. However, this level of
detail makes for very tedious proofs, and seems unnecessary to formalize the large body of
work on e.g. the asymptotic security of cryptographic protocols. Bana and Comon have
proposed to solve this issue with the CCSA approach [7, 8], which builds on the standard
framework of first-order logic to provide a formal language that abstracts away probabilities
and asymptotic reasoning. After some successful uses on paper [14, 21, 26, 6], the CCSA
approach has been mechanized in the Squirrel proof assistant [2, 3, 16], which implements a
higher-order version of the CCSA logic [5]. In that logic, one may write e.g. an authentication
property as a formula of the form [∀τ. happens(τ) ⇒ condition@τ ⇒ ∃τ ′. τ ′ < τ ∧event@τ ′]
which intuitively expresses that, in any execution trace of a protocol, if some participant
checks a condition at any time point inside the trace, some event must have happened earlier
in the trace. Crucially, the [φ] construct expresses that the enclosed formula φ holds with
overwhelming probability. Such authentication formulas might be consequences of axioms
expressing (overwhelmingly true) cryptographic assumptions, e.g. about signatures, and they
might have more complex formulas as consequences – the CCSA logics feature a predicate
expressing computational indistinguishability, which we will leave aside in this work. In
typical Squirrel proofs, one often works with formulas of the form ∀τ. [happens(τ)] ⇒ φ,
where we say that φ holds for any time point τ in the trace. If the considered protocol only
features actions A and B, an axiom will allow to rewrite this as ∀τ. [τ = A ∨ τ = B] ⇒ φ.
At this point it would be tempting to conclude that our formula holds provided that both
φ[τ := A] and φ[τ := B] hold; proving these properties might then rely on the specification
of the actions A and B. However, such a case analysis is in general unsound due to the
probabilistic nature of the logic: τ ∈ {A,B} might be true with overwhelming probability for
a random variable τ that is equal to A (resp. B) with probability 1/2, in which case neither
τ = A nor τ = B will be true with overwhelming probability. If relevant, this problem might
be worked around by assuming that τ is actually deterministic, i.e. considering the formula
∀τ. det(τ) ⇒ [τ = A ∨ τ = B] ⇒ φ.

Research in the CCSA line of work has been mainly concerned with justifying the
soundness of the logic wrt. the cryptographic model, the soundness of the proposed proof
systems wrt. the logic, and with concretely verifying cryptographic protocols to justify the
practicality of the approach. In comparison, few investigations have looked carefully into the
fine structure of the logic and associated proof systems. Scerri and Koutsos have established
the decidability of provability for some CCSA systems [15, 22], and a recent work in a variant
of the CCSA logic with explicit bounds improves these bounds via proof transformations [4].
However, no completeness result has ever been proved for a CCSA logic, and the proof
systems proposed in [2, 3, 5] are just sound collections of rules, some of which may be deemed
ad-hoc. Over time, these systems have been structured around notions of local and global
sequents [3] which are only justified by their practical usefulness. Moreover, proof systems
incorporate a few ad-hoc rules [5] that can take into account the det(_) assumptions: for
instance, a rule essentially allows to treat [φ ∨ ψ] as [φ] ∨ [ψ] when det(φ). The complexity
of the logic, as well as its practical relevance, calls for a more careful design.
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In this paper, we provide the first answers to these concerns. We restrict to the proposi-
tional fragment of Squirrel’s logic [5], which we naturally reframe as a modal logic: we view
[φ] as □φ, where the □ modality is interpreted as overwhelming truth. This allows us to
apply the well-established concepts and techniques of modal logic and proof theory. We define
in Section 2 (several possible variants of) a modal logic of overwhelming truth and show in
Section 3 that it coincides with the modal logic S5. This result allows to transfer existing
proof systems and model-theoretic techniques from S5 to our modal logic of overwhelming
truth. In particular, we show in Section 4 that Poggiolesi’s hypersequent calculus can be
nicely adapted to incorporate reasoning about determined formulas – a slight variant of the
det(_) predicate presented above. We also show that, for the fragment of our logic that
most closely corresponds to the language of Squirrel, hypersequents are not necessary: we
introduce in Section 5 a sound and complete sequent calculus based on Squirrel’s notions
of local and global sequents. We conclude in Section 6 with some discussion of related and
future works.

2 Modal logics of overwhelming truth

We define several modal logics of overwhelming truth, whose formulas are standard modal logic
formulas, interpreted as families of random variables with the box modality corresponding to
overwhelming truth.

We recall that a probability space is a triple X = (S,Ω, µ) where S is a non-empty set of
samples, the set of events Ω ⊆ 2S is a σ-algebra1, and µ : Ω → [0; 1] is a measure2 assigning
a probability to each event of Ω, such that µ(S) = 1. A random variable V : X → Y from
probability space X = (S,Ω, µ) to probability space Y = (S′,Ω′, µ′) is a function from S to
S′ such that the pre-image of any event in Y is an event in X: for all E′ ∈ Ω′, V −1(E′) ∈ Ω.
This allows us to define Prx∈X

(
V (x) ∈ E′) as µ(V −1(E′)) for any event E′ ∈ Ω′.

As is common, we will identify a probability space X = (S,Ω, µ) with its sample space,
saying for instance that x ∈ X when x ∈ S. Conversely, we identify a finite set S with the
discrete probability space (S, 2S , µ) where µ(E) = |E|/|S| – we typically take S to be {0, 1}
or {0, 1}k.

▶ Definition 1 (Modal formulas). We assume a set P of propositional variables. Modal
formulas are then built from the following grammar: φ ::= ⊥ | p | φ ⇒ φ | □φ. As usual, we
will use other logical connectives as they can be defined from the above ones. For instance,
we will write φ ∨ ψ for ¬φ ⇒ ψ and ♢φ for ¬□¬φ.

We define next an abstract modal logic of overwhelming truth, where validity corresponds
to overwhelming truth in a general class of models. Several variants of this logic are then
obtained by restricting to particular classes of models. As we shall see in the next section,
all these variants are actually equivalent.

2.1 The abstract modal logic of overwhelming truth
We will interpret formulas as families of random variables, indexed by the security parameter
η ∈ N. To do so, we use an abstract notion of cryptographic structure that provides a family
of measure spaces, and interprets each variable as a family of random variables over these
spaces.

1 A σ-algebra must be non-empty and closed under complement, countable unions and intersections.
2 A measure must satisfy µ(

⊎
i∈N Ei) =

∑
i∈N µ(Ei).

CSL 2025



24:4 Propositional Logics of Overwhelming Truth

▶ Definition 2 (Cryptographic structure). A cryptographic structure S is given by:
A sequence of probability spaces (XS

η )η∈N. For η ∈ N, we let RVS
η be the set of random

variables from XS
η to {0, 1}, and RVS = { (Uη)η∈N | Uη ∈ RVS

η for all η }.
For each propositional variable p ∈ P, an interpretation pS ∈ RVS .

When U = (Uη)η∈N ∈ RVS , η ∈ N and ρ ∈ XS
η , we write U(η, ρ) for Uη(ρ). Conversely,

we may define an element U ∈ RVS by defining U(η, ρ) for each η ∈ N and ρ ∈ RVS
η .

A function f : N → [0, 1] is negligible when f is asymptotically smaller than η 7→ η−k for
any k ∈ N. The function is overwhelming when η 7→ 1−f(η) is negligible. For conciseness, we
will also say that a family of random variables U ∈ RVS (for some cryptographic structure S)
is overwhelming when η 7→ Prρ∈XS

η

(
U(η, ρ) = 1

)
is overwhelming.

▶ Definition 3. Given a cryptographic structure S and a formula φ, we define the interpret-
ation JφKS ∈ RVS as follows, for all η ∈ N and ρ ∈ XS

η :
JpKS (η, ρ) = pS(η, ρ) for p ∈ P;
J⊥KS (η, ρ) = 0;
Jφ ⇒ ψKS (η, ρ) = 1 iff JφKS (η, ρ) ≤ JψKS (η, ρ);
J□φKS (η, ρ) = 1 iff JφKS is overwhelming.

▶ Definition 4 (Validity). A formula φ is valid wrt. a class of cryptographic structures when
JφKS is overwhelming for any S in that class. We simply say that φ is valid when it is valid
wrt. all cryptographic structures.

We can now define our first logic. As is standard, we define a logic as a set of formulas
called the theorems of that logic.

▶ Definition 5. The abstract modal logic of overwhelming truth is the set of modal formulas
that are valid wrt. all cryptographic structures.

▶ Example 6. Let φ and ψ be arbitrary modal formulas.
We have that φ is valid iff □φ is valid: for any S, JφKS is overwhelming iff J□φKS is
overwhelming.
The formula □(φ ∧ ψ) ⇒ □φ ∧ □ψ is valid. Indeed, in any S where Jφ ∧ ψKS is over-
whelming, so are JφKS and JψKS .
The formula □(φ∨ψ) ⇒ □φ∨□ψ is not valid. Indeed, φ and ψ might both be true with
probability 1/2 (for all η) in such a way that their disjunction is true with probability 1
(for all η).

Unlike Squirrel’s logic, our modal logic allows the nesting of modal boxes expressing over-
whelming truth. Our logic is otherwise much less expressive than Squirrel’s, not only because
that logic allows (higher-order) quantifications. In our modal logic, propositional variables
are interpreted as families of random variables, where the random variables corresponding
to different values of η might be completely unrelated. In contrast, Squirrel’s logic features
predicates that allow to restrict to families of random variables that do not vary with η, or
to deterministic families, i.e. families of constant random variables. Finally, Squirrel’s logic
features the computational indistinguishability predicate, absent from our modal logic, which
allows to state, e.g., that two propositional formulas yield probability distributions that are
negligibly different.

▶ Proposition 7. The abstract logic of overwhelming truth is a normal modal logic: its
theorems are closed under substitution and modus ponens; they contain classical tautologies
and the K axiom □(p ⇒ q) ⇒ □p ⇒ □q; moreover, □φ is a theorem whenever φ is.

This interested reader may find the proof of this result in Section A.
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2.2 Variants
It is natural to consider several variations on the abstract modal logic of overwhelming truth,
obtained by considering validity wrt. restricted classes of cryptographic structures. The first
variant is of particular interest to us, since it corresponds to the class of models considered
in Squirrel, i.e., to the term structures that are suitable for interpreting names over large
types [5].

▶ Definition 8. We say that a cryptographic structure S is concrete when each XS
η = {0, 1}ℓη

for some ℓη, with η 7→ ℓη strictly increasing. The concrete modal logic of overwhelming truth
is the set of modal formulas that are valid wrt. concrete cryptographic structures.

The next variant is a modal logic of “truth with probability 1”, obtained by restricting to
a class of structures where overwhelming truth is the same as truth with probability 1.

▶ Definition 9. The static modal logic of overwhelming truth is the set of modal formulas
that are valid wrt. all cryptographic structures S such that the same probability space is used
for all η (i.e., XS

η = XS
η′ for all η, η′).

Restricting even further the considered set of structures to discrete probability spaces,
we obtain a logic where □φ reads as “φ is true for all samples (with non-zero probability)”.

▶ Definition 10. The static discrete modal logic of overwhelming truth is the set of modal
formulas that are valid wrt. all cryptographic structures S such that the same discrete
probability space is used for all η.

Note that the observations of Example 6 still hold if one considers validity wrt. any of
the above classes. Proposition 7 also holds for all of our variant logics. As we shall see, all of
the above variants are actually the same logic. Other variants are possible that would yield
the same logic, e.g. considering infinite concrete cryptographic structures where samples are
infinite bitstrings. We do not intend to exhaustively list equivalent variants, and believe that
the reader should be able to adapt our techniques to handle new variants.

3 Soundness and completeness with respect to S5

We now prove that our modal logics of overwhelming truth coincide with S5, the smallest
normal modal logic containing the following axioms:

(axiom T) □p ⇒ p

(axiom 4) □p ⇒ □□p

(axiom 5) ♢p ⇒ □♢p

We can immediately observe that S5 is included in our modal logics; a detailed proof is
given in Section B.

▶ Lemma 11. All S5 theorems are theorems of the modal logics of overwhelming truth.

In order to prove the converse, a model-theoretic characterization of S5 will be useful.

▶ Definition 12 (Kripke structure). A Kripke structure K is given by:
a frame (WK,RK) where W is a set of worlds, and R is a binary relation over W ;
for each world w ∈ W , a set of propositional variables V K(w) ⊆ P.

CSL 2025



24:6 Propositional Logics of Overwhelming Truth

▶ Definition 13 (Equivalence and clique frames). A Kripke frame (W,R) is an equivalence
relation when R is symmetric, reflexive and transitive. It is a clique when R is the full
binary relation over W . Further, it is a finite clique when W is finite.

We may omit the K superscripts when they are clear from the context.

▶ Definition 14 (Satisfaction). Given a modal logic formula φ, a Kripke structure K and a
world w ∈ WK, we define the satisfaction relation K, w |= φ as follows:

K, w |= p iff p ∈ V K(w);
K, w ̸|= ⊥;
K, w |= φ ⇒ ψ iff K, w |= φ implies K, w |= ψ;
K, w |= □φ iff K, w′ |= φ for all w′ ∈ WK such that w RK w′.

A formula is valid wrt. a class of frames when it is satisfied at all worlds of all Kripke
structures whose frame belongs to the class. For instance, a formula is valid wrt. clique
frames when it is satisfied at all worlds of all Kripke structures whose frame is a clique.

We summarize next some well-known characterizations of S5, proved e.g. in [12]. More
details are given in Section B.

▶ Proposition 15. For any modal formula φ, the following conditions are equivalent:
1. φ is a theorem of S5;
2. φ is valid wrt. equivalence frames;
3. φ is valid wrt. clique frames.
4. φ is valid wrt. finite clique frames.

▶ Lemma 16. Our modal logics of overwhelming truth are contained in S5.

Proof. We prove the result for the concrete logic of overwhelming truth, and then explain
how the argument can be adapted for the other logics.

By Proposition 15 it suffices to show that, if there is a finite clique counter-model of a
modal formula, then there is a concrete cryptographic structure in which the formula is not
overwhelmingly true. Let K be a finite clique Kripke structure, with WK = {w1, . . . , wn}.
We define a concrete cryptographic structure S with XS

η = {0, 1}η, for all η. We can partition
each XS

η into n disjoint sets called XS
η,i for i ∈ [1;n], such that asymptotically (in η) they all

have size η/n. We define the interpretation of propositional variables in S so that, for each
η, the same variables are true in wi and XS

η,i. Formally, for p ∈ P in S, we define:

pS(η, ρ) = 1 iff p ∈ V K(wi) for the unique i ∈ [1;n] such that ρ ∈ XS
η,i

As a result of our construction, JψKS (η, ρ) = JψKS (η, ρ′) for any modal formula ψ, η ∈ N,
and ρ, ρ′ ∈ XS

η,i. Further, we shall see that, for any modal formula ψ, wi ∈ WK, η ∈ N and
ρ ∈ XS

η,i, we have:

K, wi |= ψ iff JψKS (η, ρ) = 1.

This is proved by induction on ψ. The cases where ψ is ⊥, ψ ∈ P or ψ is an implication are
easily verified. Assume now that ψ = □θ. We have:

K, wi |= ψ iff K, wj |= θ for all j ∈ [1;n] (K is a clique)
iff JθKS (η′, ρ′) for all η′, ρ′ (induction hypothesis, and XS

η = ∪jXS
η,j)

As a result K, wi |= ψ does imply that JθKS is overwhelming, i.e. JψKS (η, ρ) = 1. Conversely,
if JθKS is overwhelming in S, then because the XS

η,i have asymptotic size η/n, we must have
JθKS (η, ρ) = 1 for η large enough and any ρ ∈ XS

η . Hence K, wj |= θ for all i, and K, wi |= ψ.
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To conclude, observe that if K is a finite clique counter-model of a modal formula φ, then
K, wi ̸|= φ for some i. By our observation, JφKS (η, ρ) = 0 for all η and ρ ∈ XS

η,i. Because
XS
η,i has asymptotic size η/n, JφKS is not overwhelming. Hence the concrete modal logic of

overwhelming truth is contained in S5.
This argument also shows that the abstract modal logic of overwhelming truth is contained

in S5. To obtain the result for the static and static discrete3 modal logics of overwhelming
truth, the argument can be easily adapted: it suffices to take XS

η = {w1, . . . , wn} for each η,
with XS

η,i = {wi}. ◀

Putting our two lemmas together, we obtain the characterization of our modal logics of
overwhelming truth. In the rest of the paper, we shall indiscriminately talk of the modal
logic of overwhelming truth, and we will interchangeably use this logic and S5.

▶ Theorem 17. S5 coincides with all of our modal logics of overwhelming truth.

4 Hypersequents for overwhelming truth with determined formulas

Having proved that the modal logic of overwhelming truth coincides with S5 directly provides
a deductive system for overwhelming truth, in the form of the S5 axioms. More interestingly,
it allows to benefit from better structured proof systems for S5, such as Poggiolesi’s sound and
complete hypersequent calculus for S5 [25]. This system is analytical, enjoys cut elimination
and is well-adapted to proof-search. As we shall see, Poggiolesi’s system can also be elegantly
adapted to incorporate reasoning on determined formulas.

4.1 A variant of Poggiolesi’s hypersequent calculus for S5
In [25], Poggiolesi introduces the hypersequent calculus CSS5s and proves that it is complete
for S5 using syntactical methods. A semantical proof is also possible, which will provide a
more convenient foundation for our needs. We introduce below a slight modification of her
calculus that facilitates such a proof – we explain these modifications afterwards. Unlike
Poggiolesi, we view sequents and hypersequents as sets rather than multisets.

▶ Definition 18. A classical sequent Γ ⊢ ∆ is composed of two finite sets of formulas Γ and
∆. We use the comma to denote the union of sets of formulas, also writing Γ, φ for Γ ∪ {φ}.

▶ Definition 19. A hypersequent is a finite set of classical sequents. We use the letter
H to denote hypersequents, and the vertical bar to denote the addition of a sequent to a
hypersequent, i.e. H | Γ ⊢ ∆ stands for H ∪ {Γ ⊢ ∆}.

When H = (Γ1 ⊢ ∆1 | . . . | Γn ⊢ ∆n) is a hypersequent, we note rhs(H) = ∪i∆i the union
of the right-hand sides of its sequents. We define similarly lhs(H) = ∪iΓi.

▶ Definition 20. The formula interpretation of a hypersequent Γ1 ⊢ ∆1 | . . . | Γn ⊢ ∆n is
the modal formula □(

∧
Γ1 ⇒

∨
∆1) ∨ . . . ∨ □(

∧
Γn ⇒

∨
∆n).

We present in Figure 1 a slight variant of Poggiolesi’s CCS5s hypersequent calculus.
Rules on the first two lines are immediate embeddings of classical propositional rules of
sequent calculus in hypersequents: they apply to any sequent in the hypersequent, and the

3 The result should not come as a surprise for the static discrete modal logic of overwhelming truth,
given the analogy between the S5 characterization in terms of clique Kripke structure and the fact that
overwhelming truth in static discrete structures is equivalent to truth for all samplings.

CSL 2025



24:8 Propositional Logics of Overwhelming Truth

H | Γ, φ ⊢ φ,∆ H | Γ,⊥ ⊢ ∆

H | Γ, φ ⇒ ψ ⊢ φ,∆ H | Γ, φ ⇒ ψ,ψ ⊢ ∆
H | Γ, φ ⇒ ψ ⊢ ∆

H | Γ, φ ⊢ ψ,φ ⇒ ψ,∆
H | Γ ⊢ φ ⇒ ψ,∆

H | Γ,□φ,φ ⊢ ∆
H | Γ,□φ ⊢ ∆

H | Γ,□φ ⊢ ∆ | Γ′, φ ⊢ ∆′

H | Γ,□φ ⊢ ∆ | Γ′ ⊢ ∆′
H | Γ ⊢ □φ,∆ | · ⊢ φ

H | Γ ⊢ □φ,∆
φ ̸∈ rhs(H),∆

Figure 1 Rules of Poggiolesi’s (modified) hypersequent calculus for S5.

surrounding hypersequent structure is simply copied in the usual premisses. The axiom rule
(top left) derives any hypersequent featuring a sequent that has the same formula on both
sides. As usual, this rule can be restricted to the case where φ is atomic [25] without loosing
completeness. The implication left rule applies to any hypersequent featuring a sequent that
has an implication formula φ ⇒ ψ on its left side; it features two premisses, one where φ has
moved to the right-hand side of the corresponding sequent and one where ψ has replaced
φ ⇒ ψ. In both the left and right implication rules, we keep the principal formula φ ⇒ ψ

(shown in gray) in the premises rather than removing it, as would be more usual. This minor
technical difference makes it easier to prove that proof search is terminating, with no negative
effect on the efficiency of proof search because the strategies that we will consider can never
introduce twice the same formula. Hence, from the proof-search point of view, the grayed
out formulas can be seen as pure book-keeping devices.

The system features a right modal rule (bottom right of Figure 1) which, from a (top-
down) proof search perspective, creates a new sequent ⊢ φ when □φ is found on the right of
a sequent – note that formula interpretations of the premise and conclusion hypersequents
of this rule are (propositionally) equivalent. Here again, we keep the principal formula □φ
(shown in gray) in the premise. Importantly, the right modal rule can only be applied with
principal formula □φ when the φ does not occur (at toplevel) on the right-hand side of any
sequent of the conclusion hypersequent. There are two left rules, which may be seen as
two versions of the same rule: from a proof-search perspective, it allows to add φ on the
left-hand side of any sequent in the hypersequent if one sequent features □φ on its left; the
first variant of the rule is for when φ is added to the sequent that contains □φ, while the
second one if for when φ is added to another sequent.

The rules of our system differ from Poggiolesi’s [25] in several minor ways. We use
(hyper)sequents as sets rather than multisets, due to our focus on proof-search and semantical
methods, while Poggiolesi focuses on syntactic methods, including cut elimination. Poggiolesi’s
calculus also treats conjunction and negation as elementary connectives, while we only
consider implication as an elementary connectives. However, our rule for implication is the
straightforward combination of her rules for conjunction and negation, applied on φ ⇒ ψ

seen as ¬(φ ∧ ¬ψ). The more important difference is our inclusion of the principal formulas
φ ⇒ ψ and □φ in the premisses of the corresponding rules, i.e. the occurrences shown in
gray in Figure 1, and the addition of the side condition on the right modal rule. These
modifications allow for a simple proof that proof-search is terminating.

Before providing a proof of this result, let us discuss it in more details. When considering
(top-down) proof search in Poggiolesi’s calculus, without our gray formulas, the number of
logical connectives in a hypersequent decreases strictly with the application of any rule other
than the left modal rules. Indeed, it is possible to repeatedly apply a left modal rule, adding
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...
□¬□p ⊢ p | · ⊢ p | · ⊢ p

□¬□p ⊢ p | · ⊢ □p, p

□¬□p ⊢ p | ¬□p ⊢ p

□¬□p ⊢ p | · ⊢ p

□¬□p ⊢ □p, p
□¬□p,¬□p ⊢ p

□¬□p ⊢ p

Figure 2 Non-terminating proof-search in CSS5s.

an even increasing number of copies of φ to the left-hand sides of sequents. However, as
observed in [25], this behaviour is useless: only a single application of the left rule (for any
given φ and target sequent) is present in derivations of minimal height. Building on this
observation, [25, Theorem6.5] claims that CSS5s allows terminating proof-search: while this
is true, the proof seems to overlook the non-terminating behaviour induced by the right
modal rule. Indeed, non-termination can arise because of the right modal rule (in its original
version without the side condition present in Figure 1), despite the parcimonious use of left
modal rules, as illustrated in Figure 2.

In order to avoid this issue, proof-search must not only avoid repeated applications of
the left modal rules but also forbid the application of the right modal rule on □φ when φ is
already present in the right-hand side of some sequent, but also when φ has been present in
a right-hand side of a previously encountered hypersequent. We incorporate this condition
in our version of the right modal rule, which can be formulated in a local manner thanks to
the inclusion of the (otherwise superfluous) gray formulas.

▶ Proposition 21. The rules of Figure 1 allow terminating top-down proof-search.

Proof. Consider an initial hypersequent H and an attempt at deriving H by applying any
rule of conclusion H, and then recursively deriving the obtained premisses in the same
manner. We only impose a progress condition: at any point in this process, the applied rule
must produce as premisses hypersequents that are all distinct from the rule’s conclusion – this
forbids, e.g., the repeated application of a propositional rule on the same formula of the same
sequent. This proof-search attempt may eventually succeed by deriving an hypersequent
using an initial rule, or stop. Our concern here is to show that it cannot run forever.

It is clear from our rules that any hypersequent H′ arising in this process can only be
formed from subformulas of the initial hypersequent H. Moreover, if at any point in the
derivation some formula φ appears on the left-hand (resp. right-hand) side of a sequent, it will
remain present on the left-hand (resp. right-hand) side of some sequent in all hypersequents
of that subderivation.

In particular, this means that the right modal rule can only be applied on a finite number
of distinct formulas. Applying the rule on □φ creates a new sequent with φ on its right-hand
side, which will remain present in the rest of the derivation. Therefore, the right modal rule
cannot be applied again on the same formula in that subderivation, due to its side condition.
Thus, the number of applications of the right modal rule is bounded in any branch of the
proof-search process by the number of boxed subformulas of H.

Now, consider the application of a rule other than the right modal rule, with conclusion
H′ and H′′ as one of its premise. We observe that |H′′| ≤ |H′| – the inequality can be strict,
when the addition of a new formula in a sequent of H′ results in a sequent that was already
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present in H′. Moreover, for any sequent Γ′ ⊢ ∆′ of H′′, there exists a sequent Γ ⊢ ∆ of H′

such that Γ ⊆ Γ′ and ∆ ⊆ ∆′. Therefore, the repeated application of rules other than the
right modal, subject to our progress condition, can only go on for at most 2 × n× k where n
is the number of sequents in the initial hypersequent H and k is the number of subformulas
of H.

Because proof-search is bounded between any two applications of the right modal rule,
and the number of such applications is itself bounded, the whole proof-search process must
terminate. ◀

As is standard, we will combine this proof-search termination result with the invertibility
of rules to obtain the completeness of our calculus. We rely on semantic invertibility, i.e. the
validity of the conclusion of a rule implies the validity of all of its premisses. Recall that
an hypersequent H is valid when its formula interpretation is in S5, which is equivalent to
saying that it is satisfied in all worlds of all clique Kripke structures. Thus it is not valid iff
it has a counter-model, that is a clique Kripke structure K such that, for each sequent Γ ⊢ ∆
of H, there exists a world w of K which satisfies all formulas of Γ but no formula of ∆ (we
say that w falsifies Γ ⊢ ∆). Such clique counter-models provide a convenient tool for proving
the following result, by the contrapositive (see Section C for details).

▶ Proposition 22. The rules of Figure 1 are invertible.

▶ Theorem 23. The calculus of Figure 1 is sound and complete wrt. S5.

Proof. Soundness is easily verified by checking that each rule is sound – or observing that
our rules can be obtained from Poggiolesi’s and contraction.

For completeness, we show that, for some appropriate proof-search procedure, proof-search
fails on a hypersequent H only when this hypersequent has a counter-model. To obtain this
result we only need to assume that proof-search is progressing (cf. proof of Proposition 21)
and that it only stops when no rule applies – we do not even need to assume that it applies
initial rules eagerly, though of course this would make proof-search more efficient. By the
previous result, this proof-search is terminating. In case of failure, it yields a finite partial
derivation, i.e. a proof tree featuring at least one unjustified leaf H′, which cannot be the
conclusion of any rule. We shall exhibit a counter-model for H′, which, by invertibility, will
prove that H has a counter-model as expected.

We thus construct a counter-model for H′, exploiting the fact that any rule instance
whose conclusion is H′ would also have H′ as one of its premisses. We consider the Kripke
clique over worlds {wΓ⊢∆ | (Γ ⊢ ∆) ∈ H′}, where wΓ⊢∆ |= p iff p ∈ Γ. We verify, for any
world wΓ⊢∆, that wΓ⊢∆ |= φ for any φ ∈ Γ, and wΓ⊢∆ ̸|= φ for any φ ∈ ∆. This is proved by
induction over φ. The cases for ⊥ and atoms is immediate. Assume now that φ is of the
form φ1 ⇒ φ2:

If φ ∈ Γ then, because the implication left rule would have H′ itself as premise, it must
be that either φ2 ∈ Γ or φ1 ∈ ∆. In either case we conclude, by induction hypotheses on
φ1 and φ2, that wΓ⊢∆ |= φ.
Similarly, if φ ∈ ∆, we obtain that φ1 ∈ Γ and φ2 ∈ ∆ by hypothesis on H′, and conclude
by induction hypotheses on φ1 and φ2.

Finally, consider the case where φ is some □φ′:
If φ ∈ Γ, then because the left modal rules yield H′ as a premise, the subformula φ′ is on
the left-hand side of all sequents of H′, thus wΓ⊢∆ |= φ.
If φ ∈ ∆, the right modal rule does not apply without creating a repetition, thus there
exists a sequent of H′ which has φ′ on its right-hand side, providing a world w′ which
does not satisfy φ′, hence wΓ⊢∆ ̸|= φ. ◀



T. Antoine and D. Baelde 24:11

H | Γ, φ ⊢ ∆ | Γ′ ⊢ φ,∆′ φ determined

Figure 3 Additional axiom rule for determined formulas.

4.2 Reasoning on determined formulas in hypersequent calculus
Now that we have presented Poggiolesi’s hypersequent calculus for S5, in a slightly refor-
mulated form, we show that it can easily adapted to elegantly incorporate reasoning on
determined formulas. In the context of the logic of overwhelming truth, way say that a
formula φ is determined if it is either overwhelmingly true or overwhelmingly false (i.e.
negligibly true). In our modal language, this can simply be expressed as □φ ∨ □¬φ. When
reasoning about cryptographic protocols, determined formulas often arise, and it is necessary
to take this property into account to carry out formal proofs. We are thus interested in
designing proof systems that can take the determined character of formulas into account.

To formally define our problem, we first parameterize our logic with a subset of atoms
D that are assumed to be determined – this is a modelling assumption. We consider the
problem of deciding whether a formula φ is a consequence of {□d∨□¬d | d ∈ D} – of course,
this can also be phrased in terms of cryptographic structures or clique Kripke structures
by the previous results. More precisely, we would like to find a proof system with nice
proof-search behaviour for proving such formulas.

▶ Example 24. Take D = {q} for some q ∈ P . Then □(q ∨ψ) ⇒ □q ∨□ψ is valid for any ψ.
Moreover, for some p ∈ P \ D, we have □φ ∨ □¬φ for φ ∈ {q ⇒ ⊥, □p, q ∧ (p ⇒ p)}. For
φ = (p ⇒ q), □φ ∨ □¬φ is however not valid.

A naive solution to our problem can be obtained from any complete proof system for our
modal logic: it suffices to look for proofs of (

∧
d∈D □d∨□¬d) ⇒ φ, using the proof system at

hand (assuming wlog. that D is finite). This is however unsatisfactory, as the addition of the
hypotheses □d ∨ □¬d would yield an explosion of the size of proofs in a typical proof-search,
as is the case with our hypersequent calculus.

We propose a better solution, where the determined character of formulas is only used
when relevant. Strikingly, it is obtained by adding to the rules of Figure 1 a single rule,
shown in Figure 3: instead of adding hypotheses expressing D in the conclusion hypersequent,
we incorporate D in a modified axiom rule. As with the standard axiom rule, our modified
axiom rule can be restricted to the case where φ is atomic, without losing completeness – in
that case, the side condition is equivalent to requiring that φ ∈ D. In fact, it seems that any
reasonable use of this rule in a proof-search would rely on a side condition that is easier to
verify than the fact that φ is determined: although this is decidable, it is costly; a syntactic
criterion for detecting simple determined formulas can be used instead, e.g. checking that
the formula is built using propositional connectives from atoms in D and boxed formulas.

▶ Theorem 25. The proof system of Figure 1 augmented with the rule of Figure 3 is
sound and complete for the logic of overwhelming truth with determined formulas in D: a
hypersequent H is derivable in this system iff the formula interpretation of H is valid in all
structures satisfying □ψ ∨ □¬ψ for all ψ ∈ D.

Proof. For soundness, it suffices to observe that the conclusion of our new rule cannot have
counter-models consistent with D: we would then have a world satisfying ψ and another
satisfying ¬ψ.
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For completeness, we adapt the argument provided for S5 in the previous section, to
show that any hypersequent for which proof-search fails admits a counter-model. We do
this with a proof-search procedure that makes use of our additional rule, and ensure that
in that case the counter-model is consistent with D. Clearly, proof-search still terminates
in our system, and rules are still invertible: all we need to do is adapt the counter-model
construction for an hypersequent H′ on which proof-search cannot conclude nor progress. We
adapt the construction of Theorem 23, taking the same set of worlds as before, but setting
K, wΓ⊢∆ |= p iff p ∈ Γ or p ∈ D ∩ lhs(H′). In this way, we ensure that the atoms in D are
determined in K. We then verify, for any world wΓ⊢∆, that wΓ⊢∆ |= φ for any φ ∈ Γ, and
wΓ⊢∆ ̸|= φ for any φ ∈ ∆. This is proved by induction on φ as before, and only the case
where φ is an atom p is modified:

If p ∈ Γ, we have wΓ⊢∆ |= p by construction.
If p ∈ ∆ and p ̸∈ D, we know that the axiom rule of Figure 1 does not apply, hence p ̸∈ Γ,
from which wΓ⊢∆ ̸|= p follows.
If p ∈ ∆ and p ∈ D, we know that the axiom rules of Figure 1 and Figure 3 do not apply,
hence p ̸∈ lhs(H′) and wΓ⊢∆ ̸|= p. ◀

5 Sequent calculus for a non-nested logic of overwhelming truth

In this section, we consider a fragment of modal formulas that corresponds to the propositional
fragment of the logic underlying Squirrel [5]. Essentially, it is obtained by forbidding nested
modalities and requiring that all atoms occur under modalities. In the style of [5], we present
these restrictions by organizing formulas into local and global ones: local formulas may
contain atoms but no modalities; global formulas may not contain atoms but can contain
□φ subformulas, under the condition that φ is local.

▶ Definition 26. We define local formulas (denoted by φ,ψ) and global formulas (denoted by
F,G) by the following grammar:

φ,ψ ::= ⊥ | p | φ ⇒ ψ F,G ::= ⊥ | □φ | F ⇒ G

▶ Example 27. The formula □(p ∧ q) ⇒ □p is a global formula. The formula □p ⇒ p is
neither a local nor a global formula.

To understand why the move to global formulas is not a strong restriction, it is useful to
recall the well-known fact that nested modalities do not bring extra expressiveness in S5.
The next proposition, proved in Section D, states this result more precisely.

▶ Proposition 28. For any modal formula φ, there exist families of propositional for-
mulas (ψi)i, (θi,j)i,j, (χi,j)i,j such that φ and the following formula are equivalent in all
cryptographic structures (or, equivalently, in all clique Kripke structures):

n∧
i=1

ψi ∨

 li∨
j=1

□χi,j

 ∨

(
mi∨
k=1

¬□θi,k

)
Moreover, if φ is a boxed formula, then ψi = ⊥ for all i.

▶ Example 29. The formula □(□p ⇒ q) is equivalent to the global formula ¬□p ∨ □q.

Because the validity of φ and that of □φ are equivalent, checking the validity of arbitrary
modal formulas can be reduced to checking the validity of global formulas. The catch,
however, is that the transformation underlying Proposition 28 may induce an exponential
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Global rules

Θ, F ⊢ F,Π Θ,⊥ ⊢ Π

Θ ⊢ F,Π Θ, G ⊢ Π
Θ, F ⇒ G ⊢ Π

Θ, F ⊢ G,Π
Θ ⊢ F ⇒ G,Π

Local rules

Θ; Γ, φ ⊢ φ,∆ Θ; Γ,⊥ ⊢ ∆

Θ; Γ ⊢ φ,∆ Θ; Γ, ψ ⊢ ∆
Θ; Γ, φ ⇒ ψ ⊢ ∆

Θ; Γ, φ ⊢ ψ,∆
Θ; Γ ⊢ φ ⇒ ψ,∆

Mixed rules

Θ; · ⊢ φ

Θ ⊢ □φ,Π
Θ; Γ, φ ⊢ ∆

Θ,□φ; Γ ⊢ ∆

Figure 4 A sequent calculus for the global logic of overwhelming truth.

blowup. However, this is not a concern in the context of Squirrel, where formulas are given
as local and global ones from the beginning: it appears that these fragments are natural for
specifying and reasoning about cryptographic protocols.

We now present a simple sequent calculus proof system for global formulas. It involves
sequents featuring several kinds of sets of formulas: we will use the letters Γ and ∆ to denote
a set of local formulas, and the letters Θ and Π for sets of global formulas.

▶ Definition 30. A global sequent Θ ⊢ Π is formed from two sets of global formulas Θ and
Π. A local sequent Θ; Γ ⊢ ∆ is formed from a set of global formulas Θ and two sets of local
formulas Γ and ∆.

▶ Definition 31. The formula interpretation of a global sequent Θ ⊢ Π is the formula∧
F∈Θ F ⇒

∨
G∈Π G. The formula interpretation of a local sequent Θ; Γ ⊢ ∆ is:

∧
F∈Θ

F ⇒ □

∧
φ∈Γ

φ ⇒
∨
ψ∈∆

ψ


The rules of our system are shown in Figure 4. The global rules are the usual rules of

classical sequent calculus, and local rules are straightforward adaptations of the same rules
for local sequents, occurring under the global context Θ. Mixed rules articulate the two kinds
of sequents. The first one allows to derive a global sequent from a local one: considering the
formula interpretation of sequents, this rule is a mere weakening; its application requires to
choose one formula on the right-hand side, and put it under focus by moving it to a local
sequent, forgetting at this point all other formulas from the conclusion’s right-hand side.
The second mixed rule allows to derive a local sequent with a global hypothesis □φ from a
local sequent with a local hypothesis φ. Logically speaking, it is essentially the K axiom:
focusing on the relevant parts of the formula interpretation of our sequents, we are deriving
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□φ ⇒ □(Γ ⇒ ∆) from □(φ ⇒ Γ ⇒ ∆). It is worthwhile to note that the □φ formula is not
kept in this rule’s premise. Overall, our rules do not embed any strong principles underlying
S5, yet as we shall see they form a complete system for our fragment of S5.

The proof system underlying Squirrel uses global and local sequents similar to ours. One
difference is that Squirrel’s sequents have a single conclusion, and its proof system is given
in a natural deduction style. This choice has been motivated by usability considerations:
users of the Squirrel proof assistant may not be experts in logic, and might have found
multiple-conclusion sequents confusing. As a consequence, Squirrel’s proof system features
reductio ad absurdum rules at both the local and global levels [5]. Beyond this common
difference of style, both proof systems share an apparent weakness. As observed above, our
first mixed rule is not invertible. Relatedly, Squirrel’s proof system does not allow to perform
a mixed reduction ad absurdum, shown next:

Θ,¬□(Γ ⇒ φ) ⊢ ⊥
Θ; Γ ⊢ φ

We do not imply that such a rule should be considered, but its absence essentially forces the
same kind of strong choices in Squirrel proofs as our first mixed rule.

We now prove the key lemma explaining the completeness of our proof system.

▶ Proposition 32. Let φ and (ψj)j∈[1;n] be some propositional formulas such that □φ ⇒
∨j∈[1;n]□ψj is valid. There exists k ∈ [1;n] such that φ ⇒ ψk is a propositional tautology.

Proof. If φ is propositionally unsatisfiable, φ ⇒ ψk is a propositional tautology for any k,
hence the result holds.

Assume now that φ is propositionally satisfiable, and consider the clique Kripke structure
K over the non-empty set of worlds W = { ν : P → {0, 1} | ν |= φ}. In words, the worlds of
K are the propositional interpretations ν that satisfy the (propositional) formula φ. We set
the propositional variables satisfied by the world ν to be the ones indeed satisfied by ν. It
immediately follows that K, ν |= φ for all ν ∈ W , and thus K, ν |= □φ for all ν ∈ W .

Let F be the global formula □φ ⇒ ∨j∈[1;n]□ψj . Let ν be an arbitrary element of W .
By hypothesis, F is valid, hence K, ν |= F . Since K, ν |= □φ, we conclude that there exists
k such that K, ν |= □ψk. This means that K, ν′ |= ψk for all ν′ ∈ W . In other words,
the propositional formula ψk is satisfied in all propositional interpretations that satisfy φ:
φ ⇒ ψk is propositionally valid. ◀

▶ Theorem 33. The rules of Figure 4 are sound and complete: a global (resp. local) sequent
is derivable iff its formula interpretation is a theorem of the modal logic of overwhelming
truth (or, equivalently, of S5).

Proof. Soundness is easily verified; we only detail the completeness argument. We proceed
by induction on the number of connectives of the sequents. Any (local or global) sequent
featuring an implication formula or the ⊥ constant at toplevel is the conclusion of one of
our propositional rules. These rules are invertible and yield premises with one less logical
connective, allowing to conclude by induction hypothesis.

Next, consider a valid global sequent of the form □φ1, . . . ,□φm ⊢ □ψ1, . . . ,□ψn. Note
that its formula interpretation is equivalent to □φ ⇒ □ψ1 ∨ . . . ∨ □ψn for φ = ∧iφi. By
Proposition 32, there exists k such that φ ⇒ ψk is a propositional tautology. Equivalently,
·;φ1, . . . , φm ⊢ ψk is derivable in our system using only local rules. From there we can derive
our initial sequent using the first mixed rule to select ψk and m applications of the second
mixed rule to transfer the □φi global hypotheses to the local context.
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A similar argument can be used to show that any valid local sequent of the form
□φ1, . . . ,□φm; Γ ⊢ ∆ can be derived in our system. This concludes the proof. ◀

6 Discussion

We have defined the modal logic of overwhelming truth, and shown that it coincides with
S5, and that this result remains for several variants of the logic. Next, we have shown that
Poggiolesi’s CCS5s hypersequent calculus for S5 can be elegantly adapted to incorporate
reasoning over determined formulas – a problem that arises naturally when carrying out
formal proof involving both probabilistic and deterministic formulas. In passing, we have
refined the analysis of proof-search in Poggiolesi’s system, providing clean foundations for
semantic proofs of completeness in that setting. Finally, considering the fragment of global
formulas (that is, the propositional fragment of Squirrel’s logic) we have shown that the
hypersequent structure is not necessary, providing instead a sound and complete proof system
based on simple (local and global) sequents. Overall, our work provides the first completeness
results for logics in the CCSA line of work.

Related works. The idea of giving a probabilistic semantics to propositional or modal logics
is not new; see e.g. [17] for a survey. For instance, [19] considers a modal logic where a
threshold t ∈ [0; 1] is chosen and □φ reads as “φ holds with probability more than t”. With
this interpretation, (□φ∧□ψ) ⇒ □(φ∧ψ) is not valid, while it is in our overwhelming truth
semantics. Charles G. Morgan also worked on developping a characterization of many logics
in terms of conditional probabilities [23, 24]. In particular, he provided an axiomatization
of conditional probability measures that is sound and complete wrt. S5. Our approach
and motivation is different: we start from a concrete probabilistic semantics and seek to
characterize the resulting logic in terms of modal logic axioms.

There has been much work on designing well-structured proof systems for S5, culminating
but not ending with Poggiolesi’s [25]. While hypersequents provide a satisfying answer to
this quest, it appears that this is not possible using simple sequent calculus, at least not
without making some sacrifices. We note the work of Indrzejczak [20] which proposes a
simple sequent calculus for S5, which he essentially obtains by incorporating into his sequent
calculus some rewrite rules that simplify modal formulas to removed nested modalities. This
is related in spirit to the results of Section 5, where we propose a simple proof system for
formulas that may result from such rewriting. However, our proof system does not feature
more rewriting, and thus notably satisfies the subformula property. Indrzejczak’s work does
not seem to yield a sub-system with such properties, but it would be interesting to try to
obtain such a result.

Directions for future work. We have only established weak completeness results, at the level
of validity, and it would be interesting to investigate whether the modal logic of overwhelming
truth coincides with S5 at the level of logical implications. This would yield the strong
completeness for the hypersequent calculus wrt. the logic of overwhelming truth, as well as
compacity for that logic.

We have used semantical arguments to establish several completeness results, refining in
particular Poggiolesi’s proof-search analysis to obtain semantical proofs of completeness for
hypersequent calculi. It is also possible to establish the completeness of our hypersequent
calculus with special axiom for determined formulas, using syntactic methods. Looking for a
syntactic proof of completeness for our simple sequent calculus would also be worthwhile.
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In both cases, syntactic arguments might provide results that carry over more smoothly to
richer fragments, e.g. the first-order case. More generally, it would naturally be desirable to
extend our results to richer fragments of the logic of overwhelming truth: one possibility is
to extend our language of formulas to the first-order case; it is also possible to stick to the
propositional case but incorporate the computational indistinguishability predicate of the
CCSA logics. Both directions seem very challenging.
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A Proofs of Section 2

▶ Proposition 7. The abstract logic of overwhelming truth is a normal modal logic: its
theorems are closed under substitution and modus ponens; they contain classical tautologies
and the K axiom □(p ⇒ q) ⇒ □p ⇒ □q; moreover, □φ is a theorem whenever φ is.

Proof. It is clear, by definition of our semantics, that the set of theorems of our logic is
closed under substitution. It is also obvious that the validity of φ entails that of □φ.

Next, we verify that any classical tautology φ is a theorem of our logic. For any S, η and
ρ ∈ XS

η , notice that JφKS (η, ρ) only relies on the interpretation of its subformulas for the
same values of η and ρ. In other words, JφKS (η, ρ) can be seen as the classical interpretation
of φ in the boolean structure S(η, ρ) defined by pS(η,ρ) = pS(η, ρ). Because φ is a tautology,
we thus have JφKS = 1, hence JφKS is overwhelming in any S.

The K axiom is valid: indeed, if both Jp ⇒ qKS and JpKS are overwhelming in a structure
S, then so is JqKS because Pr(JqKS = 0) ≤ Pr(Jp ⇒ qKS = 0) + Pr(JpKS = 0) and the sum of
negligible functions is negligible. By the same argument, theorems are closed under modus
ponens. ◀
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B Proofs of Section 3

▶ Lemma 11. All S5 theorems are theorems of the modal logics of overwhelming truth.

Proof. Since modal logics of overwhelming truth are normal, it suffices to check that the
three axioms defining S5 are valid wrt. arbitrary cryptographic structures.

Axiom 4 is obvious, as J□pKS = J□□pKS for all S.
For axiom T, consider an arbitrary S, and proceed by case analysis on whether JpKS
is overwhelming. If this is the case, then J□pKS = 1 thus J□p ⇒ pKS = JpKS , which is
overwhelming by hypothesis. Otherwise, J□pKS = 0 and J□p ⇒ pKS = 1 is overwhelming.
For axiom 5, note that J♢φKS = 1 when JφK is non-negligible, and 0 otherwise – in both
cases, J♢φKS (η, ρ) = J♢φKS (η′, ρ′) for all η, ρ, η′, ρ′. Thus J□♢pKS = J♢pKS , hence the
result. ◀

▶ Proposition 15. For any modal formula φ, the following conditions are equivalent:
1. φ is a theorem of S5;
2. φ is valid wrt. equivalence frames;
3. φ is valid wrt. clique frames.
4. φ is valid wrt. finite clique frames.

Proof sketch. The equivalence between (1) and (2) is a classic result [12]. Equivalence
between (2) and (3) is an easy observation: for any equivalence structure K and w ∈ WK, let
Kw be the (clique) substructure corresponding to the equivalence class of w in K; it is easy to
see that, for any φ, K, w |= φ is equivalent to Kw, w |= φ. Finally, the equivalence between
(3) and (4) is obtained by using the filtration technique [12]: given any initial formula φ,
it allows to extract from a clique structure K a finite clique structure K′ whose worlds are
equivalence classes of worlds of K, such that K, w |= ψ is equivalent to K′, [w] |= ψ for any
subformula ψ of φ. ◀

C Proofs of Section 4

▶ Proposition 22. The rules of Figure 1 are invertible.

Proof. We prove the contrapositive: assuming a counter-model of a premise H′ of some rule
instance, we build a counter-model of the conclusion H. This is immediate for all rules except
the right modal rule. We thus consider the case where H is of the form H0 | Γ ⊢ □φ,∆
and H′ is of the form H0 | Γ ⊢ □φ,∆ | · ⊢ φ. By hypothesis, we have a counter-model of
H, that is a Kripke structure K with worlds w⃗ falsifying the sequents of H0, and a world
w′ falsifying Γ ⊢ □φ,∆. In particular, w′ ̸|= □φ, hence there exists w′′ such that w′′ ̸|= φ.
Thus, K, together with the worlds w⃗, w′ and w′′, provide a counter-model for H′. ◀

D Proofs of Section 5

▶ Lemma 34. Let φ and ψ be any modal formulas. Then for Kripke equivalence models:
1. □(φ ∧ ψ) ≡ □φ ∧ □ψ,
2. □(φ ∨ □ψ) ≡ □φ ∨ □ψ,
3. □(φ ∨ ¬□ψ) ≡ □φ ∨ ¬□ψ
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Proof. Let S = (W,R, V ) be an equivalence Kripke model, w ∈ W .
1. By definition, (S, w) |= □(φ ∧ ψ) iff for all successor v of w by R, (S, v) |= φ ∧ ψ iff

(S, v) |= φ and (S, v) |= ψ.
This is the case if and only if for all successor v of w by R, (S, v) |= φ and for all
successor u, (S, u) |= ψ, i.e. (S, w) |= □φ and (S, w) |= □ψ, i.e. (S, w) |= □φ ∧ □ψ,
which concludes the proof.

2. Assume (S, w) |= □(φ∨□ψ). Then for all successor v of w by R, (S, v) |= φ∨□ψ. Then
there are two cases:

Either for all successor v of w by R, (S, v) |= φ. In this case (S, w) |= □φ.
Either there is a successor v of w by R such that (S, v) ̸|= φ. In this case, (S, v) |= □ψ.
Let u be a successor of w for R. Then since R is an equivalence relation, u is also a
successor of v and (S, u) |= ψ.
Since this holds for all successors of w, (S, w) |= □ψ.

Now for the converse, assume (S, w) |= □φ∨□ψ. Since R is transitive, (S, w) |= □φ∨□□ψ.
It is easy to check next that (S, w) |= □(φ ∨ □ψ).

3. The proof in this case is very similar to the previous one, except in the proof of the
converse. We have to use the transitivity as well as the symmetry of R to prove that
(S, w) |= □φ ∨ ¬□ψ implies (S, w) |= □φ ∨ □¬□ψ. ◀

Proof of Proposition 28. We proceed by induction on φ, considering for this proof that the
elementary propositional connectives are negation and conjunction. The case of propositional
variables and the inductive case of conjunctions are clear using equivalence 1 of the previous
lemma.

Case φ = ¬φ′

By induction hypothesis on φ′ and using De Morgan’s laws, we know that there are
families of propositional formulas (ψi), (χi,j), (θi,j) such that

φ ≡
n∨
i=1

¬ψi ∧

 li∧
j=1

¬□χi,j

 ∧

(
mi∧
k=1

□θi,k

) .

Then, by distributivity of disjunction over conjunction, there is an integer N such that

φ ≡
N∧
i=1

(ωi,1 ∨ · · · ∨ ωi,hi)

where each ωi,j is either a ¬ψi′ , a □θi′,k′ or a ¬□χi′,j′ .
Finally by grouping for each i the ¬ψi′ into a single propositional formula, the □θi′,k′

together and the ¬□χi′,j′ , we prove φ is equivalent to a formula having the desired shape.
Case φ = □φ′

By induction hypothesis on φ′ and using the first equivalence in the previous lemma, we
know there are families of propositional formulas (ψi), (χi,j), (θi,j) such that

φ ≡
n∧
i=1

□

ψi ∨

 li∨
j=1

□χi,j

 ∨

(
mi∨
k=1

¬□θi,k

) .

Then, applying equivalences 2 and 3 of the previous lemma on each one of the □χi,j and
¬□θi,k, we have that

φ ≡
n∧
i=1

□ψi ∨

 li∨
j=1

□χi,j

 ∨

(
mi∨
k=1

¬□θi,k

)
which is what we wanted since for all i, the □ψi can be grouped with the □χi,j . ◀
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