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Abstract
The Homomorphism Preservation Theorem (HPT) of classical model theory states that a first-order
sentence is preserved under homomorphisms if, and only if, it is equivalent to an existential-positive
sentence. This theorem remains valid when restricted to finite structures, as demonstrated by the
author in [33, 34] via distinct model-theoretic and circuit-complexity based proofs. In this paper, we
present a third (and significantly simpler) proof of the finitary HPT based on a generalized Cai-
Fürer-Immerman construction. This method establishes a tight correspondence between syntactic
parameters of a homomorphism-preserved sentence (quantifier rank, variable width, alternation
height) and structural parameters of its minimal models (tree-width, tree-depth, decomposition
height). Consequently, we prove a conjectured “equi-rank” version of the finitary HPT. In contrast,
previous versions of the finitary HPT possess additional properties, but incur blow-ups in the
quantifier rank of the equivalent existential-positive sentence.
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1 Introduction

A first-order sentence φ is said to be preserved under homomorphisms if, for any model
A |= φ and any structure B such that there exists a homomorphism A → B, it holds that
B |= φ. One class of first-order sentences that are always preserved under homomorphisms
are the existential-positive sentences, which are built from atomic formulas (of the form
x1 = x2 and R(x1, . . . , xr) where R is an r-ary relation symbol) via conjunction φ1 ∧ φ2,
disjunction φ1 ∨ φ2, and existential quantification ∃xφ (that is, without negation ¬φ or
universal quantification ∀xφ).1

The Homomorphism Preservation Theorem (HPT) of classical model theory, attributed
to Łoś, Lyndon and Tarski [30, 39, 31], states that existential-positive sentences are – up to
logical equivalence – the only first-order sentences that are preserved under homomorphisms.2

▶ Theorem 1.1 (HPT). A first-order sentence is preserved under homomorphisms if, and
only if, it is equivalent to an existential-positive sentence.

1 A sentence is a formula with no free variables. Although the definition of preserved under homomorphisms
extends to formulas with free variables, we speak of sentences for simplicity sake. We further restrict
attention to relational languages (without functions or constant symbols), even though most definitions
and results in this paper extend to general first-order languages.

2 Here the semantic notions of logical equivalence and preserved under homomorphisms are with respect
to all (finite or infinite) structures.
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6:2 Equi-Rank Homomorphism Preservation Theorem on Finite Structures

The closely related Łoś-Tarski and Lyndon Preservation Theorems state that a first-order
sentence that is preserved under embeddings (respectively: surjective homomorphisms) if,
and only if, it is equivalent to an existential sentence (respectively: positive sentence). In each
of these classical preservation theorems, the “if” direction follows directly from the semantics
of first-order logic, while the “only if” direction was originally proved non-constructively
using the Compactness Theorem.

A line of work in finite model theory initiated by Gurevich [20] studies the question
of which theorems of classical model theory remain valid, and which become false, when
restricted to finite structures. For example, the Compactness Theorem is easily seen to be
false on finite structures. Counterexamples in [38, 20] witness the failure on finite structure
of the Łoś-Tarski and Lyndon Theorems (on preservation under embeddings and surjective
homomorphisms). In contrast, previous work of the author [33, Theorem 1.7] and [34,
Theorem 6] showed that the classical HPT remains valid when restricted to finite structures.

▶ Theorem 1.2 (HPT on finite structures). Every first-order sentence that is preserved
under homomorphisms on finite structures is equivalent on finite structures to an
existential-positive sentence.

Articles [33, 34] provide two entirely different proofs of Theorem 1.2, which we discuss in
§2.1 and §2.2. Unfortunately, both proofs incur large blow-ups from the quantifier rank r of
a homomorphism-preserved first-order sentence φ to the quantifier rank r∃+ (≫ r) of the
equivalent existential-positive sentence φ∃+. The blow-up in [33] is non-elementary: r∃+ is a
tower-of-exponentials of height r. (With respect to the length of φ and φ∃+, a non-elementary
blow-up is necessary [33, Theorem 6.1].) The method of [34] improved the quantifier rank
blow-up to merely polynomial: r∃+ = O(r3 log r).

At the same time, an additional result of [33, Theorem 1.6] showed the classical HPT
(Theorem 1.1) requires no blow-up at all in quantifier rank:

▶ Theorem 1.3 (Equi-rank HPT). Every first-order sentence that is preserved under ho-
momorphisms (on all structures) is equivalent to an existential-positive sentence with the
same quantifier rank.

The proof of Theorem 1.3 avoids the non-constructive Compactness Theorem, using
instead a method of ∃+-saturated co-retracts (see the discussion in §2.1). It was left as an
open question whether Theorem 1.3 remains valid on finite structures. The main result of
the present paper answers this question in the affirmative, finally unifying the finitary and
equi-rank versions of the HPT.

▶ Theorem 1.4 (Equi-rank HPT on finite structures). Every first-order sentence that is
preserved under homomorphisms on finite structures is equivalent on finite structures to an
existential-positive sentence with the same quantifier rank, variable width, and alternation
height.

Theorem 1.4 is simultaneously tight with respect to three different parameters: quantifier
rank, variable width, and alternation height (see §3.2 for definitions). The surprisingly
simple proof utilizes a generalized Cai-Fürer-Immerman construction [6] on finite relational
structures (see §2.3). In particular, we consider two CFI structures Ceven and Codd over a
finite core C (i.e., structure such that every homomorphism C → C is an isomorphism). We
show that

Ceven ⇄ C and Codd → C ̸→ Codd
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where → denotes the existence of a homomorphism (Lemma 5.5). Theorem 1.4 then follows
from a characterization of existential-positive definability in terms of the minimal cores of a
homomorphism-closed class of finite structures (Lemma 4.6).

Related work
Our proof of Theorem 1.4 combines a few standard techniques that appear in many prior
works. Variants of the Cai-Fürer-Immerman construction have found numerous applications
similar in nature to our main result. In particular, Fürer [16] and Neuen [32] considered
very similar generalization of CFI structures as given in Definition 5.4, only with different
applications in mind.

The correspondence between quantifier rank/variable width, tree-width/tree-depth, and
the # of moves/# of cops parameters of the cops-and-robber game, has been developed in
several works including [1, 3, 12, 15, 19]. Variants of Lemmas 4.6 can be found in many of
these papers.

Anuj Dawar (personal communication) independently identified the “core” homomor-
phism property of CFI structures (Lemma 5.5) in the context of a different problem. It is
perhaps surprising that the application of the CFI construction to prove the Homomorphism
Preservation Theorem remained unrecognized for such an extended period.

Versions of the HPT relativized to various classes of structures have been investigated in
[4, 5, 10, 21] (see also [11], which corrects some claims in articles [5, 10]). Versions of the
HPT for different fragments, as well as extensions, of first-order logic have been studied in
[2, 7, 14].

2 Comparing the three proofs of the finitary HPT

In this section, we discuss both previous proofs of the Homomorphism Preservation Theorem
on finite structures (Theorem 1.2) from articles [33, 34]. We then give a brief overview of
our new proof using the Cai-Fürer-Immerman construction.

2.1 First proof via ∃+-indistinguishable co-retracts
The original proof of the finitary HPT actually establishes the following stronger result.

▶ Theorem 2.1 ([33, Theorem 5.15]). For every finite relational signature σ and integer
r ≥ 0, there exists an integer r∃+ (≥ r) and an operation

A 7−→ Â : { σ-structures} −→ { σ-structures}

with the following properties:
(I) Â is a co-retract of A (i.e., A is a substructure of Â and there is a homomorphism

Â → A that fixes each element of A).
(II) Whenever A is finite, so is Â.

(III) Whenever A and B satisfy the same existential-positive sentences of quantifier rank r∃+,
their co-retracts Â and B̂ satisfy the same first-order sentences of quantifier rank r.

The finitary HPT follows straightforwardly from Theorem 2.1, although inheriting the
same blow-up in quantifier rank from r to r∃+ (a tower-of-exponentials of height r). It is
unknown whether every operation A 7−→ Â satisfying properties (I), (II) and (III) requires a
large blow-up from r to r∃+; the method of the present paper sheds no light on this question.

CSL 2025



6:4 Equi-Rank Homomorphism Preservation Theorem on Finite Structures

An additional result in [33, Theorem 4.11] shows that the optimal value r∃+ = r can be
achieved by sacrificing property (II), that is, allowing Â to be infinite even when A is finite.
This yields the equi-rank version of the classical HPT (Theorem 1.3). In this version of the
hat operation, Â is an (infinite) ∃+-saturated co-retract of A. The manner of “finitizing” this
operation in [33] is responsible for the tower-of-exponentials blow-up in Theorem 2.1.

▶ Remark 2.2. The method of ∃+-saturated co-retracts was recently generalized by Abramsky
and Reggio [2], though the lens of game comonads and arboreal categories. They give general
conditions leading to equi-resource homomorphism preservation theorems, both with respect
to fragments of first-order logic and relativized to classes of structures satisfying certain
axioms. Our proof of Theorem 1.4 does not follow this template, but it would be interesting
to know if a ∃+-saturation proof is possible in the finite setting.

2.2 Second proof via AC0 lower bounds
Subsequent work of the author [34] provides an entirely different proof of the finitary HPT,
with a merely polynomial blow-up in quantifier rank, based on lower bounds in circuit
complexity.

▶ Theorem 2.3 (Main result of [34]). Let C be a homomorphism-closed class of finite
structures.
(1) If membership in C is decidable on structures of size n by non-uniform AC0 formulas of

size O(nr), then C is definable on finite structures (of all sizes) by a single existential-
positive sentence of quantifier rank O(r3 log r).

(2) If membership in C is decidable on structures of size n by non-uniform AC0 circuits of size
O(ns), then C is definable on finite structures (of all sizes) by a single existential-positive
sentence of variable width O(s log s).

The proof of Theorem 2.3 relies on three different lower bounds in circuit complexity
[27, 28, 35], in addition to a result in graph minor theory on the excluded-minor approximation
of tree-depth [9, 25].3 We remark that Theorem 2.3 has an equivalent descriptive complexity
formulation via the well-known correspondence [13, 24] between the non-uniform complexity
class AC0 and the logic FO[Arb] (first-order logic with arbitrary background predicates).

▶ Corollary 2.4. Let C be a homomorphism-closed class of finite structures.
(1) If C is definable on finite structures by an FO[Arb] sentence of quantifier rank r, then

C is definable on finite structures by an existential-positive sentence of quantifier rank
O(r3 log r).

(2) If C is definable on finite structures by an FO[Arb] sentence of quantifier width s, then
C is definable on finite structures by an existential-positive sentence of variable width
O(s log s).

Corollary 2.4 strengthens Theorem 1.2 by expanding the hypothesis from first-order
sentences to the more expressive class of FO[Arb] sentences, while the equivalent existential-
positive sentences remain first-order (without background predicates). The results of the
present paper do not directly improve Corollary 2.4, but do show that improvements would

3 Part (1) of Theorem 2.3 is stated in [34] with a weaker polynomial bound O(r5 log r). The improvement
to O(r3 log r) relies on a subsequent result of Czerwinski, Nadara, and Pilipczuk [9]. Part (2) of Theorem
2.3 is not explicitly stated in [34], but follows by a similar argument to part (1) using the AC0 circuit
lower bound of Li, Razborov and the author [28].
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follow from strong enough lower bounds on the AC0 complexity of distinguishing “even”
and “odd” CFI structures over any base graph. Recent size-depth tradeoffs for AC0-Frege
refutations of Tseitin formulas [22, 17] might be relevant to this question.

2.3 New proof via the Cai-Fürer-Immerman construction
An influential article of Cai, Fürer and Immerman [6] introduced a construction of non-
isomorphic simple graphs of order n that are indistinguishable by o(n)-variable counting logic
(equivalently, by the o(n)-dimensional Weisfeiler-Leman algorithm). The general construction
associates any 3-regular graph G with a pair of non-isomorphic graphs Geven and Godd, which
are hard to distinguish when the “base graph” G is an expander. The CFI construction is
closely related to 3-XOR-CNF formulas associated with G, studied by Tseitin [40] in the
setting of proof complexity. The Tseitin formulas are a system of linear equations modulo 2,
with a variable Xe for each edge and a constraint for each vertex v (either Xe ⊕Xf ⊕Xg = 0
or Xe ⊕Xf ⊕Xg = 1, where e, f, g are the edges incident to v). This system is satisfiable
if, and only if, the number of inhomogeneous constraints is even. The CFI graphs Geven
and Godd encode the two different (satisfiable and unsatisfiable) Tseitin formulas over G,
corresponding to the 0-homomology classes of G over Z2.

The CFI construction generalizes to arbitrary (non-3-regular, non-connected) simple
graphs G, as well as to abelian coordinate groups other than Z2. Generalizations of Tseitin
formulas and the CFI construction have found numerous applications in finite model theory
and proof complexity. In this paper we consider a natural version of the CFI construction
on finite structures with a fixed relational signature (Definition 5.4). For any finite “base”
structure A, this construction produces a pair of non-isomorphic finite structures Aeven and
Aodd. Like the original CFI graphs, these structures are indistinguishable by first-order
sentences whose quantifier rank / number of variables is less than the tree-depth / tree-width
of A (Lemma 5.6).

Unlike some versions of the CFI construction (such as the original CFI graphs [6]),
structures Aeven and Aodd project homomorphically to the base structure A. In the key
special case of a finite core C (where every homomorphism C → C is an isomorphism), we
show that C admits a homomorphism to Ceven but not to Codd (Lemma 5.5). Our main result,
the equi-rank finitary HPT (Theorem 1.4), then follows by essentially well-known arguments.

3 Preliminaries

This section includes all relevant definitions pertaining to structures, homomorphisms, and
first-order logic. See [29, 24] for additional background on finite model theory.

3.1 Structures and homomorphisms
▶ Definition 3.1. A (relational) signature is a set σ of relation symbols, each with an
associated positive integer “arity”. A σ-structure A consists a set A (called the universe of A)
together with an interpretation RA ⊆ At for each t-ary relation symbol R in σ. A structure
is finite if its signature and universe are both finite.

▶ Definition 3.2 (Homomorphism and isomorphism).
For structures A,B with the same signature, a homomorphism h : A → B is a function
from the universe of A to the universe of B, which maps each tuple in each relation of A
to a tuple in the corresponding relation of B. An isomorphism is a homomorphism h

which is a bijection and whose inverse h−1 is a homomorphism.

CSL 2025



6:6 Equi-Rank Homomorphism Preservation Theorem on Finite Structures

Notation A → B expresses that there exists a homomorphism from A to B. We say that
A and B are homomorphically equivalent, denoted A ⇄ B, if A → B and B → A.
Notation A → ∗ denotes the class of all (finite or infinite) structures B such that A → B.

▶ Definition 3.3 (The core of a finite structure).
A structure C is a core if every homomorphism h : C → C is an isomorphism.
Every finite structure A is homomorphically equivalent to a unique core (up to isomor-
phism), which we call “the” core of A and denote by Core(A). Core(A) is isomorphic to
an induced substructure of A, namely any minimal retract of A [23].

▶ Definition 3.4 (Gaifman graph). The Gaifman graph of a structure A, denoted Gaif(A), is
the simple graph with vertex set V (Gaif(A)) = A (the universe of A) and undirected edge set

E(Gaif(A)) =
{

{v, w} ∈
(
A

2

)
: v, w occur together in any tuple of any relation of A

}
.

3.2 First-order logic
Definitions in this subsection are with respect to an arbitrary fixed relational signature (i.e.,
a finite set of relation symbols, each with an associated positive integer “arity”).

▶ Definition 3.5 (First-order formulas). Formulas of first-order logic (denoted by φ,ψ, θ) are
constructed from

atomic formulas x = y and Rx1 . . . xt (for a t-ary relation symbol R) via
Boolean connectives φ ∧ ψ and φ ∨ ψ and ¬φ and
quantifiers ∃xφ and ∀xφ.

(Here x, y, x1, . . . , xt are arbitrary variable symbols.)
A formula is said to be:
a sentence if it contains no free variables (i.e., if every occurrence of every variable symbol
is bounded by a quantifier),
positive if it contains no negations (¬),
existential-positive if it contains no negations (¬) or universal quantifiers (∀),
primitive-positive if it contains no negations (¬), universal quantifiers (∀) or disjunc-
tion (∨).

In other words, primitive-positive formulas are constructed from atomic formulas via existen-
tial quantification (∃) and conjunction (∧) only; existential-positive formulas additionally
allow disjunction (∨).

▶ Definition 3.6 (Quantifier rank and variable width). Two important parameters of first-order
formulas are:

quantifier rank, defined as the maximum nesting depth of quantifiers, and
variable width, defined as the maximum number of free variables in any subformula.

▶ Definition 3.7 (Alternation height). A first-order formula φ has alternation height 0 iff
it is quantifier-free (i.e., a Boolean combination of atomic formulas). For d ≥ 1, φ has
alternation height at most d iff it is a Boolean combination of finitely many first-order
formulas ψ1, . . . , ψm, each of the form ∃x1 . . . ∃xk θ or ∀x1 . . . ∀xk θ some k ≥ 0 and θ with
alternation height at most d− 1.

▶ Example 3.8. To illustrate various tradeoffs in parameters, we present four different
primitive-positive sentences, all which define the class P⃗9 → ∗ where P⃗9 is the directed path
graph of order 9.
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(a) quantifier rank 5, variable width 3, alternation height 3

∃x0 ∃x8 ∃x4

 ∃x2

(
∃x1 (Ex0x1 ∧ Ex1x2) ∧ ∃x3 (Ex2x3 ∧ Ex3x4)

)
∧ ∃x6

(
∃x5 (Ex4x5 ∧ Ex5x6) ∧ ∃x7 (Ex6x7 ∧ Ex7x8)

)


(b) quantifier rank 4 (the minimum possible), variable width 3, alternation height 4

∃x4

 ∃x2

(
∃x1 (∃x0 Ex0x1 ∧ Ex1x2) ∧ ∃x3 (Ex2x3 ∧ Ex3x4)

)
∧ ∃x6

(
∃x5 (Ex4x5 ∧ Ex5x6) ∧ ∃x7 (Ex6x7 ∧ ∃x8 Ex7x8)

)


(c) quantifier rank 9, variable width 2 (the minimum possible), alternation height 8

∃x0 ∃x1 (Ex0x1 ∧ ∃x2 (Ex1x2 ∧ ∃x3 (Ex2x3 ∧ · · · ∃x7 (Ex6x7 ∧ ∃x8 Ex7x8) · · · )))

(d) quantifier rank 9, variable width 9, alternation height 1 (the minimum possible)

∃x0 ∃x1 ∃x2 · · · ∃x7 ∃x8 (Ex0x1 ∧ (Ex1x2 ∧ (Ex2x3 ∧ · · · (Ex6x7 ∧ Ex7x8) · · · )))

4 Characterization of ∃+ definability via the cops-and-robber game

The main result of this section (Lemma 4.6) provides a useful characterization of the classes
of structures that are definable by existential-positive sentences with a given quantifier
rank r, variable width s, and alternation height d. This characterization uses the well-known
cops-and-robber game, which is also a means of defining the graph parameters tree-width
and tree-depth.

4.1 Cops-and-robber game
Let G = (V,E), E ⊆

(
V
2
)
, be a finite simple graph. Tree-width and tree-depth, denoted by

tw(G) and td(G), are well-studied graphs parameters that are usually defined in terms of
tree-like decompositions of G. Below, we present an alternative definition of these parameters
in terms of a two-player pursuit-evasion game. This “cops-and-robbers” characterization of
tw(G) and td(G) is better suited to our purposes in this paper.

▶ Definition 4.1 (Cops-and-robber game). For any d ≥ 0, the height-d cops-and-robber game
on a graph G is a pursuit-evasion between two players: a team of cops and a sole robber
(each with complete knowledge of the other’s moves). The game is played in a sequence of d
rounds as follows:

Initially, the robber positions himself on any vertex of his choice.
In round 1 of the game, any number of cops take up positions on their choice of vertices.
The robber then moves to any vertex in the same connected component (bypassing any
newly positioned cops that stand in the way). The game ends immediately only if the
robber moves to a position guarded by a cop.
In round 2 of the game, any subset of the assigned cops remain on their stationed vertices,
and any number of (reassigned or additional) cops take up new positions on their choice
of vertices. The robber then moves to any vertex in that reachable via a path that avoids
the stationary cops (but may bypass any newly (re)positioned cops).
The game proceeds in this manner for up to d rounds, ending immediately if the robber
ever occupies the same vertex as a cop at the end of a round. This situation is a win for
the cop team; otherwise the robber wins if not caught after d rounds.

CSL 2025



6:8 Equi-Rank Homomorphism Preservation Theorem on Finite Structures

The team of cops clearly have a winning strategy for any d ≥ 1: in the first round, simply
occupy all vertices in the connected component of the robber. The two questions that concern
us are:

How many distinct cops are required to catch the robber?
How many distinct cop “moves” (i.e., instances of positioning a cop on a vertex) are
required to catch the robber?

When the “height” of the game (i.e., number of rounds) is unbounded, the answers to these
questions respectively characterize the tree-width and tree-depth of G [37, 18].

Taking into account the height d, we get two hierarchies of parameters

tw1(G) ≥ tw2(G) ≥ · · · and td1(G) ≥ td2(G) ≥ · · ·

defined as follows:
twd(G) is the maximum s ≥ 0 such that the robber has a winning strategy in the
height-d ∞-move s-cops-and-robber game on G.
tdd(G) is the minimum r ≥ 1 such that the cops have a winning strategy in height-d
r-move ∞-cops-and-robber game.

Observe that

tw1(G) + 1 = td1(G) = maximum # of vertices in a connected component of G.

Also note that twd(G) + 1 ≤ tdd(G) for all d. Finally, note that tw|V (G)|(G) = tw(G) and
td|V (G)|(G) = td(G).

▶ Example 4.2. With respect to the path graph Pk of order k, it is well-known that
tw(Pk) = 2 and td(Pk) = log2(k) +O(1). Moreover it is not hard to show that

twd(Pk) = k1/d +O(1) and tdd(Pk) = (d+ o(d))k1/d

for all d ≤ log2(k).

In the remainder of this paper, we are not interested in twd(G) and tdd(G) per se, but
rather in tradeoffs among all three parameters in the cops-and-robbers game: the numbers
of cops, cop moves, and height. That is, for any triple of parameters r, s, d, which side has a
winning strategy in the height-d r-move s-cops-and-robber game on G?

▶ Remark 4.3. Tradeoffs between r and s (when d is unbounded) were recently studied
in [15], and monotonicity of an optimal cops strategy in the r-move s-cops-and-robber game
was established in [3]. In both of those articles, the r-move s-cops-and-robber game is called
the “r-round s-cops-and-robber game”. Optimizing s with respect to fixed r characterizes a
parameter called the depth-r tree-width of G.

In the present article, we use terminology “height-d” instead of “d-round” to avoid
confusion with the previous terminology. We propose names height-d tree-width and height-d
tree-depth for parameters twd(G) and tdd(G).

4.2 ∃+ definability of homomorphism-closed classes
We shall now review a well-known characterization of the parameters (quantifier rank and
variable width) required to define the class of structures C → ∗ by a primitive-positive
sentence, for finite core C. In fact, we slightly extend this characterization by including
alternation height as a third parameter.
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▶ Lemma 4.4. For any finite core C and integer d, r, s ≥ 0, the following statements are
equivalent:

(i) The class C → ∗ is definable by a primitive-positive sentence with quantifier rank r,
variable width s, and alternation height d.

(ii) The cops have a winning strategy in the height-d r-move s-cops-and-robber game on
Gaif(C).

Results very similar to Lemma 4.4, which consider only one or two of the parameters
d, r, s, have appeared before in the literature [1, 3, 12, 15, 18, 19, 37]. Lemma 4.4 may
be used to characterize the parameters of existential-positive sentences that define a given
homomorphism-closed class of finite structures.

▶ Definition 4.5 (Minimal cores of a homomorphism-closed class of finite structures).
A class of finite structures C is homomorphism-closed if

(A ∈ C and A → B) =⇒ B ∈ C

for all finite structures A and B.
A minimal core in C is a core C ∈ C such that

(A ∈ C and A → C) =⇒ A ⇄ C

for all finite structures A.
Note that C is determined by its set of minimal cores: a finite structures A belongs to C if,
and only if, there is a homomorphism to A from at least one minimal core in C.

▶ Lemma 4.6. Let C be a homomorphism-closed class of finite structures. For any d, r, s ≥ 0,
the following statements are equivalent:

(i) C is definable on finite structures by an existential-positive sentence with quantifier
rank r, variable width s, and alternation height d.

(ii) The cops have a winning strategy in the height-d r-move s-cops-and-robber game on
Gaif(C), for every minimal core C in C.

Lemma 4.6 follows from Lemma 4.4 by standard arguments (see [34, Proposition 2.16]).
The only minor subtlety in the proof is a reliance on the fact that, for any given finite
relational signature and r ≥ 0, there are only a finite number of non-isomorphic cores with
tree-depth r [23]. This is required so that the disjunction of primitive-positive sentences
defining C → ∗, over the non-isomorphic minimal cores C in C, constitutes a well-defined
(finite length) existential-positive sentence.

5 Generalized Cai-Fürer-Immerman construction

In this section we present the generalized Cai-Fürer-Immerman construction discussed in
§2.3 and establish its key properties given by Lemmas 5.5 and 5.6.

▶ Notation 5.1. Let Z2 denote the group {0, 1} with addition modulo 2.

We will make use of the following basic lemma of graph homology, stated here over the
coefficient group Z2.

▶ Lemma 5.2. For any graph G = (V,E), E ⊆
(

V
2
)
, and function ξ : V → Z2, the following

statements are equivalent:
(i)

∑
u∈U ξ(u) = 0 for every connected component U ⊆ V .

(ii) ξ is a “1-boundary”, that is, there exists a function ε : E → Z2 such that for every
v ∈ V , we have

∑
e∈E : v∈e ε(e) = ξ(v).

CSL 2025



6:10 Equi-Rank Homomorphism Preservation Theorem on Finite Structures

▶ Notation 5.3. Let A be a structure with Gaifman graph G = (A,E). For an element v ∈ A,
let Ev, Nv and N•

v respectively denote the incident-edge set, neighbor set and 1-neighborhood
of v in G. That is,

Ev :=
{

{v, w} : w ∈ A such that {v, w} is an edge in G
}
,

Nv :=
{
w ∈ A : {v, w} is an edge in G

}
,

N•
v := Nv ∪ {v}.

▶ Definition 5.4 (Generalized Cai-Fürer-Immerman structures Aξ). For any relational structure
A with universe A and any function ξ : A → Z2, we define a structure Aξ (with the same
signature) as follows:

Aξ has universe

Aξ :=
{

⟨v, α⟩ : v ∈ A and α : N•
v → Z2 such that α(v) = 0 and

∑
w∈Nv

α(w) = ξ(v)
}
.

(Here for readability sake we use a distinctive notation ⟨v, α⟩ for the ordered pair (v, α).)
For each t-ary relation R ⊆ At in A, the corresponding relation Rξ ⊆ At

ξ in Aξ is
defined by

Rξ :=
{

(⟨v1, α1⟩, . . . , ⟨vt, αt⟩) ∈ At
ξ :

(v1, . . . , vt) ∈ R and
αi(vj) = αj(vi) for all i, j ∈ {1, . . . , t}

}
.

Note that the projection ⟨v, α⟩ 7→ v is a homomorphism Aξ → A. Also note that this
homomorphism need not be surjective (for instance, if v ∈ A is an isolated vertex in Gaif(A)
and ξ(v) = 1).

Our first key lemma gives a necessary and sufficient condition for the existence of a
homomorphism in the opposite direction in the special case that A is a core.

▶ Lemma 5.5. Let C be a finite core with Gaifman graph G = (C,E), and let ξ : C → Z2.
There exists a homomorphism C → Cξ if, and only if,

∑
u∈U ξ(u) = 0 for each connected

component U of G.

Proof of Lemma 5.5. We first prove the “if” direction. Assume that
∑

u∈U ξ(u) = 0 for
each connected component U of C. By Lemma 5.2, there exists a function ε : E → Z2 such
that for all v ∈ C, we have∑

e∈Ev

ε(e) = ξ(v).

For each v ∈ C, define αv : Nv → Z2 by αv(v) := 0 and αv(w) := ε({v, w}) for
all w ∈ Nv \ {v}. Note that ⟨v, αv⟩ ∈ Cξ. The function h : v 7→ ⟨v, αv⟩ is the desired
homomorphism C → Cξ.

We now prove the “only if” direction. Assume that h is an arbitrary homomorphism
C → Cξ. Consider the projection homomorphism ⟨v, α⟩ 7→ v : Cξ → C that maps ⟨v, α⟩ to v,
and let f be the composition

f = (⟨v, α⟩ 7→ v) ◦ h : C → C.

Since C is a core, f is an isomorphism. In particular, note that f restricts to a bijection from
Nv to Nf(v) for each v ∈ C.
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For each v ∈ C, we have h(v) = ⟨f(v), αv⟩ for some αv : N•
f(v) → Z2. Since h(v) ∈ Cξ,

we have

αv(f(v)) = 0 and
∑

x∈Nf(v)

αv(x) = ξ(f(v)).

We now define α̃v : N•
v → Z2 by

α̃v(w) := αv(f(w)).

Using the fact that f maps Nv bijectively to Nf(v), we have

α̃v(v) = αv(f(v)) = 0 and
∑

w∈Nv

α̃v(w) =
∑

w∈Nv

αv(f(w)) =
∑

x∈Nf(v)

αv(x) = ξ(f(v)).

Therefore, we have ⟨v, α̃v⟩ ∈ C
ξ̃

where ξ̃ : C → Z2 is the function ξ̃(v) := ξ(f(v)).
Let us next consider the function h̃ : C → C

ξ̃
defined by

h̃(v) := ⟨v, α̃v⟩.

We claim that h̃ is a homomorphism C → C
ξ̃
. (We prove this claim only in order to show

that α̃v(w) = α̃w(v) for all {v, w} ∈ E.) To see why, consider any tuple (v1, . . . , vt) ∈ R in
any relation of C. Since h is a homomorphism C → Cξ, we have

(h(v1), . . . , h(vr)) = (⟨f(v1), αv1⟩, . . . , ⟨f(vt), αvt
⟩) ∈ Rξ.

By definition of Rξ, for all i, j ∈ {1, . . . , t}, we have αvi(f(vj)) = αvj (f(vi)) and hence

α̃vi
(vj) = αvi

(f(vj)) = αvj
(f(vi)) = α̃vj

(vi).

So we see that (by definition of R
ξ̃
)

(h̃(v1), . . . , h̃(vt)) = (⟨v1, α̃v1⟩, . . . , ⟨vt, α̃vt
⟩) ∈ R

ξ̃
.

This argument shows that h̃ is a homomorphism C → C
ξ̃

as claimed.
We now define a function ε : E → Z2 by

ε({v, w}) := α̃v(w).

This is well-defined, since (as established in previous paragraph) we have α̃v(w) = α̃w(v) for
all {v, w} ∈ E (i.e., for all distinct v, w ∈ C that appear together in any tuple of any relation
of C).

For all v ∈ C, we have∑
e∈Ev

ε(e) =
∑

w∈Nv

ε({v, w}) =
∑

w∈Nv

α̃v(w) = ξ(f(v)) = ξ̃(v).

By Lemma 5.2, it follows that
∑

u∈U ξ̃(u) = 0 for each connected component U of C. Since C

is a core, f : C → C restricts to a bijection on each connected component. We conclude that∑
u∈U

ξ(u) =
∑
u∈U

ξ(f(u)) =
∑
u∈U

ξ̃(u) = 0

as required. ◀
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The second key lemma concerns the parameters of first-order sentences that distinguish
any two structures in the class {Aξ : ξ is a function from A to Z2}.

▶ Lemma 5.6. Let A be a finite structure with Gaifman graph G = (A,E). Assume that
the robber has a winning strategy starting on vertex u ∈ A in the height-d r-move s-ccops-
and-robber game on G. Further assume that ξ, ζ : A → Z2 and ε : E → Z2 are functions
satisfying

ξ(v) + ζ(v) +
∑

e∈Ev

ε(e) = 1[ v = u ] for all v ∈ A.

Then structures Aξ and Aζ are indistinguishable by first-order sentences with quantifier rank r,
variable width s, and alternation height d.

We obtain Lemma 5.6 as the k = 0 case of the following more general lemma, whose
statement is suited for proof by induction on the alternation height d.

▶ Lemma 5.7. Let A be a finite structure with Gaifman graph G = (A,E). Assume that the
robber has a winning strategy in the height-d r-move s-ccops-and-robber game on G with k
(≤ s) cops initially positioned at vertices v1, . . . , vk ∈ A and the robber initially positioned
at vertex u ∈ A \ {v1, . . . , vk}. Further assume that ξ, ζ : A → Z2 and ε : E → Z2 and
αi, βi : N•

vi
→ Z2 are functions satisfying

⟨v1, α1⟩, . . . , ⟨vk, αk⟩ ∈ Aξ,

⟨v1, β1⟩, . . . , ⟨vk, βk⟩ ∈ Aζ ,

αi(w) + βi(w) + ε({vi, w}) = 0 for all i ∈ {1, . . . , k} and w ∈ Nvi ,

ξ(v) + ζ(v) +
∑

e∈Ev

ε(e) = 1[ v = u ] for all v ∈ A.

Then for every first-order formula φ(x1, . . . , xk) with quantifier rank r, variable width s, and
alternation height d, we have

Aξ |= φ(⟨v1, α1⟩, . . . , ⟨vk, αk⟩) ⇐⇒ Aζ |= φ(⟨v1, β1⟩, . . . , ⟨vk, βk⟩).

Proof. We argue by induction on d. The base case d = 0 is equivalent to showing that Aξ

and Aζ satisfy the same quantifier-free formulas. Here it suffices to consider only the atomic
formulas. That is, we must show

⟨vi, αi⟩ = ⟨vj , αj⟩ ⇐⇒ ⟨vi, βi⟩ = ⟨vj , βj⟩ for all indices i, j ∈ {1, . . . , k}, and
(⟨vi1 , αi1⟩, . . . , ⟨vit

, αit
⟩) ∈ Rξ ⇐⇒ (⟨vi1 , βi1⟩, . . . , ⟨vit

, βit
⟩) ∈ Rζ for every t-ary relation

symbol R and indices i1, . . . , it ∈ {1, . . . , k}.
Both equivalences follow from our assumptions on ξ, ζ, αi, βi, ε. In particular, the second
equivalence follows from the definition of relations Rξ, Rζ and the observation that

αi(vj) = αj(vi) ⇐⇒ αi(vj) + ε({vi, vj}) = αj(vi) + ε({vi, vj}) ⇐⇒ βi(vj) = βj(vi)

for all i, j ∈ {1, . . . , k}.

For the induction step, assume that d ≥ 1. By definition of having alternation height d,
φ(x1, . . . , xk) is a Boolean combination of finitely many first-order formulas ψ(xi1 , . . . , xij

),
each of the form

∃y1 . . . ∃yℓ θ(xi1 , . . . , xij , y1, . . . , yℓ) or ∀y1 . . . ∀yℓ θ(xi1 , . . . , xij , y1, . . . , yℓ)
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for some j, ℓ ≥ 0 and 1 ≤ i1 < · · · < ij ≤ k and first-order formula θ with quanti-
fier rank (at most) r − ℓ, variable width (at most) s, and alternation depth (at most)
d − 1. Consider any such formula ψ(x1, . . . , xj), without loss of generality of the form
∃y1 . . . ∃yℓ θ(x1, . . . , xj , y1, . . . , yℓ) where (i1, . . . , ij) = (1, . . . , j). It suffices to show that

Aξ |= ψ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩) ⇐⇒ Aζ |= ψ(⟨v1, β1⟩, . . . , ⟨vj , βj⟩).

We will prove the implication =⇒; the reverse implication follows by a symmetric argument.
Assume that Aξ |= ψ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩) and fix a choice of ⟨v̂1, α̂1⟩, . . . , ⟨v̂ℓ, α̂ℓ⟩ ∈ Aξ

such that

Aξ |= θ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩, ⟨v̂1, α̂1⟩, . . . , ⟨v̂ℓ, α̂ℓ⟩).

In the remainder of this proof, we will show that there exist functions β̂i : N•
v̂ℓ

→ Z2 with
⟨v̂i, β̂i⟩ ∈ Aζ (i ∈ {1, . . . , ℓ}) such that

Aζ |= θ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩, ⟨v̂1, β̂1⟩, . . . , ⟨v̂ℓ, β̂ℓ⟩).

It then follows that Aζ |= ψ(⟨v1, β1⟩, . . . , ⟨vj , βj⟩), which establishes the required implication

Aξ |= ψ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩) =⇒ Aζ |= ψ(⟨v1, β1⟩, . . . , ⟨vj , βj⟩).

In order to define suitable functions β̂i, we invoke the robber’s winning strategy in the
height-d r-move s-ccops-and-robber game on G with cops starting at v1, . . . , vk and the robber
starting at u. Suppose that in the round 1 of the game, the first j cops remain at v1, . . . , vj

while the next ℓ cops redeploy to v̂1, . . . , v̂ℓ. There exists û ∈ V \ {v1, . . . , vj , v̂1, . . . , v̂ℓ} and
a path u = p0, p1, . . . , pm = û in G (with m ≥ 0 and {pi−1, pi} ∈ E for all 1 ≤ i ≤ m) such
that {v1, . . . , vj}∩{p0, . . . , pm} = ∅ and the robber has a winning strategy in the d−1-round
r − ℓ-move s-ccops-and-robber game on G with cops starting at v1, . . . , vj , v̂1, . . . , v̂ℓ and the
robber starting at û.

Define ε̂ : E → Z2 and β̂i : N•
v̂i

→ Z2 (i ∈ {1, . . . , ℓ}) by

ε̂(e) := ε(e) +
m∑

i=1
1[ e = {pi−1, pi} ],

β̂i(w) :=
{

0 if w = v̂i,

α̂i(w) + ε̂({v̂i, w}) if w ∈ Nv̂i
.

We will next show that ξ, ζ, α1, . . . , αj , α̂1, . . . , α̂ℓ, β1, . . . , βj , β̂1, . . . , β̂ℓ and ê satisfy the
conditions of the lemma with respect to v1, . . . , vj , v̂1, . . . , v̂ℓ, û and the first-order formula θ.

First, note that

⟨v1, α1⟩, . . . , ⟨vj , αj⟩, ⟨v̂1, α̂1⟩, . . . , ⟨v̂ℓ, α̂ℓ⟩ ∈ Aξ.

Second, to establish that

⟨v1, β1⟩, . . . , ⟨vj , βj⟩, ⟨v̂1, β̂1⟩, . . . , ⟨v̂ℓ, β̂ℓ⟩ ∈ Aζ ,
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we observe that for each i ∈ {1, . . . , ℓ},∑
w∈Nv̂i

β̂i(w) =
∑

w∈Nv̂i

(
α̂i(w) + ε̂({v̂i, w})

)

=
∑

w∈Nv̂i

(
α̂i(w) + ε({v̂i, w}) +

m∑
i=1

1[ {v̂i, w} = {pi−1, pi} ]
)

= ξ(v̂i) +
∑

e∈E
v̂i

ε(e) +
∑

w∈Nv̂i

m∑
i=1

1[ {v̂i, w} = {pi−1, pi} ]

= ζ(v̂i) + 1[ v̂i = u ] + 1[ v̂i = p0 ] + 1[ v̂i = û ]

= ζ(v̂i) (since p0 = u and û /∈ {v1, . . . , vj , v̂1, . . . , v̂ℓ}).

Third, by definition of β̂i, we have

α̂i(w) + β̂i(w) + ε̂({v̂i, w}) = 0 for all i ∈ {1, . . . , ℓ} and w ∈ Nv̂i
.

Fourth and finally, for all v ∈ A, we have

ξ(v) + ζ(v) +
∑

e∈Ev

ε̂(e) = ξ(v) + ζ(v) +
∑

e∈Ev

ε(e) +
∑

w∈Nv

m∑
i=1

1[ {v, w} = {pi−1, pi} ]

= 1[ v = u ] + 1[ v = p0 ] + 1[ v = pm ]

= 1[ v = ũ ].

By the induction hypothesis applied to θ, we conclude that

Aζ |= θ(⟨v1, α1⟩, . . . , ⟨vj , αj⟩, ⟨v̂1, β̂1⟩, . . . , ⟨v̂ℓ, β̂ℓ⟩),

finishing the proof. ◀

6 Proof of the equi-rank finitary HPT

Proof of Theorem 1.4. Let φ be a first-order sentence that is preserved under homomor-
phisms on finite structures. Let r, s and d be the quantifier rank, variable width and
alternation height of φ.

Assume that φ has at least one finite model, since otherwise the theorem is trivial
(allowing ⊥ as a special primitive-positive sentence with no models). Consider any minimal
core C (with universe C) in the class of finite models of φ. By Lemma 4.6, it suffices to show
that the cops have a winning strategy in the height-d r-move s-cops-and-robber game on
Gaif(C), starting from an (adversarial) choice of initial position u ∈ C for the robber.

Let C0 be the CFI structure where 0 stands for the all-zero function C → Z2, and let
C1u be the CFI structure where 1u stands for the function C → Z2 with value 1 at u and 0
elsewhere. Additionally, let ε be the all-zero function E → Z2. Note that

0(v) + 1u(v) +
∑

e∈Ev

ε(e) = 0 + 1[ v = u ] +
∑

e∈Ev

0 = 1[ v = u ] for all v ∈ A.

By Lemma 5.5, we have C → C0. Since φ is closed under homomorphisms on finite
structures, it follows that C0 |= φ. Lemma 5.5 also implies C ̸→ C1u . Since C1u → C, our
assumption that C is a minimal core in the class of finite models of φ implies that C1u

̸|= φ.
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We have established that φ is a first-order sentence with quantifier rank r, variable width
s and alternation height d, which distinguishes the pair of structures C0 and C1u

. Therefore,
by (the contrapositive of) Lemma 5.6, the cops have a winning strategy with the robber
starting on u ∈ C in the height-d r-move s-cops-and-robber game on Gaif(C).

By Lemma 4.6, we conclude that φ is equivalent on finite structures to an existential-
positive sentence with quantifier rank r, variable width s, and alternation height d, as
required. ◀

7 Open questions

As discussed in §2, it remains an open question whether the quantifier-rank blow-up can be
eliminated or significantly reduced in either Theorem 2.1 or 2.3 (the main results of [33, 34]).

Another interesting question is to investigate tradeoffs in Theorems 2.1 or 2.3 involving
alternation depth d. There is a natural correspondence between primitive-positive sentences
and monotone SAC0 circuits (with unbounded

∨
gates and fan-in 2 ∧ gates). For any finite

graph G, this correspondence gives the following upper bounds on the colored G-subgraph
isomorphism problem (equivalent to the G-homomorphism problem when G is a core).

▶ Proposition 7.1. For any finite graph G, the colored G-subgraph isomorphism
problem, as a sequence of monotone Boolean functions {0, 1}|E(G)|·n2 → {0, 1}, is computable
for all d ≥ 1 by both

monotone SAC0 formulas with
∨

-depth d and size ntdd(G)+O(1), and
monotone SAC0 circuits with

∨
-depth d and size ntwd(G)+O(1).

In the arithmetic setting, the corresponding set-multilinear polynomials are computable by
monotone arithmetic SAC0 formulas and circuits with

∑
-depth d and size ntdd(G)+O(1) and

ntwd(G)+O(1), respectively.

It would be interesting to establish lower bounds in circuit complexity that nearly match
the size-depth tradeoffs of Proposition 7.1. Recent work of the author [36] takes a step in
this direction by establishing nΩ(tdd(G)) and nΩ(twd(G)) lower bounds in the case of path
graphs G = Pk. With respect to monotone arithmetic circuits and formulas, even tighter
ntdd(G)−O(1) and ntwd(G)−O(1) lower bounds for general graphs G might be possible using
the technique of Komarath, Pandey and Rahul [26].
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