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Abstract
We consider the problem of learning temporal logic formulas from examples of system behavior.
Learning temporal properties has crystallized as an effective means to explain complex temporal
behaviors. Several efficient algorithms have been designed for learning temporal formulas. However,
the theoretical understanding of the complexity of the learning decision problems remains largely
unexplored. To address this, we study the complexity of the passive learning problems of three
prominent temporal logics, Linear Temporal Logic (LTL), Computation Tree Logic (CTL) and
Alternating-time Temporal Logic (ATL) and several of their fragments. We show that learning
formulas with unbounded occurrences of binary operators is NP-complete for all of these logics. On
the other hand, when investigating the complexity of learning formulas with bounded occurrences of
binary operators, we exhibit discrepancies between the complexity of learning LTL, CTL and ATL
formulas (with a varying number of agents).
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1 Introduction

Temporal logics are the de-facto standard for expressing temporal properties for software
and cyber-physical systems. Originally introduced in the context of program verification [33,
15], temporal logics are now well-established in numerous areas, including reinforcement
learning [40, 25, 10], motion planning [17, 12], process mining [13], and countless others. The
popularity of temporal logics can be attributed to their unique blend of mathematical rigor
and resemblance to natural language.

Until recently, formulating properties in temporal logics has been a manual task, requiring
human intuition and expertise [6, 39]. To circumvent this step, in the past ten years, there
have been numerous works to automatically learn (i.e., generate) properties in temporal logic.
Among them, a substantial number of works [29, 11, 35, 26, 41] target Linear Temporal Logic
(LTL) [33]. There is now a growing interest in learning formulas [16, 34, 9] in Computation
Tree Logic (CTL) [15] and Alternating-time Temporal Logic (ATL) [1] due to their ability to
express branching-time properties, including for multi-agent systems.
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19:2 Learning LTL, CTL and ATL Formulas

Table 1 The complexity results for learning LTL, CTL and ATL formulas. The notation ATLk

refers to ATL-formulas with k agents. Ut ⊆ {¬, X, F, G} refers to the set of unary temporal operators.

Unbounded Bounded use of binary operators
use of binary

X ∈ Ut X /∈ Ut

operators {F, G} ⊆ Ut Ut = {F}, {G}
LTL

NP-c

L
CTL NP-c NL-c
ATL2 NP-c P-c
ATLk NP-c

While existing approaches for learning temporal properties demonstrate impressive
empirical performance, detailed comparisons of computational complexity across different
temporal logics remain underexplored. Most related works focus on LTL, either in the
verification domain [18, 27] or the database domain [19, 24]. These studies primarily report
complexity results, often highlighting NP-completeness for learning LTL-formulas and their
fragments. In contrast, the computational complexity of learning CTL- and ATL-formulas
has not yet been thoroughly examined.

In this work, we extend the study of learning temporal properties to include CTL-
and ATL-formulas. Additionally, we broaden existing results for LTL to cover a more
comprehensive set of operators, specifically addressing all binary operators (temporal or not).

To elaborate on our contributions, let us precisely describe the problem that we consider,
the passive learning problem for temporal logic [29, 11]. Its decision version asks the following
question: given two sets P, N of positive and negative examples of a system’s behavior and
a size bound B, does there exist a “separating” formula of size at most B, which is satisfied
by the positive examples and violated by the negative ones.

Our instantiation of the above problem depends on the considered logic, following related
literature [29, 34, 9]: LTL-formulas express linear-time properties, CTL-formulas express
branching-time properties, and ATL-formulas express properties on multi-agent systems.
Accordingly, the input examples for learning LTL, CTL and ATL are linear structures (or
equivalently infinite words), Kripke structures and concurrent game structures, respectively.
We refer to Section 2 for formal definitions and other prerequisites.

We summarize our contributions in Table 1. Our first result, illustrated in the left column,
shows that allowing formulas with unrestricted use of at least one binary operator makes
the corresponding learning decision problem NP-complete for all considered logics. Some
of these NP-hardness results are (closely) inspired by [27], involving reductions from the
hitting set problem – one of Karp’s 21 NP-complete problem; some others require novel proof
techniques, e.g. one involves a reduction from an NP-complete modulo-2 calculus problem.
We describe the outline of the proofs in Section 3.

All of the above NP-hardness proofs rely on separating formulas with linearly many (in
the size of the input) occurrences of binary operators. Thus, in the search of expressive
temporal logic fragments with lower complexities, we focus on formulas with a bounded
occurrences of binary logical operators such as ∧ (and), ∨ (or), etc. and no binary temporal
operators such as U (until), R (release), etc. This choice of formulas is motivated by the
fact that such formulas can still express interesting properties (e.g., GR(1) [32] formulas,
mode-target formulas [4], etc.) and are used in several practical applications (see Section 4.1
for details). We explore several fragments with different unary temporal operators, X (next),
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F (eventually) and G (globally), and present the results in the rightmost column of Table 1.
We notice that, in this case, the complexity of the learning problems varies considerably
between different logics and unary operators. Importantly, we exhibit fragments where the
learning problem is below NP. We prove the three NP-hardness results using a reduction
from the hitting set problem; we give key insights on all of these results in Section 4.

All details can be found in the extended version [8].

Related Works. The most closely related works are [18] and [27], which operate within a
similar framework to ours. Both works consider learning problems in several fragments of
LTL, especially involving boolean operators such as ∨ and ∧, and temporal operators such as
X, F and G and prove their NP-completeness. We extend part of their work by categorizing
fragments based on the arity of the operators and studying which type of operators contribute
to the hardness. Moreover, there are several differences in the parameters considered for
the learning problem. The most important one is the following: the above works consider
the size upper bound B to be in binary, while we assume B given in unary. Although, in
complexity problems, integers are most often assumed to be written in binary, we believe
that considering size bound in unary is justified since one may want to not only decide the
existence of a formula but also effectively output one, which will require to explicitly write it.
The other differences with the setting of the above works are mostly due to the fact that we
do not only consider LTL learning, but CTL and ATL learning as well. A thorough discussion
of these differences can be found in the extended version of this paper [8].

In the past, complexity analysis of passive learning has been studied for formalisms
other than temporal logics. For instance, [21] and [2] proved NP-completeness of the passive
learning problems of deterministic finite automata (DFAs) and regular expressions (REs).

When it comes to temporal logics, most related works focus on developing efficient al-
gorithms for learning temporal logic formulas. Among these, the emphasis has predominantly
been on learning LTL (or its significant fragments), which has been discussed in detail in
a recent survey summarizing various learning techniques [30]. Broadly, the techniques can
be categorized into three main types: constraint solving [29, 11, 37, 20, 22], enumerative
search [35, 41], and neuro-symbolic techniques [26, 42].

For learning CTL, some approaches rely on handcrafted templates [14, 43] for simple
enumerative search, while others employ constraint-solving methods to learn formulas with
arbitrary structures [34]. The constraint-solving methods are extended to learn ATL-formulas
as well [9]. There are also works on learning other logics such as Signal Temporal Logic [7, 28],
Metric Temporal Logic [36], Past LTL [3], Property Specification Language [38], etc.

2 Preliminaries and Definitions

We let N denote the set of all integers and N1 denote the set of all positive integers. For all
i ≤ j ∈ N, we let [i, . . . , j] ⊆ N denote the set of integers {i, i+ 1, . . . , j}.

Given any non-empty set Q, we let Q∗, Q+ and Qω denote the sets of finite, non-empty
finite and infinite sequences of elements in Q, respectively. For all ρ ∈ Q+, we denote by
|ρ| ∈ N the number of elements of ρ. For all • ∈ {+, ω}, ρ ∈ Q• and i ∈ N1, if ρ has at least
i elements, we let: ρ[i] ∈ Q denote the i-th element in ρ, in particular ρ[1] ∈ Q is the first
element of ρ; ρ[: i] ∈ Q+ denotes the non-empty finite sequence ρ1 · · · ρi ∈ Q+; ρ[i :] ∈ Q•

denotes the non-empty sequence ρi · ρi+1 · · · ∈ Q•, in particular we have ρ[1 :] = ρ.
For the remainder of this section, we fix a non-empty set of propositions Prop.

STACS 2025
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2.1 Structures
Usually, ATL-formulas are interpreted on concurrent game structures, i..e. games where, at
each state, the concurrent actions of several agents have an impact on the next state reached.
A special kind of concurrent game structures are turn-based game structures, where each
state belongs to a specific agent who decides what the next state is. Here, we introduce only
this special kind of games mainly due to a lack of space, but also because all of our hardness
results, presented in Table 1, hold even when only considering turn-based game structures.

▶ Definition 1. A turn-based game structure (TGS for short) T = ⟨Q, I, Succ,Ag, α,Prop, π⟩
is a tuple where: Q is a finite set of states; I ⊆ Q is the set of initial states; Succ : Q → 2Q \∅
maps each state to its set of successors; Ag ⊆ N denotes the set of agents; α : Q → Ag maps
each state to the agent owning it; and π : Q 7→ 2Prop maps each state q ∈ Q to the set of
propositions that hold in q. A state q is said to be self-looping if q ∈ Succ(q). A structure is
self-looping if all of its states are self-looping.

For all coalitions of agents A ⊆ Ag, a strategy sA for the coalition A is a function
sA : Q+ → Q such that, for all ρ = ρ1 · · · ρn ∈ Q+, if α(ρn) ∈ A, then sA(ρ) ∈ Succ(ρn). We
denote by SA the set of strategies for the coalition A. Then, from any state q ∈ Q, we define
the set Out(q, sA) of infinite paths compatible with the strategy sA from q: Out(q, sA) := {ρ ∈
q ·Qω | ∀i ∈ N1 : α(ρ[i]) ∈ A =⇒ ρ[i+ 1] = sA(ρ[: i])}.

Finally, the size |T | of the turn-based structure T is equal to: |T | = |Q| + |Ag| + |Prop|.

Unless otherwise stated, a turn-based structure T will always refer to the tuple T =
⟨Q, I, Succ, A, α,Prop, π⟩.

There are also special kinds of turn-based structures of interest for us, introduced below.

▶ Definition 2. A Kripke structure is a turn-based structure with only one agent. A linear
structure is a Kripke structure such that: |I| = 1, and for all q ∈ Q, we have |Succ(q)| = 1.
Finally, a turn-based structure is size-1 if |Q| = 1.

Unless otherwise stated, a Kripke structure K will always refer to a tuple ⟨Q, I,Succ,Prop, π⟩1.
We have introduced the notion of linear structures as we are going to interpret LTL-

formulas on them. In the literature, they are usually interpreted on ultimately periodic words.
However, both models are equivalent and can be encoded into each other straightforwardly.

2.2 ATL, CTL and LTL formulas
The LTL, CTL and ATL-formulas that we consider throughout this paper use the following
temporal operators: X (neXt), F (Future), G (Globally), U (Until), R (Release), W (Weak
until), M (Mighty release). We group these operators into the sets of unary and binary
operators: OpUn := {¬,X,F,G} and Optp

Bin := {U,R,W,M}. We also let Oplg
Bin be the set

of all logical binary operators, i.e. classical logical operators, along with their negations:
Oplg

Bin := {∨,∧,⇒,⇐,⇔, ¬∨, ¬∧, ¬⇒, ¬⇐, ¬⇔} (we have |Oplg
Bin| = 10).

To define ATL-formulas, we consider two types of formulas: state formulas – where
strategic operators occur, denoted with the Greek letter ϕ – and path formulas – where
temporal operators occur, denoted with the Greek letter ψ. Consider some Ut ⊆ OpUn,
Bt ⊆ Optp

Bin, and Bl ⊆ Oplg
Bin. For all k ∈ N1, we denote by ATLk(Prop,Ut,Bt,Bl) the set of

ATLk-state formulas defined by the grammar:

ϕ ::= p | ¬ϕ | ϕ ∗ ϕ | ⟨⟨A⟩⟩ψ ψ ::= ∗1ϕ | ϕ ∗2 ϕ

1 In Kripke structures, there is only one agent, thus Ag and α are irrelevant.
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where ϕ is a state-formula, ψ is a path formula, p ∈ Prop, ∗ ∈ Bl, A ⊆ [1, . . . , k] is a subset
of agents, ∗1 ∈ Ut \ {¬}, and ∗2 ∈ Bt. We denote by ATLk the set of all ATLk-state formulas
ϕ. Note that CTL-formulas are ATL1(Prop,Ut,Bt,Bl)-formulas. Hence, there are only two
possible strategic operator: ⟨⟨∅⟩⟩, usually denoted ∀, and ⟨⟨{1}⟩⟩ usually denoted ∃. We
define LTL-formulas as ATL1-formulas using only the quantifier ∃. Since LTL-formulas are
interpreted on linear structures, where each state has exactly one successor, the strategic
operators used have no impact on the satisfaction of the formula. For readability, we will
depict LTL-formulas without the ∃ quantifier.

The set of sub-formulas SubF(ϕ) of a formula ϕ is then defined inductively as follows:
SubF(ϕ) := {ϕ} ∪ S where S := ∅ if ϕ = p ∈ Prop, S := SubF(ϕ′) if ϕ ∈ {¬ϕ′, ⟨⟨A⟩⟩ ∗1 ϕ

′}
and S := SubF(ϕ1) ∪ SubF(ϕ2) if ϕ ∈ {ϕ1 ∗ ϕ2, ⟨⟨A⟩⟩(ϕ1 ∗2 ϕ2)}. The size |ϕ| of a formula is
then defined as its number of sub-formulas: |ϕ| := |SubF(ϕ)|. We also denote by |ϕ|bin the
number of sub-formulas of ϕ using a binary operator, |ϕ|bin := |SubBin(ϕ)| with: SubBin(ϕ) :=
{ϕ1 ∗ ϕ2 ∈ SubF(ϕ) | ϕ1, ϕ2 ∈ SubF(ϕ), ∗ ∈ Optp

Bin ∪ Oplg
Bin}.

We interpret ATL-formulas over TGS using the standard definitions [1]. That is, given a
state q and a state formula ϕ, the fact q satisfies ϕ, denoted q |= ϕ, is defined inductively:

q |= p iff p ∈ π(q)
q |= ¬ϕ iff q ̸|= ϕ

q |= ϕ1 ∗ ϕ2 iff (q |= ϕ1) ∗ (q |= ϕ2) = True
q |= ⟨⟨A⟩⟩ψ iff ∃sA ∈ SA, ∀π ∈ Out(q, s), π |= ψ

where ∗ ∈ Oplg
Bin is a binary operator seen as a boolean function ∗ : B × B → B with

B := {True,False}. Furthermore, given a path π ∈ Qω and a path formula ψ, the fact that ψ
holds for the path π, also denoted π |= ϕ, is defined inductively as follows:

π |= X ϕ iff π[2 :] |= ϕ;
π |= F ϕ iff ∃i ∈ N1, π[i :] |= ϕ;
π |= G ϕ iff ∀i ∈ N1, π[i :] |= ϕ

π |= ϕ1 W ϕ2 iff π |= (ϕ1 U ϕ2) ∨ G ϕ1

π |= ϕ1 U ϕ2 iff ∃i ∈ N1, π[i :] |= ϕ2 and
∀1 ≤ j ≤ i − 1, π[j :] |= ϕ1

π |= ϕ1 R ϕ2 iff π |= ¬(¬ϕ1 U ¬ϕ2)
π |= ϕ1 M ϕ2 iff π |= (ϕ1 R ϕ2) ∧ F ϕ1

An ATL-formula ϕ accepts a TGS T , denoted by T |= ϕ, if q |= ϕ for all initial states
q ∈ I, otherwise it rejects it. Given two formulas ϕ, ϕ′, we write ϕ =⇒ ϕ′ if, for all TGS T ,
if T |= ϕ, then T |= ϕ′. We write ϕ ≡ ϕ′ when ϕ =⇒ ϕ′ and ϕ′ =⇒ ϕ.

2.3 Learning decision problem
We define the LTL, CTL and ATL learning problems below, where models for LTL, CTL, and
ATL are linear structures, Kripke structures and turn-based game structures, respectively.

▶ Definition 3. Let TL ∈ {LTL,CTL,ATLk | k ∈ N1} and consider some sets of operators Ut ⊆
OpUn, Bt ⊆ Optp

Bin and Bl ⊆ Oplg
Bin. For all n ∈ N ∪ {∞}, we denote by TLLearn(Ut,Bt,Bl, n)

the decision problem:
Input: (Prop,P,N , B) where Prop is a set of propositions, P,N are two finite sets of
models for TL, and B ∈ N.
Output: yes if and only if there exists a TL-formula φ ∈ TL(Prop,Ut,Bt,Bl) such that
|φ| ≤ B, |φ|bin ≤ n, and φ is separating, i.e. such that : for all X ∈ P (resp. X ∈ N ),
we have X |= φ (resp. X ̸|= φ).

The size of the input is equal to |Prop| + |P| + |N | +B (i.e. B is written in unary).

As the model checking problems for LTL, CTL, ATL are in P [1], it follows that the learning
problems for all these logics are in NP, with a straightforward guess-and-check subroutine.

STACS 2025



19:6 Learning LTL, CTL and ATL Formulas

▶ Proposition 4. For all Ut ⊆ OpUn, Bt ⊆ Optp
Bin, Bl ⊆ Oplg

Bin, n ∈ N ∪ {∞}, and TL ∈
{LTL,CTL,ATLk | k ∈ N1}, the decision problem TLLearn(Ut,Bt,Bl, n) is in NP.

2.4 Hitting set problem
We recall below the NP-complete problem from which we will establish almost all of our
(NP-hardness) reductions.

▶ Definition 5 (Hitting set problem). We denote by Hit the following decision problem:
Input: a triple (l, C, k) where l ∈ N1, C = C1, . . . , Cn are non-empty subsets of [1, . . . , l]
Output: yes iff there is a subset H ⊆ [1, . . . , l] of size at most k such that, we have
H ∩ Ci ̸= ∅ for all 1 ≤ i ≤ n. In such a case, the set H is called a hitting set.

In the following, if (l, C, k) is an instance of the hitting set problem, then C refers to
C1, . . . , Cn for some n ∈ N1.

3 Learning with unbounded use of binary operators

First, we consider the case of learning a formula with arbitrarily many occurrences of binary
operators. The main result of this section is stated in Theorem 6 below.

▶ Theorem 6. Let Bt ⊆ Optp
Bin and Bl ⊆ Oplg

Bin such that Bt ∪Bl ̸= ∅. Then, for all Ut ⊆ OpUn,
the decision problem LTLLearn(Ut,Bt,Bl,∞) is NP-hard.

In the passive learning setting that we consider, the size of the formulas is crucial due
to the upper bound B. Therefore, although it is possible to express e.g. disjunctions with
conjunctions and negations, since doing so affects the size of the formulas involved, if we have
proved that a learning problem is NP-hard with the operators ∨,¬, it does not imply a priori
that it is also NP-hard with the operator ∧. Hence, for the sake of completeness, we consider
all those fourteen binary operators (ten logical, four temporal), although it seems that some
of these binary operators (like ∨ or ∧) make much more sense to consider than others (like
⇔ or ¬⇔). Since these operators behave differently, we cannot do a single reduction working
for all these operators at once. However, we do partition these operators in different groups
and exhibit a reduction per group of operators.

Most of the reductions use only size-1 structures, that are (almost) entirely defined by the
subset of propositions labeling their only state. In addition, most of the reductions are done
from the hitting set problem. In that case, how we extract a hitting set from a (small enough)
separating formula relies only on the variables that need to occur in a formula separating
the positive and negative structures, regardless of the operators involved.

We start with the operators ∨,⇒,⇐, i.e. we assume that Bl ∩ {∨,⇒,⇐} ̸= ∅. The
reduction for this case is actually a straightforward adaptation of the proof of [27, Theorem
2]. We describe it here. Given an instance (l, C, k) of the hitting set problem, we let
Prop := {aj , bj | 1 ≤ j ≤ l}. Furthermore, for all subsets T ⊆ [1, . . . , l], we let L(T ) denote
a size-1 (linear) structure whose only state is labeled by the set {aj , bj′ | j ∈ T, j′ /∈ T}.
Then, we let In∨,⇒,⇐ := (Prop,P,N , B) for P := {L(Ci) | 1 ≤ i ≤ n}, N := {L(∅)}, and
B := 2k − 1. Let us illustrate this reduction on a simple example. Assume that l = 4,
C = ({1, 2, 3}, {2, 4}, {1, 4}), and k = 2. Then, the sets labeling the only state of the positive
structures are {a1, a2, a3, b4}, {b1, a2, b3, a4}, and {a1, b2, b3, a4} while the set labeling the
only state of the negative structure is {b1, b2, b3, b4}. Furthermore, B = 3. Then, H := {1, 4}
is the a hitting set with |H| ≤ 2, while φ∨ := a1 ∨ a4, φ⇒ := b1 ⇒ a4, and φ⇐ := a1 ⇐ b4
are all separating formulas with |φ∨| = |φ⇒| = |φ⇐| ≤ 3.
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We claim that (l, C, k) is a positive instance of Hit iff In∨,⇒,⇐ is a positive instance of
LTLLearn(Ut,Bt,Bl,∞). Indeed, given a hitting set H = {i1, . . . , ir} with r ≤ k, one can check
that the LTL-formula φ∨ := ∨1≤x≤r aix

of size 2r−1 ≤ B accepts P and rejects N . Note that,
the LTL-formulas φ⇒ := bj1 ⇒ (bj2 ⇒ (. . . ⇒ ajr )) and φ⇐ := ((aj1 ⇐ bj2) ⇐ . . .) ⇐ bjr of
size 2r+1 ≤ B also accept P and reject N . On the other hand, consider an LTL-formula φ of
size at most B that accepts P and rejects N . We let H := {1 ≤ j ≤ l | aj or bj occurs in φ}.
Since |φ| ≤ B, we have |H| ≤ k. Furthermore, consider any 1 ≤ i ≤ n. Let us consider
the set Si (resp. S) labeling the only state of the structure L(Ci) (resp. L(∅)). We have
∆(Si, S) := Si \ S ∪ S \ Si = {aj , bj | j ∈ Ci}. One can then show (rather straightforwardly,
by induction on LTL-formulas) that, since φ accepts L(Ci) and rejects L(∅), at least one
variable in ∆(Si, S) occurs in φ. That is, Ci ∩H ≠ ∅ and H is a hitting set of size at most k.

In fact, the reduction for the operators ∧, ¬⇒, ¬⇐ is obtained from the above one by
reversing the positive and negative sets (the arguments are almost identical).

We then handle the operators ¬∨, ¬∧. The above reductions cannot be used since,
when the operator ¬∧ (or the operator ¬∨) is used successively, the formula obtained is
semantically equivalent to an alternation of conjunctions and disjunctions. For instance,
consider six variables r1, r2, r3, r4, x1, x2 to use in a single LTL-formula using only the ¬∧
operator, e.g.: φ := r1

¬∧ (x1
¬∧ (r2

¬∧ (x2
¬∧ (r3

¬∧ r4)))). It is semantically equivalent
to: φ ≡ ¬r1 ∨ (x1 ∧ (¬r2 ∨ (x2 ∧ (¬r3 ∨ ¬r4))). This is in sharp contrast with the above-
formulas φ∨, φ⇐ and φ⇒. To circumvent this difficulty, we change the reduction by adding
propositions labeling the only state of all the positive size-1 linear structures (but not the
only state of all the negative ones). We can then place these propositions where x2 and
x4 were in the above formula. That way, we semantically obtain a disjunction on relevant
variables r1, r2, r3, r4. The obtained reduction is slightly more subtle than the previous ones.

Before considering the last two logical operators ⇔, ¬⇔, we handle the temporal operators
W,M. The two previous reductions only use size-1 structures. On such structures, the
temporal operators W,M are actually equivalent to ∨ and ∧ respectively. Hence, the
reductions for ∨ and ∧ can also be used as is for the operators W and M respectively.

We then handle the final two logical operators ⇔, ¬⇔. These operators are unlike the
other operators. Let us give an intuition of how the learning problems with these operators
behave. Consider an LTL-formula φ using only the operators ¬,⇒ and ¬⇔ and a size-1
structure L. Let S denote the set of propositions labeling the only state of L. We let Neg(φ)
denote the number of occurrences of the operators ¬, ¬⇔ in φ. We also let NbOcS̄(φ) denote
the number of occurrences of the propositions not in S in φ. Then, one can realize that
L |= φ if and only if Neg(φ) and NbOcS̄(φ) have the same parity. This simple observation
suggests that the learning problem with the operators ⇔, ¬⇔ is linked to modulo-2 calculus.
The reduction for these operators is established from an NP-complete problem dealing with
modulo-2 calculus, known as the Coset Weight problem [5].

Finally, we handle the temporal operators U and R. On size-1 structures, for all LTL-
formulas φ1, φ2, we have the following equivalences: φ1 Uφ2 ≡ φ1 Rφ2 ≡ φ2. That is,
contrary to the temporal operators W and M, on size-1 structures, U and R are equivalent
to unary operators. Hence, the reduction that we consider does not involve only size-1
structures. It is once again established from the hitting set problem, though the construction
and the correctness proof are more involved than for the above cases.

On top of that, for all sets of operators, ATL learning is at least as hard as CTL learning,
which is itself at least as hard as LTL learning. Thus, from Theorem 6, we obtain that CTL
and ATL learning with unbounded use of binary operators are NP-hard. This justifies the
leftmost column of Table 1.
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4 Learning with a bounded amount of binary operators

Since, with unbounded use of binary operators, all the learning problems are NP-hard, we
focus on learning formulas where the number of occurrences of binary operators is bounded.
Note that the bound n parameterizes the decision problem itself, and therefore is independent
of the input. For simplicity, we restrict ourselves to formulas that do not use at all binary
temporal operators. Before we dive into the details of our results as summarized in the
rightmost column of Table 1, let us first argue why this fragment is interesting to focus on.

4.1 Expressivity
The passive learning problem that we consider in this paper bounds the size of the formulas
considered. This is because we want a separating formula not to overfit the input (i.e. not
to simply describe the positive and negative models). However, another benefit is that the
smaller the formulas, the more understandable they are for users. Similarly, using too many
binary operators could make the formulas hard to grasp, regardless of their size.

In addition, there are examples of interesting specifications that can be expressed with a
bounded amount of binary operators. We give three examples below with LTL-formulas.

Consider first so-called “mode-target” formulas of the shape
∧

j (F GMj ⇒
∨

i F GTi,j),
where all Mj , Ti,j are propositions. These types of formulas were introduced in [4] and exhibit
two interesting features: the corresponding LTL-synthesis problem is tractable, and these
formulas express an interesting property, which can be summarized as follows: if a model
eventually settles in a mode Mj , then it should eventually settle in one of the target Ti,j .
Interestingly, when the number of different modes and targets that a system can have is fixed,
then the number of binary operators sufficient to express such specification is also bounded.

Similarly, there are also interesting specifications related to “generalized reactivity” (from
[32] for LTL-formulas). Such specifications are of the shape

∧
i G Fψi ⇒

∧
i G Fψ′

i, where
all formulas ψi and ψ′

i do not feature at all temporal operators. As such, up to introducing
additional propositions, these could be expressible with few binary operators. These formulas
can be read as an implication between assumptions and guarantees. As above, when the
number of assumptions and guarantees is bounded, then the number of binary operators
sufficient to express such formulas also is.

Finally, one of the popular LTL learning tools, Scarlet [35], relies on a fragment of LTL,
directed LTL and its dual, which uses unary temporal operators and binary logical operators
only. In these fragments, formulas of a fixed length (a search parameter they define) can use
several of F G and X operators while using only bounded occurrences of ∧ and ∨ operators.

4.2 Abstract recipes
The six decision problems captured in the rightmost column of Table 1 are of two kinds:
three are NP-complete, while three others are below NP. In fact, the proofs of all three
results of the same kind will follow the same abstract recipes. We present them below.

Recipe for the membership-below-NP proofs. Let TL denote either LTL formulas, or CTL
formulas without the operator X, or ATL2 formulas with only one unary operator F or G
(i.e. one of the three logical fragment for which the corresponding decision problem is below
NP). Then, we follow the two steps below:
A) First, we show that given the set of propositions Prop and the bound B, there is a set of

relevant TL-formulas RelForm(Prop, B) such that: 1) For all TL(Prop)-formulas ϕ of size
at most B, there is a formula ϕ′ ∈ RelForm(Prop, B) such that ϕ ≡ ϕ′; and 2) the size of
RelForm(Prop, B) is polynomial in |Prop| and B.
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B) Second, we show that for all TL-formulas ϕ ∈ RelForm(Prop, B), deciding if ϕ satisfies a
TL-model M can be done, depending on |Prop|, B, |M |, within the resources allowed, i.e.
logarithmic space for the LTL case, non-deterministic logarithmic space for the CTL case,
and polynomial time for the ATL2 case.

Due to a lack of space, in this paper we will only present these two steps in the context of
formulas that do not use any binary operator. Since the occurrences of binary operators
is bounded in any case, the arguments are essentially the same for the general case. For
instance, for the first step, from the result established for formulas without binary operators,
we can straightforwardly deduce the result for all formulas, by induction on the bound n.
That way, we obtain that |RelForm(Prop, B)| could be exponential in the bound n, but this
does not have an impact complexity-wise, since n is fixed.

Recipe for the NP-hardness proofs. The formulas that we consider only use a bounded
amount of binary operators. Thus, contrary to the NP-hardness reductions of Section 3,
here, our NP-hardness proofs do not rely on binary operators. In fact, these binary operators
make it harder to argue about how the permitted unary operators interact. For this reason,
our proof of NP-hardness is decomposed into two steps. We first exhibit reductions for
the learning problems without binary operators. Then, from these reductions, we devise
reductions for the learning problems with bounded occurrences of binary operators. We
present in details the former reductions in this paper and give intuition behind the later
reductions below.

Let n ∈ N and ∗ ∈ Oplg
Bin be a binary (non-temporal) operator. We consider n propositions

{p1, . . . , pn} and we define multiple size-1 structures using the propositions {p1, . . . , pn}
forming two sets An,∗ and Bn,∗. The idea is that to distinguish these two sets, a separating
formula will necessarily feature all the propositions {p1, . . . , pn}. In fact, from a positive
and a negative sets of structures P and N on the set of proposition {p}2 (which is the only
proposition that unary formulas can use in our reductions), we can show the following: if a
formula of size at most B+2n, with at most n occurrences of binary operators, separates both
P and N , and An,∗ and Bn,∗, then there is a unary formula of size at most B that separates
P and N .3 That way, a reduction for the learning problem without binary operators can be
translated (in logspace) into a reduction for the learning with bounded occurrences of binary
operators. Note that the arguments presented in this paragraph are not straightforward to
formally state and prove (this is handled in Theorem “Proving NP-hardness without binary
operators is sufficient” in the extended version [8]).

Let us now consider how we handle the reduction without binary operators. From an
instance (l, C, k) of the hitting problem, we proceed as follows. We define a sample of
structures (and a bound B) such that all separating formulas have a specific shape, and there
is a bijection between subsets H ⊆ [1, . . . , l] and formulas φ(l,H) of that specific shape. This
correspondence allows us to extract a hitting set. More specifically, we follow the abstract
recipe below:
(a) We define the bound B and positive and negative structures that “eliminate” certain

operators or pattern of operators from any potential separating formula. This way we
ensure that any separating formula will be of the form φ(l,H), for some H ⊆ [1, . . . , l].

(b) We define a negative structure satisfied by a formula φ(l,H) if and only if |H| ≥ k + 1.
(c) For all 1 ≤ i ≤ n, we define a positive structure that a formula φ(l,H) accepts if and

only if H ∩ Ci ̸= ∅.

2 In fact, for technical reason, in [8], we use two propositions {p, p̄}.
3 Actually, we can also show the converse (which is important for us to prove that the reduction is correct).
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By construction, the instance of the learning decision problem that we obtain is a positive
instance if and only if the hitting set instance (l, C, k) also is. Furthermore, note that in all
three cases, this reduction can be computed in logspace.

4.3 LTL learning
We start with LTL learning. We have the proposition below.

▶ Proposition 7. For all sets of unary operators Ut ⊆ OpUn, sets of binary (non-temporal)
operators Bl ⊆ Oplg

Bin, and n ∈ N, the decision problem LTLLearn(Ut, ∅,Bl, n) is in L.

We present Steps A and B of Section 4.2 in the case n = 0. Toward Step A, we have the
equivalences below (see e.g. [27, Prop. 8]), which imply the corollary that follows.

▶ Observation 8. For all LTL-formulas φ and k ∈ N, we have: 1) F Xk φ ≡ Xk Fφ,
G Xk φ ≡ Xk Gφ; 2) F Fφ ≡ Fφ, G Gφ ≡ Gφ; 3) F G Fφ ≡ G Fφ, G F Gφ ≡ F Gφ.

▶ Corollary 9. Consider a set of propositions Prop. We let Lit(Prop) := {x,¬x | x ∈ Prop}
and LTLUn(Prop) := {Xk x,Xk Fx,Xk Gx,Xk F Gx,Xk G Fx | k ∈ N, x ∈ Lit(Prop)}.

Then, for any LTL-formula φ ∈ LTL(Prop,OpUn, ∅,Bl, 0), there is an LTL-formula φ′ ∈
LTLUn(Prop) ∩ LTL(Prop,OpUn, ∅,Bl, 0) such that φ ≡ φ′ and |φ′| ≤ |φ|.

Proof sketch. With the equivalences 1) from Observation 8, we can push the X operators
in φ at the beginning of the formula. The equivalences 2) and 3) from Observation 8 ensure
that it is possible to have at most two nested F,G operators in the resulting formula φ′. ◀

The set of relevant formulas RelForm(Prop, B) is then obtained directly from the set
of formulas LTLUn(Prop). Note that however, how it is obtained depends on the exact
operators in Ut. For instance, if G /∈ Ut while ¬,F ∈ Ut, we should replace the occurrences
of G in formulas in RelForm(Prop, B) by ¬ F ¬. Nonetheless, in any case, we obtain a set
RelForm(Prop, B) of relevant formulas whose number of elements is linear in |Prop| ·B. This
concludes the arguments for Step A. As for Step B, one can realize that since there are at
most two nested F,G operators in formulas in RelForm(Prop, B), then checking that they
hold on a linear structure can be done in logarithmic space (because it suffices to have a
constant number of pointers browsing the structure).

4.4 CTL learning
Consider now the more involved case of CTL learning. As can be seen in Table 1, we
distinguish two cases: with and without the operator X.

Assume that X ∈ Ut. The goal is to show the theorem below.

▶ Theorem 10. For all sets Ut ⊆ OpUn, Bl ⊆ Oplg
Bin, and bound n ∈ N, if X ∈ Ut, then the

decision problem CTLLearn(Ut, ∅,Bl, n) is NP-hard.

As stated in Section 4.2, we argue the theorem in the case n = 0. Recall that in that case
we consider a single proposition {p}. Consider an instance (l, C, k) of the hitting set problem
Hit. We follow the three Steps a, b, and c. Toward Step a, we define Kripke structures
that prevent the use of the operators F,G,¬. To do so, we let B := l + 1 and for two sets
S1, S2 ⊆ {p}, we consider the Kripke structure Kl,S1,S2 that is depicted in Figure 1. These
structures satisfy the lemma below.
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q1

∅
. . . ql

∅
ql+1

S1

ql+2

S2

Figure 1 The structure Kl,S1,S2 where S1 ⊆ {p} (resp. S2 ⊆ {p}) labels ql+1 (resp. ql+2).
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∅
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∅
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∅
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∅
q1,6

∅

q2,3

∅
q2,4

∅
q2,5

∅
q2,6

∅

qwin
{p}

Figure 2 The Kripke structure K5
∃>2.

▶ Lemma 11. A formula ϕ ∈ CTL({p},Ut, ∅,Bl, 0) of size at most l + 1 accepting Kl,{p},∅
and rejecting Kl,∅,{p} and Kl,∅,∅ cannot use the operators F,G,¬.

Proof sketch. Consider an equivalent CTL-formula ϕ′ with |ϕ′| ≤ |ϕ| where negations, if any,
occur right before the proposition p. Then, if ϕ′ uses the operator G, it cannot distinguish
the structures Kl,{p},∅ and Kl,∅,∅. Otherwise, if it uses the operator F, it cannot distinguish
the structures Kl,{p},∅ and Kl,∅,{p}. Otherwise, since Kl,{p},∅,Kl,∅,{p}, and Kl,∅,∅ coincide
on the first l states, ϕ′ has to use at least l operators X. Since |ϕ′| ≤ l + 1, it cannot use a
negation. Thus ϕ′ does not use F,G,¬, and neither does ϕ. ◀

In fact, a CTL-formula ϕ ∈ CTL({p},Ut, ∅,Bl, 0) of size at most l + 1 accepting Kl,{p},∅
and rejecting Kl,∅,{p},Kl,∅,∅ necessarily uses exactly l operators X followed by the proposition
p. Such a formula is therefore entirely defined by the X operators before which it uses the
∃ quantifier. This suggests the definition below of the CTL-formula ϕ(l,H) induced by a
subset H ⊆ [1, . . . , l].

▶ Definition 12. For all H ⊆ [1, . . . , l], we let ϕ(l,H) ∈ CTL({p},Ut, ∅,Bl, 0) denote the CTL-
formula defined by ϕ(l,H) := Q1 X · · ·Ql X p where, for all 1 ≤ i ≤ l, we have Qi ∈ {∃,∀}
and Qi = ∃ if and only if i ∈ H.

For 1 ≤ i ≤ l + 1, we let ϕi(l,H) := Qi X . . . Ql X p (with ϕl+1(l,H) := p).

Let us now turn toward Step b. We define a structure Kl
∃>k with k + 2 different levels,

where: the single starting state q0,1 is at the bottommost level; the proposition p only labels
the state qwin at the topmost level; and every state of the bottom k+ 1 levels has a successor
at the same level and one level higher. That way, going from q0,1 to qwin is equivalent to
leveling up k + 1 times. Furthermore, the top most level can be reached in at most l. An
example is depicted in Figure 2. This structure satisfies the lemma below.

▶ Lemma 13. For all H ⊆ [1, . . . , l], we have Kl
∃>k |= ϕ(l,H) if and only if |H| > k.
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q1

∅
q2

∅
q3

∅
q4

∅
q5

∅
q6

∅

qwin
{p}

Figure 3 The Kripke structure K5,{2,5}.

Consider now Step c. For C ⊆ [1, . . . , l], we define the Kripke structure K(l, C) with
{q1, . . . , ql, ql+1, q

win} as set of states where qwin is the only state labeled with p; and for
all 1 ≤ j ≤ l, qj branches to qj+1 and, if (and only if) j ∈ C, qj also branches to qwin, as
exemplified in Figure 3. Such structures satisfy the lemma below.

▶ Lemma 14. For all C,H ⊆ [1, . . . , l], we have K(l,C) |= ϕ(l,H) if and only if C ∩H ̸= ∅.

Proof sketch. We can show by induction on l + 1 ≥ j ≥ 1 the property P(j): qj |= ϕj(l,H)
if and only if H ∩ [j, . . . , l] ∩ C ̸= ∅. The lemma is then given by P(1). ◀

We can finally define the reduction that we consider. We let InCTL := ({p},P,N , B), with
B := l + 1, P := {Kl,{p},∅,Ki | 1 ≤ i ≤ n} and N := {Kl,∅,∅,Kl,∅,{p},K

l
∃>k}, be an input of

the decision problem CTLLearn(Ut, ∅,Bl, 0). By Lemmas 11, 13, 14, InCTL is a positive instance
of the decision problem CTLLearn(Ut, ∅,Bl, 0) if and only if (l, C, k) is a positive instance of
the decision problem Hit. Theorem 10 follows (in the case n = 0).

Assume that X /∈ Ut. In that case, the CTL learning problem is now in NL.

▶ Theorem 15. For all sets of operators Ut ⊆ {F,G,¬}, Bl ⊆ Oplg
Bin, and bounds n ∈ N, the

decision problem CTLLearn(Ut, ∅,Bl, n) is in NL.

Toward Step A, a crucial observation is that using the operators F or G twice in a row is
useless. This is stated in the lemma below in the context of ATL-formula because this lemma
will be used again in the next subsection.

▶ Lemma 16. Let I ⊆ J ⊆ N, and ϕ be an ATL-formula. We have:

⟨⟨J⟩⟩ F ϕ ≡ ⟨⟨I⟩⟩ F⟨⟨J⟩⟩ F ϕ ≡ ⟨⟨J⟩⟩ F⟨⟨I⟩⟩ F ϕ ⟨⟨I⟩⟩ G ϕ ≡ ⟨⟨I⟩⟩ G⟨⟨J⟩⟩ G ϕ ≡ ⟨⟨J⟩⟩ G⟨⟨I⟩⟩ G ϕ

Proof sketch. We argue the result for F, the case of G is dual. We have ⟨⟨J⟩⟩ Fϕ =⇒
⟨⟨I⟩⟩ F⟨⟨J⟩⟩ F by definition of F. Furthermore, if a state q satisfies ⟨⟨I⟩⟩ F⟨⟨J⟩⟩ Fϕ then there
is a strategy sI for the coalition I such that eventually a state satisfying ⟨⟨J⟩⟩ Fϕ is surely
reached. For all such states q, we consider a strategy sq

J for the coalition J ensuring to
eventually visit a state satisfying ϕ. Then, consider a strategy s′

J for the coalition J that:
mimics sI (which is possible since I ⊆ J) until a state q satisfying ⟨⟨J⟩⟩ Fϕ is reached, and
then switches to the strategy sq

J . That strategy ensures eventually reaching a state satisfying
ϕ. Therefore, ⟨⟨I⟩⟩ F⟨⟨J⟩⟩ Fϕ =⇒ ⟨⟨J⟩⟩ Fϕ. This is similar for ⟨⟨J⟩⟩ F⟨⟨I⟩⟩ Fϕ. ◀

From this, we can actually deduce (this is not direct) that there is a bound M ∈
N such that, for any set of propositions Prop and for all Ut ⊆ {F,G,¬}, given any
CTL(Prop,Ut, ∅,Bl, 0)-formula ϕ, there is an equivalent CTL(Prop,Ut, ∅,Bl, 0)-formula ϕ′,
with |ϕ′| ≤ M . Thus, the number of CTL-formulas to consider is linear in |Prop|. As for
Step B, consider any such formula ϕ. Since the number of quantifiers it uses is bounded by
M and NL = coNL, we deduce that checking that it satisfies a Kripke structure can be done
in NL.
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q1,24

∅
q1,23

∅
q1,22

∅
q1,21

∅
qwin

{p}

Figure 4 The turn-based structure T4:1,2.

qwin
{p}

q
{p}

qlose

∅

Figure 5 On the left Tp, on the right Tno 2 G.

Proof of NL-hardness. In Table 1, we do not state only that CTL learning without the
operator X is in NL, but also that it is NL-hard. Proving this result is actually straightforward.
We exhibit a reduction from the problem of reachability in a graph (which is NL-complete [23]).
Given an input (G, s, t) of that problem, with G a graph, s the source state and t the target
state, we define a positive Kripke structure K that is obtained from G by making s its only
initial state, and t the only state labeled by the proposition p. Additionally, we consider
B := 2 as the bound, and with an additional structure, we ensure that if there is a separating
formula, then the formula ϕ := ∃ F p is separating.

4.5 ATL learning
We have seen that CTL learning with the operator X is NP-hard, which implies that it is
also the case for ATL learning. Here, we consider the case of ATL learning without the
operator X. First, let us informally explain why the NP-hardness reduction that we have
described above for CTL cannot possibly work without the operator X. A central aspect
of the proof of Lemma 14 is to be able to associate a specific operator in a prospective
formula with a specific state in a Kripke structure. That is intrinsically not possible with the
operator F since this operator looks at arbitrarily distant horizons. At least, this is true with
CTL-formulas interpreted on Kripke structures. However, with ATL-formulas interpreted on
turn-based structures, it is possible to “block the horizon” of F operators. Indeed, consider
the structure of Figure 4, where blue lozenge-shaped states are Agent-1 states, and red
square-shaped states are Agent-2’s. Here, one can see that q1,2

2 ̸|= ⟨⟨1⟩⟩ F p because Agent 2
can enforce to loop on the Agent-2 state q1,2

1 and not see the state qwin, labeled by p.
These kinds of turn-based games will be extensively used in the following. In all generality,

there are defined as follows: given a pair of agents i ̸= j and l ∈ N, in the turn-based structure
Tl:i,j , there are l + 1 self-looping states, alternatively belonging to Agents i and j, that can
get closer and closer to the self-looping sink qwin, the only state labeled by p. In fact, such
structures are linked to alternating-formulas, defined below.

▶ Definition 17. An ATL-formula is positive if it does not use any negation. For a pair of
agents i ̸= j and l ∈ N, a positive ATL-formula ϕ is (i, j)-free if it does not use an operator
⟨⟨A⟩⟩ F with i, j ∈ A. It is (i, j, l)-alternating if it is (i, j)-free and if there are at least l
alternating occurrences of operators ⟨⟨Ai⟩⟩ F with i ∈ Ai and ⟨⟨Aj⟩⟩ F with j ∈ Aj.

▶ Lemma 18. Consider two agents i ̸= j, l ∈ N, and a positive ATL-formula ϕ that is
(i, j)-free. The formula ϕ accepts the structure Tl:i,j if and only if it is (i, j, l)-alternating.

ATL2 learning with {F, G} ⊆ Ut. Here, all the turn-based structures that we consider
use the set of agents Ag = {1, 2}. The goal is to show the theorem below.

▶ Theorem 19. For all sets Ut ⊆ OpUn, Bl ⊆ Oplg
Bin, and bound n ∈ N, if {F,G} ⊆ Ut and

X /∈ Ut, then the decision problem ATL2
Learn(Ut, ∅,Bl, n) is NP-hard.
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Figure 6 The structure Tno 1 G≥2.
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Figure 7 The structure T2,{1},2.

In the following, to ease the notations, the strategic operators ⟨⟨∅⟩⟩, ⟨⟨{1}⟩⟩, ⟨⟨{2}⟩⟩, ⟨⟨{1, 2}⟩⟩
will simply be denoted ∅, 1, 2 and 1, 2 respectively. Consider an instance (l, C, k) of the
hitting set problem. We follow the recipe of Subsection 4.2. Here, we want separating
formulas to be promising, i.e. to only use the operators 1 F, 2 F and 1 G. To this end, all the
structures we use are self-looping, thus making the operators ∅ F and 1, 2 G useless.

▶ Lemma 20. For all ATL-formulas ϕ and self-looping states q, we have: q |=
ϕ if and only if q |= ∅ Fϕ if and only if q |= 1, 2 Gϕ

Proof. Since q is self-looping the coalition of agents {1, 2} has a strategy s such that
Out(q, s) = {qω}. The lemma follows from the definition of the operators F and G. ◀

We also consider the two structures Tp, Tno 2 G, of Figure 5 satisfying the lemma below.

▶ Lemma 21. For all ATL-formulas ϕ ∈ ATL({p},Ut, ∅,Bl, 0) accepting Tp, Tno 2 G and
rejecting T2l+1:1,2, there is a promising formula ϕ′ ∈ ATL({p},Ut, ∅,Bl, 0) with |ϕ′| ≤ |ϕ| that
is equivalent to ϕ on self-looping structures.

Proof sketch. Consider an ATL-formula ϕ′ equivalent to ϕ with |ϕ′| ≤ |ϕ| and with at most
one negation occurring before the proposition p. Since ϕ′ accepts Tp, it follows that it is
positive. By Lemma 20, we can remove the operators 1, 2 G and ∅ F from ϕ′. Furthermore: ϕ′

cannot use ∅ G, 2 G, since it accepts Tno 2 G, and it cannot use 1, 2 F since it rejects T2l+1:1,2.
It is therefore promising. ◀

We will also consider T2l:1,2 as a positive structure, thus allowing us to focus on (1, 2, 2l)-
alternating formulas (recall Lemma 18). Then, we want to associate to a subset H ⊆ [1, . . . , l]
a promising (1, 2, 2l)-alternating ATL-formula. To get an intuition, let us consider the turn-
based structure Tno 1 G≥t for t = 2 of Figure 6. This structure Tno 1 G≥t is analogous to the
structure T2t:1,2 except that all Agent-2 states have an additional successor: the state qlose

that does not satisfy any positive formula. Back to the structure of Figure 6, because Agent 2
owns the states qG

3 , q
G
1 , these states do not accept any positive ATL-formula of the shape

1 Gϕ. Therefore, for all q ∈ {qG
4 , q

G
2 } and positive ATL-formulas ϕ, we have q |= 1 F 1 G 2 Fϕ

if and only if q |= ϕ. This actually implies that a (1, 2, 2l)-alternating formula ϕ accepts
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Tno 1 G≥2 if and only if the sequence of operators 1 F 2 F (without 1 G in between) occurs at
least twice in ϕ (to go from qG

4 to qG
2 and then from qG

2 to qwin). In fact, we consider formulas
that only use 1 G operators after 1 F and before 2 F, as defined below. Such formulas satisfy
the lemma that follows.

▶ Definition 22. For all H ⊆ [1, . . . , l], we let ϕ(l,H, 2) ∈ ATL2({p},Ut, ∅,Bl, 0) denote the
ATL-formula defined by: ϕ(l,H, 2) := 1 FQ12 F · · · 1 FQl2 F p where, for all 1 ≤ i ≤ l, we
have Qi ∈ {ϵ, 1 G} and Qi = 1 G iff i /∈ H.

For all 1 ≤ i ≤ l+1, we let ϕi(l,H, 2) := 1 FQi2 F · · · 1 FQl2 F p (with ϕl+1(l,H, 2) := p).

▶ Lemma 23. A promising (1, 2, 2l)-alternating formula ϕ with |ϕ| ≤ 3l + 1 − k rejects
Tno 1 G≥k+1 if and only if ϕ = ϕ(l,H, 2) for some H ⊆ [1, . . . , l] such that |H| = k.

Proof sketch. Since ϕ is (1, 2, 2l)-alternating, it uses at least l operators 1 F and 2 F. Thus,
it can use at most l−k operators 1 G. In addition, ϕ accepts Tno 1 G≥k+1 iff there are at least
k + 1 occurrences of the sequence 1 F 2 F in ϕ. Thus, ϕ uses each l − k remaining operators
1 G between a different pair of successive 1 F, 2 F iff it rejects Tno 1 G≥k+1. ◀

With Tp, Tno 2 G, T2l:1,2 as positive structures and T2l+1:1,2, Tno 1 G≥k+1 as negative struc-
tures, we have achieved both Steps a and b. Let us turn to Step c. For all C ⊆ [1, . . . , l],
we define a turn-based structure Tl,C,2. An example is depicted in Figure 7 for l = 2. The
structure Tl,C,2 features a sequence of states q1

1 , q
2
1 , . . . , q

1
l , q

2
l alternating between Agent-1

and Agent-2 states ending in a self-looping sink qlose not labeled by p. However, the Agent-1
states q1

i for which i ∈ C have a “testing state” qTest
i as successor. That state is self-looping,

and may branch to the self-looping sink qlose or to the structure T2(l−i):1,2. That state is such
that qTest

i |= Qi2 Fϕi+1(l,H, 2) iff Qi = ϵ (iff i ∈ H). Furthermore, note that it is useless
to “wait” at the state q1

i before branching to qTest
i . Indeed, if for instance Qi = 1 G but

Qi+1 = ϵ, then it may seem that qTest
1 |= φ′, for φ′ := Qi+12 Fϕi+2(l,H, 2) and therefore

q1
i |= ϕi(l,H, 2) = 1 FQi2 F 1 Fφ′. However, it is not the case because we do not have
qTest

i |= φ′, since ϕi+2(l,H, 2) is not (1, 2, 2(l − i))-alternating, and thus it does not satisfy
the structure T2(l−i):1,2. Overall, we have the lemma below.

▶ Lemma 24. For all C,H ⊆ [1, . . . , l], we have T(l,C) |= ϕ(l,H, 2) if and only if C ∩H ̸= ∅.

We have achieved Step c. Then, we let InATL(2) := ({p},P,N , B) be an input of the
decision problem ATL2

Learn(Ut, ∅,Bl, 0) where P := {Tp, Tno 2 G, T2l:1,2, T(l,Ci,2) | 1 ≤ i ≤ n},
N := {T2l+1:1,2, Tno 1 G≥k+1}, and B := 3l + 1 − k. By Lemmas 21, 23 and 24, InATL(2) is a
positive instance of ATL2

Learn(Ut, ∅,Bl, 0) iff (l, C, k) is a positive instance of Hit.

ATL2 learning with Ut = {F} or Ut = {G}. The ATL2 learning problem is now in P.

▶ Theorem 25. For all sets of operators Ut ∈ {{F}, {G}}, Bl ⊆ Oplg
Bin, and bounds n ∈ N,

the decision problem ATL2
Learn(Ut, ∅,Bl, n) is in P.

We focus on the case Ut = {F}, the other is analogous. Towards Step A, consider a formula
ϕ ∈ ATL2(Prop, {F}, ∅,Bl, 0) and the only proposition p ∈ Prop occurring in ϕ. By Lemma 16,
we can make the following observations: 1) If the operator 1, 2 F occurs in ϕ, then ϕ ≡ 1, 2 F p;
2) Otherwise, if the only operator occurring in ϕ is ∅ F then ϕ ≡ ∅ F p; 3) Otherwise, ϕ is
equivalent to a formula ϕ′ alternating between the operators 1 F and 2 F, with |ϕ′| ≤ |ϕ|.
These observations suggest the definition below, which satisfies the lemma that follows.
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▶ Definition 26. For a set of propositions Prop, we define the set ATL2
F(Prop) := {Qt ·

p | p ∈ Prop, Qt ∈ QuantF
Alt} where QuantF

Alt := {ϵ, ∅ F, 1, 2 F, (1 F ·2 F)∗, (1 F ·2 F)∗ ·
1 F, (2 F ·1 F)∗, (2 F ·1 F)∗ · 2 F}.

▶ Lemma 27. For a set of propositions Prop, and ϕ ∈ ATL2(Prop, {F}, ∅,Bl, 0), there is an
ATL-formula ϕ′ ∈ ATL2

F(Prop) such that ϕ ≡ ϕ′ and |ϕ′| ≤ |ϕ|.

This concludes Step A since the number of formulas of size at most B in ATL2
F(Prop) is

polynomial in B and |Prop|. As for Step B, in this case it is trivial since checking that an
ATL-formula satisfies a structure can always be done in polynomial time.

Proof of P-hardness. In Table 1, we additionally state only that ATL2 learning with
Ut ∈ {{F}, {G}} is P-hard. The proof of this fact is actually very similar to the proof that
CTL learning without the operator X is NL-hard, except that the reduction is made from
the problem of reachability in a turn-based game (which is P-complete [31]).

ATL3 learning with Ut ∈ {{F}, {G}}. Let us consider ATL learning with one more agent,
i.e. ATL3 learning, still with Ut ∈ {{F}, {G}}. The turn-based structures that we consider
now use the set of agents Ag = {1, 2, 3}. The goal is to show the theorem below.

▶ Theorem 28. For all sets Ut ∈ {{F}, {G}}, Bl ⊆ Oplg
Bin, and bound n ∈ N, the decision

problem ATL3
Learn(Ut, ∅,Bl, n) is NP-hard.

We focus on the case Ut = {F} (the case Ut = {G} is analogous since the operators F and
G have a dual behavior). Once again, let us consider an instance (l, C, k) of the problem Hit.
We start right away by defining the ATL3-formula associated to a subset H ⊆ [1, . . . , l].

▶ Definition 29. For H ⊆ [1, . . . , l], we let ϕ(l,H, 3) denote the ATL3-formula defined by
ϕ(l,H, 3) := 1 F⟨⟨A1⟩⟩ F · · · 1 F⟨⟨Al⟩⟩ F p where, for all 1 ≤ i ≤ l, we have Ai ∈ {{2}, {2, 3}}
and Ai = {2, 3} F if and only if i ∈ H.

For 1 ≤ i ≤ l+ 1, we let ϕi(l,H, 3) := 1 F⟨⟨Ai⟩⟩ F · · · 1 F⟨⟨Al⟩⟩ F p (with ϕl+1(l,H, 3) = p).

Toward Step a, we define T2l+1:1,2, T2(k+1):1,3 as negative structures, thus ensuring that a
separating formula does not use an operator ⟨⟨A⟩⟩ F with 1, 2 ∈ A, or 1, 3 ∈ A. We also define
T2l:1,2 as a positive structure with the bound B := 2l + 1. That way, a separating formula is
necessarily (1, 2, 2l)-alternating and only uses the operators 1 F, 2 F, and 2, 3 F.

▶ Lemma 30. If a formula ϕ ∈ ATL3({{p}, {F}, ∅,Bl, n) with |ϕ| ≤ 2l+ 1 accepts T2l:1,2 and
rejects T2l+1:1,2, T2(k+1):1,3, then there is some H ⊆ [1, . . . , l] such that ϕ = ϕ(l,H, 3).

Note that, if |H| ≥ k + 1, then ϕ(l,H, 3) is (1, 3, 2(k + 1))-alternating. Therefore, since
T2(k+1):1,3 is a negative structure, if ϕ(l,H, 3) is separating, then |H| ≤ k, i.e. we have
also achieved Step b. Let us now turn to Step c. For all C ⊆ [1, . . . , l], we define the
structure Tl,C,3. An example is given in Figure 8 with l = 3. This structure Tl,C,3 features a
sequence of states q1

1 , q
2
1 , . . . , q

1
l , q

2
l alternating between Agent-1 and Agent-2 states ending

in a self-looping sink qlose. However, the Agent-1 states q1
i for which i ∈ C have an Agent-3

“testing state” qTest
i as successor. That state is self-looping and also branches to the structure

T(l−i):1,2. Note that, given r ≥ i+ 1, the sub-formula ϕr(l,H, 3) is (1, 2, l− r+ 1)-alternating,
and therefore satisfies the structure T(l−i):1,2, iff r = i+ 1. Thus, since qTest

i is an Agent-3
state, qTest

i |= ⟨⟨Ai⟩⟩ Fϕi+1(l,H, 3) iff 3 ∈ Ai iff i ∈ H. Thus, we have the following lemma.

▶ Lemma 31. For all C,H ⊆ [1, . . . , l], we have T(l,C,3) |= ϕ(l,H, 3) if and only if C∩H ̸= ∅.
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q12
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q22
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q13
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q23
∅

qlose
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q1,22

∅

q1,21

∅
qwin

{p}

qTest2

∅

Figure 8 The turn-based structure T3,{2},3.

This concludes Step c. Overall, we let InATL(3),F := ({p},P,N , B) be an input of
the decision problem ATL3

Learn({F}, ∅,Bl, 0) where P := {T2l:1,2, T(l,Ci,3) | 1 ≤ i ≤ n},
N := {T2l+1:1,2, T2(k+1):1,3}, and B := 2l + 1. We have that InATL(3),F is a positive instance
of ATL3

Learn({F}, ∅,Bl, 0) if and only if (l, C, k) is a positive instance of Hit.

5 Future Work

Within our setting, we have covered many cases, as can be seen in Table 1. That is why the
complete version of this work [8] is already quite long. However, there are still some cases that
we have not tackled. First, there is the case of ATL2 learning with Ut ∈ {{F,¬}, {G,¬}}. We
believe that it behaves like the case F,G ∈ Ut, but the proofs would entail many additional
technical details, since replacing F with ¬ G ¬ increases the size of the formulas.

More importantly, when considering a bounded amount of binary operators, we have not
allowed binary temporal operators (U,R,W,M). Doing so would enhance the expressivity
of the fragment that we consider, and we conjecture that we would obtain the same result as
in this paper, with proofs that should be only moderately more involved.

On a more high level perspective, in this paper we have focused solely on solving exactly
the learning problems and although we have found some relevant tractable cases, many are
untractable. A promising research direction would be to look for tractable approximation
algorithms, similarly to what is done in [27].
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