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Abstract
The goal of partial-order methods is to accelerate the exploration of concurrent systems by examining
only a representative subset of all possible runs. The stateful approach builds a transition system
with representative runs, while the stateless method simply enumerates them. The stateless approach
may be preferable if the transition system is tree-like; otherwise, the stateful method is more effective.

In the last decade, optimality has been a guiding principle for developing stateless partial-order
reduction algorithms, and without doubt contributed to big progress in the field. In this paper we
ask if we can get a similar principle for the stateful approach. We show that in stateful exploration,
a polynomially close to optimal partial-order algorithm cannot exist unless P=NP. The result holds
even for acyclic programs with just await instructions. This lower bound result justifies systematic
study of heuristics for stateful partial-order reduction. We propose a notion of IFS oracle as a useful
abstraction. The oracle can be used to get a very simple optimal stateless algorithm, which can then
be adapted to a non-optimal stateful algorithm. While in general the oracle problem is NP-hard, we
show a simple case where it can be solved in linear time.
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1 Introduction

The goal of partial-order methods is to speed up explicit state exploration of concurrent
systems. The state space of such systems grows exponentially with the number of processes.
Fortunately, many runs of a concurrent system can usually be considered equivalent, so it is
enough to explore only one run in each equivalence class. For example, if one process assigns
x := 2 and another y := 3 then the order of execution of these two operations is usually
irrelevant; the two interleavings are equivalent, and it is enough to explore only one of the
two. This reduces the number of visited states as well as the exploration time. In some cases,
the reductions are very substantial.

In recent years, we have seen novel applications of partial-order methods. One is proving
the properties of concurrent programs [10], where equivalence between runs is not only used
to reduce the number of proof objectives, but also to simplify proof objectives by choosing
particular linearizations. Similarly, in symbolic executions [9] or in testing [28], partial-order
can be used to limit the exploration space while still being exhaustive. Another application
is verification of timed systems using recently developed local-time zones [15]. All these
applications rely on explicit state enumeration, as opposed to symbolic methods such as SAT
or BDDs.
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Figure 1 Consider a concurrent system consisting of processes P1, . . . , Pn, with no dependency
between actions. Two trace-optimal transition systems, one of linear size and one of exponential size.

The first partial-order methods were proposed about 35 years ago under the names of
stubborn sets, persistent sets, or ample sets [34, 14, 20]. In 2005, Flanagan and Godefroid
introduced stateless dynamic partial-order reductions [12], making stateless methods a
focal point of subsequent research. In 2014, Abdulla et al. proposed a notion of trace-
optimality1 [1], and a race reversal technique, initiating a new cycle of work on stateless
partial-order methods [6, 5, 18, 22, 23, 3, 21, 24, 4].

In this paper, we focus on stateful partial-order reduction methods, that have seen
relatively less progress over the last two decades [29, 37, 8, 7]. A partial-order algorithm
produces a reduced transition system containing a representative for each equivalence class
of runs of the system. A stateless approach produces a tree of runs, but saves memory
by storing only one run at a time. In contrast, a stateful approach keeps all visited states
in memory so that an exploration can be stopped if a state is revisited. Each of the two
approaches has its advantages. When the objective is to verify existing code by running an
instrumentation of it, the states are too complex to keep in memory, so stateless exploration
is the only solution. When verifying pseudocode, say of a mutual exclusion protocol, the
number of non-equivalent runs may be several orders of magnitude bigger than the number
of states, rendering the stateless approach infeasible. The stateful approach is then necessary.

Our first question is whether we can find a guiding principle for the stateful approach
similar to the trace-optimality for the stateless approach. The example in Figure 1 shows
why we cannot just settle on trace optimality. The two transition systems in the figure are
both trace-optimal, since no two maximal paths are equivalent. But one is of linear size
and the other is of exponential size. The obvious parameter for optimality of the stateful
approach is the size of the transition system. So our question is whether a state-optimal, or
close to optimal, partial-order algorithm can exist.

It is not difficult to see that getting a reduced system of exactly the minimal size is
NP-hard. Our main result says something much stronger: even approximating the minimal
size within a polynomial factor remains NP-hard (Theorem 5). This holds even for acyclic
concurrent programs using only await and write instructions. Arguably, this looks like a
minimal sensible set of instructions. If we allowed cycles then we could simulate await with
active wait, reducing the set of instructions to just reads and writes.

This negative result justifies starting a systematic study of heuristics for stateful partial-
order reduction. We propose an approach based on a notion of IFS oracle. This oracle
expresses an important sub-problem encountered in partial-order reduction algorithms,
namely avoiding so called sleep-blocked executions. Our proposal is to concentrate on the
heuristics for this oracle to improve the efficiency of stateful methods. We justify this
approach by showing that in the stateless setting, the IFS oracle gives a very simple trace-

1 We use the term trace-optimality instead of simply optimality as in op.cit. to differentiate from state-
optimality we consider in this paper.



F. Herbreteau, S. Larroze-Jardiné, and I. Walukiewicz 22:3

optimal algorithm. We show how to adapt this algorithm to the stateful approach. Finally,
we narrow our study down to a special case, generalizing some settings considered in the
stateless literature [5, 22], where the IFS oracle can be computed in linear time.

Before starting, we would like to shortly discuss the models of concurrent systems we are
using. In recent years it is common to consider a model of processes with shared variables,
eventually adding lock instructions. This is the model we are using for our lower bound.
However, we also consider a stronger model of concurrent systems synchronizing on shared
actions. This model can encode variables, and most of the synchronization mechanisms used
in practice. For this reason we prefer this model for our positive results. Moreover, since
the model is strong, our lower bound result is easier to prove for it, so it serves as a good
intermediate step in our proof.

In this work we assume that programs are acyclic. Dealing with cycles in partial-order
reduction is a separate problem from the reduction itself, and complicates the algorithms
substantially. Finding a clean way of dealing with cycles in partial-order reduction is beyond
the scope of this paper.

To summarize our three principal contributions are:
A strong lower bound showing that, assuming P ≠ NP, no deterministic algorithm can
construct a reduced transition system for a concurrent program P, of polynomial size
relative to the minimal size of a reduced system for P, while working in time polynomial
in the size of its input and its output (Theorem 5). This holds even if every process in
the program is acyclic and uses only await and write instructions.
A notion of IFS oracle and a simple trace-optimal stateless algorithm using this oracle.
We adapt this algorithm to the stateful approach.
A special subcase of linear fully non-blocking systems, where the IFS oracle can be
computed in linear time. This case covers some situations considered in the stateless
partial-order reduction literature.

1.1 Related Work
The literature on partial-order methods has expanded rapidly in the last decade. In this brief
discussion, we focus only on results that are closely related to our work, primarily citing
more recent papers.

Partial-order methods have been introduced around 1990 [34, 13, 20]. Applications
requiring stateful partial-order methods [11] are still based on the same basic principles.
Another significant concept for us here is the use of lexicographic ordering to identify
representative runs [36, 19, 35]. We also highlight a Petri net unfolding-based approach [32, 8]
that distinguishes itself by using prime event structures instead of transition systems.

There are already two NP-hardness results in the literature on partial-order methods. The
first is the NP-hardness of computing optimal ample sets [30]. The second is NP-hardness of
computing so-called alternatives in the context of unfolding based methods [8]. These results
can be compared to our observation (Proposition 22) that IFS problem is NP-complete. Our
main negative result is much stronger. It does not address a particular method of doing
partial-order reduction, but shows that any method must be NP-hard, even when instead of
optimality we just want to be polynomially close to optimal.

Stateless partial-order reduction, initiated by [12], gained momentum thanks to [1]. This
approach has been the focus of extensive research in recent years, culminating in truly
stateless algorithms using only polynomial-sized memory [22, 3]. Extensions of stateless
techniques to systems admitting blocking, like some synchronization mechanisms, have been
proposed very recently [18, 23]. Await instructions we use in our lower bound are blocking.
We consider non-blocking systems in our positive result in Proposition 24.

CONCUR 2025
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The race reversal technique introduced in [1] has been partially adapted for use in
stateful methods [37, 7]. Apart from that, the stateful methods still rely on the original
stubborn/persistent set approach. The unfolding based partial-order methods have seen
developments like the k-partial alternatives [8]. Although IFS oracle comes from standard
concepts and problems in partial-order methods, we hope this notion will help to advance
the stateful approach.

Apart from typical programs with variables, partial-order methods have been adapted to
various frameworks, including actor programs [33], event driven programs [2, 17, 25], and
MPI programs [31]. This motivates us to use the shared actions model in our positive results.

2 Modeling concurrent systems

For our lower bounds we will consider a very simple standard model of concurrent programs
with variables and locks. Variables range over finite domains, and locks are binary. The only
operations on variables are write and await. The later operation blocks until the value of a
variable is in a specified set of values. We do not need a read operation in our constructions,
so we do not mention it to simplify the presentation.

A process is a directed acyclic graph with edges labeled by instructions. The instructions
come from the set:

Σ ::= w(x, i) | await(x, I) | acq(l) | rel(l)

Here, w(x, i) sets the value of variable x to i, await(x, I) blocks until the value of x is in the
set of values I, acq(l) acquires lock l, and rel(l) releases it. In case of acyclic processes, it is
natural to have the blocking await instruction. For example, all classical mutual exclusion
algorithms rely on it. If we had cycles, await could be simulated with an active wait.

A concurrent program P is a finite set of processes, over finite sets of variables and locks.
Each variable has a finite domain. All variables and locks are global, meaning that they are
shared by all processes. A conditional instruction is modeled by branching in the processes.
The semantics of a program P is given by a transition system TS(P). Its states consist of a
local state for each process, and a value for each variable and lock. In the initial state, each
process is in its initial local state, and each variable and lock have value 0. The transitions
in TS(P) are defined according to the usual semantics of instructions from Σ. Observe that
TS(P) is acyclic since each process is acyclic.

We will also consider a much more flexible and expressive model, that we call concurrent
system. It consists of a collection of processes synchronizing on common actions. Synchro-
nization on actions can directly encode variables, locks, and many other synchronization
primitives. In the context of this paper it will be easier to show the lower bound in this
model than in the model with variables and locks. But, since the model is strong the lower
bound result for this model is relatively weak. This is why we will eventually refine the lower
bound construction to concurrent programs without locks.

A concurrent system S is determined by an alphabet Σ of abstract actions, and a set
of processes that are graphs with edges labeled by actions. A process must be action
deterministic: for every s ∈ S and a ∈ Σ there is at most one t with s

a−→ t. The term
process is used both in the case of concurrent systems, and concurrent programs, but it will
always be clear from the context which model we are using.

Every action a has its domain, dom(a), that is a set of processes using it. We write
sp

b−→p if there is an outgoing b-transition from state sp of process p. For a sequence of
actions v we write dom(v) for

⋃
{dom(a) : a appears in v}, and sp

v−→p if there is a path
labeled v from sp in process p.
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Figure 2 Peterson’s mutex algorithm with 2 processes: pseudocode (left), modeled as a concurrent
program P (middle left), as a concurrent system S (middle right), and their semantics TS (right).

The semantics of a concurrent system S is a transition system TS(S) whose states are
tuples of states of process transition systems, S =

∏
p∈Proc Sp; the initial state is the tuple

consisting of initial states of each process, s0 = {s0
p}p∈Proc; every action a synchronizes

processes involved in it: s a−→ s′ if sp
a−→p s

′
p for p ∈ dom(a), and s′

p = sp for p ̸∈ dom(a).
We write enabled(s) for the set of actions labeling transitions outgoing from the global state
s of TS(S).

Finally, we impose an acyclicity condition: for every action a, at least one of the processes
in dom(a) must be acyclic. This guarantees that the global transition system is acyclic.

We will need to talk about runs in a transition system TS, be it TS(P) for a concurrent
program P or TS(S) for a concurrent system S. A run is a path in the transition system
TS, not necessarily from the initial state. We write s v−→ t if there is a run labeled with a
sequence of actions v from s to t. Sometimes we write just s v−→ when t is not relevant. A
maximal run is a run reaching a terminal state – a state with no outgoing transitions. A full
run is a maximal run starting in the initial state.

Figure 2 on the left shows Peterson’s mutual exclusion algorithm for 2 processes. The
middle-left picture shows its modeling as a concurrent program P = {P0, P1}. It has three
variables: R0, R1 and T that range over {0, 1} as in the pseudocode. The middle-right
picture shows the same algorithm modeled as a concurrent system S = {P0, P1, R0, R1, T}.
Processes P0 and P1 implement the code while the other processes model the variables R[0],
R[1] and T . Action rj

i writes the value j to variable R[i]. Action r=0
i checks if the variable

R[i] has value 0; observe that it is enabled in the top state where R[i] has value 0, but not in
the bottom state where it has value 1. Similarly, for actions of T . Processes in S synchronize
on common actions. For instance, r1

0 synchronizes P0 and R0, while t ̸=1 synchronizes P1 with
T . We write this as dom(r1

0) = {P0, R0} and dom(t̸=1) = {P1, T}. The transition system
TS is shown on the right. It represents both TS(P) and TS(S), although we have chosen to
show labels from S. Each full run corresponds to an execution of Peterson’s algorithm.

3 Partial-order reduction

The initial motivation for partial-order reduction comes from the observation that some
sequences of actions may be considered equivalent, and only one of the equivalent sequences
needs to be explored. The equivalence relation on sequences is defined in terms of the
independence relation on actions: two sequences are por-equivalent if one can be obtained
from the other by permuting adjacent independent actions. We will use ≈ to denote a
por-equivalence relation on sequences of actions. As we will see our arguments do not rely
on a particular independence relation, as long as two actions using different processes and
different resources are independent.

CONCUR 2025
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For concurrent programs with variables the classical independence relation says that two
actions of different processes are independent if either they use different variables or they use
the same variable and both of them are awaits. In particular lock operations are dependent.

For concurrent systems, the most common independence relation is the one coming from
Mazurkiewicz trace theory [26]. Two actions a, b ∈ Σ are independent if they have disjoint
domains: aIb if dom(a) ∩ dom(b) = ∅.

It will also be useful to use the dual concept of dependent actions. Two actions are
dependent, written aDb, if they are not independent. For example, when dom(a)∩dom(b) ̸= ∅
in case of Mazurkiewicz independence. These notions are extended to sequences: aIv means
that a is independent of all actions in v, and aDv that a is dependent on some action from
v. We write Da for the set of actions dependent on a.

The goal of partial-order reduction is to construct, for a given concurrent system S or
a concurrent program P, a reduced transition system representing all full runs in TS(S) or
TS(P) (recall that these are maximal runs from the initial state).

▶ Definition 1. We say that TSr is a reduced transition system for TS if it is:
sound: every full run of TSr is a full run in TS, and
complete: for each full run u in TS there is a full run v in TSr such that u ≈ v

A general approach for constructing a reduced transition system is to determine for each
state s of TS a covering source set [1]: a subset of enabled actions that is sufficient to explore.
For example, if every sequence starting from b is equivalent to a sequence starting from c

then we may choose to include only b in the source set. The notion of the first action modulo
an equivalence relation ≈ on sequences is central for partial-order reduction.

first(u) = {b : ∃v. bv ≈ u} .

We want a source set in a state to be large enough to contain a first action of at least
one representative from every equivalence class of maximal runs from the state. Using the
above definition this can be formulated as: a source set in s should intersect every first(u)
for u a maximal run from s. We formalize this as follows.

▶ Definition 2. For a state s of TS we define First(s) as the set of first sets of all maximal
runs from s:

First(s) = {first(u) : u is a maximal run from s} .

A set of actions B is a covering source set in s if B ∩ F ̸= ∅ for every F ∈ First(s).

In particular, if B contains all enabled actions from s then B is a covering source set at s.
Intuitively, smaller covering source sets should give smaller reduced transition systems. This
is not always true. A bigger but incomparable w.r.t. set inclusion covering source set may
give a better reduction.

Observe that the notion of a covering source set depends on the por-equivalence relation
≈, as the definition of first depends on it.

Suppose we have an assignment of a set of actions source(s) for every state s of TS. We
can use it to restrict the transition relation to transitions allowed by source sets: define
s

a=⇒ t when s
a−→ t and a ∈ source(s). If every source(s) is a covering source set in s then

this restricted transition relation is enough.

▶ Proposition 3. Let TS be a finite acyclic transition system with a transition relation −→.
Suppose =⇒ is the restricted transition relation derived from a covering source set assignment.
For every state s of TS, and every maximal run s

u−→ there is a run v ≈ u with s v=⇒.
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This proposition allows us to construct a reduced transition system by keeping only
=⇒ transitions and states reachable from the initial state using these transitions. We
must underline though that source sets are not the only mechanism needed in partial-order
reduction. Sleep-sets are another important ingredient (c.f. Remark 21).

4 Partial-order reduction is NP-hard

Recall that the goal of partial-order reduction is to construct for a given program P or a
given system S, a reduced system that is sound and complete. Among such systems we would
ideally like to construct one with the smallest number of states. We write minTS(P) for the
smallest number of states of a sound and complete reduced transition system for P. Similarly,
we write minTS(S) for a system S. There may be several non-isomorphic transition systems
with a minimal number of states.

Stateless algorithms use the concept of trace-optimality. This means that there are no
two equivalent runs in the reduced transition system. As we have noted in the introduction,
this concept is not very useful for our purposes. Indeed, the example from Figure 1 shows
two trace-optimal transition systems, one of linear size and the other of exponential size. So
in stateful partial-order reduction we should aim for a reduced transition system of small
size. Even more so as there are also examples where the smallest reduced transition system
is necessarily not trace-optimal.

In this section, we show that there is no polynomial-time algorithm for constructing a
reduced transition system that is polynomially close to optimal. The next definition makes
this precise.

▶ Definition 4. We say that Alg is an excellent POR algorithm if there are polynomials
q(x) and r(x) such that given a concurrent program P, the algorithm constructs a sound and
complete transition system for P of size bounded by q(minTS(P)) in time r(|P| + minTS(P)).

We use the same definition for concurrent systems S.

The main result of this section is

▶ Theorem 5. If P̸=NP then there is no excellent POR algorithm, even for concurrent
programs using only write and await operations.

We will prove this theorem in three steps. First we will consider concurrent systems.
The flexibility of synchronization operations makes the constructions used in the proof much
simpler, and the arguments can be supported by figures of a reasonable size. In the next
step we adapt the construction to concurrent programs with locks and await. In the last
step we eliminate locks. The proof is structured in such a way that the same statements
need to be proved in each of the three steps.

4.1 Synchronizations
The proof of Theorem 5 uses an encoding of the 3-SAT problem φ into a concurrent system
Sφ. If φ is not satisfiable then Sφ has a small reduced transition system. If it is satisfiable
then all reduced transition systems for Sφ are big. With such an encoding we show that an
excellent POR algorithm would give a polynomial-time algorithm for deciding 3-SAT.

Consider a 3-CNF formula over literals {x1, . . . , xn} ∪ {x̄1, . . . , x̄n} and with k clauses:

φ = (α1
1 ∨ α1

2 ∨ α1
3) ∧ · · · ∧ (αk

1 ∨ αk
2 ∨ αk

3)

where each αi
j is a literal.
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Figure 3 Concurrent system Sφ for the lower bound argument.
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Figure 4 A sound a complete transition system for Sφ when φ is not SAT.

The concurrent system Sφ is presented in Figure 3. It has two processes for each
propositional variable, Vi and V̄i, two special processes Lmb, and Tht, and two auxiliary
processes E and Ē. For every i = 1, . . . , n we have a process Vi corresponding to variable xi.
Process Vi has two states: top and bottom. There are two transitions from top to bottom
state, the θi transition intuitively says that xi should be true, and λi that it should be false.
This choice is not encoded in the reached state though, as the two transitions go to the same
bottom state where a transition on xi is possible; interactions with special processes will
make the difference. Process V̄i is similar, but now we have θ̄i, λ̄i, and x̄i actions.

Apart from the variable processes Vi and V̄i, we have two special processes Lmb and Tht.
Only Tht depends on formula φ. Process Lmb synchronizes on λi actions, and Tht on θi

actions. Process Lmb starts with a choice between e and ē, while the second part of Tht
corresponds to the clauses of the formula φ, and finishes with action b. Finally, there are two
auxiliary processes E and Ē. The first does e that is enabled in the initial state. The second
can do ē, but only after doing b, and this in turn can happen only when Tht terminates.

▶ Lemma 6. If φ is not SAT then all runs of Sφ start with e. In other words, e ∈ first(w)
for every full run w of Sφ.

Proof. Suppose w is a full run without e in first(w). Since e is always possible until ē is
executed, we must have ē on w. This must be preceded by b. So the first part, call it u, of w
consists of synchronizations of variable processes Vi and V̄i with Tht, without Lmb moving
until Tht completes its run, that is until it does b. From the form of Tht it follows that the
first part of u is a sequence u1 . . . un where each ui is either θi or θ̄i. This defines a valuation
v. At this stage, the variable processes corresponding to literals true in v are in their bottom
states where the actions on these literals are possible. The other variable processes are in
their top states where the action on the corresponding literals are impossible. So, since Lmb
cannot move, Tht can get to action b iff v is a satisfying valuation. As φ is not SAT this is
impossible. Hence, such w cannot exist. ◀

From the above proof we can actually see that ē appears on the run iff φ is satisfiable. We
do not need this fact in the rest of the argument, but it may be helpful to fix the intuitions.

▶ Lemma 7. If φ is not SAT then the transition system from Figure 4 is a sound and
complete transition system for Sφ.

Proof. First observe that in the state just before α’s, all variable processes are in their
bottom states, so all events xi and x̄i are enabled. Thus, all local paths of Tht on α’s are
feasible. Then action b is possible, but ē is disabled since Lmb is in its bottom state. Thus,
the transition system from Figure 4 is sound: every full path is a run of Sφ.
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It remains to verify that the transition system is complete. By Lemma 6, e is a first
action of all full runs of Sφ. Take such a run ew. Looking at Sφ we see that after e there
are four possible actions: λ1, λ̄1, θ1, θ̄1. We will consider only the case when the next action
is θ1 as the argument for the other possibilities is analogous. So w = θ1u1λ̄1u

′
1 for some

sequences u1 and u′
1; observe that λ̄1 must appear on the run, as after eθ1 there is no action

that can disable it. Since the only action on which Lmb can synchronize is λ̄1, all actions
in u1 are synchronizations with Tht. Clearly they do not involve V̄1, as there is no way to
execute θ̄1 at this stage. Hence, u1 is independent of λ̄1 giving us that w is trace equivalent
to θ1λ̄1u1u

′
1. Repeating this reasoning we obtain that w is trace equivalent to a run in the

transition system from Figure 4. ◀

▶ Lemma 8. If φ is SAT then there are runs containing ē. In every sound and complete
reduced transition system for Sφ there are at least as many states as there are satisfying
valuations for φ.

Proof. For a valuation v we consider a run wv taking θi if v(xi) = true and taking θ̄i if
v(xi) = false. For example, if x1, and xn hold but x2 does not hold in v then this run would
look something like:

θ1θ̄2 . . . θnα
1
i1
. . . αk

ik
bēλ̄1λ2 . . . λ̄n

Here αj
ij

is a literal that holds in the clause j. Since v is a satisfying valuation, process Tht
can get to b.

Observe that there is no concurrency in the run wv. All θ and θ̄ actions synchronize with
process Tht. Then b and ē are also dependent on each other as they happen on the same
process. Action ē is the first action of Lmb. It is followed by a sequence of actions of process
Lmb.

Consider two different valuations v1x and v2 satisfying φ. Let s1 be the state of system Sφ

reached after ē on the run wv1 . Similarly, for s2 and wv2 . In state s1, the variable processes
that are in the bottom states are those corresponding to literals that are true in v1 and
similarly for v2. Since v1 and v2 are distinct valuations, the states s1 and s2 are distinct. So
any sound and complete transition system for Sφ must have at least as many states as there
are satisfying valuations of φ. ◀

We write |φ| for the length of φ. Observe that this is an upper bound on the number of
variables as well as on the number of clauses in φ, namely, n, k < |φ|.

▶ Corollary 9. If φ is not SAT then minTS(Sφ) ≤ 6|φ| states. If φ is SAT then minTS(Sφ)
is bigger than the number of satisfying valuations for φ.

Now, we prove Theorem 5 for concurrent systems. Suppose to the contrary that Alg is
an excellent POR algorithm. We use it to solve SAT in deterministic polynomial time.

Let q(x) and r(x) be the polynomials associated to Alg. Namely, Alg working in time
r(|S| + |minTS(S)|) produces a sound and complete reduced transition system of size at most
q(|minTS(S)|).

Given a formula ψ, consider an integer m and a formula

φ ≡ ψ ∧ (z1 ∨ z2) ∧ · · · ∧ (z2m−1 ∨ z2m)

where z1, . . . , z2m are new variables. Clearly φ is satisfiable iff ψ is. If ψ is satisfiable then φ
has at least 2m satisfying valuations.
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Figure 5 Processes Vi and V̄i for propositional variable i, and special processes Lmb and T ht.
Await instructions are written as equality checks, and writes as assignments. Instruction αj

i tests if
the corresponding variable is 1.

Now we construct our system Sφ and run Alg on it for r(12|φ|) time. If φ is not SAT
then, by Corollary 9, the algorithm stops and produces a sound and complete transition
system. If φ is SAT then by Corollary 9 the algorithm cannot stop in this time as the smallest
sound and complete transition system for Sφ has at least 2m states, and we can choose m
big enough so that 2m > r(6|φ|).

4.2 Await and locks
In this section we show that the same phenomenon appears in concurrent programs. Here
instead of direct synchronizations we have variables and locks. The only operations on
variables are write and await.

The argument follows the same lines as the one for the direct synchronizations. Observe
that the proof of Theorem 5 above uses Lemmas 6, 7 and 8. So it is enough to show that the
three lemmas hold for concurrent programs with locks and variables to prove Theorem 5.

Given a propositional formula φ, we build a concurrent program Pφ. As in the previous
construction, we will have two processes for each propositional variable in φ, and two special
processes: one for lambdas and one for thetas. However, we do not need processes E and Ē
anymore. Initially all variables in P are set to 0.

Figure 5 shows the processes Vi and V̄i for propositional variable i, as well as the two
special processes Lmb and Tht. The processes Vi and V̄i use two locks, λi and θi. After
acquiring one of the two locks, each process sets the corresponding variable li or ti to 1 in
order to communicate their choice to the two special processes Tht and Lmb. Next, it awaits
an acknowledgment from the special process in the form of the value of the variable li or ti
becoming 2. Finally, it sets xi or x̄i to 1.

The two special processes Lmb and Tht are quite similar to the previous construction.
Only process Tht depends on the formula φ we are encoding. Process Lmb first tests if the
value of the variable e is 0 or 1. Next it awaits for variable l1 to become 1, and then sets it
to 2. The same pattern repeats for l2 up to ln. Similarly, process Tht awaits for variable
ti to become 1, and then sets it to 2. After that, it tests if the formula is true, under the
chosen valuation, and finally sets e to 1.

As in the previous section, we claim that if φ is not satisfiable, then there is a sound and
complete transition system of a small size. This transition system has a similar structure to
the one in the previous section (Figure 4), but is longer due to additional actions await and
write. So our argument, while similar, becomes more complicated too.

▶ Lemma 10. If φ is not satisfiable, then e can be set to 1 only after Lmb process executes
e == 0.



F. Herbreteau, S. Larroze-Jardiné, and I. Walukiewicz 22:11

•
•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•
•

(Vi)
acq(θi)

acq(θi)
(V̄i)

(Vi)
ti := 1

ti := 1
(V̄i)

(T ht)
ti == 1

ti == 1
(T ht)

(T ht)
ti := 2

ti := 2
(T ht)

(Vi)
ti == 2

ti == 2
(V̄i)

(Vi)
xi := 1

x̄i := 1
(V̄i)

(V̄i)
acq(λi)

acq(λi)
(Vi)

(V̄i)
li := 1

li := 1
(Vi)

(Lmb)
li == 1

li == 1
(Lmb)

(Lmb)
li := 2

li := 2
(Lmb)

(V̄i)
li == 2

li == 2
(Vi)

(V̄i)
x̄i := 1

xi := 1
(Vi)

Figure 6 Block of actions in TS(Pφ) when φ is not satisfiable. Await instructions are written as
equality checks, and writes as assignments.

Proof. Suppose not. Then there is a run setting e to 1 without doing e == 0; meaning that
e is set to 1 before Lmb moves. On this run all ti must be set to 1 by processes Vi and V̄i,
and then set to 2 by process Tht. Exactly one among processes Vi and V̄i can proceed to
setting xi or x̄i to 1; as the other needs to acquire λi, and then wait for li to become 2.
Hence, when Tht reaches its α part, only one of xi or x̄i is set to 1. This defines a valuation,
and Tht can set e to 1 if and only if this valuation satisfies φ. Hence, if φ is not satisfiable,
then Tht cannot set e to 1. ◀

▶ Lemma 11. If φ is not satisfiable, then there is a sound and complete transition system
of size O(n).

We describe the transition system TS(Pφ). By the previous lemma, if φ is not satisfiable,
Lmb must perform e == 0 before e is set to 1. Thus, every run is equivalent to a run starting
with e == 0. Then after the first transition, TS(Pφ) is a sequence of blocks as shown in
Figure 6. The upper line and the lower line depend on which process takes the θi lock and
the λi lock. Then, these n blocks in TS(Pφ), we have the α part of process Tht, including
the last transition that sets variable e to 1. So the size of the transition system TS(Pφ) is
linear in the size of φ.

The proof of the third lemma is the same as for the previous construction.

▶ Lemma 12. If φ is SAT then there are runs containing e == 1. In every sound and
complete reduced transition system for Pφ there are at least as many states as there are
satisfying valuations for φ.

The three lemmas give us the proof of Theorem 5 for concurrent programs with locks
and variables.

4.3 Just await
The previous construction uses locks and await instructions on variables. There is a number
of classical algorithms for implementing locks with await, like Peterson, Bakery, or Szymanski.
So it is natural to ask if we could eliminate locks from our construction. This is the goal of
this section.

In the previous construction we used n locks, but each lock was shared between only two
processes, and taken only once. We cannot just use one of the standard lock implementations
out of the box because our construction is based on Vi and V̄i competing for two locks.
Moreover, we need to be careful with the number of states of the resulting transition system.
So while there are no important new ideas in the encoding below, we face a challenge
resembling a bit the classical problem of writing a program that prints itself.

Our solution is inspired by Peterson’s mutual exclusion algorithm for 2 processes that
uses a shared variable turn (T in Figure 2) to order the processes when they both request
access to the critical section. Figure 7 (left) shows the two processes Vi and V̄i that only use
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Figure 7 Processes Vi and V̄i without locks for propositional variable i (left), and block of actions
in TS(Pφ) when φ is not satisfiable (right). Await instructions are written as equality checks, and
writes as assignments.

instructions await and write. Following the principle of Peterson’s algorithm, the processes
Vi and V̄i share a variable turni that replaces the lock operations, and that ensures that
one of Vi and V̄i will set ti while the other will set li. The await instructions on variable
turni are followed by the same sequences of actions on ti or li as previously. The two special
processes Lmb and Tht are as in Figure 5. For notational convenience, we assume that the
variables turni are initialized to 2, whereas e is initialized to 0. The differences between Vi

and V̄i are highlighted in Figure 7.
The proof takes the same three steps as the previous one.

▶ Lemma 13. If φ is not satisfiable, then e can be set to 1 only after Lmb process performs
e == 0.

Proof. Suppose there is a run where e == 0 is not a first action. This can only happen
when e := 1 is executed before process Lmb starts. Hence, all ti must be set to 1 by variable
processes. This means that exactly one of the processes Vi or V̄i can complete its operations
and set xi or x̄i to 1; while the other will not pass li == 2. If φ is not satisfiable then this is
not enough for Tht process to reach the point where it can set e to 1. ◀

▶ Lemma 14. If φ is not satisfiable, then there is a sound and complete transition system
of size O(n).

The argument is similar to the one for the construction with locks. TS(P) has a similar
structure as before, with blocks as in Figure 7 (right).

▶ Lemma 15. If φ is SAT then there are runs containing e == 1. In every sound and
complete reduced transition system for Pφ there are at least as many states as there are
satisfying valuations for φ.

The third lemma is the same as in the previous construction, and its proof is also the
same. The tree lemmas give us the proof of Theorem 5 for concurrent programs using only
await operations.

5 An approach to partial-order reduction

In the light of the negative results from the previous section, it is clear that practical
approaches to stateful partial-order reduction should be based on heuristics, and cannot
aim at optimality, or even at approximate optimality up to a polynomial factor. In this
section we propose a concrete problem, that when solved with a satisfactory heuristic should
advance the quality of our partial-order methods. This approach also allows to make a link
with stateless partial-order methods. It leads to a simple trace-optimal algorithm for the
stateless case for a restricted class of concurrent systems.
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We start with a simple algorithm for constructing trace-optimal reduced transition systems.
It uses three ingredients that we describe in more details later.

Lexicographic order on sequences allowing to determine a representative run for each
class of a por-equivalence relation ≈.
Sleep sets giving enough information about the exploration context.
An oracle “includes first sets”, denoted IFS , permitting to avoid sleep-blocked runs.

Lexicographic ordering has been already used in the context of partial-order reduction [19].
Sleep sets are one of the classical concepts for partial-order methods [14]. IFS oracle is
a direct way of avoiding sleep-blocked executions, a well known challenge in partial-order
reduction [1]. Our contribution here is to make the IFS problem explicit. Without surprise
at this stage, the IFS problem is NP-hard, but we show one case where it is polynomial.

Let us fix a concurrent system S. Let us also assume that we have some linear ordering on
actions of S. This determines a lexicographic ordering on sequences of actions. Given some
equivalence relation on sequences we can use the lexicographic order to define representatives
for equivalence classes of ≈ relation.

▶ Definition 16. We say that w is a lex-sequence if w is the smallest lexicographically among
all sequences equivalent to it: that is the smallest sequence in {v : v ≈ w}. A lex-run of
TS(S) is a run whose labels form a lex-sequence.

We are going to present an algorithm enumerating full lex-runs of TS(S). For this we
will use the “includes first set (IFS)” oracle. The idea is as follows. Suppose the algorithm
has reached a state s and produced a sleep set sleep(s) containing actions that need not be
explored from s. We would like to check if there is something left to be explored. We need
to check if the exploration is not sleep-blocked, namely, if there is a maximal run u from s

with first(u) ∩ sleep(s) = ∅. If there is such run, we need to explore one of the actions in
first(u) from s.

▶ Definition 17 (IFS). Let s be a state of TS(S) and B a subset of actions. We say that
B includes a first-set in s if there is a maximal run u from s with first(u) ⊆ B. We write
IFS(s,B) when there exists such a maximal run u.

Listing 1 presents a very simple algorithm enumerating all full lex-runs of TS(S). The
algorithm also gives us an opportunity to explain sleep sets in details. Each node n of the
tree constructed by the algorithm is a pair consisting of a state of TS(S), denoted s(n), and
a set of actions sleep(n). For readability, we write enabled(n) instead of enabled(s(n)), for
the set of outgoing actions from s(n).

Sleep sets are a very elegant mechanism to gather some information about the exploration
context. They can be computed top-down when constructing an exploration graph. At the
root, the sleep set is empty. For a node n and a transition n

e−→ ne we have sleep(ne) =
(sleep(n)∪{a1, . . . , ak})−De, where a1, . . . , ak are labels of transitions from n created before
the e-transition; and the final −De term means that we remove all the actions dependent on
e. The intuition behind this formula is as follows. Assume that we keep an invariant:

(sleep-invariant): after exploration of a node n for every maximal run u from s(n) in
TS such that first(u) ∩ sleep(n) = ∅ we have a path v from n with u ≈ v.

Then the formula for sleep(ne) says that we need not explore from ne a run starting, say,
with a1 if a1Ie. This is because when looking from n such a run has a1 in its first set, and it
has already been explored from a1’s successor of n.
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Listing 1 Lex exploration with sleep sets, constructs a tree of maximal runs.

1 procedure main(S):
2 create node n0 with s(n0) = s0 and sleep(n0) = ∅
3 TreeExplore(n0)
4

5 procedure TreeExplore(n):
6 Sl := sleep(n) // invariant: Sl = sleep(n) ∪ {labels of transitions outgoing from n}
7 while enabled (n) − Sl ̸= ∅:
8 choose smallest e ∈ (enabled (n) − Sl) w.r.t. linear ordering on actions
9 let s′ such that s(n) e−→ s′ in TS(S)

10 if IFS(s′, enabled (s′) − (Sl − De)):
11 create node n′ with s(n′) = s′ and sleep(n′) = Sl − De

12 add edge n
e−→ n′

13 TreeExplore(n′)
14 Sl := Sl ∪ {e}

The algorithm from Listing 1 examines all enabled transitions in a node n in our fixed
order on actions. For every enabled transition s(n) e−→ s′ it uses the IFS oracle in Line 10
to decide if it is necessary to explore it. If the answer is positive, then it creates node n′

with an appropriate sleep set. If not, then it skips the transition. This guarantees that the
algorithm is trace-optimal.

▶ Lemma 18. The algorithm in Listing 1 constructs a tree such that: (i) every full run in
the tree is a full lex-run of TS(S), and (ii) for every full run u of TS(S) there is a unique
full run v in the tree with v ∼ u.

We could use this algorithm in stateless model-checking if we had an implementation of
IFS(s,B). In a stateful version, the algorithm is not very interesting as trees produced by
this algorithm can be, and often are, orders of magnitude bigger than TS(S), the transition
system of S without any reduction. But we can modify the algorithm to produce a graph
instead of a tree. For this we need to introduce a subsumption relation between nodes.

▶ Definition 19. We say that n subsumes n′, in symbols n ◁ n′ if the states in n and n′

are the same: s(n) = s(n′), and there are less sleep-blocked actions from n than from n′:
sleep(n) ⊆ sleep(n′).

Observe that if n subsumes n′, all runs that are not sleep blocked from n′ are also not
sleep blocked from n. Thus replacing n′ by n still yields a sound and complete reduced
transition system. Thus, we add subsumption to Listing 1 as shown in Listing 2. We first
check if the successor s′ of s is subsumed by an existing node in line 11. If yes, then, instead
of creating a new node, we add an edge to the subsuming node (line 12). Otherwise, we
proceed as in Listing 1. Observe that the algorithm in Listing 2 builds a directed acyclic
graph (DAG) instead of a tree, hence avoiding visiting a node more than once.

The new algorithm does not satisfy a statement as in Lemma 18 because edges added due
to the subsumption relation may create paths that are not lex-runs. We can get a variant of
this optimality property when looking at states. Let us call a state lex-useful if it appears on
a full lex-run.

▶ Lemma 20. The algorithm with subsumption in Listing 2 builds a reduced transition system
TSr such that: (i) every full run in TSr is a full lex-run of TS(S), and (ii) for every full
run u of TS(S) there is a full run v in TSr with v ∼ u. Moreover, for every node n, its state
s(n) is lex-useful.
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Listing 2 Lex exploration with sleep sets and subsumption, constructs a graph.

1 procedure main(S):
2 create node n0 with s(n0) = s0 and sleep(n0) = ∅
3 Explored := ∅
4 DAGExplore(n0)
5

6 procedure DAGExplore(n):
7 Sl := sleep(n) // invariant: Sl = sleep(n) ∪ {labels of transitions outgoing from n}
8 while enabled (n) − Sl ̸= ∅:
9 choose smallest e ∈ (enabled (n) − Sl) w.r.t. linear ordering on actions

10 let s′ such that s(n) e−→ s′ in TS(S)
11 if ∃n′′ ∈ Explored such that n′′ ◁ (s′, Sl − De):
12 add edge n

e−→ n′′

13 else if IFS(s′, enabled (s′) − (Sl − De)):
14 create node n′ with s(n′) = s′ and sleep(n′) = Sl − De

15 add edge n
e−→ n′

16 DAGExplore(n′)
17 Sl := Sl ∪ {e}
18 add n to Explored
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Figure 8 Sleep sets are needed for optimality.

▶ Remark 21. Sleep sets are needed for the optimality result, in a sense that some information
about exploration context is needed. Consider the system of four process in Figure 8 (left)
and its runs (right). The algorithm first explores the run ab, and then in the root state asks
if there is a run where a is not a first action. The answer is positive because of the run bc.
The algorithm then decides to explore b as it is the smallest enabled action. At this point it
arrives at nb. Without a sleep set it has no choice but to explore both a and c from nb. But
ba ∼ ab so this is not trace-optimal. With sleep sets we get a ∈ sleep(nb) which is exactly
what is needed to block unnecessary exploration. So an idealized view suggested by Section 3
that partial-order reduction boils down to finding good covering source sets is not the whole
story. Fortunately, the additional required information is easy to compute from the context.

5.1 The IFS oracle
The use of IFS queries gives a very clean approach to partial-order reduction, unfortunately
the IFS problem is NP-hard.

▶ Proposition 22. The following problem is NP-hard: given a concurrent system S, its
global state s, and a set of actions B, does IFS(s,B) hold?

Proof. Suppose we are given a 3CNF formula φ consisting of m clauses over variables
x1, . . . , xn. Say the j-th clause is of the form (α1

j ∨ α2
j ∨ α3

j ) where each α is either some
variable xi or its negation x̄i. We will construct a concurrent program Pφ such that φ is
satisfiable if and only if IFS(s0, B) holds for the initial state s0 and B some set of actions
we make precise below.
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Figure 9 A concurrent program Pφ with locks encoding SAT(φ) for a 3CNF formula φ.

All actions in Pφ will implement taking or releasing a lock. There is one lock per
propositional variable and its negation, {x1, . . . , xn, x̄1, . . . , x̄n}; one per clause, {c1, . . . , cm};
one additional lock for every variable {e1, . . . , en} in Pφ, as well as a special lock f .

System Pφ is presented in Figure 9. For every propositional variable xi there are two
processes P 0

i and P 1
i . For every clause (α1

j ∨ α2
j ∨ α3

j ) there are processes C1
j , C

2
j , C

3
j .

Additionally, there are two processes D and F .
Consider the state s where every process is in its initial state, and where the locks

{x1, . . . , xn, x̄1, . . . , x̄n, c1, . . . , cm} are taken whereas the other locks are available. At this
point the only processes enabled are F , and the processes corresponding to propositional
variables, namely P 0

1 , P
1
1 , . . . , P

0
n , P

1
n . Process F can take the lock f . For each i, either

process P 0
i or process P 1

i takes the lock ei which amounts to choosing a value for variable xi,
as either the lock xi or the lock x̄i is released, respectively. This may allow some process
corresponding to a clause to move. For example, suppose xi was released, and α1

j , the first
literal of the j-th clause, is xi. Then process C1

j can take xi and release xi thus testing if xi

was available. If the lock was available, then it can release cj . Releasing cj intuitively means
that the j-th clause is satisfied. Thus, all locks c1, . . . , cm can be released if and only if the
formula φ is satisfied by the valuation determined by locks from {x1, . . . , xn, x̄1, . . . , x̄n} that
have been released. If all c1, . . . , cm are released then process D can take all these locks and
then take f . So if φ is satisfiable then there is a maximal run of the system where acq(f) is
not a first action. If φ is not satisfiable then there is no way to release all the locks c1, . . . , cm,
so D cannot take f . In this case acq(f) is in the first set of every maximal run because
process F can always take f . This shows that IFS(s,Σ − {acq(f)}) holds iff φ is satisfiable
(where Σ is the set of all actions in Pφ). ◀

In our opinion it is worthwhile to study heuristics for the IFS problem. One possibility
is to use existing static [14, 30, 34] or dynamic [12, 1, 18, 22] partial-order techniques to
compute, for each node, a set of actions to visit to ensure completeness. Another intriguing
approach consists in encoding IFS(s,B) as a SAT problem, and then use a solver. This
makes sense since the IFS problem is NP-hard. Designing heuristics that are efficient in
practice is out of the scope of this paper. Still, we show that the IFS problem can actually
be solved efficiently in a special case of non-blocking systems.

There is a simple setting where the IFS test can be done in polynomial time. Here
the only operations are reads and writes, and programs are straight lines, in particular
there are no conditionals. This case is indeed considered in the stateless model-checking
literature [5, 22]. We generalize this situation to the case when we have variables but no
operation on a variable can ever be blocked. So instead of just reads and writes we can also
have operations like test-and-set, or fetch-and-add.

▶ Definition 23. An extended concurrent program is a concurrent program P with arbitrary
instructions on variables. It is fully non-blocking if in every state every first action of every
process is enabled. It is linear if every process is a sequence of instructions, meaning there is
no branching or conditionals.
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We use the term fully non-blocking to differentiate from non-blocking from [1] that is rather
a forward non-blocking condition.

▶ Proposition 24. If P is a linear, fully non-blocking extended concurrent program then IFS
test can be done in polynomial time.

Recall that IFS(s,B) means that there is a maximal run u from s with first(u) ⊆ B. Let
B̄ denote the set of actions not in B. For a sequence v of actions we denote by B̄v the set
B̄ −Dv, namely the set of actions in B̄ that are not dependent on actions in v. Then, we
can check if IFS(s,B) by constructing a run as follows. Suppose v is an already constructed
run from s. Extend v with the smallest action enabled in the state reached after v, that is
not in B̄v. When there is no such action return true if v is maximal, and false otherwise.

Thus, in the case covered by the above proposition the algorithm from Listing 1 is optimal
and works in polynomial time w.r.t. size of the constructed tree. It works differently than
race-reversal algorithms [1, 3].

The IFS test is NP-hard when one of the two conditions of Proposition 24 is lifted. This
does not preclude that there is some case between fully non-blocking and blocking for which
IFS is in Ptime. However, it is quite hard to imagine how to weaken the linearity condition.

6 Conclusions

Our main result is a negative one, indicating that we cannot hope for too much in terms of
theoretically good partial-order algorithms. It has been known before that certain existing
partial-order methods are NP-hard [30], but here we show that no method can be both
polynomially close to optimal and not NP-hard.

As we have explained in the introduction, we believe that stateful partial-order methods
have applications, and that there are even more applications to come. In this context our
negative result gives us an argument for looking at well motivated heuristics rather than
for a theoretically grounded result. We propose a new schema of a partial-order reduction
algorithm based on IFS test. While in general the test is NP-complete, we hope that good
heuristics for this test can translate into progress in partial-order methods. This is a direction
we are actively investigating.

There is a big variety of concurrent systems, in particular depending on communication
operations between processes. We have exhibited one case when IFS test can be done in
Ptime. Intuitively, it captures “fully non-blocking” situations. An interesting question is
what happens in the forward non-blocking case [1], or maybe to some other formalization of
non-blocking in the spirit wait-free operations [16] or MPI [27].
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