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Abstract
Min-plus matrix multiplication is a fundamental tool for designing algorithms operating on distances
in graphs and different problems solvable by dynamic programming. We know that, assuming the
APSP hypothesis, no subcubic-time algorithm exists for the case of general matrices. However, in
many applications the matrices admit certain structural properties that can be used to design faster
algorithms. For example, when considering a planar graph, one often works with a Monge matrix A,
meaning that the density matrix A□ has non-negative entries, that is, A□

i,j := Ai+1,j + Ai,j+1 −
Ai,j − Ai+1,j+1 ≥ 0. The min-plus product of two n × n Monge matrices can be computed in O(n2)
time using the famous SMAWK algorithm.

In applications such as longest common subsequence, edit distance, and longest increasing
subsequence, the matrices are even more structured, as observed by Tiskin [J. Discrete Algorithms,
2008]: they are (or can be converted to) simple unit-Monge matrices, meaning that the density
matrix is a permutation matrix and, furthermore, the first column and the last row of the matrix
consist of only zeroes. Such matrices admit an implicit representation of size O(n) and, as shown by
Tiskin [SODA 2010 & Algorithmica, 2015], their min-plus product can be computed in O(n log n)
time. Russo [SPIRE 2010 & Theor. Comput. Sci., 2012] identified a general structural property
of matrices that admit such efficient representation and min-plus multiplication algorithms: the
core size δ, defined as the number of non-zero entries in the density matrices of the input and
output matrices. He provided an adaptive implementation of the SMAWK algorithm that runs in
O((n + δ) log3 n) or O((n + δ) log2 n) time (depending on the representation of the input matrices).

In this work, we further investigate the core size as the parameter that enables efficient min-plus
matrix multiplication. On the combinatorial side, we provide a (linear) bound on the core size of the
product matrix in terms of the core sizes of the input matrices. On the algorithmic side, we generalize
Tiskin’s algorithm (but, arguably, with a more elementary analysis) to solve the core-sparse Monge
matrix multiplication problem in O(n + δ log δ) ⊆ O(n + δ log n) time, matching the complexity
for simple unit-Monge matrices. As witnessed by the recent work of Gorbachev and Kociumaka
[STOC’25] for edit distance with integer weights, our generalization opens up the possibility of
speed-ups for weighted sequence alignment problems. Furthermore, our multiplication algorithm is
also capable of producing an efficient data structure for recovering the witness for any given entry of
the output matrix. This allows us, for example, to preprocess an integer array of size n in Õ(n) time
so that the longest increasing subsequence of any sub-array can be reconstructed in Õ(ℓ) time, where
ℓ is the length of the reported subsequence. In comparison, Karthik C. S. and Rahul [arXiv, 2024]
recently achieved O(ℓ + n1/2 polylog n)-time reporting after O(n3/2 polylog n)-time preprocessing.
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1 Introduction

The min-plus product (also known as the distance product or the tropical product) of two ma-
trices A and B is defined as a matrix C = A⊗B such that Ci,k = minj (Ai,j + Bj,k). The task
of computing the min-plus product of two n×n matrices can be solved in n3/ exp(Ω(

√
log n))

time [46], and it is fine-grained equivalent to the All-Pairs Shortest Path (APSP) problem [44],
asking to compute the distances between every pair of vertices in a directed weighted graph
on n vertices. While it is conjectured that APSP, and hence also the min-plus product, do
not admit n3−Ω(1)-time solutions, faster algorithms exist for many special cases arising in
numerous applications of the min-plus product; see, e.g., [2,6,10,15–17,23,43,47,49]. Most of
the underlying procedures rely on fast matrix multiplication for the standard (+, ·)-product.

Monge matrices constitute a notable exception: An n×n matrix A is a Monge matrix if its
density matrix A□ is non-negative, that is, A□

i,j := Ai+1,j +Ai,j+1−Ai,j−Ai+1,j+1 ≥ 0 holds
for all i, j ∈ [0. .n− 1). The min-plus product of two n× n Monge matrices can be computed
in O(n2) time using the SMAWK algorithm [1], and the resulting matrix still satisfies the
Monge property. Monge matrices arise in many combinatorial optimization problems; see
[7, 8] for surveys. One of the most successful applications is for planar graphs, where the
distances between vertices on a single face satisfy the Monge property (see [18, Section 2.3]).
This observation allowed for an Õ(n)-time1 single-source shortest path algorithm for planar
graphs (with negative real weights) [18], and the resulting techniques now belong to the
standard toolkit for designing planar graph algorithms; see, e.g., [5, 11,25].

Another important application of Monge matrices is in sequence alignment problems,
such as edit distance and longest common subsequence (LCS), as well as in the related
longest increasing subsequence (LIS) problem. Already in the late 1980s, Apostolico, Atallah,
Larmore, and McFaddin [3] noted that the so-called DIST matrices, which (among others)
specify the weighted edit distances between prefixes of one string and suffixes of another
string, satisfy the Monge property. A modern interpretation of this observation is that
these matrices store boundary-to-boundary distances in planar alignment graphs [37]; see
also [4, 26,32] for further early applications of DIST matrices and their Monge property.

In the late 2000s, Tiskin [39,42] observed that the DIST matrices originating from the
unweighted variants of edit distance, LCS, and LIS problems are more structured. For this,
he introduced the notions of unit-Monge matrices, whose density matrices are permutation
matrices (that is, binary matrices whose rows and columns contain exactly a single 1 entry
each) and simple Monge matrices, whose leftmost column and bottommost row consist of
zeroes. He also proved that the product of two simple unit-Monge matrices still belongs
to this class and can be computed in O(n log n) time provided that each matrix A is
represented using the underlying permutation PA [41]. By now, the resulting algorithm has
found numerous applications, including for computing LCS and edit distance of compressed
strings [19, 20, 24, 41], maintaining these similarity measures for dynamic strings [13, 22],
approximate pattern matching [14, 40], parallel and distributed algorithms for similarity
measures [31, 33], and oracles for substring similarity [12, 35, 36]. Furthermore, Tiskin’s
algorithm has been used to solve the LIS problem in various settings, such as dynamic [28],

1 Throughout this paper, we use Õ(·) notation to suppress factors poly-logarithmic in the input size.
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parallel [9], and distributed [30]. A disadvantage of Tiskin’s original description (and even
the later informal descriptions [29]) is its dependence on the algebraic structure known as
the monoid of seaweed braids, which natively supports unweighted LCS only (tasks involving
edit distance need to be reduced to LCS counterparts). This makes the algorithm difficult
to generalize to weighted problems and extend even to seemingly simple questions such as
recovering (an implicit representation of) the witness indices j such that Ci,k = Ai,j +Bj,k [27].

Russo [34] identified the number of non-zero elements in A□, B□, and (A⊗B)□, called
the core size δ, as the parameter that enables fast min-plus matrix multiplication. It is easy
to see that A, B, and A⊗B can be stored in O(n+δ) space using a condensed representation,
consisting of the boundary entries (the leftmost column and bottommost row, e.g., suffice)
and core elements, i.e., the non-zero entries of the density matrix. Then, Russo’s algorithm for
the core-sparse Monge matrix multiplication problem computes the condensed representation
of A⊗B in O((n + δ) log2 n) time when provided with constant-time random access to A

and B, and in O((n + δ) log3 n) time given condensed representations of A and B.2 Russo’s
algorithm has a very different structure than Tiskin’s: it relies on a clever adaptation of
the SMAWK algorithm [1] to provide efficient random access to C and then employs binary
search to find individual non-zero entries of C□. This brings the question of unifying both
approaches and understanding the complexity of core-sparse Monge matrix multiplication.

Our Results. We consider the core-sparse Monge matrix multiplication problem from the
combinatorial and algorithmic points of view, and confirm that the core size is the right
parameter that enables fast min-plus matrix multiplication. Let δ(A), or the core size of A,
denote the number of non-zero elements in A□. We begin with analyzing, in Section 3, how
the core size of A⊗B depends on the core sizes of A and B.

▶ Theorem 1.1. Let A be a p× q Monge matrix, and let B be a q × r Monge matrix. We
have δ(A⊗B) ≤ 2 · (δ(A) + δ(B)).

We stress that this the first bound on δ(A⊗B) in terms of δ(A) and δ(B): the complexity
analysis of Russo’s algorithm [34] requires a bound on all δ(A), δ(B), and δ(A⊗B).

Next, in Section 4, we generalize Tiskin’s algorithm (but fully avoiding the formalism
of the seaweed product) to solve the core-sparse Monge matrix multiplication problem. We
believe that the more elementary interpretation makes our viewpoint not only more robust
but also easier to understand. At the same time, the extension from simple unit-Monge
matrices to general core-sparse Monge matrices introduces a few technical complications
handled in the full version of the paper [21]. Notably, we need to keep track of the leftmost
column and the bottommost row instead of assuming they are filled with zeroes. Further,
the core does not form a permutation so splitting it into two halves of the same size requires
some calculations.

▶ Theorem 1.2. There is a (deterministic) algorithm that, given the condensed representa-
tions of a p× q Monge matrix A and a q× r Monge matrix B, in time O(p + q + r + (δ(A) +
δ(B)) log(1 + δ(A) + δ(B))) computes the condensed representation of A⊗B.3

2 More precisely, Russo’s algorithm builds a data structure that provides O(log n)-time random access to
the entries of A ⊗ B. Consequently, for repeated multiplication, we cannot assume constant-time access
to the input matrices. Hence, O((n + δ) log3 n) is a more realistic bound.

3 In the technical sections of the paper we use the O(·)-notation conservatively. Specifically, we interpret
O(f(x1, . . . , xk)) as the set of functions g(x1, . . . , xk) for which there are constants cg, Ng > 0 such
that g(x1, . . . , xk) ≤ cg · f(x1, . . . , xk) holds for all valid tuples (x1, . . . , xk) satisfying maxi xi ≥ Ng.

ESA 2025



74:4 Core-Sparse Monge Matrix Multiplication: Improved Algorithm and Applications

The above complexity improves upon Russo’s [34] and matches Tiskin’s [41] for the simple
unit-Monge case. Thanks to the more direct description, we can easily extend our algorithm
to build (in the same complexity) an O(n+δ)-size data structure that, given (i, k), in O(log n)
time computes the smallest witness j such that Ci,k = Ai,j + Bj,k.

Applications. As an application of our witness recovery functionality, we consider the
problem of range LIS queries. This task asks to preprocess an integer array s[0. .n) so that,
later, given two indices 0 ≤ i < j ≤ n, the longest increasing subsequence (LIS) of the
sub-array s[i. .j) can be reported efficiently. Tiskin [38,41] showed that the LIS size ℓ can be
reported in O(log n) time after O(n log2 n)-time preprocessing. It was unclear, though, how
to efficiently report the LIS itself. The recent work of Karthik C. S. and Rahul [27] achieved
O(n1/2 log3 n + ℓ)-time reporting (correct with high probability) after O(n3/2 log3 n)-time
preprocessing. It is fairly easy to use our witness recovery algorithm to deterministically
support O(ℓ log2 n)-time reporting after O(n log2 n)-time preprocessing; see Section 5 for an
overview of this result. As further shown in the full version of the paper [21], the reporting
time can be improved to O(ℓ log n) and, with the preprocessing time increased to O(n log3 n),
all the way to O(ℓ).

▶ Theorem 1.3. For every parameter α ∈ [0, 1], there exists an algorithm that, given an
integer array s[0. .n), in time O(n log3−α n) builds a data structure that can answer range
LIS reporting queries in time O(ℓ logα n), where ℓ is the length of the reported sequence.

In particular, there is an algorithm with O(n log3 n) preprocessing and O(ℓ) reporting
time and an algorithm with O(n log2 n) preprocessing and O(ℓ log n) reporting time.

In parallel to this work, Gorbachev and Kociumaka [22] used core-sparse Monge matrix
multiplication for the weighted edit distance with integer weights. Theorem 1.2 allowed for
saving two logarithmic factors in the final time complexities compared to the initial preprint
using Russo’s approach [34]. Weighted edit distance is known to be reducible to unweighted
LCS only for a very limited class of so-called uniform weight functions [38], so this application
requires the general core-sparse Monge matrix multiplication.

Open Problem. An interesting open problem is whether any non-trivial trade-off can be
achieved for the weighted version of range LIS queries, where each element of s has a weight,
and the task is to compute a maximum-weight increasing subsequence of s[i. .j): either the
weight alone or the whole subsequence. Surprisingly, as we show in the full version of the
paper [21], if our bound δ(A ⊗ B) ≤ 2 · (δ(A) + δ(B)) of Theorem 1.1 can be improved
to δ(A ⊗ B) ≤ c · (δ(A) + δ(B)) + Õ(p + q + r) for some 1 ≤ c < 2, then our techniques
automatically yield a solution with Õ(n1+log2 c) preprocessing time, Õ(1) query time, and
Õ(ℓ) reporting time.

2 Preliminaries

▶ Definition 2.1. A matrix A of size p× q is a Monge matrix if it satisfies the following
Monge property for every i ∈ [0. .p− 1) and j ∈ [0. .q − 1):

Ai,j + Ai+1,j+1 ≤ Ai,j+1 + Ai+1,j .

Furthermore, A is an anti-Monge matrix if the matrix −A (with negated entries) is a Monge
matrix.

Accordingly, whenever the expression inside O(·) depends on multiple parameters, we sometimes add 1
or 2 to the arguments of logarithms to ensure formal correctness in corner cases.
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In some sources, the following equivalent (but seemingly stronger) condition is taken as
the definition of Monge matrices.

▶ Observation 2.2. A matrix A of size p× q is a Monge matrix if and only if it satisfies the
following inequality for all integers 0 ≤ a ≤ b < p and 0 ≤ c ≤ d < q:

Aa,c + Ab,d ≤ Aa,d + Ab,c.

Proof. It suffices to sum the inequality in Definition 2.1 for all i ∈ [a. .b) and j ∈ [c. .d). ◀

▶ Definition 2.3. The min-plus product of a matrix A of size p× q and a matrix B of size
q × r is a matrix A ⊗ B = C of size p × r satisfying Ci,k = minj∈[0. .q) Ai,j + Bj,k for all
i ∈ [0. .p) and k ∈ [0. .r).

For i ∈ [0. .p) and k ∈ [0. .r), we call j ∈ [0. .q) a witness of Ci,k if and only if
Ci,k = Ai,j + Bj,k. We define the p× r witness matrix WA,B such that WA,B

i,k is the smallest
witness of Ci,k for each i ∈ [0. .p) and k ∈ [0. .r).

The min-plus product of two Monge matrices is also Monge.

▶ Fact 2.4 ([48, Corollary A]). Let A, B, and C be matrices such that A⊗B = C. If A and
B are Monge, then C is also Monge.

In the context of Monge matrices, it is useful to define the core and the density matrix.

▶ Definition 2.5. The density matrix of a matrix A of size p × q is a matrix A□ of size
(p−1)×(q−1) satisfying A□

i,j = Ai,j+1+Ai+1,j−Ai,j−Ai+1,j+1 for i ∈ [0. .p−1), j ∈ [0. .q−1).
We define the core of the matrix A as

core(A) := {(i, j, A□
i,j) | i ∈ [0. .p− 1), j ∈ [0. .q − 1), A□

i,j ̸= 0}

and denote the core size of the matrix A by δ(A) := | core(A)|. Furthermore, we define the
core sum of the matrix A as the sum of the values of all core elements of A, that is,

δΣ(A) :=
∑

i∈[0. .p−1)

∑
j∈[0. .q−1)

A□
i,j .

Note that, for a Monge matrix A, all entries of its density matrix are non-negative, and
thus core(A) consists of triples (i, j, v) with some positive values v.

For any matrix A of size p × q and integers 0 ≤ a < b ≤ p and 0 ≤ c < d ≤ q, we
write A[a. .b)[c. .d) to denote the contiguous submatrix of A consisting of all entries on the
intersection of rows [a. .b) and columns [c. .d) of A. Matrices A[a. .b][c. .d], A(a. .b][c. .d), etc.,
are defined analogously.

3 Properties of δ and δΣ

In this section, we provide some useful properties of δ and δΣ. Most importantly, we show
how to bound δ(A⊗B) in terms of δ(A) and δ(B).
The following observation is a straightforward consequence of the definitions of δΣ and A□.

▶ Observation 3.1. For a matrix A of size p × q, and integers 0 ≤ a ≤ b < p and
0 ≤ c ≤ d < q,

Aa,c + Ab,d + δΣ(A[a. .b][c. .d]) = Aa,d + Ab,c.

ESA 2025
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Proof. By the definition of A□, we have Ai,j + Ai+1,j+1 + A□
i,j = Ai,j+1 + Ai+1,j for all

i ∈ [a. .b) and j ∈ [c. .d). The desired equality follows by summing up all these equalities. ◀

An application of Observation 3.1 for a = c = 0 implies that every value of A can be
uniquely reconstructed from A’s core and the values in the topmost row and the leftmost
column of A.

▶ Definition 3.2. The condensed representation of a matrix A consists of the core of A as
well as the values in the topmost row and the leftmost column of A.

▶ Observation 3.3. Any submatrix A′ (not necessarily contiguous) of a Monge matrix A is
Monge.

Proof. By Observation 2.2, if A is Monge, the Monge property holds for every (not necessarily
contiguous) 2× 2 submatrix of A. In particular, it holds for contiguous 2× 2 submatrices of
A′, and thus A′ satisfies Definition 2.1. ◀

We next show a crucial property of the witness matrix.

▶ Lemma 3.4 ([48, Theorem 1]). For any two Monge matrices, A of size p× q and B of size
q × r, the witness matrix WA,B is non-decreasing by rows and columns.

Proof. We prove that WA,B is non-decreasing by columns. The claim for rows is analogous.
Fix some i ∈ [0. .p− 1) and k ∈ [0. .r). Let j∗ :=WA,B

i,k and j ∈ [0. .j∗). As j∗ is the smallest
witness for (i, k), we have Ai,j +Bj,k > Ai,j∗ +Bj∗,k. Using this fact and the Monge property
for A, we derive

Ai+1,j + Bj,k ≥ (Ai,j + Ai+1,j∗ −Ai,j∗) + Bj,k

= (Ai,j + Bj,k) + (Ai+1,j∗ −Ai,j∗)
> (Ai,j∗ + Bj∗,k) + (Ai+1,j∗ −Ai,j∗)
= Ai+1,j∗ + Bj∗,k.

Since Ai+1,j +Bj,k > Ai+1,j∗ +Bj∗,k for all j ∈ [0. .j∗), we conclude thatWA,B
i+1,k ≥ j∗ =WA,B

i,k

holds as required. ◀

We now show how to bound δΣ(A⊗B) in terms of δΣ(A) and δΣ(B).

▶ Lemma 3.5. Let A be a p× q Monge matrix, and let B be a q × r Monge matrix. Then,
δΣ(A⊗B) ≤ min{δΣ(A), δΣ(B)}.

Proof. Let C := A ⊗ B. Denote j := WA,B
0,0 and j′ := WA,B

p−1,r−1, where j ≤ j′ due to
Lemma 3.4. We have C0,0 = A0,j + Bj,0 and Cp−1,r−1 = Ap−1,j′ + Bj′,r−1. Furthermore,
Cp−1,0 ≤ Ap−1,j + Bj,0 and C0,r−1 ≤ A0,j′ + Bj′,r−1 due to the definition of C. Hence, due
to Observation 3.1, we obtain

δΣ(C) = Cp−1,0 + C0,r−1 − C0,0 − Cp−1,r−1

≤ (Ap−1,j + Bj,0) + (A0,j′ + Bj′,r−1)− (A0,j + Bj,0)− (Ap−1,j′ + Bj′,r−1)
= Ap−1,j + A0,j′ −A0,j −Ap−1,j′

= δΣ(A[0. .p)[j. .j′])
≤ δΣ(A).

The inequality δΣ(C) ≤ δΣ(B) can be obtained using a symmetric argument. ◀
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The following corollary says that every core element of A ⊗ B can be attributed to at
least one core element of A and at least one core element of B.

▶ Corollary 3.6. Let A be a p × q Monge matrix, let B be a q × r Monge matrix, and let
C := A⊗B. Consider integers i ∈ [0. .p− 1) and k ∈ [0. .r − 1) such that C□

i,k ̸= 0. There
exist integers jA, jB ∈ [WA,B

i,k . .WA,B
i+1,k+1) such that A□

i,jA
̸= 0 and B□

jB ,k ̸= 0.

Proof. Let j =WA,B
i,k and j′ =WA,B

i+1,k+1. By monotonicity of WA,B (Lemma 3.4), we have
j ≤ WA,B

i,k+1,WA,B
i+1,k ≤ j′. Thus, C[i. .i + 1][k. .k + 1] = A[i. .i + 1][j. .j′]⊗ B[j. .j′][k. .k + 1].

Due to Lemma 3.5, we have 0 < C□
i,k = δΣ(C[i. .i+1][k. .k +1]) ≤ δΣ(A[i. .i+1][j. .j′]). Thus,

there exists a core element in A□[i. .i + 1)[j. .j′).
Symmetrically, 0 < C□

i,k = δΣ(C[i. .i + 1][k. .k + 1]) ≤ δΣ(B[j. .j′][k. .k + 1]), and there
exists a core element in B□[j. .j′)[k. .k + 1). ◀

We now use Corollary 3.6 to derive a bound on δ(A⊗B) in terms of δ(A) and δ(B). The
underlying idea is to show that every core element of C is either the first or the last one (in
the lexicographic ordering) that the mapping of Corollary 3.6 attributes to the corresponding
core element of A or B (see Figure 1 for why the opposite would lead to a contradiction).

▶ Theorem 1.1. Let A be a p× q Monge matrix, and let B be a q × r Monge matrix. We
have δ(A⊗B) ≤ 2 · (δ(A) + δ(B)).

jA/jBjA/?

?/jB

jA/?

?/jB

> jA
> jA

> jB

≤ jA
> jB
≤ jA

≤ jB

≤ jB

i + 1

k

i

k + 1

Figure 1 We consider the matrix of witnesses WA,B , drawn as an array with rows in [0. .p) indexed
form top to bottom and columns in [0. .r) indexed from left to right. In the cells, we write bounds
on the corresponding witnesses. In the grid nodes, we write the two values in [0. .q − 1) derived from
Corollary 3.6 for each core element of C. The center of the picture corresponds to a core value C□

i,k,
attributed to A□

i,jA
and B□

jB ,k, respectively. For a proof by contradiction, suppose that there are
some core elements to the left and right of (i, k) attributed to A□

i,jA
and some core elements above

and below (i, k) attributed to B□
jB ,k. The arrows represent implications (based on Corollary 3.6

and Lemma 3.4), from which a contradiction follows: jA < WA,B
i+1,k ≤ jB < WA,B

i,k+1 ≤ jA.

ESA 2025
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Proof. Let C := A ⊗ B. Define a function fA : core(C) → core(A) that maps every
core element (i, k, C□

i,k) ∈ core(C) to (i, j, A□
i,j) for the smallest j ∈ [WA,B

i,k . .WA,B
i+1,k+1)

with A□
i,j ̸= 0; such a j exists due to Corollary 3.6. Analogously, we define a function

fB : core(C)→ core(B) that maps every core element (i, k, C□
i,k) ∈ core(C) to (j, k, B□

j,k) for
the smallest j ∈ [WA,B

i,k . .WA,B
i+1,k+1) with B□

j,k ̸= 0; again, such a j exists due to Corollary 3.6.

▷ Claim 3.7. Every core element c ∈ core(C) is the lexicographically minimal or maximal
one in its pre-image f−1

A (fA(c)) under fA or its pre-image f−1
B (fB(c)) under fB .

Proof. For a proof by contradiction, pick an element c := (i, k, C□
i,k) ∈ core(C) violating

the claim. Let (i, jA, A□
i,jA

) := a := fA(c) and (jB , k, B□
jB ,k) := b := fB(c). We make four

symmetric arguments (all illustrated in Figure 1), with the first one presented in more detail.
1. Since c is not the minimal core element in f−1

A (a), we have fA(c′) = a for some core
element (i′, k′, C□

i′,k′) := c′ ∈ core(C) that precedes c in the lexicographical order, denoted
c′ ≺ c. Due to fA(c′) = a = (i, jA, A□

i,jA
), we must have i′ = i and jA < WA,B

i+1,k′+1.
Since i′ = i, then c′ ≺ c implies k′ + 1 ≤ k. The monotonicity of the witness matrix
(Lemma 3.4) thus yields WA,B

i+1,k′+1 ≤ W
A,B
i+1,k. Overall, we conclude that jA <WA,B

i+1,k.
2. Since c is not the maximal core element in f−1

A (a), we have fA(c′) = a for some core
element c′ ≻ c. In particular, c′ = (i, k′, C□

i,k′) ∈ core(C) for some k′ > k. Then,
WA,B

i,k+1 ≤ W
A,B
i,k′ ≤ jA follows from Lemma 3.4 and fA(c′) = a, respectively.

3. Since c is not the minimal core element in f−1
B (b), we have fB(c′) = b for some core

element c′ ≺ c. In particular, c′ = (i′, k, C□
i′,k) ∈ core(C) for some i′ < i. Then,

WA,B
i,k+1 ≥ W

A,B
i′+1,k+1 > jB follows from Lemma 3.4 and fB(c′) = b, respectively.

4. Since c is not the maximal core element in f−1
B (b), we have fB(c′) = b for some core

element c′ ≻ c. In particular, c′ = (i′, k, C□
i′,k) ∈ core(C) for some i′ > i. Then,

WA,B
i+1,k ≤ W

A,B
i′,k ≤ jB follows from Lemma 3.4 and fB(c′) = b, respectively.

Overall, we derive a contradiction: jA <WA,B
i+1,k ≤ jB <WA,B

i,k+1 ≤ jA. ◁

As every core element of C is either the first or the last one in some pre-image under fA or
fB , we get that δ(C) ≤ 2 · (δ(A) + δ(B)). ◀

▶ Example 3.8. Note that the inequality for the core size from Theorem 1.1 is weaker than
the inequality for the core sum from Lemma 3.5. We claim that this weakening is not an
artifact of our proof. Consider the following Monge matrices

A =


0 4 5 6
0 1 2 3
0 1 2 0
0 1 2 0

 , B =


0 2 4 6
0 0 2 4
0 0 0 2
0 0 0 0

 , C =


0 2 4 6
0 1 2 3
0 0 0 0
0 0 0 0

 .

We have C = A⊗B, δ(A) = 2, δ(B) = 3, and 6 = δ(C) > δ(A)+δ(B) > min{δ(A), δ(B)}.

▶ Remark 3.9. To the best of our knowledge, Theorem 1.1 shows the first bound on the
core size of A ⊗ B in terms of the core sizes of A and B. Previously, such a bound was
only known for unit-Monge matrices [41]. In particular, our bound allows simplifying
some time complexities of already existing algorithms. For example, [34, Lemma 18] shows
how to compute the product of two explicitly given Monge matrices A and B in time
O(p log q + q log r + δ(A⊗B) log q log r + (δ(A) + δ(B)) log2 q). Assuming that r ∈ poly(q),
Theorem 1.1 tells us that we can drop the third summand in the time complexity.



P. Gawrychowski, E. Gorbachev, and T. Kociumaka 74:9

4 Core-Sparse Monge Matrix Min-Plus Multiplication Algorithm

In this section, we present an algorithm that, given the condensed representations of two
Monge matrices, computes the condensed representation of their (min, +)-product. Even
though the condensed representation itself does not provide efficient random access to the
values of the matrix, the following fact justifies our choice of the representation of Monge
matrices.

▶ Fact 4.1 ([22, Lemma 4.4]). There exists an algorithm that, given the condensed represen-
tation of a matrix A of size p× q, in time O(p + q + δ(A) log(1 + δ(A))) builds a core-based
matrix oracle data structure CMO(A) that provides O(log(2 + δ(A)))-time random access to
the entries of A.

Proof Sketch. By Observation 3.1 applied for a = c = 0, it suffices to answer orthogonal
range sum queries on top of core(A). According to [45, Theorem 3], it can be done in
O(δ(A) log(1 + δ(A))) preprocessing time and O(log(2 + δ(A))) query time. ◀

▶ Definition 4.2. Let A be a p × q matrix. For every i ∈ [0. .p − 1), denote corei,·(A) =
{(i, j, A□

i,j) | j ∈ [0. .q − 1), A□
i,j ̸= 0} and δi,·(A) = | corei,·(A)|. Analogously, for every j ∈

[0. .q−1), denote core·,j(A) = {(i, j, A□
i,j) | i ∈ [0. .p−1), A□

i,j ̸= 0} and δ·,j(A) = | core·,j(A)|.

▶ Observation 4.3. δ(A) =
∑

i∈[0. .p−1) δi,·(A) =
∑

j∈[0. .q−1) δ·,j(A).

We now design another matrix oracle as an alternative to CMO(A) for the situation in
which one wants to query an entry of A that is adjacent to some other already known entry.

▶ Lemma 4.4. There is an algorithm that, given the condensed representation of a p× q

matrix A, in time O(p + q + δ(A)) builds a local core oracle data structure lco(A) with the
following interface.
Boundary access: given indices i ∈ [0. .p) and j ∈ [0. .q) such that i = 0 or j = 0, in time
O(1) returns Ai,j.

Vertically adjacent recomputation: given indices i ∈ [0. .p − 1) and j ∈ [0. .q), in time
O(δi,·(A) + 1) returns Ai+1,j −Ai,j.

Horizontally adjacent recomputation: given indices i ∈ [0. .p) and j ∈ [0. .q − 1), in time
O(δ·,j(A) + 1) returns Ai,j+1 −Ai,j.

Proof. The local core oracle data structure of A stores all the values of the topmost row and
the leftmost column of A, as well as two collections of lists: corei,·(A) for all i ∈ [0. .p− 1)
and core·,j(A) for all j ∈ [0. .q − 1). The values of the topmost row and the leftmost column
of A are already given. The lists corei,·(A) and core·,j(A) can be computed in O(p+q +δ(A))
time from core(A). Hence, we can build lco(A) in time O(p + q + δ(A)).

Boundary access can be implemented trivially. We now show how to implement the
vertically adjacent recomputation. Suppose that we are given i ∈ [0. .p− 1) and j ∈ [0. .q).
Due to Observation 3.1, we have Ai,j + Ai+1,0 = Ai+1,j + Ai,0 + δΣ(A[i. .i + 1][0. .j]). Note
that the values Ai,0 and Ai+1,0 can be computed in constant time using boundary access
queries, and δΣ(A[i. .i + 1][0. .j]) can be computed from corei,·(A) in time O(δi,·(A) + 1).
Hence, Ai+1,j −Ai,j can be computed in time O(δi,·(A) + 1).

The horizontally adjacent recomputation is implemented analogously so that Ai,j+1−Ai,j

can be computed in time O(δ·,j(A) + 1). ◀

Note that vertically and horizontally adjacent recomputations allow computing the
neighbors of any given entry Ai,j .
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▶ Lemma 4.5. Given the condensed representation of a p × q matrix A, the condensed
representation of any contiguous submatrix A′ of A can be computed in time O(p + q + δ(A)).

Proof. Say, A′ = A[i. .i′][j. .j′]. Note that core(A′) can be obtained in time O(δ(A)) by filter-
ing out all elements of core(A) that lie outside of [i. .i′)× [j. .j′). It remains to obtain the top-
most row and the leftmost column of A′. In time O(p+q+δ(A)) we build lco(A) of Lemma 4.4.
By starting from Ai,0 and repeatedly applying the horizontally adjacent recomputation, we can
compute A[i. .i][0. .q) (and thus A[i. .i][j. .j′]) in time O(

∑
j∈[0. .q)(δ·,j(A)+1)) = O(q +δ(A)).

The leftmost column of A′ can be computed in time O(p + δ(A)) analogously. ◀

We now show a helper lemma that compresses “ultra-sparse” Monge matrices to limit
their dimensions by the size of their core.

▶ Lemma 4.6 (Matrix compression). There are two algorithms Compress and Decompress
with the following properties: The Compress algorithm, given the condensed representations
of a p∗ × q∗ Monge matrix A∗ and a q∗ × r∗ Monge matrix B∗, in time O(p∗ + q∗ + r∗ +
δ(A∗) + δ(B∗)), builds a p × q Monge matrix A and a q × r Monge matrix B such that
p ≤ δ(A∗) + 1, q ≤ δ(A∗) + δ(B∗) + 1, r ≤ δ(B∗) + 1, δ(A) = δ(A∗), and δ(B) = δ(B∗). The
Decompress algorithm, given the condensed representations of A∗, B∗, and A⊗ B, where
(A, B) = Compress(A∗, B∗), computes the condensed representation of A∗ ⊗ B∗ in time
O(p∗ + r∗ + δ(A∗) + δ(B∗)).

Proof Sketch. The Compress algorithm deletes all rows of A∗ that do not contain any core
elements and all columns of B∗ that do not contain any core elements. This way, p ≤ δ(A∗)+1
and r ≤ δ(B∗) + 1 are guaranteed. Furthermore, all core elements of these two matrices are
preserved. If there are no core elements between rows i and i + 1 of A∗, the corresponding
entries of these two rows differ by some constant c, and thus all the entries of the row i + 1
of A∗ ⊗B∗ can be obtained from the corresponding entries of row i of A∗ ⊗B∗ by adding c.
Since we can recover c from A∗, no information about the answer is “lost” when deleting
such rows. An analogous property holds for the removed columns of B∗. The Decompress
algorithm reverses the row and column removals performed by the Compress algorithm.

The Compress algorithm also reduces the number q∗ of columns of A∗ and rows of B∗

to q ≤ δ(A∗) + δ(B∗) + 1. Observe that if there are no core elements between columns
j and j + 1 of A∗ and between rows j and j + 1 of B∗, then the values A∗

i,j + B∗
j,k and

A∗
i,j+1 + B∗

j+1,k differ by a constant independent of i and k. Depending on the sign of this
constant difference, we can delete either the j-th column of A∗ and the j-th row of B∗ or the
(j + 1)-th column of A∗ and the (j + 1)-th row of B∗ so that we do not change the min-plus
product of these matrices. By repeating this process for all indices j that do not “contribute”
to the cores of A∗ and B∗, we get q ≤ δ(A∗) + δ(B∗) + 1. The formal proof can be found in
the full version of the paper [21]. ◀

Finally, we show our main Monge matrix multiplication algorithm.

▶ Theorem 1.2. There is a (deterministic) algorithm that, given the condensed repre-
sentations of an n1 × n2 Monge matrix M1 and an n2 × n3 Monge matrix M2, in time
O(n1 + n2 + n3 + (δ(M1) + δ(M2)) log(1 + δ(M1) + δ(M2))) computes the condensed repre-
sentation of M1 ⊗M2.

Proof Sketch. We design a recursive divide-and-conquer procedure Multiply(A∗, B∗) (see
Algorithm 1 for the details) and solve the problem by initially running Multiply(M1, M2).
Given the matrices A∗ and B∗, we first apply the Compress algorithm of Lemma 4.6 to
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✔

✔ ✔

✔

✔ ✔ ✔ ✔

0 0 0 0 0 0
3 3 2 2 2 2
5 4 3 2 2 2
8 7 6 4 4 4
9 8 7 5 5 5
10 8 6 3 2 2

✔ ✔ ✔ ✔

✔ ✔

✔

✔

0 0 1 1 1 1
5 4 3 2 0 0
7 6 4 2 0 0
8 7 5 3 1 1
8 7 4 2 0 0
9 7 4 2 0 0

✔ ✔

✔ ✔

✔ ✔

✔

✔

0 0 0 0 0 0
3 3 2 2 0 0
5 4 3 2 0 0
8 7 5 3 1 1
8 7 4 2 0 0
9 7 4 2 0 0

CRCL C

Figure 2 An example of how C is obtained from CL and CR. The blue ladder represents the
border between the values that are inherited from CL and the values that are inherited from CR.
Ticks correspond to the core elements: the green ticks are inherited from CL, the red ticks are
inherited from CR, and the blue ticks represent the core element computed from scratch.

compress A∗ and B∗ into a p×q matrix A and a q×r matrix B respectively. We then compute
the condensed representation of C := A ⊗ B and finally use the Decompress algorithm of
Lemma 4.6 to decompress C into A∗ ⊗B∗.

If p = r = 1, we compute the matrix C trivially. Otherwise, we pick a splitting point
m ∈ (0. .q), split the matrix A vertically into the matrix AL of size p×m and the matrix
AR of size p× (q −m), and split the matrix B horizontally into the matrix BL of size m× r

and the matrix BR of size (q −m) × r. We pick m in such a way that it splits the cores
of A and B almost equally across AL and BL and AR and BR, that is, δ(AL) + δ(BL)
and δ(AR) + δ(BR) are at most (δ(A) + δ(B))/2. We recursively compute the condensed
representations of the matrices CL := AL⊗BL and CR := AR⊗BR. The resulting matrix C

can be obtained as the element-wise minimum of CL and CR. Furthermore, one can see that,
due to Lemma 3.4, in some top-left region of C, the values are equal to the corresponding
values of CL, and in the remaining bottom-right region of C, the values are equal to the
corresponding values of CR; see Figure 2. We find the boundary between these two regions
by starting in the bottom-left corner of C and traversing it towards the top-right corner
along this boundary. We use lco(CL) and lco(CR) to sequentially compute the subsequent
entries along the boundary. Having determined the boundary, we construct the core of C by
picking the core elements of CL located to the top-left of this boundary, picking the core
elements of CR located to the bottom-right of this boundary, and computing the C□ values
on the boundary from scratch. The values in the topmost row and the leftmost column
of C can be trivially obtained as element-wise minima of the corresponding values in CL

and CR. This concludes the recursive procedure; see Algorithm 1 for the pseudocode. This
algorithm follows the classical divide-and-conquer framework, and thus its time complexity
can be easily derived from Theorem 1.1. The full description of the algorithm, the proof of
its correctness, and the formal analysis of its time complexity can be found in the full version
of the paper [21]. ◀

If the (min, +)-product of matrices represents the lengths of the shortest paths in a graph,
the corresponding witness matrix allows computing the underlying shortest paths themselves.
For that, we extend the presented algorithm to allow witness reconstruction.

▶ Theorem 4.7. The algorithm of Theorem 1.2 can be extended so that, within the same
time complexity, it also builds a data structure that takes O(n1 + n2 + n3 + δ(M1) + δ(M2))
space and provides O(log(2 + δ(M1) + δ(M2)))-time oracle access to WM1,M2 .

ESA 2025



74:12 Core-Sparse Monge Matrix Multiplication: Improved Algorithm and Applications

Algorithm 1 The algorithm from Theorem 1.2. Given the condensed representations
of the Monge matrices A∗ and B∗, the algorithm returns the condensed representation of
A∗ ⊗ B∗.

1 Multiply(A∗, B∗) begin
2 A, B ← Compress(A∗, B∗);
3 p← height of A; q ← width of A; r ← width of B;
4 if p = 1 and r = 1 then
5 C ← 1× 1 matrix with the entry equal to min{A0,j + Bj,0 | j ∈ [0. .q)};
6 return Decompress(A∗, B∗, C);
7 Sort core(A) by columns and core(B) by rows; // needed to find m

8 Pick the largest m ∈ (0. .q) with
δ(A[0. .p)[0. .m)) + δ(B[0. .m)[0. .r)) ≤ (δ(A) + δ(B))/2;

9 Build the condensed representations of A[0. .p)[0. .m) and B[0. .m)[0. .r);
10 CL ← Multiply(A[0. .p)[0. .m), B[0. .m)[0. .r)); Build lco(CL) using Lemma 4.4;
11 Build the condensed representations of A[0. .p)[m. .q) and B[m. .q)[0. .r);
12 CR ← Multiply(A[0. .p)[m. .q), B[m. .q)[0. .r)); Build lco(CR) using Lemma 4.4;
13 lst← list of length p; // vertical edges of the ladder from Figure 2
14 i← p− 1, j ← −1; // current matrix coordinates while traversing the ladder
15 Maintain the well-defined values in CL[i. .i + 1][j. .j + 1] and CR[i. .i + 1][j. .j + 1]

using lco(CL) and lco(CR), and the values in C[i. .i + 1][j. .j + 1] as element-wise
minima;

16 Core← {};
17 while i ≥ 0 do
18 if i < p− 1 and 0 ≤ j < r − 1 and Ci,j+1 + Ci+1,j ̸= Ci,j + Ci+1,j+1 then
19 Core← Core ∪ {(i, j, Ci,j+1 + Ci+1,j − Ci,j − Ci+1,j+1)};
20 if j = r − 1 or CL

i,j+1 > CR
i,j+1 then

21 lsti ← j;
22 i← i− 1;
23 else
24 j ← j + 1;
25 Core← Core ∪ {(i, j, CL□

i,j ) ∈ core(CL) | j < lsti+1} ∪ {(i, j, CR□
i,j ) ∈ core(CR) |

j > lsti};
26 Compute the topmost row and the leftmost column of C as the element-wise

minima of the topmost rows and the leftmost columns of CL and CR;
27 Condensed representation of C ← (C[0. .0][0. .r), C[0. .p)[0. .0], Core);
28 return Decompress(A∗, B∗, C);

Proof Sketch. We slightly modify the algorithm of Theorem 1.2. For the leaf recursive calls
with p = r = 1, we explicitly store the minimal witness of the only entry of C. In the
non-leaf recursive calls, we store the correspondence between the indices in the compressed
matrices A, B, C and the decompressed matrices A∗, B∗, C∗, as well as the border separating
the values of CL and CR in C (the blue curve of Figure 2). Naively, this data takes space
proportional to the time complexity of Theorem 1.2. Nevertheless, using bit-masks equipped
with rank/select functionality, the total space complexity can be brought down to be linear
in terms of the size of the input. To answer a query, we descend the recursion tree. In
constant time we can find an entry of C corresponding to the queried entry of C∗ and decide
on which side of the border separating the values of CL and CR the queried entry of C is.
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Figure 3 The alignment graph for s = [1, 0, 3, 2, 4], with red edges of weight 0 and green edges of
weight 1. The length of the longest path from the i-th vertex in the bottom row to the j-th vertex
in the top row of this graph for i < j is equal to LIS(s[i. .j)).

After that, we recurse into either AL ⊗BL or BL ⊗BR. In the terminal recursion call with
p = r = 1 we return the minimal witness that is stored explicitly. The time complexity of
the algorithm is proportional to the depth of recursion. See the full version of the paper [21]
for a formal description of the algorithm. ◀

5 Range LIS Queries: Sketch

One of the original applications of Tiskin’s procedure for simple unit-Monge matrix multi-
plication [38,41] is an algorithm that preprocesses a given sequence (s[i])i∈[0. .n) of integers
in O(n log2 n) time so that Range Longest Increasing Subsequence (Range LIS) queries can
be answered in O(log n) time. We show an alternative way of obtaining the same result
using Theorem 1.2 and avoiding the seaweed braid formalism. The extension of Theorem 4.7
allows recovering the underlying longest increasing subsequence of length ℓ in O(ℓ log2 n)
time. Further O(n log3 n)-time preprocessing allows for O(ℓ)-time recovery, which improves
upon the result of [27].

Without loss of generality we assume that (s[i])i∈[0. .n) is a permutation of [0. .n).4 We
use a popular tool for string similarity problems and interpret range LIS queries as computing
the longest path between some pair of vertices of a corresponding alignment graph Gs; see
Figure 3. The crucial property of Gs is that it is planar, and thus due to [18, Section 2.3],
the matrix Ms of longest distances from the vertices in the bottom row to the vertices of the
top row of this graph is anti-Monge.5 Thus, the problem of constructing a data structure
for range LIS queries is reduced to the problem of computing the condensed representation
of Ms.

As LIS(s[i. .j)) ≤ n for all i, j ∈ [0. .n] with i < j, all entries of Ms are bounded by O(n),
and thus δ(Ms) = O(n) holds due to Observation 3.1 and the fact that δ(MS) ≤ δΣ(MS)
holds for integer-valued matrices. We compute Ms in a divide-and-conquer fashion. We split
the sequence s into subsequences slo and shi containing all values in [0. .⌊n

2 ⌋) and [⌊n
2 ⌋. .n)

respectively, and recursively compute Mslo and Mshi . After that, we note that Gslo and Gshi

4 In what follows, we reserve the word “permutation” for permutations of [0. .m) for some m ∈ Z+.
5 Note that, in reality, some entries of this matrix are infinite. In the formal description of the algorithm,

we augment the alignment graph so that the finite entries of this matrix are preserved and the infinite
entries become finite.
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are essentially compressed versions of the lower half and the upper half of Gs, respectively.
Based on this, we transform Mslo in O(n) time into the matrix of the longest distances from
the vertices in the bottom row of Gs to the vertices in the middle row of Gs. Analogously,
we transform Mshi into the matrix of the longest distances from the middle row of Gs to
the top row of Gs. To obtain Ms, it remains to (max, +)-multiply these two matrices using
Theorem 1.2. Every single recursive call takes time O(n log n) dominated by the algorithm
of Theorem 1.2. The whole divide-and-conquer procedure takes O(n log2 n) time. Given the
condensed representation of Ms, we use Fact 4.1 to create an oracle for O(log n)-time range
LIS queries, thus replicating the result of [41].

Compared to the results of [41], this algorithm operates directly on the local LIS values
and thus can be easily converted into an algorithm for the reporting version of range LIS
queries, where we want to not only find the length of the longest path in the alignment graph
but to also compute the structure of the underlying path itself. For that, we simply use the
witness reconstruction oracle of Theorem 4.7 to find the midpoint of the path and descend
the recursion tree. This costs O(log n) time per recursive call and allows reconstructing the
entire length-ℓ LIS in time O(ℓ log2 n). A similar recursive LIS reporting scheme is used
in [9].

By treating increasing subsequences of length at most log2 n separately, we further obtain
an algorithm with O(n log3 n) preprocessing time and O(ℓ) reporting time. It improves
the result of [27] with O(n3/2 polylog n)-time preprocessing and O(ℓ + n1/2 polylog n)-time
reporting.

The formal proofs of the results in this section are given in the full version of the paper [21].
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