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—— Abstract

A Simple Temporal Network with Uncertainty (STNU) is a data structure for representing and
reasoning about temporal constraints on activities, including those with uncertain durations. An
STNU is dispatchable if it can be flexibly and efficiently executed in real time while guaranteeing
that all relevant constraints are satisfied. Typically, dispatchability requires inserting conditional
wait constraints, thereby forming an Eztended STNU (ESTNU). The number of edges in an ESTNU
affects the computational work that must be done during real-time execution. The MinDispESTNU
problem is that of finding an equivalent dispatchable ESTNU having a minimal number of edges.
Recent work presented an O(kn®)-time algorithm for solving the MinDispESTNU problem, where n
is the number of timepoints and k is the number of actions with uncertain durations. A subsequent
paper presented a faster O(n3)-time algorithm, but it has been shown to be incomplete. This paper
presents a new O(mn + n?k + n?log n)-time algorithm for solving the MinDispESTNU problem,
where m is the number of constraints in the network. The correctness of the algorithm is based
on a novel theory of the canonical form of nested diamond structures. An empirical evaluation
demonstrates the order-of-magnitude improvement in performance.
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1 Background

Temporal constraint networks facilitate representing and reasoning about temporal constraints
on activities. Simple Temporal Networks with Uncertainty (STNUs) allow the explicit
representation of actions with uncertain durations [13]. An STNU is dispatchable if it can be
executed by a flexible and efficient real-time execution algorithm while guaranteeing that all
of its constraints will be satisfied. This paper modifies an existing algorithm for converting a
dispatchable network into an equivalent dispatchable network having a minimal number of
edges, making it an order of magnitude faster, as demonstrated by an empirical evaluation.

Simple Temporal Networks. A Simple Temporal Network (STN) is a pair (7,C) where T is
a set of real-valued variables called timepoints; and C is a set of ordinary constraints, each of
the form (Y — X <) for X, Y € T and § € R [3]. An STN is consistent if it has a solution
as a constraint satisfaction problem (CSP). Each STN has a corresponding graph where
the timepoints serve as nodes and the constraints correspond to labeled, directed edges. In
particular, each constraint (Y — X < §) corresponds to an edge X—4-Y in the graph. Such
edges may be notated as (X, 4,Y) or, if context permits, simply XY. A path from X to Y
may be notated by listing its timepoints (e.g., XUVWY) or, if the context permits, just XY
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A flexible and efficient real-time execution (RTE) algorithm has been defined for STNs
that maintains a time window for each timepoint X and, as each X is executed, propagates
constraints only locally, to X’s neighbors in the graph [19, 15]. An STN is dispatchable if
that RTE algorithm is guaranteed to satisfy all of the STN’s constraints no matter how
the flexibility afforded by the algorithm is exploited during execution. A consistent STN
is dispatchable if and only if each pair of timepoints connected by a path in the graph are
connected by a shortest vee-path (i.e., a shortest path comprising zero or more negative
edges followed by zero or more non-negative edges) [12]. Efficient algorithms for generating
equivalent dispatchable STNs having a minimal number of edges have been presented [19, 15].
Having fewer edges is important since it lessens real-time computations done during execution.

Simple Temporal Networks with Uncertainty. A Simple Temporal Network with Uncertainty
(STNU) augments an STN to include contingent links that represent actions with uncertain,
but bounded durations [13]. An STNU is a triple (7,C, £) where (7,C) is an STN, and £ is
a set of contingent links, each of the form (A, z,y,C), where A,C € T and 0 < z < y < oc.
The semantics of STNU execution ensures that regardless of when the activation timepoint A
is executed, the contingent timepoint C will occur such that C — A € [z,y]. Each STNU
S = (T,C, L) has a corresponding graph G = (T, &, Eic, Euc), Where (T, &,) is the graph for
the STN (7,C), and & and &, are sets of labeled edges corresponding to the contingent
durations in £. In particular, each contingent link (A, z,y,C) in £ has a lower-case (LC)
edge ACL,C in &) that represents the uncontrollable possibility that the duration might take
on its minimum value x; and an upper-case (UC) edge CY=YA in &, that represents the
possibility that it might take on its maximum value y. For convenience, edges such as A-<¢L:C
and CE=% A may be notated as (A, c:x,C) and (C,C:—y, A), respectively.

An STNU is dynamically controllable (DC) if there exists a dynamic, real-time execution
strategy that guarantees that all constraints in C will be satisfied no matter how the contingent
durations turn out [13, 4]. A dynamic strategy is one whose execution decisions can react to
observations of contingent executions, but without advance knowledge of future events. Many
polynomial-time DC-checking algorithms have been presented [11, 1, 5], the fastest having a
worst-case time-complexity of O(mn + k*n + knlogn), where n,m and k are the numbers
of timepoints, ordinary constraints, and contingent links. Many DC-checking algorithms
generate a kind of conditional constraint called a wait [14, 10, 5]. Although not necessary
for DC-checking [1], wait constraints are needed for STNU dispatchability, as follows.

An STNU augmented with a set of waits, £, is called an Ezxtended STNU (ESTNU) [11].
A real-time execution algorithm for ESTNUs, called RTE*, has been defined that provides
maximum flexibility while requiring minimal real-time computation [11, 7]. An ESTNU is
dispatchable if every run of the RTE* algorithm is guaranteed to satisfy all of its constraints
no matter how the contingent durations turn out. Equivalently, an ESTNU is dispatchable if
and only if all of its STN projections are dispatchable (as STNs) [11]. (A projection of an
ESTNU is the STN that results from fixing the durations of its contingent links.) The fastest
algorithm for generating equivalent dispatchable ESTNUs is the O(mn + kn? 4+ n? log n)-time
FDsyy algorithm [6], but it provides no guarantee about the number of edges in its output.

The MinDispESTNU problem. For any given dispatchable ESTNU G, find an equivalent
dispatchable ESTNU G’ having a minimal number of edges. The minDispgsmyy algorithm [7]
solves the MinDispESTNU problem in O(kn?3) time. A faster O(n3)-time algorithm, called
fastMinDispgsmvy [8], was later found to be incomplete.



L. Hunsberger and R. Posenato

1 _ 0 _ —x Y
- “‘) - c:l “*) -7 ~~‘) -- cr ) >3
B = e . [ — Y B e———
v C:—6 <. C:—10 ,»C v C:—v Ari N Ci—y ~ ¢
~--r- ~—---

Figure 1 Stand-in edges entailed by labeled edges associated with contingent links.

This paper. Section 2 summarizes the minDispgsryy and fastMinDispgsryy algorithms. Sec-
tion 3 then presents a new algorithm, betterMinDispESTNU, that solves the MinDispESTNU
problem in O(mn +n%k +n?logn) time. It employs a novel approach to generating so-called
stand-in edges. The correctness of the algorithm is based on a new theory of the canoni-
cal form of nested diamond structures, which is detailed in Hunsberger and Posenato [9].
Section 4 presents an empirical evaluation that demonstrates that betterMinDispESTNU
achieves an order-of-magnitude speedup over minDispggmyy in practice.

2 Overview of Existing Algorithms

The minDispgsmyy algorithm [7] takes a dispatchable ESTNU & = (T, &, &ic, Euc, Ew) as its
only input and generates as its output an equivalent dispatchable ESTNU having a minimal
number of edges. It has four steps: (1) compute the set of so-called stand-in edges (i.e.,
ordinary edges that are entailed by various combinations of ESTNU edges) and insert them
into the graph; (2) apply an STN-dispatchability algorithm to the resulting set of ordinary
edges, thereby generating a dispatchable STN subgraph; (3) remove any remaining stand-in
edges; and (4) remove any wait edges that are not needed for dispatchability. The O(kn?)
worst-case time complexity of the minDispgsmyy algorithm is dominated by Step 1. Therefore,
our new, faster algorithm modifies only that step, achieving an order-of-magnitude reduction
in the overall worst-case time complexity. The following paragraphs summarize Step 1 of the
minDispgsmyy algorithm, as implemented by its genStandIns helper algorithm.

Generating Stand-in Edges

Following Morris [11], an ESTNU is dispatchable if all of its STN projections are dispatchable
(as STNs). Equivalently, in each STN projection, each pair of timepoints V' and W that are
connected by a path must be connected by a shortest vee-path (SVP) (i.e., a shortest path
comprising zero or more negative edges followed by zero or more non-negative edges) [12]. A
key insight behind the minDispgstyy algorithm is that in different projections, the shortest
vee-paths from V to W may take different routes, employ different labeled edges, and have
different lengths. The longest SVP from V' to W across all projections determines an ordinary
constraint, represented by a stand-in edge, that must be satisfied by every valid execution
strategy. The minDispgsmyy algorithm generates stand-in edges in two phases: (1) those
entailed by individual labeled edges; and (2) those entailed by VACW diamond structures.

Stand-in edges entailed by individual labeled edges. Each LC, UC or wait edge entails
a (weaker) ordinary edge. For example, consider the labeled edges associated with the
contingent link (A, 1,10,C) in Figure 1. The LC edge (A, ¢:1,10) represents the possibility
that the duration C'— A might take on its minimum value 1. Its stand-in edge (4,10, C)
represents the (modeled) certainty that C' — A will be at most 10. Similarly, the UC edge
(C,C:—10, A) represents the possibility that C' — A might take on its maximum value 10,
while its stand-in edge (C,—1, A) represents the certainty that C' — A will be at least 1.
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Figure 2 (Dashed) stand-in edges entailed by a VACW diamond structure.

Finally, the wait edge (V,C:—6, A) represents the conditional constraint that, as long as C
remains unexecuted, V must wait until 6 after A. Its stand-in edge (V,—1, A) represents
that V' must unconditionally wait at least 1 after A, since C' cannot execute before then.

More generally, for any contingent link (A, z,y,C), the LC edge (A4, c:x, C) entails the
stand-in edge (4, y, C); the UC edge (C, C:—y, A) entails the stand-in edge (C, —z, A); and
any wait edge (V,C:—v, A) entails the stand-in edge (V, —x, A), as seen in Figure 1.

Stand-in edges entailed by VACW diamond structures. The minDispggsmywy algorithm
uses its genStandIns helper algorithm to compute stand-in edges arising from diamond
structures. Figure 2a shows a typical VACW diamond, which involves the LC and UC edges
associated with a contingent link (A4, 1,10, C), a wait edge (V,C:—6, A), and some ordinary
edges aimed at a timepoint W. Figure 2b shows that in the projection where C'— A = 1, the
shortest path from V' to W has length 8, and the shortest path from V to C has length 0.
Figure 2c shows that in the projection where C'— A = 10, the shortest path from V to W
has length 7, and the shortest path from V to C has length 4. Figure 2d introduces (dashed)
stand-in edges to reflect that, across all projections, where C' — A € [1,10], the shortest
path from V to W has length at most 8, while the shortest path from V' to C' has length at
most 4. These stand-in edges represent ordinary constraints that must be satisfied by any
valid dynamic execution strategy. Figure 2e shows the general case where the stand-in edge
from V' to W has length § = max{d — v,~}, and the stand-in edge from V to C has length
y — v, the latter being termed an application of the VAC rule [9].

Stand-in edges entailed by nested diamonds. The main focus of genStandIns is on
computing stand-in edges entailed by individual VACW diamond structures. But diamond
structures can also be nested. In particular, in any VACW diamond, the subpath from A
to W may contain a stand-in edge derived from a nested diamond. However, because the
activation timepoints appearing in a nested diamond structure are subject to a strict order (as
shown elsewhere [9]), diamonds can only be nested to a maximum depth of k. For this reason,
the genStandIns algorithm does up to k iterations, each addressing one level of potential
nesting. Each iteration of genStandIns involves two steps: (1) exploring O(kn?) individual
VACW diamonds (k choices for the contingent link, and n choices for both V' and W); and
then (2) calling Johnson’s algorithm [2] to update the APSP distance matrix to accommodate
stand-in edges generated by the first step. Figure 3 shows how genStandIns deals with
a sample quadruply nested diamond structure. The innermost diamond, VyAyCy W, is
explored during the first iteration, yielding the blue, dashed stand-in edge (Vp, 37, W), shown
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Figure 3 How genStandIns processes nested diamonds, where stand-in edges derived from
individual VACW structures are shown in blue, and those computed by Johnson’s algorithm in red.

in Figure 3b, where 6y = max{40 — 3,35} = 37.1 Johnson’s algorithm then updates the

APSP distance matrix, setting d(Ay, W) = 35, indicated by the red, dotted line in Figure 3b.

The next iteration considers V;A; C; W, which uses the new subpath from A; to W of
length 35 to generate the blue, dashed stand-in edge (V1,33, W), shown in Figure 3c, where
01 = max{35 — 3,33} = 33. Johnson’s algorithm then updates d(Az, W) to 31, indicated by
the red, dotted line in Figure 3c. The third iteration generates the blue, dashed stand-in edge
(Va, 28, W), since 3 = max{31 — 3,25} = 28; and the red, dotted line from Az to W indicates
the subsequent update d(As, W) = 26. Finally, as shown in Figure 3d, the last iteration
generates the blue, dashed stand-in edge (V3, 24, W), since 03 = max{26 — 3,24} = 24; while
the red, dotted line from U to W indicates the update d(U, W) = 22.

The complexity of minDispgsmyy is driven by the O(kn?)-time complexity of genStandIns,
which derives from its up to k calls of Johnson’s algorithm on up to O(n?) edges.

2.1 Canonical Form of Nested Diamond Structures

The authors presented a novel, rigorous theory of the canonical form of nested diamond
structures [9] that provides a foundation for understanding the dispatchability of ESTNUs
and formally proving the correctness of the minDispgsmyy algorithm. It also highlights features
of such structures that suggest new approaches to solving the MinDispESTNU problem.

L As seen in Figure 1, each labeled edge itself entails a corresponding stand-in edge, not shown in Figure 3.
Those stand-in edges ensure that there are ordinary subpaths from each A; to W, and from each Cj
to W, which implies that all of the VACW diamonds in Figure 3 would be processed during each
iteration of genStandIns. However, the stand-in edges shown in Figure 3 are the strongest ones.

11:5

TIME 2025



11:6

A Better Algorithm for Converting an STNU into Minimal Dispatchable Form

[ _f 3 -

Chit Cp—W

A T I %

U—Vj—Aj—— V10— A 1 —— Vi g—Aj og—— oieennnns —— App1 — Vi —— 4y,

Figure 4 Canonical form of a nested diamond structure Sy, (contingent links in brown, waits in
green, negative edges in red, non-negative edges in blue, and an ordinary vee-path in black).
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Figure 5 Three negOrd Wait paths from U to A; (in purple, green and blue) that determine the
values of d.(U, Wh), d.(U, W) and d.(U, Ws), indicated by red dotted arrows. Stand-in edges are
dashed. Other stand-in edges (e.g., from Vi to W2) are not shown.

Central to any such algorithm is computing, for each pair of timepoints U and W, the
strongest ordinary constraint entailed by ESTNU paths from U to W, notated as d.(U, W).
For the ESTNU in Figure 3, d.(U, W) = 22 (cf. the red dotted line in Figure 3e). The
theory confirms that each value d, (U, W) that derives from nested diamonds must have an
associated structure, notated as Sy, whose form is illustrated in Figure 4. In particular,
Suw comprises a sequence of contingent links, shown in brown, connected by different kinds
of paths. From each contingent timepoint C;, there is a path of non-negative ordinary edges
from C; to W, shown in blue. Between consecutive pairs of activation timepoints Ay and A,
there is a negOrd Wait path (i.e., a path comprising zero or more negative ordinary edges,
shown in red, followed by a single wait edge, shown in green). There is also a negOrd Wait
path from U to the leftmost activation timepoint A;. Finally, the path from the rightmost
activation timepoint Ay to W is an ordinary path, shown in black, that is a shortest vee-path
(SVP). The path from U to W that passes through all of the activation timepoints is called
the spine of the structure. For this paper, the following properties are particularly important:

In the situation/projection where each contingent duration along the spine satisfies

Ci — A; =6 —v; = du(A;, W) — d(C;, W), the length of the spine is d.(U, W).

The negOrdWait paths between consecutive pairs of activation timepoints, across all

canonical structures, puts the entire set of activation timepoints into a strict partial order.

2.2 Error in the fastMinDispggmy Algorithm

Recent work [8] presented an algorithm, called fastMinDispgsmwy, that aimed to take ad-
vantage of certain features of nested diamonds. In particular, it exploited the fact that
activation timepoints participating in nested diamonds fall into a strict partial order. That
enabled processing them in a single iteration, instead of the k iterations in the minDispgsmyy
algorithm. Unfortunately, that work made an incorrect assumption. Although it is true that
for any given canonical structure it suffices to include only one wait edge terminating at each
activation timepoint along the spine, it is not the case that all of the canonical structures
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Figure 6 Computing d.(U, W1) (left) and d.(U, W2) (right) by back-propagation in the OW-
graph.

that include some activation timepoint A; necessarily employ the same wait edge terminating
at A;. Instead, as illustrated in Figure 5, different wait edges terminating at A; may be
needed in different canonical structures. In the figure, there are three overlapping canonical
structures that each use the contingent link (A;, 1,10, C;): one from U to Wi (in purple),
one from U to W5 (in green), and one from U to W3 (in blue). For d. (U, W7), the projection
where C; — A; = d.(4;, W;) —d(C;, W1) = 10 — 1 = 9 is determinative; and in that projection
the shortest path from U to Wi is through Vi with length d,. (U, W7) = —1, indicated by the
red dotted arrow. The dashed, purple stand-in edge (V1,2, W7) has length 2, since the wait
edge (V1,C;:—8, A;) has length —8 in that projection. For d, (U, W5), the projection where
C; — A; = 6 —2 =4 is determinative; and in that projection, the shortest path from U to W5
is through V5 with length d. (U, W5) = —3. The green, dashed stand-in edge (V5,2, W5) has
length 2, since the wait edge (Va, C;:—5, A;) has length -4 in that projection. For d. (U, W3),
the projection where C; — A; = 5 — 3 = 2 is determinative; and in that projection, the
shortest path from U to W3 is through V3 with length d. (U, W3) = —3. The blue, dashed
stand-in edge (V3, 3, W3) has length 3, since the wait edge (V3,C;:—2, A;) has length —2 in
that projection. The righthand side of Figure 5 plots the lengths of the three paths from U
to A; as functions of the contingent duration w., = C; — A;. It confirms that for different
values of w,,, different paths are shortest between U and A;. As a result, each d.(U, Wy)
value is based on a different path from U to A;.

In general, for each terminus Wy, the value d, (U, W) is determined by the projection
where C; — A; = d.(A;, W) — d(C;, Wy). Since these durations/projections may be different
for different Wy, the wait edges terminating at A; may provide different shortest vee-paths
in different projections. Although this example shows that the fastMinDispgsryy algorithm
does not necessarily solve the MinDispESTNU problem, it also suggests an alternative way
to approach the computation of d.(U, W) values that results in a more efficient (and correct)
algorithm for solving the MinDispESTNU problem, which is the subject of the next section.

3 A New Approach to Generating Stand-in Edges

Figure 6 illustrates our new approach to efficiently generating stand-in edges derived from
nested diamond structures. It uses the following feature of the canonical form of nested dia-
monds: in the situation where the duration of each participating contingent link (A4;, x;,y;, C;)
is given by C; — A; = 0; — v; = di(A4;, W) — d(C;, W), the length of the path from U to W
along the spine of the canonical structure equals d. (U, W). Crucially, these durations are
fized for a given W. Therefore, the problem of activation timepoints, A; and A;, that are
consecutive in multiple overlapping canonical structures employing different wait edges in
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different structures, can effectively be sidestepped by computing all of the d.(U, W) values
for a fixed W. To do so, our new algorithm backtracks from W along shortest paths in the
OW-graph (i.e., the graph comprising the ordinary and wait edges from the ESTNU) where
wait edges, as they are encountered, are projected using the above-mentioned durations.

On the left of the figure, backtracking from W; encounters the activation timepoint
A;, where d,(A4;,W7) = 10 and d(C;, W;) = 1, where the determinative duration is w., =
10 — 1 = 9. In this situation, the wait edges terminating at A; project onto the red edges
shown in the middle-left of the figure. In this projection, the path UV; A; W7 is shortest, with
a length of —3 —8+410 = —1, indicated by the red, dotted arrow. The corresponding stand-in
edge from V; to Wj is shown as dashed and purple. The dashed stand-in edges emanating
from V5 (green) and V3 (blue) are also generated, but do not contribute to d.(U, W7).

On the righthand side of the figure, backtracking from W5 encounters A; and yields the
duration w,., = 6 — 2 = 4. In this situation, the wait edges project to the red edges shown on
the far right. Although each wait edge generates a stand-in edge, the one from V5 to Wy
provides the shortest path (dotted, red) from U to Ws, which determines d, (U, Wa) = —3.

Pseudocode for our new algorithm for generating stand-in edges entailed by nested
diamond structures is given as Algorithm 1. (Appendix A provides pseudocode for all
minDispgsmyy procedures updated to use Algorithm 1.) Algorithm 1 works as follows.

Initialization (Lines 1-3). The getInitStandins algorithm (a helper for minDispgsryy)
is called to generate stand-in edges entailed by individual labeled edges (cf. Figure 1) or
from applications of the VAC rule (cf. Figure 2e). Next, the Bellman-Ford algorithm [2]
is called to compute a solution to the STN, G,,, that comprises the ordinary and wait
edges from G, ignoring any alphabetic labels. That solution, f, is then used as a potential
function to re-weight the edges in G,,, to have non-negative values, thereby enabling the
use of Dijkstra’s algorithm [2] to guide the subsequent back-tracking from each W. Finally,
Johnson’s algorithm [2] is used to compute the initial distance matrix for ordinary paths.

Main foreach Loop (Lines 4-30). Each iteration of the main foreach loop processes a

single timepoint W. It uses a modified version of Dijkstra’s algorithm to back-propagate

from W through the edges in the G,, graph, aiming to update the distance function d so

that by the end of the iteration, for each timepoint T', d(T, W) = d.(T, W), and all needed

stand-in edges terminating at W have been generated.

Iteration initialization (Lines 5—8). First, a minimum priority queue, Q, is initialized. For
each timepoint T in the queue, its priority is the current estimate of d.(T', W), re-weighted
by the potential function f. In particular, the priority of T is given by: f(T')+ s — f (V).
Initially, the queue contains only W, with a priority of 0. The n-vector, priority enables
anytime access to the priorities of timepoints in the queue.
Next, a set needStandIn2W is initialized. It is used to keep track of timepoints T for
which a stand-in edge from T to W will need to be generated. If the current estimate of
d. (T, W) derives from a path (1) that forms the spine of a canonical diamond structure;
and (2) whose first edge is a wait edge, then T is added to needStandIn2W, at Line 26.
However, should subsequent propagation discover a shortest path from T to W for which
no stand-in edge is needed, then T is removed from needStandIn2W , at Line 16. Since
the status of a given timepoint 7" may change during the algorithm, stand-in edges are
not actually accumulated until the end of the iteration, at Lines 28-30.

Iteration Body (Lines 9-30). The body of each iteration is a while loop that carries out
the back-propagation from W. At Line 10, a timepoint T is extracted from the queue,
along with its priority d7,. At Line 11, the value of d.(T, W) is extracted from dj,, by



L.

Hunsberger and R. Posenato

Algorithm 1 betterGenStandIns: Better Algorithm for Generating Stand-in Edges Entailed

by Nested Diamonds.
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Input: G = (T, U &ic U Euc U Ey), a dispatchable ESTNU graph

Output: (&, d), where E; is a set of stand-in edges; and d is the updated distance matrix

Esi := getInitStandins(G) //Stand-in edges entailed by individual labeled edges and VAC rule
f :=bellmanFord(Gow) //Potential function for OW-graph, Gow = (T,E0 U Esi U Ew)
d := johnson((T,& U&s)) //Compute the APSP distance matriz for (T,Eo U Es;)
foreach W € T do

//Init min priority queue, where priority(T) = current estimate of d(T, W) re-weighted by f
Q := new min priority queue

priority := (00, ...,00) //For tracking priority of timepoints in the queue
Q.insert(W,0); priority[W] :=0

needStandIn2W = () //T € needStandIn2W means “need stand-in edge from T to W7
while —Q.empty() do

(T, 63,) := Q.extractMin() //tw = di(T, W) reweighted by potential function f
Otw := —f(T) + 5, + f(W) //0tw = di(T, W) (un-reweighted)
d(T, W) := 0w //Update distance matrix
foreach (R,d,,T) € (£, UEs;) do //Back-propagate along ordinary edges
Oy = (f(R) + 6re — f(T)) + 65 //Possible new estimate of d.(R, W) (re-weighted)
if 07, < priority[R] then //New estimate of d«(R, W) shorter
needStandm2W := needStandIn2W \ {R} //No stand-in edge RW needed
Q.insertOrDecreaseKey(R, 075,); priority[R] := 07,

if T = A is an activation timepoint for a contingent link (A,x,y,C) then
we :=d(A, W) —d(C,W) //we = contingent duration that determines d* values

if we € (z,y] then //Condition for generating a non-redundant stand-in edge
foreach (V,C:—v, A) € &, do //Back-propagate along incoming wait edges
Vo, = max{—we, —v} //Length of wait edge in projection we

vo, = f(V) + vu. — f(A) //Re-weighted length in projection we

O := Vs, + priority[A] //Gow = possible new estimate of d.(V, W)

if &5, < priority[V] then
needStandIn2W := needStandIn2W U {V'} //Need stand-in edge VW
Q.insertOrDecreaseKey(V, 8y,); priority[V] := 6y,

foreach T' € needStandin2W do
Oww := —f(T) + priority[T] + fF(W) //Actual value of d.(T, W)
| Esii=Es U {(T, 6w, W)} //Accumulate stand-in edge

31 return (Ey,d)

undoing the re-weighting using the potential function f. (The next section proves the
invariant that when a timepoint T" is popped from the queue, its priority equals d,. (T, W),
re-weighted by the potential function f.) That value is then used to update the distance
function d, at Line 12.

Next, Lines 13-17 back-propagate along each incoming ordinary edge (R, d,+,T'). First, at
Line 14, a possible new estimate of d, (R, W) using a path from R to T to W, re-weighted
using the potential function f, is computed and stored in ¢%,. (Note that f(R)+d.+— f(T)
is the re-weighted length of the incoming edge from R to T.) If that estimate is less than
the current priority of R (cf. Linel5), then R is removed from needStandIn2W to reflect
that this newly found shortest path from R to W does not begin with a wait edge and,
hence, does not require a stand-in edge (cf. Line 16). At Line 17, R is inserted into the
queue and its priority is updated.
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Lines 18-27 carry out the back-propagation along any incoming wait edges, which can only
happen if W = A is an activation timepoint for a contingent link (A, z,y,C). Line 19
computes the value of the contingent duration w. = C— A =0 —v =d.(A,W)—d(C,W)
that determines whether any stand-in edges terminating at W can use this contingent link
(cf. Figures 2e and 6). Note that the algorithm relies on the fact that d(A, W) = d.(A, W)
at this point. Line 20 checks whether w. € (z, ], since otherwise, as shown in Claim 10 of
Hunsberger and Posenato [9], it is not necessary to back-propagate along any wait edge
coming in to A (i.e., ordinary edges suffice). Line 22 computes the projection of the wait
edge in the situation where C' — A = w,. Line 23 re-weights the projected length using
the potential function. Line 24 computes the length of the path from V to T to W in the
re-weighted graph. If that length less than or equal to the current key of V' in the queue
(Line 25), then V is added to needStandIn2W (at Line 26) to reflect that a stand-in edge
should be generated; and the key for V' is updated in the priority queue (at Line 27).

Finally, at the end of the iteration, stand-in edges for all of the flagged timepoints are
generated at Lines 28-30.

Correctness of the betterMinDispESTNU Algorithm

The correctness of betterMinDispESTNU relies on the following properties of the canonical
form of nested diamond structures that we have rigorously presented elsewhere [9]. (The
claims mentioned below are from that work.) First, for each pair of timepoints U and W, there
is a canonical form S,,,, that determines the value d, (U, W). Furthermore, d. (U, W) equals the
length of the spine of that structure in the situation where each C;—A; = d..(A;, W)—d(C;, W).
(See the proof of Claim 8.) Second, using the same techniques as in the proof of Claim 7,
we get that for a fixed W, there is a single situation w that is simultaneously mazimal
for all d.(U,W) values (i.e., in the projection determined by w, the length of the spine of
each structure S, equals d.(U, W)). For each contingent link (A, z,y, C) appearing in any
canonical structure Sy, from any U to the fixed timepoint W, w specifies the duration,
we=0C—A=d,(A,W)—d(C,W). Therefore, the betterGenStandIns algorithm, as it
backtracks from W, can be understood as incrementally computing the durations, w. = C'— A,
for each activation timepoint A that it encounters, based on the accumulated values, d..(A, W)
and d(C,W). It then computes the length of each incoming wait edge (V,C:—v, A) in that
projection (i.e., max{—v, —w.}), which is its length in the spine of any structure that uses it.

Worst-Case Time Complexity of the betterMinDispESTNU Algorithm

First, let m = |&|, k = |E1c| = |Euc| and 7 = |€,| < nk be the numbers of ordinary, lower-case,
upper-case, and wait edges, respectively, in the input ESTNU. Generating stand-in edges for
individual labeled edges along with those derived from the VAC rule add 2k+2r more ordinary
edges. Afterward, betterMinDispESTNU is applied to the OW-graph which has m + 2k + 3r
edges. For each timepoint W, betterMinDispESTNU uses a Dijkstra-like back-propagation
that runs in O((m + 2k + 3r + nk) + nlogn) time. (At most nk additional stand-in edges
can be added during the course of the algorithm.) Therefore, its n iterations can be done
in O((m + 2k + 3r + nk)n + n?logn) time, which reduces to O(mn + n%k + n?logn). For
dense graphs, where m = O(n?), this reduces to O(n?), but for sparse graphs, for example,
where m = O(nlogn) and k = O(logn), it reduces to O(n?logn).
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4  Empirical Evaluations

We implemented the betterMinDispESTNU algorithm containing the procedure Algorithm 1
in Java — publicly available as part of the CSTNU Tool framework [18] — and evaluated
its performance using the STNU benchmark published by Posenato [17]. This benchmark
was created using the STNU random generator of the CSTNU Tool framework. The public
benchmark comprises 1000 instances, all having the same topology, the worker-lanes topology,
which simulates the worker lanes of business process modeling [16]. In this topology, the set
of contingent links is divided into five lanes, with each lane representing a sequence of tasks
that must be executed by an agent. The contingent links within each lane are interspersed
with ordinary constraints that specify delays between the end of one task and the start of the
next. Additionally, there are extra constraints between nodes in different lanes to represent
temporal-coordination constraints among tasks executed by different agents.

For each possible number of nodes n € {500, 1000, 1500, 2000, 2500}, the benchmark
contains 200 DC instances and 200 non-DC instances, each having k = n/10 contingent links
and, on average, 6.56n — 2.56k — 10 edges (i.e., O(n) edges). We considered the first 30
instances for each value of n in the benchmark.

All of the experiments were executed on an OpenJDK JVM 21 configured with 16 GB of
heap memory (parameters -Xmx16G and -Xms16G), on a Linux computer equipped with two
AMD Opteron™ 4334 processors running at 3.1 GHz (6200 BogoMIPS) and 64 GB RAM.

Each DC STNU G was first pre-processed by the FDgryy dispatchability algorithm to
generate an equivalent dispatchable ESTNU, G¢q. Then, the dispatchable ESTNU, Giq, was
fed as input to minDispgsmyy and betterMinDispgsmyy to generate equivalent dispatchable
ESTNUs having minimal numbers of edges (called pkESTNUS) to: (1) confirm that the output
uESTNUSs were identical; and (2) compare the average execution times.

Surprisingly, during the execution of minDispgsmyy, we observed that no instances from
the considered benchmarks contain any nested diamond structures. Consequently, there were
no opportunities for the betterMinDispgsryy algorithm to outperform minDispggryy.

Figure 7a shows the average numbers of edges in the input STNUs (black), the dispatchable
ESTNUs generated FDgmyy (teal), and the minimal dispatchable ESTNUs produced by
minDispgsmww (dotted red) and betterMinDispgsmw (dashed blue). (The dotted red and
dashed blue lines in the figure are completely overlapping and, hence, difficult to distinguish.)
The error bars denote 95% confidence intervals, which are scarcely visible due to the
minimal standard deviations. The findings reveal that the average numbers of edges in the
minimized networks are approximately one order of magnitude smaller than in the ESTNUs
generated by FDgryy. Since the numbers of edges in dispatchable networks directly impact the
performance of real-time execution algorithms, these results demonstrate that minDispgsmyy

and betterMinDispggsmyy generate dispatchable networks that can be more efficiently executed.

We also confirmed that they output the same minimal networks.

Figure 7b plots the computational cost associated with generating yESTNUs. The lower
teal line shows the average execution times for FDgryy to generate equivalent dispatchable
networks that are typically not pESTNUs. The upper two (red and blue) lines show the
average execution times for generating equivalent dispatchable networks having minimal
numbers of edges, obtained by applying minDispgsmyy or betterMinDispgsmyy t0 Grq. As
expected, if there are no nested diamond structures, then both algorithms will have essentially
equivalent performance since they both end up doing two calls to Johnson’s algorithm (or a
Johnson-like algorithm).
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Figure 7 Results of the empirical evaluation of the betterMinDispESTNU algorithm.

To assess the impact of nested diamond structures on the performance of the two
algorithms, we created two new benchmarks, one comprising random STNU instances that
each contain one copy of the depth-4 nested diamond structure depicted in Figure 3a, the
other similar to the first, but where the diamond structure has depth 6.

The presence of the depth-4 nested diamond structure in each instance requires the
genStandIns helper algorithm used by minDispgsmyy to perform up to five iterations, each
taking O(mn + n?logn) time, to generate the appropriate stand-in edges. In contrast,
betterMinDispgsmw replaces genStandIns with Algorithm 1 (betterGenStandIns) whose
worst-case time complexity is only O(mn-+n2k+n?logn), regardless of how deeply nested the
diamond structure may be. We therefore expected to see an especially pronounced difference
in average execution times for instances having the depth-6 nested diamond structure.

The results are presented in Figures 7c and 7d. The execution time of betterMinDispgsmyy
(FDstwy) (in blue) is significantly less than that of minDispgsmny (FDsmay) (in red) across all
instances. In addition, for instances having 2000 nodes, the execution time of minDispgsmyy
(FDgrny) exceeded the 30-minute timeout. Such results confirm that the betterMinDispestiy
algorithm is significantly more efficient than the minDispgsmyy algorithm when the input
instances contain nested diamond structures, even when the number of nested diamonds is
small. Regarding the depth-6 nested diamond structure, we discovered that, on average, the
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presence of random constraints among nodes in different lanes and those in the diamond
structure sometimes entailed stronger constraints than the stand-in edges associated with
the diamond structure and, therefore, the genStandIns helper for minDispgsyy performs
on average five internal iterations, the same as for instances having the quadruply-nested
diamond structure.

5 Conclusions

Generating an equivalent dispatchable ESTNU having a minimal number of edges is an
important problem for applications involving actions with uncertain, but bounded durations.
The number of edges in the dispatchable network is important because it directly impacts the
real-time computations required during execution. Therefore, for time-sensitive applications
it is important to generate an equivalent dispatchable ESTNU having a minimal number
of edges, which we call a pESTNU. This paper modified the only existing algorithm for
generating pESTNUs, making it an order-of-magnitude faster. It also showed that a second
previously presented algorithm does not in fact solve the MinDispESTNU problem. The new
algorithm, betterMinDispESTNU, reduced the worst-case time-complexity from O(kn?) to
O(mn + n?k + n?logn) which, for sparse networks, reduces to O(n?logn).
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Pseudocode

Algorithm 2 betterMinDispESTNU: Solving the MinDispESTNU problem.

Input: G = (T, & U & U Euc U Eucg), dispatchable ESTNU
Output: A pESTNU for G
//Compute the set of (ordinary) stand-in edges
1 (5, d) := betterGenStandIns(7, E U &l U Euc U Eucg)
//STN dispatchability on ordinary edges, reorienting labeled edges
2 (T,€5,81,Eu, Eucg) = dispsn(T, Eo UES, Eic, Euc, Eucs)

3 &= ENES //Remove any remaining stand-in edges from £
4 gucg = gucg\ markwaits(%7éucg7 d) //Remove dominated waits
s return G = (T,E5 U&E U &, U uce)
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Algorithm 3 getInitStandins: Generate stand-in edges entailed by individual labeled edges.

SR I

10

11

Input: G = (T UTe, E U & UEuc U&ucg), a dispatchable ESTNU
Output: The set £ of ordinary stand-in edges for the individual labeled edges in G
Side Effect : Modifies G by fixing any weak or misleading wait edges

Eli=10
foreach (A,z,y,C) € L do //Collect stand-in edges for LC, UC and wait edges
E =5 U{(A,y,C), (C,—x,A)} //Collect stand-in edges for LC and UC edges
foreach (V,C:—v, A) € Eycg do
if —v > —x then //Replace weak wait edge by an ordinary edge
| Eucg = Eucg\{(V, C:=0, A)}; & = Eo U{(V,—v, A)}
else

if —v < —y then //Fix misleading wait by adjusting its wail time
L Eucg 1= Eucg \ {(V,Ci—v, A)} U{V,C:—y, A)}

//Add stand-in edges for wait edge and from the VAC rule

ES = E5U{(V, —z, A), (V, max{y — v,0},C)}

return &'

Algorithm 4 markWaits: Mark wait edges for removal.

[N)

'S

0 N o o

Input: 7., contingent TPs; éucg, wait edges; d, distance fn.

Output: A set £ C é’ucg of wait edges marked for removal

e =10

foreach (V,C:—v,A) € c‘fucg do //Collect waits dominated by ordinary paths, UC edges, or
other waits

if d(V,A) < —v or d(V,C) <0 then
L Exi=En U{(V,C:—v, A)} //Dominated by an ordinary path or the UC edge
else

foreach U € T | 3(U, C:—u, A) € Eneg do
if d(V,U) <0 and d(V,U)—u < —v then
L Exi=En U{(V,C:i—v, A)} //Dominated by another wait

9 return &'
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