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—— Abstract

Linear temporal logic (LTL), most commonly defined as a propositional modal logic, is the de-facto

standard language for specifying temporal properties of systems in formal verification, artificial
intelligence, and other fields. First-order linear temporal logic (FOLTL) lifts LTL to the setting of
first-order logic, obtaining a remarkably flexible and expressive formalism. First-order modal and
temporal logics have a long history, but recent years have seen a rise of interest in (well-behaved
fragments of) FOLTL for the specification of complex infinite-state systems. This tutorial is a gentle
introduction to the field of first-order temporal logics, starting from classic results and exploring
recent directions.
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1 Introduction

Linear Temporal Logic (LTL) [16] is one of the most common formalisms to express temporal
properties of systems in many fields including formal verification and artificial intelligence.
In its classic form, LTL is a propositional modal logic interpreted over infinite linear orders
or words, although recently interest has risen in the artificial intelligence field for LTL¢ [3],
i.e. LTL interpreted over finite words.

The success of LTL stems from its intuitive syntax and semantics and the existence of
many efficient techniques for reasoning about the logic. Indeed, although satisfiability of LTL
formulas is PSPACE-complete [21], many efficient techniques are known [9,12,22], and the
same can be said for model checking [15].

However, in many scenarios, the propositional nature of LTL poses some limits to its
applicability. Consider the following classic example:

G(req — Fgrant)

The above formula states that at any given moment (G), if a request is received, then
eventually (F) an answer is granted. This kind of specification is quite common, but it is
rarely sufficient to express it in the above way. That is because the above formula makes no
connection between the answer that is granted and the request that is being answered. For
example, the formula is also satisfied by a single answer after many requests.

What one would really like to express is that each request gets its own answer. One may
wonder what the identity of requests consist in. Let us suppose requests have unique identifiers
that last for all the execution of the system, and suppose that, instead of propositions, we
can use the reg(r) predicate to tell that the request r has been requested, and grant(r) to
tell that  has been answered. Then, we can write the following:

vr . G(req(r) — Fgrant(r))
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The above specification is a sentence in first-order linear temporal logic (FOLTL). FOLTL
combines the usual temporal operators from LTL with classic first-order logic, obtaining a
remarkably expressive and sophisticated language. In what follows we introduce the semantics
of this language (Section 2), its major computational trade-offs (Section 3), and we describe
some current trends (Section 4).

2 Semantics

In first-order logic, once the signature ¥ is fixed (i.e. the set of constant, predicate and
function symbols used), sentences (i.e. formulas with no free variables) are interpreted over
Y-structures that interpret the signature’s symbols. In FOLTL, sentences are interpreted over
sequences of Y-structures, representing the evolution over time of the symbols’ interpretation.
Classically, FOLTL has been studied over many different kind of sequences or linear orders
of ¥-structures: finite or infinite, discrete or dense, etc., with most classic results holding
independently of the nature of the underlying linear order [5]. Here, for simplicity, let us
assume discrete linear orders, either finite or infinite.

When formally defining the semantics of the satisfaction of FOLTL formulas, one im-
mediately encounters a non-trivial question about the meaning of existence of the objects
of first-order quantification. To see what this means, suppose we are modeling the human
resources of a company, and we care about the feelings of our employees. We may write a
sentence like the following.

¥ = Va.Ghappy(z) — GVz.happy(x)

The above sentence is an instance of a scheme called the Barcan formula [14]. In this case,
it is saying that, in the company, if everyone is happy every day, then every day everyone is
happy. One may consider ¥ to be obviously a valid FOLTL sentence or not, depending on
two different views:

1. the sentence is valid because the two mentions of “everyone” in the above phrase refer to
the same set of people, i.e. the domain of the two universal quantifiers is the same; or

2. the sentence is not valid because who is “everyone” today may include or not include
people that will be absent or present tomorrow, i.e. the domain of the two universal
quantifiers may differ.

Depending on our choice of point of view, we can identify a different semantics for FOLTL:

1. eternalist or constant-domain semantics: every and all objects in the quantification
domain always exist at any point in time, as the domain does not change;

2. presentist or varying-domain semantics: objects in the domain pop up into existence at
some time and cease to exist at some later time, as the domain wvaries over time.

In the eternalist semantics, the Barcan sentence is valid and we can swap the universal
quantifier with the always temporal operator (or, equivalently, the existential quantifier with
the eventually operator). In the presentist semantics, we cannot do that. The choice of
semantics affects the semantics of purely first-order sentences as well. Consider for example
the following sentence:

Va.happy(x) — happy(Nik)

This is an instance of the universal instantiation axiom which is valid in classical first-order
logic for any formula in the place of happy(x). However, in the varying-domain semantics
the sentence is not valid anymore, because the constant Nik may refer to somebody that is
not currently in the domain (e.g. because he still has to be hired) and therefore may be not
happy. An axiomatization of FOLTL in both semantics can be found in McArthur’s book [14].



N. Gigante

Note that, in modeling terms, the constant-domains semantics is the most general: one
can simulate the varying-domain semantics in a constant-domain sentence by introducing an
existence predicate exists(x) guarding all occurrences of quantifiers.

3 Computational trade-offs

Depending on the signature ¥ and the X-theory we consider, FOLTL can be extremely
expressive. Of course, this expressiveness is payed in terms of tractability, as both satisfiability
and walidity are undecidable and not even semi-decidable [5]. This can be seen easily, for
example, by reducing the recurrent tiling problem [23] to FOLTL satisfiability.
Unfortunately, research has shown that decidable fragments of FOLTL are rare and far
apart [5]. A classic example of decidable fragment of FOLTL is the monodic fragment. A
sentence is monodic if any temporal subformula has at most one free variable. For example:

Va[p(z) — Gp(z)]
is a monodic sentence, as is the Barcan sentence discussed above. Instead:
Vaylr(z,y) = Gr(z,y)]

is not monodic. The monodic fragment is made of relational monodic sentences with no
equality symbol, and can be proved to be decidable over any kind of linear order through a
reduction to Biichi’s decidability result for monadic second-order logic [5] or, for discrete
linear orders, via first-order automata [7].

It is clear that the major restriction of the monodic fragment is the inability of transferring
relational information across time. As this is a major limitation for the modeling of many
scenarios, one may wonder whether more expressiveness can be recovered by accepting
semi-decidability. After all, many decades of research in the automated reasoning community
have proven that semi-decidable problems can be addressed in practice is suitably effective
semi-decision procedures are found. An example is that of constrained Horn clauses, a
semi-decidable fragment of first-order logic effectively solved in practice by property-directed
reachability techniques [11].

In this vein, one may prove (e.g., again via first-order automata [7]) that if one starts
from a combination of decidable first-order logic fragment and theory (e.g. the two-variable
fragment [10] or many decidable theories employed in satisfiability modulo theories (SMT) [2]),
then FOLTL over finite words is semi-decidable.

4 Recent trends

Recent trends go in the mentioned direction of accepting computational trade-offs in exchange
of more expressive power, unlocking the usage of (well-behaved fragments of) FOLTL in the
specification of infinite-state systems.

An example of work in this direction is LTLs modulo theories (LTLMT) [6,8], a recently-
introduced fragment of FOLTL interpreted over finite words that, although semi-decidable,
has a decision procedure effectively implementable in terms of modern SMT solvers.

LTLP’IT poses semantic and syntactic restrictions to FOLTL. Semantically, it is interpreted,
in the constant-domain semantics, over finite linear orders where the interpretation of
predicates and function symbols is rigid, i.e. arbitrary but fixed in time, and only the
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interpretation of constants is allowed to change. Syntactically, it forbids the alternation of
quantifiers and temporal operators but allows the usage of a lookahead operator that, applied
to a constant, designates the value of the constant at the next time step. For example:

(>>a=a+1)U(a=42)

is a LTLf'VIT sentence saying that the constant a increments by one at each time step until it
reaches the value 42. One may rewrite such a sentence in pure FOLTL as follows':

Gz X(xz=a)Az=a+1]) U (a =42)

The LTLP"T logic has been defined over finite words because its semi-decidability (under
the conditions mentioned in the previous section) cannot be proven in general if infinite
words are involved. However, some decidability conditions have been identified [8] which
hold for infinite words as well (i.e. LTLMT). These results complement the classic ones on the
monodic fragment: LTLMT can be translated into monodic FOLTL sentences, but the classic
decidability results mentioned above hold for rigid constants and non-rigid predicates, which
is exactly the opposite semantic setting than LTLMT, in addition to the fact that LTLMT
allows the equality symbol.

The structure of the logic has been designed in order to have its satisfiability problem
being easily reduced into a sequence of SMT calls that can be solved by standard solvers,
obtained by an SMT encoding of a suitable extension of Reynolds’ tree-shaped tableau for
LTL [9,18]. Performance are promising in practice, although more work is still needed to
exploit the full potential of the approach.

Recently, interest has sparked about a task that goes beyond satisfiability and validity, 7.e.
reactive synthesis. This is the task of synthesizing a controller that can ensure the satisfaction
of a temporal formula independently from the actions of an external antagonistic environment.
Reactive synthesis for propositional LTL and LTL¢ is already a hard problem (2EXPTIME-
complete [4,17]), and is of course undecidable for FOLTL and for LTLMT as well.

However, progress has been made on addressing the problem in practice. In particular,
equirealizable Boolean abstractions have been found for LTLMT without lookaheads [20] which
can be given to propositional LTL synthesizers, whose produced strategies can be mapped

back to a strategy for the original LTLMT sentence. Then, the approach has been extended to
LTLMT with lookaheads by a counterexample-guided abstraction refinement procedure [19],

although unlocking full potential of this technique requires manual intervention in the loop.

5 Conclusions

The field of first-order temporal logics intersects with first-order modal logics, knowledge
representation, temporal description logics [1,13], satisfiability modulo theories, and many
other corners of computer science, in a fascinating and intricate web of connections.

Because of its discouraging computational behavior, FOLTL has been studied during
the decades in mostly theoretical terms and with a focus on modeling and knowledge
representation rather than reasoning. Nevertheless, recent work has highlighted the possibility
of dealing in practice with reasoning tasks over expressive fragments of FOLTL, including
reactive synthesis. Progress in this field is encouraging and this short abstract also wants to
be a call to action for the community to invest resources in this promising direction.

! The semantics given in [6] needs to be slightly tweaked for this translation to work in general.
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