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Abstract
We generalize the polynomial-time solvability of k-Diverse Minimum s-t Cuts (De Berg et al.,
ISAAC’23) to a wider class of combinatorial problems whose solution sets have a distributive lattice
structure. We identify three structural conditions that, when met by a problem, ensure that a k-sized
multiset of maximally-diverse solutions – measured by the sum of pairwise Hamming distances – can
be found in polynomial time. We apply this framework to obtain polynomial-time algorithms for
finding diverse minimum s-t cuts, diverse stable matchings, and diverse market-clearing price vectors.
Moreover, we show that the framework extends to two other natural measures of diversity. Lastly,
we present a simpler algorithmic framework for finding a largest set of pairwise disjoint solutions in
problems that meet these structural conditions.
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1 Introduction

In combinatorial optimization problems, the objective is typically to identify a single optimal
solution. However, this approach may be inadequate or impractical in real-world situations,
where some constraints and factors are often overlooked or unknown in advance. This
motivates the development of algorithms capable of finding multiple solutions, with diversity
playing a key role. A growing body of research has focused on finding diverse solutions
in classical combinatorial problems, much of it emerging from the field of fixed-parameter
tractability [1, 9, 12, 23, 24, 32, 38, 29]. These studies show that finding diverse solutions is,
in general, computationally more challenging than finding a single one. For instance, while
Maximum Matching is solvable in polynomial time, finding two edge-disjoint perfect (or
maximum) matchings is NP-hard, even on 3-regular graphs [12].

In this paper, we aim to develop theoretically efficient algorithms that produce a collection
of maximally diverse solutions. We use the sum of pairwise Hamming distances between
solutions as our measure of diversity. In contrast with the aforementioned literature, we
show that a broader class of diverse problems is computationally no harder than finding a
single solution in polynomial time. Specifically, we generalize the polynomial-time solvability
of k-Diverse Minimum s-t Cuts by De Berg et al. [7] to a class of combinatorial problems
whose solution sets form a distributive lattice.
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11:2 Diverse Solutions in Lattice-Structured Problems

We state our main result in terms of a unified general problem: Max-Sum k-Diverse
Solutions. Let E be a finite set with n elements, and let Γ ⊆ 2E be a set of feasible solutions.
For two feasible solutions X, Y ∈ Γ, the symmetric difference, or Hamming distance, between
them is defined as X△Y = (X \ Y ) ∪ (Y \ X). Let (X1, X2, . . . , Xk) be a collection of k

subsets of E. We consider the pairwise-sum diversity measure: dsum(X1, X2, . . . , Xk) =∑
1≤i<j≤k |Xi△Xj |. We define Max-Sum k-Diverse Solutions as follows.

Max-Sum k-Diverse Solutions. Given a finite set E of size n, an implicitly defined family Γ
of subsets of E, referred to as feasible solutions, and a membership oracle for Γ ⊆ 2E, find a
k-multiset C = (X1, X2, . . . , Xk) with X1, X2, . . . , Xk ∈ Γ, such that dsum(C) is maximum.

Here, k is a fixed constant; i.e., k is not part of the input. Our main result is as follows.

▶ Theorem 1. Max-Sum k-Diverse Solutions can be solved in polynomial time if the set
of feasible solutions Γ satisfies the following three properties:
1. There is a relation ≤ such that the poset (E,≤) can be expressed as a disjoint union of r

chains, and each feasible solution X ∈ Γ contains exactly one element from each chain.
2. The set of feasible solutions with componentwise order defines a distributive lattice.
3. A compact representation of this lattice can be constructed in polynomial time.

Similar to the approach of De Berg et al. [7], we achieve this result via a reduction
to the submodular function minimization problem (SFM) on a distributive lattice, which
is known to be solvable in polynomial time [20, 27, 36]. More precisely, we show that the
pairwise-sum measure (reformulated as a minimization objective) is a submodular function
on a distributive lattice of appropriately ordered k-sized collections of feasible solutions. By
applying this result, in Section 4, we obtain polynomial-time algorithms for finding maximally
diverse k-sized collections of stable matchings and market-clearing price vectors, while also
reproducing the findings of De Berg et al. for minimum s-t cuts.

For simplicity, we present our results in terms of the dsum measure. However, in Section
5 we will show that the framework extends to at least two other measures of diversity: the
coverage (dcov) and absolute-difference (dabs) measures. Lastly, we consider the problem of
finding a largest set of pairwise disjoint solutions in problems whose feasible solution set
satisfies properties 1 and 2 of Theorem 1. In Section 6 we present an algorithm for this
problem that bypasses the need for SFM.

Remark. Recently and independently from us, Iwamasa et al. [26] also presented a general
framework for solving Max-Sum Diverse Solutions (and Max-Cov Diverse Solutions;
see definition in Section 5) under certain conditions on the set of feasible solutions. They
show that the conditions in our Theorem 1 imply the conditions in their framework. In the
full version of this paper, we show that the reverse is true as well. Thus, their conditions and
our conditions are, in fact, equivalent. Their approach reduces the problem to network flow,
avoiding SFM and resulting in faster algorithms for computing diverse minimum s-t cuts and
diverse stable matchings. However, in contrast to their framework, ours also supports the
absolute-difference measure dabs and thus, potentially applies to a broader range of problems.

2 Preliminaries

In this section, we introduce the notation and some basic results used throughout the paper.
For a more comprehensive discussion on sets and posets, we refer to [25, 40], and for a
detailed introduction to lattice theory, we refer to [2, 6, 19].
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Sets, Multisets, and Tuples. For k ∈ N, we use [k] to denote the set {1, . . . , k}. The power
set of a set M is denoted by 2M . For any set M , we use the symbol Mk for the cartesian
product; {(a1, a2, . . . , ak) | ai ∈ M}. The disjoint union of two sets is simply their union,
but with the additional information that the two sets have no elements in common.

A multiset is a set in which elements can appear multiple times. The number of times an
element appears in a multiset is referred to as its multiplicity. The sum of two multisets A

and B, denoted by A ⊎B, is a multiset in which each element appears with a multiplicity
equal to the sum of its multiplicity in A and in B. We refer to a multiset of cardinality k as
a k-multiset. For a set M , we denote by Mk a k-multiset with elements drawn from M .

Unlike a multiset, where elements are unordered, a tuple is a collection of possibly repeated
elements that is ordered. A k-tuple is a tuple of k elements. We denote a tuple by listing
its elements within parenthesis and separated by commas; e.g., (a, b, c, d). Note that the
cartesian product of k sets is a k-tuple.

Posets. A partially ordered set (poset) P = (X,⪯P ) consists of a ground set X along with
a binary relation ⪯P on X that satisfies reflexivity, antisymmetry, and transitivity. When
the relation ⪯P is evident from the context, we often use the same notation for both the
poset and its ground set. In case a poset is indexed by a subscript i, we use ⪯i to denote its
order relation. The Hasse diagram G(P ) of P , is a directed graph where each element of X

is represented as a node, and an edge exists from element a to element b if a ⪯P b and no
intermediate element c satisfies a ⪯P c ⪯P b. Vertices are arranged so that edge directions
are implicitly understood as pointing upward.

A poset P ∗ = (X∗,⪯∗
P ) is called a subposet of another poset P = (X,⪯P ) if (i) X∗ ⊆ X

and (ii) for any x, y ∈ X∗ if x ⪯∗
P y then x ⪯P y. If the other direction of (ii) also holds,

then we call P ∗ the subposet of P induced by X∗, and write P ∗ = P [X∗]. Given two posets
P = (X,⪯P ) and Q = (Y,⪯Q), their disjoint union P ⊔ Q is the disjoint union of X and
Y together with relation ⪯P +Q where x ⪯P +Q y if one of the following conditions holds:
(i) x, y ∈ X and x ⪯P y, or (ii) x, y ∈ Q and x ⪯Q y. Thus, the Hasse diagram of P ⊔ Q

consists of the disconnected Hasse diagrams of P and Q drawn together.
A chain is a subset of a poset in which every pair of elements is comparable, and an

antichain is a subset of a poset in which no two (distinct) elements are comparable. For
any two elements x and y in a chain E with order relation ⪯E , we say that x (resp. y) is a
chain-predecessor (chain-successor) of y if x ⪯E y. A poset is called a chain decomposition if
the poset can be expressed as the disjoint union of chains.

For a poset P = (X,⪯P ), an ideal is a set U ⊆ X where u ∈ U implies that v ∈ U for all
v ⪯P u. In terms of its Hasse diagram G(P ) = (X, E), a subset U of X is an ideal if and
only if there is no incoming edge from U . We use D(P ) to denote the family of all ideals
of P . If x ⪯P y in the poset, then the closed interval from x to y, denoted by [x, y], is the
poset with ground set {z ∈ X | x ⪯P z ⪯P y} together with relation ⪯P .

Now we introduce the notion of componentwise order. Let (Xi,⪯i), i ∈ [r] be posets,
with r a positive integer, and let Y ⊆ X1 × · · · ×Xr. The componentwise order on Y is an
order relation ⪯ defined as follows: Given two tuples (a1, a2, . . . , ar) and (b1, b2, . . . , br) ∈ Y ,
we write (a1, a2, . . . , ar) ⪯ (b1, b2, . . . , br) iff ai ⪯i bi for all i ∈ [r]. Note that we drop the
subscript in ⪯ whenever the order relation is a component-wise order. If the posets (Xi,⪯i),
i ∈ [r], are all the same poset (X,⪯), we use ⪯r to denote the componentwise order on Xr

and refer to it as the product order.

ISAAC 2025
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Figure 1 Example of Birkhoff’s representation theorem for distributive lattices. The left is a
distributive lattice L, the middle is the isomorphic lattice D(J(L)) of ideals of join-irreducibles of L,
and the right shows the compact representation G(J(L)) of L. The join irreducible elements of L

and D(J(L)) are highlighted in blue.

Lattices. A lattice is a poset L = (X,⪯) in which any two elements x, y ∈ X have a
(unique) greatest lower bound, or meet, denoted by x ∧ y, as well as a (unique) least upper
bound, or join, denoted by x ∨ y. We can uniquely identify L by the tuple (X,∨,∧). The
bottom, or minimum, element in the lattice L is denoted by 0L :=

∧
x∈L x. Likewise, the

top, or maximum, element of L is given by 1L :=
∨

x∈L x. A lattice L′ is a sublattice of L if
L′ ⊆ L and L′ has the same meet and join operations as L. In this paper we only consider
distributive lattices, which are lattices whose meet and join operations satisfy distributivity;
that is, x∨(y∧z) = (x∨y)∧(x∨z) and x∧(y∨z) = (x∧y)∨(x∧z), for any x, y, z ∈ L. Note
that a sublattice of a distributive lattice is also distributive. Every chain is a distributive
lattice with max as join (∨) and min as meet (∧).

Suppose we have a collection L1, . . . , Lk of lattices Li = (Xi,∨i,∧i) with i ∈ [k]. The
(direct) product lattice L1× . . .×Lk is a lattice with ground set X = {(x1, . . . , xk) : xi ∈ Li}
and join ∨ and meet ∧ operations acting component-wise; that is, x∨y = (x1∨1y1, . . . , xk∨kyk)
and x ∧ y = (x1 ∧1 y1, . . . , xk ∧k yk) for any x, y ∈ X. The lattice Lk is the product lattice
of k copies of L, and is called the k-th power of L. If L is a distributive lattice, then Lk is
also distributive.

A crucial notion in this paper is that of join-irreducibles. An element x of a lattice L

is called join-irreducible iff x ̸= 0L and it cannot be expressed as the join of two elements
y, z ∈ L with y, z ̸= x. In a lattice, any element is equal to the join of all join-irreducible
elements lower than or equal to it. The set of join-irreducible elements of L is denoted by J(L).
Note that J(L) is a poset whose order is inherited from L. Due to Birkhoff’s representation
theorem – a fundamental tool for studying distributive lattices – every distributive lattice L

is isomorphic to the lattice D(J(L)) of ideals of its poset of join-irreducibles, with union and
intersection as join and meet operations. See Figure 1 for an illustration.

▶ Theorem 2 (Birkhoff’s Representation Theorem [2]). Any distributive lattice L can be
represented as the poset of its join-irreducibles J(L), with the order induced from L.

Hence, a distributive lattice L can be uniquely recovered from J(L) and can thus be
represented as the Hasse diagram of its poset of join-irreducibles, denoted by G(J(L)). We
refer to G(J(L)) as a compact representation of L, since J(L) is usually exponentially smaller
than L. This representation is useful when designing algorithms, as the size of G(J(L)) is
O(|J(L)|2), while L can have as many as 2|J(L)| elements. Keep in mind, however, that
Theorem 2 only guarantees the existence of such a compact representation; it does not
provide a method to efficiently find the set J(L).
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Submodular Function Minimization. Let f : X → R be a real-valued function on a lattice
L = (X,⪯). We say that f is submodular on L if f(x ∧ y) + f(x ∨ y) ≤ f(x) + f(y), for
all x, y ∈ X. If −f is submodular in L, then we say that f is supermodular in L and just
modular if f is both sub and supermodular. The submodular function minimization problem
(SFM) on lattices is, given a submodular function f on L, to find an element x ∈ L such that
f(x) is minimum. An important fact that we use in our work is that the sum of submodular
functions is also submodular. Also, note that minimizing f is equivalent to maximizing
−f . It is known that a submodular function on a distributive lattice L can be minimized in
polynomial time in |J(L)| – the number of join-irreducibles of L [20, 27, 36, 4].

▶ Theorem 3 ([34, Note 10.15] and [30, Thm.1]). For any distributive lattice L, given by
its poset of join-irreducibles J(L), a submodular function f : L → R can be minimized in
polynomial time in |J(L)|, provided a polynomial time evaluation oracle for f .

3 The Reduction to SFM

In this section, we prove Theorem 1 by reducing Max-Sum k-Diverse Solutions to
SFM on a distributive lattice, under the assumption that the feasible solution set satisfies
properties 1–3 of the theorem. The core ideas of this proof were already established by
De Berg et al. [7] in the context of minimum s-t cuts. We include the argument here for
completeness, while adapting and generalizing it to a broader setting.

The proof is divided into four parts, each supported by a corresponding lemma. The
Distributivity Lemma (Lemma 4) shows that the set of (yet to be defined) left-right ordered
k-tuples of feasible solutions, with product order, defines a distributive lattice L∗. The
Cost-Equivalence Lemma (Lemma 7) further shows that optimizing the diversity over this
lattice is the same as optimizing over the original set Γk of k-multisets of Γ. Hence, we
can restrict ourselves to the elements of L∗. Next, the Submodularity Lemma (Lemma 11)
establishes that the pairwise-sum measure (reformulated as a minimization objective) is a
submodular function on L∗. Finally, the Compactness Lemma (Lemma 12) ensures that a
compact representation of L∗ can be constructed in polynomial time.

We begin by establishing some consequences of properties 1–3 of Theorem 1. Consider
a ground set E and a set of feasible solutions Γ ⊆ 2E for which the properties hold. By
property 1, we know that there is a poset associated to E that is the disjoint union of r chains
(Ei,⪯i), i ∈ [r], and that each feasible solution X ∈ Γ contains exactly one element from each
chain, meaning |X| = r and Γ ⊆ E1 × · · · ×Er. Then, the set Γ, with componentwise order
⪯, forms a poset of feasible solutions L = (Γ,⪯). Furthermore, by properties 1 and 2, this
poset is a distributive lattice, with join (∨) and meet (∧) given by componentwise maximum
and minimum. Let us now consider the poset (Γk,⪯k) of k-tuples of feasible solutions, with
product order ⪯k. We say that a k-tuple C = (X1, X2, . . . , Xk) in Γk is in left-right order if
Xi ⪯ Xj for all i < j. That is, the feasible solutions in C are arranged in non-decreasing
order according to relation ⪯. Let Γk

lr ⊆ Γk denote the subset of left-right ordered k-tuples.

Part 1: Distributivity. We now establish the first of the four lemmas.

▶ Lemma 4 (Distributivity Lemma). The poset L∗ = (Γk
lr,⪯k) is a distributive lattice.

Proof. By property 2 of Theorem 1, L = (Γ,⪯) is a distributive lattice. Now, let Lk =
(Γk,⪯k) be the k-th power of L. We know that the product of distributive lattices is
distributive; hence Lk is a distributive lattice. Moreover, since Γk

lr ⊆ Γk, the poset L∗ is a
sublattice of Lk. As any sublattice of a distributive lattice is itself distributive, the lemma
follows. ◀

ISAAC 2025
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Part 2: Cost equivalence. Following the proof of the Distributivity Lemma, we now
establish an equivalence between the costs of maximum diversity solutions in the sets Γk

and Γk
lr. (Note that this is the same as establishing the equivalence between the sets Γk and

Γk
lr, since a k-multiset over Γ has the same diversity as each of its up to n! permutations –

each a k-tuple – in Γk.) For this, we use the notion of element multiplicity. Let C ∈ Γk be
a k-tuple of solutions. The multiplicity µe(C) of an element e ∈ E, with respect to C, is
the number of feasible solutions in C that contain e. Since a feasible solution contains no
repeated elements, µe(C) is also the number of times e appears in the multiset sum of the
solutions in C. An immediate consequence of property 1 of Theorem 1 is the following.

▶ Observation 5. For any two X, Y ∈ L, we have X ⊎ Y = (X ∧ Y ) ⊎ (X ∨ Y ).

Proof. Let X = (x1, . . . , xr) and Y = (y1, . . . , yr), with xi, yi ∈ Ei and i ∈ [r], where Ei is
the i-th chain in the chain decomposition of E. By property 1, we know that the meet and
join of two elements L are given by componentwise minimum and maximum. That is,

X ∧ Y = (min(x1, y1), . . . , min(xr, yr)), and X ∨ Y = (max(x1, y1), . . . , max(xr, yr)).

Hence, if xi = yi, the element xi appears twice in the multiset sum X ⊎ Y and twice in the
sum (X ∧Y )⊎ (X ∨Y ). If xi ̸= yi, then xi appears in either the join or the meet of X and Y ,
and similarly for element yi. Finally, if an element e ∈ E is not in X ∪ Y , then it is neither
the minimum nor maximum of any entry and therefore cannot appear in (X ∧ Y ) ∪ (X ∨ Y ).
Since this holds for each i ∈ [k], the observation is proven. ◀

Observation 5 implies that the join and meet operations of the lattice L of feasible
solutions preserve element multiplicities. Consequently, any k-tuple in Γk can be reordered
into a left-right ordered form while preserving element multiplicities, as stated in the following
claim (see the proof in the full version).

▷ Claim 6. For every k-tuple C ∈ Γk there exists a left-right ordered k-tuple Ĉ ∈ Lk
lr such

that µe(C) = µe(Ĉ) for all e ∈ E.

Now, consider the pairwise-sum diversity measure introduced in Section 1. We can rewrite
it directly in terms of the multiplicity as

dsum(C) =
∑
e∈E

µe(C)(k − µe(C)) = k2 · r −
∑
e∈E

µe(C)2, (1)

which results from observing that
∑

e∈E µe(C) = k · r, for any C ∈ Γk, with r the cardinality
of each solution in C. This formulation highlights that maximizing dsum depends only on the
distribution of elements across feasible solutions, rather than their specific ordering within a
tuple C. Since the terms outside the latter summation in Eq. (1) are constant, the following
lemma is an immediate consequence of Claim 6.

▶ Lemma 7 (Cost-Equivalence Lemma). For any C ∈ Γk there exists Ĉ ∈ Γk
lr such that

dsum(Ĉ) = dsum(C).

Lemma 7 tells us that in order to solve Max-Sum k-Diverse Solutions, we do not
need to optimize over the set of k-element multisets of Γ. Instead, we can optimize over
the set Γk

lr of k-tuples that are in left-right order. Moreover, it follows from Eq. (1) that
maximizing dsum is equivalent to minimizing

d̂sum(C) =
∑
e∈E

µe(C)2. (2)
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Hence, solving Max-Sum k-Diverse Solutions reduces to minimizing d̂sum(C) in the
lattice L∗. All we have left to do to complete the reduction to SFM is show that d̂sum(C) is
submodular in the lattice L∗.

Part 3: Submodularity. We begin with two claims regarding the multiplicity function µe(C)
on L∗. These claims rely crucially on property 1 of Theorem 1. Their proofs can be found
in the full version of the paper. We use E(C) to denote the set of elements

⋃
X∈C X for a

tuple C ∈ Γk.

▷ Claim 8. The multiplicity function µe : Γk
lr → N is modular on L∗.

▷ Claim 9. For any two C1, C2 ∈ L∗ and e ∈ E(C1) ∪ E(C2), it holds that max(µe(C1 ∨
C2), µe(C1 ∧ C2)) ≤ max(µe(C1), µe(C2)).

We observe that Claim 8 holds in the lattice Lk, not just in the sublattice L∗ of left-
right ordered k-tuples. In contrast, Claim 9 is specific to the sublattice L∗. The following
proposition is an immediate consequence of these two claims and the convexity of the square
function.

▶ Proposition 10. For any two C1, C2 ∈ L∗ and any e ∈ E, we have µe(C1 ∨C2)2 + µe(C1 ∧
C2)2 ≤ µe(C1)2 + µe(C2)2.

Proposition 10 states that, for each element e ∈ E, the square of the multiplicity function
µe is submodular in the lattice L∗. Then, taking the sum of µe(C)2 over all elements e ∈ E

is also a submodular function; that is∑
e∈E

µe(C1 ∨ C2)2 +
∑
e∈E

µe(C1 ∧ C2)2 ≤
∑
e∈E

µe(C1)2 +
∑
e∈E

µe(C2)2.

Each sum in this inequality corresponds to the definition of d̂sum applied to the arguments
C1 ∨ C2, C1 ∧ C2, C1 and C2, respectively. Hence, we obtain the following.

▶ Lemma 11 (Submodularity Lemma). The function d̂sum : Γk
lr → N is submodular in L∗.

Part 4: Compactness. While Lemmas 4, 7, and 11 already demonstrate the reduction
of Max-Sum k-Diverse Solutions to SFM, this reduction alone does not guarantee an
efficient algorithm. To complete the proof of Theorem 1, it remains to show that a compact
representation of the left-right ordered lattice L∗ exists and can be constructed efficiently.
By Birkhoff’s representation theorem, we need only specify the set of join-irreducibles of L∗

to obtain a compact representation in O(|J(L∗)|2) time. This is done in the following lemma,
whose proof can be found in the full version of this work.

▶ Lemma 12 (Compactness Lemma). The set of join-irreducibles of L∗ is of size O(kn) and
is given by

J(L∗) =
⋃k

i=1 Ji, where Ji := {(0L, . . . , 0L︸ ︷︷ ︸
i−1 times

, p, . . . , p︸ ︷︷ ︸
k−i+1 times

) : p ∈ J(L)}.

With Lemma 12, a compact representation of L∗ can be constructed in polynomial time.
It is also clear that, given a k-tuple, the function d̂sum can be evaluated efficiently. Then, by
Theorem 3 and Lemmas 4, 7, 11, and 12, the proof of Theorem 1 is complete.

ISAAC 2025
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Figure 2 Illustration of the order relation ⪯i over the edges of an s-t path pi ∈ P.

4 Applications of the Framework

We now present examples of combinatorial problems whose feasible solution sets meet each
of the conditions outlined in Theorem 1, allowing for the generation of maximally diverse
solutions within our framework. Specifically, we discuss minimum s-t cuts (Section 4.1),
stable matchings (Section 4.2), and market-clearing price vectors (Section 4.3).

4.1 Minimum s-t cuts
In the Minimum s-t Cut problem we are given a directed graph G = (V, E), along with two
special vertices s, t ∈ V , and are tasked with finding a subset S ⊆ E of minimum cardinality
that separates vertices s and t, meaning that removing these edges from G ensures there is
no path from s to t. Such a set is called a minimum s-t cut or s-t mincut. Here, we consider
the problem of finding diverse minimum s-t cuts, formally defined below.

Max-Sum k-Diverse Minimum s-t Cuts. Given are a directed graph G = (V, E) and vertices
s, t ∈ V . Let Γ ⊆ 2E be the set of minimum s-t cuts in G, and let Γk be the set of k-multisets
over Γ. Find C ∈ Γk such that dsum(C) = maxS∈Γk

dsum(S).

Using our framework, we reproduce the findings of De Berg et al. [7] for Max-Sum
k-Diverse Minimum s-t Cuts by showing that the set Γ of minimum s-t cuts satisfies
properties 1-3 of Theorem 1. We prove these statements in order.

▶ Lemma 13 (Property 1). There is a chain decomposition of the edge set E into r disjoint
chains, such that each minimum s-t cut X ∈ Γ contains exactly one element from each chain.

Proof. We construct the r chains as follows. Let P be an (arbitrary) set of edge-disjoint s-t
paths in G with maximum cardinality r. Define E(pi) as the set of edges traversed by the
path pi ∈ P . For each path pi ∈ P , consider the order relation ⪯i defined as follows: for any
x, y ∈ E(pi), we say x ⪯i y if and only if path pi meets edge x before edge y, or if x and y are
the same edge. Since every pair of edges within a path pi is comparable under this relation,
each poset (E(pi),⪯i), for i ∈ [r], forms a chain. Moreover, these chains are disjoint by the
definition of the set P . By Menger’s theorem, the size of a minimum s-t cut in G equals the
maximum number of edge-disjoint s-t paths, which is r. Consequently, any minimum s-t cut
X ⊆ E must include exactly one edge from each chain (E(pi),⪯i), i ∈ [r]. Otherwise, if X

contained fewer than r edges, it would not be a valid s-t cut, and if it contained more, it
would not be of minimum size. Hence, Γ ⊆ E(p1)× · · · × E(pr).

Consider now the edges in E′ = E \
⋃

1≤i≤r E(pi). We call these edges residual edges.
Observe that these edges can never be part of a minimum s-t cut. This follows because such
a cut must contain exactly one edge from each chain in P, and cutting any additional edge
from E′ would only increase the cut size, violating minimality. Hence, we simply distribute
the residual edges arbitrarily over the r chains. This does not change the fact that the chains
are disjoint, or that the set of minimum s-t cuts is a subset of the cartesian product of the
augmented chains. This completes the proof. ◀

By Lemma 13, the set Γ ⊆ E(p1)× · · · ×E(pr) of minimum s-t cuts with componentwise
order – defined by: (x1, . . . , xr) ⪯ (y1, . . . , yr) for (x1, . . . , xr), (y1, . . . , yr) ∈ Γ iff xi ⪯i yi for
all i ∈ [r] – forms a poset L = (Γ,⪯). It is well known that this poset defines a distributive
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lattice [11, 31, 22]. Specifically, proving that Γ is closed under the joins and meets induced by
⪯ suffices to establish this property (see e.g., [7, Claim A.1]). Thus, property 2 of Theorem 1
follows directly.

▶ Lemma 14 (Property 2). The set Γ of minimum s-t cuts with componentwise order ⪯
defines a distributive lattice L.

Next, we note that a compact representation of the lattice of minimum s-t cuts can be
constructed in polynomial time. This result is well known from the work of Picard and
Queyranne [35], who gave an algorithm to build such a representation using a residual graph.
Specifically, the resulting graph has vertex set J(L) ∪ 0L and total size at most |V |, and can
therefore be constructed in O(|V |2) time.

▶ Lemma 15 (Property 3). A compact representation of the lattice s-t mincuts can be
constructed in polynomial time.

Then, by Theorem 1 and Lemmas 13-15, we obtain a polynomial time algorithm for
Max-Sum k-Diverse Minimum s-t Cuts via submodular function minimization.

▶ Theorem 16. Max-Sum k-Diverse Minimum s-t Cuts is poly-time solvable.

▶ Remark 17. Since the edge version of Menger’s theorem is known to hold for multigraphs,
our results for unweighted directed graphs extend naturally to weighted graphs by replacing
each edge of weight w with w parallel edges.

▶ Remark 18. Similar results to those presented in Lemmas 13-15 can be established for
minimum s-t vertex cuts. Since a vertex-connectivity version of Menger’s theorem also exists,
the arguments in Lemma 13 remain valid when replacing E with V . Moreover, the poset of
minimum s-t vertex cuts, ordered componentwise, forms a distributive lattice, which can be
demonstrated analogously to Lemma 14. Finally, a compact representation of this lattice
can be computed efficiently, as shown by Bonsma [5, Sec. 6], or via the constructive version
of Birkhoff’s theorem for computing a slice, as described by Garg [33] (see also [15, Ch. 10]).

4.2 Stable Matchings
In the Stable Matching problem, we are given a complete bipartite graph Kn,n = (A∪B, E)
along with a linear ordering ⪯a over B for each vertex a ∈ A, and similarly a linear ordering
⪯b over A for each vertex b ∈ B. For a vertex a ∈ A (resp. b ∈ B), the poset La = (B,⪯v)
(resp. Lb = (A,⪯v)) is referred to as its preference list. The task is to find a perfect matching
M in Kn,n such that no two vertices a ∈ A and b ∈ B prefer each other over their matched
partners. Such a set of edges is called a stable matching. We now consider the problem of
finding diverse stable matchings.

Max-Sum k-Diverse Stable Matching. Given are a complete bipartite graph Kn,n = (A ∪
B, E), along with preference lists La and Lb for each a ∈ A and b ∈ B. Let Γ ⊆ 2E be the
set of stable matchings in G, and let Γk denote the set of k-multisets over Γ. Find C ∈ Γk

such that dsum(C) = maxS∈Γk
dsum(S).

We show that Max-Sum k-Diverse Stable Matching can be solved in polynomial
time by proving that the set Γ of stable matchings satisfies properties 1-3 of Theorem 1.

▶ Lemma 19 (Property 1). There is a chain decomposition of the edge set E into r disjoint
chains, such that each stable matching X ∈ Γ contains exactly one element from each chain.

ISAAC 2025



11:10 Diverse Solutions in Lattice-Structured Problems

Proof. Let r = n. Note that the posets La and Lb are chains. We claim that the chains
La, a ∈ A define a disjoint chain decomposition of the ground set E.1 First, we argue for
disjointness. Let E(a) = {(a, b) | b ∈ La} denote the set of edges defined by the preference
list La of an arbitrary vertex a ∈ A. Since Kn,n is bipartite, there are no edges between
the vertices of A. This implies that E(a1) ∩ E(a2) = ∅ for all distinct a1, a2 ∈ A. Moreover,
E =

⋃
a∈A E(a). Hence, the chains La, a ∈ A define a disjoint chain decomposition of E.

Now, we argue that a stable matching must contain exactly one element from each chain
La. This follows immediately from the definition of perfect matching, which requires every
vertex in A to be matched to exactly one vertex in B. Consequently, each stable matching
selects precisely one edge from E(a) for each a ∈ A. This completes the proof. ◀

To establish property 2, we use the following well-known result from the stable matchings
literature [28, 3].

▷ Claim 20 ([28, Thm. 7 & Cor. 1]). Given any two stable matchings X =
((a1, b1), . . . , (an, bn)) and Y = ((a1, b′

1), . . . , (an, b′
n)), then

X ∨ Y = ((a1, max
⪯a1

(b1, b′
1)), . . . , (an, max

⪯an

(bn, b′
n)))) and

X ∧ Y = ((a1, min
⪯a1

(b1, b′
1)), . . . , (an, min

⪯an

(bn, b′
n))))

are also stable matchings.

By standard results in lattice theory (see e.g., [19]), the cartesian product Eprod =
E(a1) × · · · × E(an), with componentwise order ⪯, forms a distributive lattice (Eprod,⪯).
Then, by Lemma 19 and Claim 20, the poset L = (Γ,⪯) is a sublattice of Eprod, which
implies that L is also distributive.

▶ Lemma 21 (Property 2). The set Γ of stable matchings with componentwise order ⪯ defines
a distributive lattice L.

It only remains to verify that property 3 of Theorem 1 is satisfied by the set Γ of stable
matchings. This property follows directly, since the so-called poset of rotations introduced
by Gusfield [21] provides the required structure (see also, e.g., [14, Sec 2.3]).

▶ Lemma 22 (Property 3 [21, Lemma 3.3.2]). A compact representation of the lattice L of
stable matchings can be constructed in O(|V |2) time.

Then, by Theorem 1 and Lemmas 19-22, the following theorem holds.

▶ Theorem 23. Max-Sum k-Diverse Stable Matching is poly-time solvable.

4.3 Market Clearing Price Vectors
As a final example, we consider the problem of finding an integer market-clearing price in a
matching market (see e.g., [10, Ch. 10] for details). Such a market consists of a set I of n

items and a set U of n bidders, where each item can be assigned to at most one bidder, and
each bidder wants to buy at most one item. Each bidder b ∈ U assigns a valuation vb,i to
every item i ∈ I, where vb,i is an integer between 0 and T . We assume that T = poly(n).

1 Note that we may also choose the chains Lb, b ∈ B and get similar results.
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The Market Clearing Price problem asks for a price vector P assigning a price
P [i] ∈ [0, T ] to each item i, such that the bipartite graph (I, U, E(P )) defined by

(j, b) ∈ E(P )⇐⇒ ∀i ∈ I : (vb,j − P [j]) ≥ (vb,i − P [i])

has a perfect matching. (Informally, an edge connects item j to bidder b if j gives b their
highest payoff – valuation minus price.) A price vector P that yields such a graph is called a
market-clearing price vector.

We now turn to the problem of finding diverse market-clearing price vectors.

Max-Sum k-Diverse Market Clearing Price. Given is a matching market M = (I, U, v)
where I is a set of n items, U is a set of n bidders, and v : I × U → [0, T ] is a valuation
function. Let Γ ⊆ [T ]n be the set of market-clearing price vectors in M , and let Γk be the set
of k-multisets over Γ. Find C ∈ Γk such that dsum(C) = maxS∈Γk

dsum(S).

At this point, the reader may wonder whether dsum is a good choice for vectors; we return
to this question later. For now, we show that Max-Sum k-Diverse Market Clearing
Price can be solved in polynomial time by verifying that Γ satisfies properties 1–3 of
Theorem 1. The first property follows immediately from the definition of a price vector.

▶ Lemma 24 (Property 1). There is a chain decomposition of the ground set E into r disjoint
chains, such that each market-clearing price vector contains exactly one element from each
chain.

Proof. By definition, a market-clearing price vector is an element of the power set Eprod =
[0, T ]n. Hence, the chain decomposition of Eprod consists of n copies of the integer interval
E = [0, T ], with elements from different chains deemed incomparable. The ordering ⪯i of
each chain Ei is the natural ordering. ◀

It is clear that the power set Eprod with product order ⪯n forms a distributive lattice,
where join (∨) and meet (∧) are determined by componentwise maximum and minimum.
Shapley et al. [37] (see also [39]) establish that the poset L = (Γ,⪯n) is closed under these
join and meet operations, hence L is a sublattice of Eprod, and thus, L is distributive.

▶ Lemma 25 (Property 2 [37]). The poset (Γ,⪯n) is a distributive lattice, with the meet and
join defined appropriately.

As for property 3, Garg [16, 17] recently established that the set J(L) of join-irreducibles
of the lattice L of market-clearing price vectors can be determined efficiently (in polynomial
time) via an algorithm for detecting so-called lattice-linear predicates (see also [18] and [15,
Ch. 10]). We thus get the following result.

▶ Lemma 26 (Property 3 [17]). A compact representation of the lattice L of market-clearing
price vectors can be constructed in polynomial time.

Then, by Theorem 1 and Lemmas 24, 25, and 26, the following theorem holds.

▶ Theorem 27. Max-Sum k-Diverse Market-Clearing Price is poly-time solvable.

Let us briefly reflect on the choice of diversity measure. The pairwise-sum measure dsum
captures whether elements differ, but not by how much; an important aspect for price vectors,
where the magnitude of values matters more than their identity (unlike in cuts or matchings).
In the next section, we extend our framework to support alternative measures, such as the
absolute-difference measure, which better captures diversity in price vectors.
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5 Other Diversity Measures

The proof of Theorem 1 relies on four lemmas, with the diversity measure playing a role in
only two of them: the Cost-Equivalence (Lemma 7) and Submodularity (Lemma 11) lemmas.
For simplicity, we have presented our main result in terms of the dsum diversity measure.
However, the framework is not limited to this specific measure. Just as it applies to problems
whose solution sets satisfy the properties of Theorem 1, it also extends to other diversity
measures, provided they satisfy both the Cost-Equivalence and Submodularity lemmas.

Here, we mention two such diversity measures: the coverage diversity dcov, and the L1-
or absolute-difference diversity dabs. Let E be a finite set with n elements, and let Γ ⊆ 2E

be a set of feasible solutions. Given a k-tuple of feasible solutions (X1, . . . , Xk) ∈ Γk, these
measures are defined as follows:

dcov(X1, X2, . . . , Xk) =
⋃

1≤i≤k

|Xi|, and (3)

dabs(X1, X2, . . . , Xk) =
∑

1≤i<j≤k

f(Xi, Yj), (4)

where f(X, Y ) =
∑r

i ∥xi − yi∥ for any two X = (x1, . . . , xr), Y = (y1, . . . , yr) ∈ Γ.
The coverage diversity measures the number of distinct elements appearing across solu-

tions, while the absolute-difference diversity quantifies diversity by summing coordinate-wise
differences between solutions. Notice that the latter applies only to solutions representable as
r-tuples, since f requires component-wise comparisons, and it assumes a notion of difference
between elements in E (e.g., r-dimensional integer vectors in [−M, M ]r, with M ∈ N).

Each of these two measures gives rise to a corresponding optimization problem, defined in
the same way as Max-Sum Diverse Solutions but with dsum replaced by dcov or dabs. We
refer to these as Max-Cov k-Diverse Solutions and Max-Abs k-Diverse Solutions,
respectively. Our main result for these problems is the following:

▶ Theorem 28. Max-Cov k-Diverse Solutions and Max-Abs k-Diverse Solutions
can be solved in polynomial time if the set of feasible solutions Γ satisfies the three properties
of Theorem 1.

We establish this result by showing that both dcov and dabs satisfy the Cost-Equivalence
and Submodularity lemmas from Section 3. Due to space constraints, the proofs for dcov are
deferred to the full version (see also [7, Thm. 14]). Here, we prove these lemmas for dabs.

Proof of Cost-Equivalence. The following lemma is an immediate consequence of Claim
6, which states that any k-tuple in Γk can be reordered into a left-right ordered form while
preserving element multiplicities.

▶ Lemma 29 (Cost-Equivalence Lemma). Let C ∈ Γk such that dabs(C) = maxS∈Γk dabs(S).
Then there exists Ĉ ∈ Γk

lr such that dabs(Ĉ) = dabs(C).

Proof. Let C ∈ Γk be an arbitrary k-tuple of solutions, and let Ĉ ∈ Γk
lr be its reordering

into left-right order by the algorithm of Claim 6. For a feasible solution X ∈ Γ, let X(ℓ)
denote its ℓ-th component.

Consider the k-tuples C(ℓ) = (X1(ℓ), . . . , Xk(ℓ)) and Ĉ(ℓ) = (X̂1(ℓ), . . . , X̂k(ℓ)), where
Xi ∈ C, X̂i ∈ Ĉ for all i ∈ [k]. These represent the ℓ-th component of each solution in C

and Ĉ, respectively. Now, define the function fℓ : Ek
ℓ → R as:

fℓ(x1, . . . , xk) =
∑

1≤i<j≤k

∥xi − xj∥ .
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By Claim 6, the multiplicity of each element in C(ℓ) is preserved in Ĉ(ℓ), implying that
fℓ(C(ℓ)) = fℓ(Ĉ(ℓ)). Since the absolute-difference diversity measure decomposes as:

dabs(X1, . . . , Xk) =
r∑

ℓ=1
fℓ(X1(ℓ), . . . , Xk(ℓ)),

it follows that dabs(Ĉ) = dabs(C). In particular, this holds for tuples that achieve maximum
diversity. ◀

Proof of Submodularity. In this case, the Submodularity Lemma actually becomes a
Modularity Lemma. First, consider the function f ′

ℓ : Γ2
lr → R defined by f ′

ℓ(X1, X2) =
∥X1(ℓ)−X2(ℓ)∥, where X1 ⪯ X2, ℓ ∈ [r], and X(ℓ) denotes the ℓ-th component of a solution
X ∈ Γ. We can rewrite the absolute difference diversity measure as:

dabs(X1, . . . , Xk) =
r∑
ℓ

∑
1≤i<j≤k

f ′
ℓ(Xi, Xj).

If we can establish that f ′
ℓ(·) is modular in L, then, because the sum of modular functions

is modular, dabs would also be modular. We prove this in the following lemma.

▶ Lemma 30 (Modularity Lemma). The function d̂abs : Γk
lr → N is modular in L∗.

Proof. We prove that, for any two C1, C2 ∈ Γ2
lr, the function f ′

ℓ(·) is modular in the lattice
(Γ2

lr,⪯2), where ⪯ is the componentwise order of the poset L of feasible solutions. Since the
sum of modular functions is modular, and dabs can be written as a sum of functions f ′

ℓ(·)
over all ℓ ∈ [r], the modularity of dabs follows.

Let C1 = (X1, X2) and C2 = (Y1, Y2). By definition, the join (∨) and meet (∧) of C1 and
C2 are given by componentwise maximum and minimum. Then, for each ℓ ∈ [r],

f ′
ℓ(C1 ∧ C2) = ∥min(X1(ℓ), Y1(ℓ))−min(X2(ℓ), Y2(ℓ))∥ and

f ′
ℓ(C1 ∨ C2) = ∥max(X1(ℓ), Y1(ℓ))−max(X2(ℓ), Y2(ℓ))∥ .

Consider an arbitrary ℓ ∈ [r]. Because C1 and C2 are each in left-right order, we have:
X1(ℓ) ⪯ X2(ℓ) and Y1(ℓ) ⪯ Y2(ℓ). Consider then the intervals IX = [X1(ℓ), X2(ℓ)] and
IY = [Y1(ℓ), Y2(ℓ)]. Without loss of generality, assume that X2(ℓ) ⪯ Y2(ℓ). There are three
possibilities for the interaction of IX and IY : (i) the intervals are disjoint (i.e., IX ∩ IY = ∅),
they overlap (i.e., IX ∩ IY ≠ ∅), or (iii) one is contained in the other (i.e., IX ⊂ IY ). We
now compare the sums f ′

ℓ(C1 ∧C2) + f ′
ℓ(C1 ∨C2) and f ′

ℓ(C1) + f ′
ℓ(C2) in each of these cases.

In cases (i) and (ii), we have that X1(ℓ) ⪯ Y1(ℓ) and X2(ℓ) ⪯ Y2(ℓ). Hence,

f ′
ℓ(C1 ∧ C2) + f ′

ℓ(C1 ∨ C2) = ∥X1(ℓ)−X2(ℓ)∥+ ∥Y1(ℓ)− Y2(ℓ)∥ = f ′
ℓ(C1) + f ′

ℓ(C2),

and thus, modularity is satisfied.
In case (iii), we have Y1(ℓ) ⪯ X1(ℓ) and X2(ℓ) ⪯ Y2(ℓ). Then:

f ′
ℓ(C1 ∧ C2) + f ′

ℓ(C1 ∨ C2) = ∥Y1(ℓ)−X2(ℓ)∥+ ∥X1(ℓ)− Y2(ℓ)∥
= (X2(ℓ)− Y1(ℓ)) + (Y2(ℓ)−X1(ℓ))
= (X2(ℓ)−X1(ℓ)) + (Y2(ℓ)− Y1(ℓ))
= f ′

ℓ(C1) + f ′
ℓ(C2),

which again satisfies modularity.
Therefore, the function f ′

ℓ(·) is modular in (Γ2
lr,⪯2), and the lemma is proved. ◀

By replacing the Cost-Equivalence and Submodularity lemmas of Section 3 with Lemmas
29 and 30 above, the proof of (the second half of) Theorem 28 is complete.
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6 A Simple Framework for Disjoint Solutions

Finally, we consider the special case of diversity where solutions are required to be pairwise
disjoint. Specifically, we consider the problem Max-Disjoint Solutions, defined below,
and outline an algorithm for solving it that bypasses the need for submodular function
minimization, provided that properties 1 and 2 of Theorem 1 are satisfied.

Max-Disjoint Solutions. Given a finite set E of size n, an implicitly defined family Γ of
subsets of E, referred to as feasible solutions, and a membership oracle OΓ for Γ, find a set
C ⊆ Γ such that X ∩ Y = ∅ for all X, Y ∈ C, and |C| is as large as possible.

We assume that the set Γ of feasible solutions satisfies properties 1 and 2 of Theorem 1.
That is, there is a poset P = (E,≤) that is the disjoint union of r chains (Ei,⪯i), i ∈ [r],
and the set Γ ⊆ E1 × · · · × Er, with componentwise order ⪯, forms a distributive lattice.

The idea behind the algorithm is simple: start by finding the bottom element of the
lattice of feasible solutions (using the Omin oracle below), remove it along with any other
solutions that overlap with it (enabled by the Ods oracle below), and then repeat this process
on the remaining sublattice until no feasible solutions remain. Of course, we want to avoid
working on the lattice directly, as it can be of exponential size. Instead, we assume that the
algorithm has access to the following oracles, or subroutines:

Minimal/Maximal Solution Oracles (Omin and Omax): On input ⟨P,OΓ⟩, the minimal
solution oracle (Omin) returns the bottom element of the distributive lattice (Γ,⪯), while
the maximal solution oracle (Omax) returns its top element; i.e.,

Omin(P,OΓ) =
∧

X∈Γ
X, and Omax(P,OΓ) =

∨
X∈Γ

X.

Disjoint Successors Oracle (Ods): For a feasible solution X ∈ Γ, the subset Γ(X) ⊂ Γ of
disjoint successors of X consists of all feasible solutions that are both disjoint from X

and successors of X with respect to the order ⪯; that is, Γ(X) = {Y | Y ∈ Γ, X ∩ Y =
∅, X ⪯ Y }. Given an input ⟨X, P,OΓ⟩, this oracle returns the subposet of P induced by
the subset of elements of E that appear in the disjoint succesors of X; i.e.,

Ods(X, E,OΓ) = P
[⋃

Γ(X)
]

.

In this general framework, we achieve the following result.

▶ Theorem 31. Max-Disjoint Solutions can be solved in O(n) oracle calls.

In other words, if subroutines Omin, Omax, and Ods could be computed in polynomial
time, we could solve Max-Disjoint Solutions in polynomial time as well. Note that
these subroutines are problem-specific and must be designed and implemented based on the
particular problem defined by P and Γ. This framework has been applied implicitly in prior
work on disjoint minimum s-t cuts [7] and stable matchings [13], where the oracles above run
in near-linear time. Our algorithm extends these ideas to a more general setting – namely,
to problems satisfying properties 1 and 2 of Theorem 1.

Next, we give a formal description of the algorithm and prove its correctness and
complexity, completing the proof of Theorem 31.

Preliminaries. Before we formally describe the algorithm, we require some results and
notation. Throughout, let L denote the distributive lattice (Γ,⪯). We use Xz and Xo to
denote the top and bottom elements of a lattice L, respectively, which are the two elements
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that satisfy Xo ⪯ X ⪯ Xz for all X ∈ Γ. For a feasible solution X ∈ Γ, we use X(ℓ) to denote
the element in the ℓ-th component of X. Note that X(ℓ) ∈ Eℓ. The following observation is
a necessary condition for the existence of disjoint solutions in Γ.

▶ Observation 32. Let e ∈ E be an element of both Xo and Xz. Then e must be present in
every feasible solution in Γ.

Proof. Consider an arbitrary feasible solution X ∈ Γ. Without loss of generality, let e ∈ Eℓ.
By definition of bottom element of L, we have Xo ⪯ X, and thus e ⪯ℓ X(ℓ). On the other
hand, by definition of top element of L, we have X ⪯ Xz, which implies X(ℓ) ⪯ℓ e. By
antisymmetry of the partial order ⪯ℓ, it follows that X(ℓ) = e. Hence, e ∈ X, proving the
fact. ◀

We also make the following observation about the set of disjoint successors of a feasible
solution. With a slight abuse of notation, we use ⪯ to denote to the componentwise ordering
arising from P and any induced suposet.

▶ Observation 33. For any X ∈ Γ, the set Γ(X) of disjoint successors of X satisfies
properties 1 and 2 of theorem 1.

Proof. We start with the first property. Let P (X) = [
⋃

Γ(X)] denote the subposet induced
by

⋃
Γ(X). This subposet then consists of the disjoint chains of P but restricted to the

elements appearing in
⋃

Γ(X). By definition of both P (X) and Γ(X), each solution in Γ(X)
must contain exactly one element from each chain in P (X). Hence, property 1 is satisfied.

As for the second property, it is clear that Γ(X) ⊂ Γ. Moreover, because the join (∨)
and meet (∧) operations in L are defined as the componentwise maximum and minimum,
respectively, Γ(X) remains closed under these operations. This means that the poset (Γ(X),⪯)
is a sublattice of L and thus, a distributive lattice. Hence, property 2 is satisfied. ◀

With these results, we are ready to describe and analyze the algorithm.

The algorithm. Given an input ⟨P,OΓ⟩, the algorithm begins by determining the bottom
element Xo and the top element Xz of lattice L by querying the oracles Omin and Omax
with the input ⟨P,OΓ⟩. If these two solutions share an element, the algorithm stops, as
Observation 32 ensures that no disjoint solutions exist. Otherwise, it proceeds by querying
Ods(Xo, P,OΓ) to determine the subposet P (Xo) induced by

⋃
Γ(Xo).

By Observation 33, the set Γ(Xo) satisfies properties 1 and 2 of Theorem 1, with the
poset P (Xo) serving as the corresponding chain decomposition. Let L(Xo) = (Γ(Xo),⪯) be
the associated sublattice of disjoint successors of Xo. The algorithm proceeds by querying
Omin with the input ⟨P (Xo),OΓ⟩ to identify the bottom element X ′

o of L(Xo). Once more, if
X ′

o is disjoint from Xz, the algorithm queries Ods(X ′
o, P (Xo),OΓ) to determine the subposet

P (X ′
o) induced by the set

⋃
Γ(X ′

o) of disjoint successors of X ′
o. This process repeats as long

as Omin continues to return solutions that are disjoint from Xz. Throughout the execution,
the algorithm maintains a set C that stores all solutions found that are disjoint from Xz and
returns this set upon termination. The algorithm is presented below as Algorithm 1.

Correctness. The solutions in the set C = {X1, X2, . . . , Xk} returned by Algorithm 1 are
clearly disjoint by construction, as the poset returned by the oracle Ods at each step is induced
by the set of disjoint successors of the solution identified in the precious step. Moreover, the
set C is, in fact, a left-right ordered tuple. This follows again by construction, as each newly
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Algorithm 1 Max-Disjoint Solutions.

Input: A poset P and a membership oracle OΓ satisfying properties 1 and 2 of Theorem 1.
Output: A maximum cardinality set C of disjoint feasible solutions from Γ.

1: C ← ∅
2: Xz ← Omax(P,OΓ) ▷ Top element of lattice L.
3: X ← Omin(P,OΓ) ▷ Bottom element of lattice L.
4: P (X)← Ods(P, Xo,OΓ) ▷ This defines a new instance.
5: while X ∩Xz = ∅ do
6: C ← C ∪ {X}
7: X ← Omin(P (X),OΓ) ▷ New disjoint solution.
8: P (X)← Ods(P, X,OΓ)
9: C ← C ∪ {X}

10: return C

identified solution is determined from the subset of elements that are chain-successors of
elements included in previously identified solutions. Note that the notion of left-right order
here is strict, meaning that Xi ≺ Xj for any 1 ≤ i < j ≤ k.

To analyze this further, let us go back for a moment to Section 3. Note that the dsum
measure is maximum whenever its input consists of disjoint solutions. Consider then an
arbitrary k-tuple of disjoint feasible solutions, for some k > 0. We know, by Claim 6, that
there exists a k-tuple of disjoint feasible solutions that is in left-right order. In particular,
this is true for a disjoint-solutions tuple of maximum cardinality k∗. Then, as we did in
Section 3, we may restrict our arguments to the set of k∗-tuples that are in left-right order
without loss of generality.

To complete the correctness of Algorithm 1, it remains to show that the tuple returned
by the algorithm is of maximum cardinality k∗.

▶ Lemma 34. Algorithm 1 outputs a longest tuple of disjoint feasible solutions.

Proof. Let CALG = (X1, X2, . . . , Xk) be the k-tuple of disjoint feasible solutions returned
by Algorithm 1. For the sake of contradiction, suppose that C ′ = (Y1, Y2, . . . , Yℓ) is a longest
left-right ordered tuple of disjoint feasible solutions with ℓ > k.

By definition of bottom element, we know that solution X1 = Xo is a predecessor of every
other feasible solution in Γ. This implies that Y1 ∩X1 ̸= ∅; otherwise, we could append X1
to the start of C ′ and obtain a longer tuple of left-right ordered disjoint solutions. Then, we
have X1 ⪯ Y1 ≺ Y2, and we may replace Y1 in C ′ with X1 to generate a new ℓ-tuple C1 of
disjoint solutions.

By Observation 33, and the definition of bottom element, we know that solution X2
found by the algorithm is a predecessor of every feasible solution in Γ(X1); that is, X2 is
a predecessor of every feasible solution disjoint from X1. By the same argument as before,
X2 ∩ Y2 ̸= ∅. We then have X2 ⪯ Y2 ≺ Y3, and we may replace Y2 in C1 with X2 to generate
a new ℓ-tuple C2 of disjoint solutions.

By repeating this procedure k times, we end up with the ℓ-tuple Ck = (X1, X2, . . . , Xk,

Yk+1, . . . , Yℓ) of left-right ordered disjoint solutions. Then, there exists a feasible solution
Yk+1 that is a strict successor of Xk – the last element of tuple CALG. But this implies that
Xk is disjoint with the top element Xz of L, which we know to be false by construction of
CALG. Thus, we get the necessary contradiction. ◀
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Time complexity. The oracles Omin and Ods are called k∗ times, and k∗ is upper bounded
by the length of the shortest chain in P , which, in the worst case, has length O(n). This
completes the proof of Theorem 31.

7 Concluding Remarks

We showed that Max-Cov k-Diverse Solutions can be solved in polynomial time by
reducing it to submodular function minimization on a distributive lattice, provided the
feasible solution set satisfies three structural properties. This gives a general framework for
designing polynomial-time algorithms for diverse variants of combinatorial problems. We
applied it to Minimum s-t Cut, Stable Matching, and Market Clearing Price, and
showed it extends beyond the pairwise-sum measure to the coverage and absolute-difference
measures. We also showed that in the special case where diversity is defined by pairwise
disjointness, the problem can be solved without relying on submodular function minimization.

A natural direction for future work is identifying more problems that satisfy the structural
properties of Theorem 1, and to characterize which diversity measures are compatible with
the framework. It remains open whether the reliance on SFM can be avoided without losing
generality.
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