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#### Abstract

A random iteration algorithm for graph-directed sets is defined and discussed. Similarly to the Barnsley-Elton's theorem, it is shown that almost all sequences obtained by this algorithm reflect a probability measure which is invariant with respect to the system of contractions with probabilities.


## 1 Introduction

The motif of this article is the random iteration algorithm for a family of graphdirected sets. According to Barnsley [1], the random iteration algorithm can be used to picture a fractal defined by a finite number of contractions. Our interest is to extend this idea to graph-directed sets (cf. [7], [8], [9], [10]).

Our present interest was originally motivated by the work of Brattka [4], in which Brattka presented an example of a "Fine-computable" function which is not "locally uniformly Fine-computable." The graph of Brattka's function can be characterized as a graph-directed set, and in [10] we have depicted graphs of some graph-directed sets by using a deterministic algorithm.

The random iteration algorithm is an alternative for picturing some invariant sets. Let us briefly explain this algorithm according to Barnsley and Elton (cf. [1], [2], [6]).

Let $\left\{S_{1}, S_{2}, \ldots, S_{K}\right\}$ be a family of contractions on $\mathbf{R}^{d}$. Let $\left(p_{1}, p_{2}, \ldots, p_{K}\right)$ be a system of probabilities assigned to $\left\{S_{1}, S_{2}, \ldots, S_{K}\right\}$, where $p_{i}>0(i=$ $1, \ldots, K)$ and $\sum_{i=1}^{K} p_{i}=1$. Choose $x(0) \in \mathbf{R}^{d}$ and choose randomly, recursively and independently $x(t) \in\left\{S_{1}(x(t-1)), S_{2}(x(t-1)), \ldots, S_{K}(x(t-1))\right\}$, where the probability for the event $x(t)=S_{i}(x(t-1))$ is $p_{i}$. The sequence $\{x(0), x(1), \ldots, x(n), \ldots\}$ "converges to" the invariant set with respect to $\left\{S_{1}, S_{2}\right.$, $\left.\ldots, S_{K}\right\}$. Moreover, the density of points in this sequence reflects a measure which is invariant with respect to $\left\{S_{1}, S_{2}, \ldots, S_{K}\right\}$ and $\left(p_{1}, p_{2}, \ldots, p_{K}\right)$ in the sense of Theorem 2 (Barnsley and Elton). Let us give an example.

Example 1 (Koch Curve). The Koch curve is invariant for $S_{1}, S_{2}, S_{3}, S_{4}$, where $S_{i}$ maps the whole triangle to a smaller triangle for $i=1,2,3,4$ (cf. Fig. 1).

Let $(3 / 7,1 / 7,2 / 7,1 / 7)$ be a system of probabilities assigned to $\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}$. Starting with $x(0)=(0,0)$, we obtained the figure after 4000 times loop.


Fig. 1. Koch curve drawn with the random iteration algorithm.

In Section 2, we review the theory of graph-directed sets, and then explain the random iteration algorithm for graph-directed sets. In Section 3, we prove the Barnsley-Elton theorem for graph-directed sets (Theorems 3-5 and Corollary 1). At the end, another random iteration algorithm is proposed and some results thereof are previewed; details will be developed later.

We might note that I. Werner has investigated a random iteration algorithm for a family of graph-directed sets in a different approach in [11].

## 2 Random iteration algorithm for graph-directed sets

Graph-directed sets are defined as follows ([3], [5] and [9]). Let $K \geq 2$. Let $V=\{1, \ldots, K\}$ be a set of vertices, and let $E_{k, l}$ be a set of edges from vertex $l$ to vertex $k$. Put $E=\left\{E_{k, l}\right\}_{k, l \in V}$. Assume that $\cup_{l=1}^{K} E_{k, l} \neq \emptyset$ for each $k$, although some of $E_{k, l}$ 's may be empty. Let $E_{i, j}^{k}$ be the set of sequences of $k$ edges $\left(e_{1}, e_{2}, \ldots, e_{k}\right)$ which is a directed path from vertex $j$ to vertex $i$. We say that the graph is transitive if, for any $i, j$, there is a positive integer $p$ such that $E_{i, j}^{p}$ is non-empty.

Definition 1 (Graph-directed sets). Let $(V, E)$ be a transitive directed graph. For each $e \in E_{k, l}$, let $S_{e}$ be a contraction on a compact space. A $K$-tuple of nonempty compact sets $\left(F_{1}, F_{2}, \ldots, F_{K}\right)$ is called a family of graph-directed sets if it
satisfies

$$
F_{k}=\bigcup_{l=1}^{K} \bigcup_{e \in E_{k, l}} S_{e}\left(F_{l}\right) \quad(k=1, \ldots, K)
$$

If we put

$$
\left\{S_{e}: e \in E_{k, l}\right\}=\left\{S_{i}^{k l}: i=1, \ldots, n_{k l}\right\} \quad(k, l=1, \ldots, K),
$$

the definition above can be stated in the following form.
Definition 2. Put

$$
\mathcal{S}=\left(\begin{array}{cccc}
\left\{S_{i}^{11}\right\}_{i=1}^{n_{11}} & \left\{S_{i}^{12}\right\}_{i=1}^{n_{12}} & \ldots & \left\{S_{i}^{1 K}\right\}_{i=1}^{n_{1 K}} \\
\underset{\cdots}{n_{1}} & \cdots & \ldots & \therefore \\
\left\{S_{i}^{K 1}\right\}_{i=1}^{n_{K 1}} & \left\{S_{i}^{K 2}\right\}_{i=1}^{n_{K 2}} & \ldots & \left\{S_{i}^{K K}\right\}_{i=1}^{n_{K K}}
\end{array}\right)
$$

where each $S_{i}^{k l}$ is a contraction on a compact space, $n_{k l} \geq 0$ and $\sum_{l=1}^{K} n_{k l}>$ $0(k=1, \ldots, K)$. Assume that the matrix $\left\{n_{k l}\right\}_{k, l=1, \ldots, K}$ is irreducible. A Ktuple of sets $\left(F_{1}, \ldots, F_{K}\right)$ is called a family of graph-directed sets for $\mathcal{S}$ if

$$
F_{k}=\bigcup_{i=1}^{n_{k 1}} S_{i}^{k 1}\left(F_{1}\right) \cup \cdots \cup \bigcup_{i=1}^{n_{k K}} S_{i}^{k K}\left(F_{K}\right) \quad(k=1, \ldots, K) .
$$

We have the following theorem.
Theorem 1. ([3], [5], [7], [8], [9]) Let $K \geq 2$ and let $\mathcal{S}$ be as above. Then there is a unique $K$-tuple of non-empty compact graph-directed sets $\left(F_{1}, \ldots, F_{K}\right)$.

We explain the random iteration algorithm with an example.
Example 2. Let $T_{i}(i=1,2,3,4)$ be a contraction, which is the similarity (dilation) that maps the whole square $\mathbf{X}=[0,1] \times[0,1]$ to the corresponding square in Fig. 2. Consider a pair of graph-directed sets $(A, B)$ defined by

$$
\begin{aligned}
& A=S_{1}^{11}(A) \cup S_{1}^{12}(B) \cup S_{2}^{12}(B) \\
& B=S_{1}^{21}(A) \cup S_{2}^{21}(A) \cup S_{1}^{22}(B)
\end{aligned}
$$

Here, each $S_{i}^{k l}$ is defined as $S_{1}^{11}=T_{2}, S_{1}^{12}=T_{1}, S_{2}^{12}=T_{4}, S_{1}^{21}=T_{1}, S_{2}^{21}=T_{4}$ and $S_{1}^{22}=T_{3}$.

Let $x_{1}(0)$ and $x_{2}(0)$ be arbitrary points in $\mathbf{X}$ and choose randomly, recursively and independently

$$
\begin{aligned}
& x_{1}(t+1) \in\left\{S_{1}^{11}\left(x_{1}(t)\right), S_{1}^{12}\left(x_{2}(t)\right), S_{2}^{12}\left(x_{2}(t)\right)\right\}, \\
& x_{2}(t+1) \in\left\{S_{1}^{21}\left(x_{1}(t)\right), S_{2}^{21}\left(x_{1}(t)\right), S_{1}^{22}\left(x_{2}(t)\right)\right\}
\end{aligned}
$$

The probabilities for selecting $\left\{S_{1}^{11}\left(x_{1}(t)\right), S_{1}^{12}\left(x_{2}(t)\right), S_{2}^{12}\left(x_{2}(t)\right)\right\}$ as $x_{1}(t+1)$ and $\left\{S_{1}^{21}\left(x_{1}(t)\right), S_{2}^{21}\left(x_{1}(t)\right), S_{1}^{22}\left(x_{2}(t)\right)\right\}$ as $x_{2}(t+1)$ are $\left(p_{1}^{11}, p_{1}^{12}, p_{2}^{12}\right)=(1 / 2,1 / 4$, $1 / 4)$ and $\left(p_{1}^{21}, p_{2}^{21}, p_{1}^{22}\right)=(1 / 4,1 / 2,1 / 4)$, respectively. Starting with $x_{1}(0)=$ $(0,0)$ and $x_{2}(0)=(0,0)$, we obtained the pair of figures $\left(A^{\prime}, B^{\prime}\right)$ in Fig. 2 after 10000 times loop.


Fig. 2. An example of random iteration algorithm for graph-directed sets.

We will subsequently show that there is a unique pair of probability measures $\left(\mu_{1}, \mu_{2}\right)$ on the pair of graph-directed sets $(A, B)$ in Example 2 which satisfies

$$
\begin{aligned}
& \mu_{1}=p_{1}^{11} \mu_{1} \circ\left(S_{1}^{11}\right)^{-1}+\sum_{i=1}^{2} p_{i}^{12} \mu_{2} \circ\left(S_{i}^{12}\right)^{-1} \\
& \mu_{2}=\sum_{i=1}^{2} p_{i}^{21} \mu_{1} \circ\left(S_{i}^{21}\right)^{-1}+p_{1}^{22} \mu_{2} \circ\left(S_{1}^{22}\right)^{-1}
\end{aligned}
$$

For $\mu_{1}$ and $\mu_{2}$, it holds that for all $\left(x_{1}(0), x_{2}(0)\right) \in \mathbf{X} \times \mathbf{X}$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{1}(t)\right)=\int_{\mathbf{X}} f(x) d \mu_{1}(x) \\
& \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{2}(t)\right)=\int_{\mathbf{X}} f(x) d \mu_{2}(x)
\end{aligned}
$$

for almost all sequences $\left\{\left(x_{1}(t), x_{2}(t)\right): t=0,1, \ldots\right\}$, and for any continuous real function $f$ on $\mathbf{X}$. In fact, for a unique probability measure $\tilde{\mu}$ on $\mathbf{X} \times \mathbf{X}$, it holds that for any $\left(x_{1}(0), x_{2}(0)\right) \in \mathbf{X} \times \mathbf{X}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{1}(t), x_{2}(t)\right)=\int_{\mathbf{X} \times \mathbf{X}} f\left(x_{1}, x_{2}\right) d \tilde{\mu}\left(x_{1}, x_{2}\right) \quad \text { a.e. }
$$

for any continuous real function $f$ on $\mathbf{X} \times \mathbf{X}$. The measures $\mu_{1}$ and $\mu_{2}$ are the marginal distributions of the measure $\tilde{\mu}$ on $\mathbf{X} \times \mathbf{X}$.

Now, we state our random iteration algorithm for a family of graph-directed sets. Let $\mathbf{X}$ be a non-empty compact set in $\mathbf{R}^{d}$ such that $S_{i}^{k l}(\mathbf{X}) \subset \mathbf{X}$, for $k, l=1, \ldots, K, i=1, \ldots, n_{k l}$. A closed sphere $B(0, r)$ in $\mathbf{R}^{d}$ with a sufficiently large $r>0$ such that $S_{i}^{k l}(B(0, r)) \subset B(0, r)$ for any $k, l, i$ is an example of $\mathbf{X}$. For $k=1, \ldots, K$, let $\left(p_{1}^{k 1}, \ldots, p_{n_{k 1}}^{k 1}, \ldots, p_{1}^{k K}, \ldots, p_{n_{k K}}^{k K}\right)$ be a system of probabilities
assigned to $\left\{S_{1}^{k 1}, \ldots, S_{n_{k 1}}^{k 1} \ldots, S_{1}^{k K}, \ldots, S_{n_{k K}}^{k K}\right\}$, where $p_{i}^{k l} \geq 0\left(i=1, \ldots, n_{k 1}\right)$ for $l=1, \ldots, K$ and $\sum_{l=1}^{K} \sum_{i=1}^{n_{k l}} p_{i}^{k l}=1$.

Choose $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$, and choose randomly, recursively and independently

$$
x_{k}(t+1) \in\left\{S_{i}^{k l}\left(x_{l}(t)\right): l=1, \ldots, K \text { for which } n_{k l}>0 \text { and } i=1, \ldots, n_{k l}\right\},
$$

for $k=1, \ldots, K$. The probability for the event $x_{k}(t+1)=S_{i}^{k l}\left(x_{l}(t)\right)$ is $p_{i}^{k l}$. This produces a sequence of K-tuples of points $\left\{\left(x_{1}(t), \ldots, x_{K}(t)\right): t=0,1, \ldots\right\}$.

## 3 Invariant probability measure

Barnsley and Elton have shown the following.
Theorem 2. (Barnsley and Elton: [1], [2], [6]) Let $Y$ be a complete metric space. Let $\left\{T_{1}, \ldots, T_{N}\right\}$ be a family of Lipschitz maps on $Y$. Let $\left(p_{1}, \ldots, p_{N}\right)$ be a system of probabilities assigned to $\left\{T_{1}, \ldots, T_{N}\right\}$, where $p_{i}>0(i=1, \ldots, N)$ and $\sum_{i=1}^{N} p_{i}=1$. Suppose there exists $0<r<1$ such that

$$
\prod_{i=1}^{N} d\left(T_{i}(y), T_{i}(z)\right)^{p_{i}} \leq r d(y, z)
$$

for $y, z \in Y$.
Choose $y(0) \in Y$ and choose randomly, recursively and independently, $y(t) \in$ $\left\{T_{1}(y(t-1)), \ldots, T_{N}(y(t-1))\right\}$, where the probability for the event $\{y(t)=$ $\left.T_{i}(y(t-1))\right\}$ is $p_{i}$. Then the following hold.
(1) There is a unique invariant probability measure $\mu$ associated with transition probability $p(y, B)=\sum_{i=1}^{N} p_{i} 1_{B}\left(T_{i}(y)\right)$, that is, $\mu(B)=\int p(y, B) d \mu(y)$ for all Borel set $B$.
(2) Let $P$ be a probability $\prod_{i=1}^{\infty} P_{i}$ on $\prod_{i=1}^{\infty} J_{i}$, where $P_{i}=\left(p_{1}, \ldots, p_{N}\right)$ and $J_{i}=\{1, \ldots, N\}$. It holds that for any $y(0) \in Y$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f(y(t))=\int_{Y} f(y) d \mu(y) P-\text { a.e. }
$$

for all continuous function $f: Y \rightarrow \mathbf{R}$.
Let us note that $\mu$ is an invariant probability measure if and only if $\mu=M(\mu)$ for the Markov operator

$$
M(\nu)=\sum_{i=1}^{N} p_{i} \nu \circ T_{i}^{-1}
$$

By applying Barnsley and Elton's theorem, we show the uniqueness of an invariant probability measure of a random iteration algorithm for a family of
graph-directed sets. Recall that $\mathbf{X}$ is a non-empty compact set in $\mathbf{R}^{d}$ such that $S_{i}^{k l}(\mathbf{X}) \subset \mathbf{X}$ for $k, l=1, \ldots, K, i=1, \ldots, n_{k l}$. Put $\mathbf{X}_{k}=\mathbf{X}$ for $k=1, \ldots, K$, and define $\mathbf{X}^{K}=\mathbf{X}_{1} \times \cdots \mathbf{X}_{K}$. Define a metric $d$ on $\mathbf{X}^{K}$ by

$$
d\left(\left(x_{1}, \ldots, x_{K}\right),\left(y_{1}, \ldots, y_{K}\right)\right)=\operatorname{Max}\left\{\left|x_{k}-y_{k}\right|: k=1, \ldots, K\right\}
$$

where $\left|x_{k}-y_{k}\right|$ denotes the $d$-dimensional Euclidean metric.
Put $I_{k}=\left\{\left(l_{k}, i_{k}\right): n_{k l_{k}}>0,1 \leq i_{k} \leq n_{k l_{k}}\right\} \subset\{1, \ldots, K\} \times \mathbf{N}$ for $k=$ $1, \ldots, K$. Put further $I=I_{1} \times \cdots \times I_{K}$. For $S_{i}^{k l}: \mathbf{X} \rightarrow \mathbf{X}$, where $k=1, \ldots, K$ and $(l, i) \in I_{k}$, let $\tilde{S}_{i}^{k l}: \mathbf{X}^{K} \rightarrow \mathbf{X}_{k}$ be defined by $\tilde{S}_{i}^{k l}\left(x_{1}, \ldots, x_{K}\right)=S_{i}^{k l}\left(x_{l}\right)$.

For $\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I$, a transformation $T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}: \mathbf{X}^{K} \rightarrow$ $\mathbf{X}^{K}$ is defined by

$$
\begin{aligned}
T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right) & :=\left(\tilde{S}_{i_{1}}^{1 l_{1}}\left(x_{1}, \ldots, x_{K}\right), \ldots, \tilde{S}_{i_{K}}^{K l_{K}}\left(x_{1}, \ldots, x_{K}\right)\right) \\
& =\left(S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)\right)
\end{aligned}
$$

with the associated probability

$$
p_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}=p_{i_{1}}^{1 l_{1}} \cdots p_{i_{K}}^{K l_{K}}
$$

We apply Barnsley and Elton's theorem to $Y=\mathbf{X}^{K}$ and

$$
\mathcal{T}=\left\{T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}:\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I\right\}
$$

with probabilities $p_{i_{1}}^{1 l_{1}} \cdots p_{i_{K}}^{K l_{K}}$. Let $L$ be the set of functions as defined below.

$$
\begin{aligned}
& L=\left\{f: \mathbf{X}^{K} \rightarrow \mathbf{R}:\right. \\
& \\
& \left.\quad\left|f\left(x_{1}, \ldots, x_{K}\right)-f\left(y_{1}, \ldots, y_{K}\right)\right| \leq \operatorname{Max}\left\{\left|x_{k}-y_{k}\right|: k=1, \ldots, K\right\}\right\},
\end{aligned}
$$

where $\left|x_{k}-y_{k}\right|$ denotes the $d$-dimensional Euclidean metric.
Let $\mathbf{P}\left(\mathbf{X}^{K}\right)$ be the space of normalized Borel measures on $\mathbf{X}^{K}$. The Hutchinson metric $d_{H}$ of $\mathbf{P}\left(\mathbf{X}^{K}\right)$ is defined by

$$
d_{H}(\mu, \nu)=\operatorname{Sup}\left\{\int f d \mu-\int f d \nu: f \in L\right\}
$$

It is well known that $\left(\mathbf{P}\left(\mathbf{X}^{K}\right), d_{H}\right)$ is a compact space. (See Barnsley [1].)
Let us define a Markov operator $M: \mathbf{P}\left(\mathbf{X}^{K}\right) \rightarrow \mathbf{P}\left(\mathbf{X}^{K}\right)$, and prove a theorem which claims the existence of a certain measure.

Definition 3. The Markov operator associated with

$$
\mathcal{T}=\left\{T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{1}, i_{1}\right)\right)}:\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I\right\}
$$

is a transformation $M: \mathbf{P}\left(\mathbf{X}^{K}\right) \rightarrow \mathbf{P}\left(\mathbf{X}^{K}\right)$ defined by

$$
M(\nu)=\sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}} \nu \circ\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\right)^{-1} .
$$

Theorem 3. There exists a unique probability measure $\tilde{\mu}$ on $\mathbf{X}^{K}$ such that $\tilde{\mu}=$ $M(\tilde{\mu})$.

Proof (Proof1: Application of Barnsley and Elton's criterion). Recall that, for $\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I$,

$$
T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right)=\left(S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)\right) .
$$

Let $s$ be the maximum of the contraction ratios of $\left\{S_{i}^{k l}\right\}$. Note that $s<1$. Recall that $d\left(\left(x_{1}, \ldots, x_{K}\right),\left(y_{1}, \ldots, y_{K}\right)\right)=\operatorname{Max}\left\{\left|x_{k}-y_{k}\right|: k=1, \ldots, K\right\}$, where $\left|x_{k}-y_{k}\right|$ denotes the $d$-dimensional Euclidean metric. Then it holds that

$$
\begin{align*}
& \left.\left.d\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right)\right), T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(y_{1}, \ldots, y_{K}\right)\right)\right) \\
& \quad=d\left(\left(S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)\right),\left(S_{i_{1}}^{1 l_{1}}\left(y_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(y_{l_{K}}\right)\right)\right) \\
& \quad=\operatorname{Max}\left\{\left|S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right)-S_{i_{1}}^{1 l_{1}}\left(y_{l_{1}}\right)\right|, \ldots,\left|S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)-S_{i_{K}}^{K l_{K}}\left(y_{l_{K}}\right)\right|\right\} \\
& \quad \leq s \operatorname{Max}\left\{\left|x_{l_{1}}-y_{l_{1}}\right|, \ldots,\left|x_{l_{K}}-y_{l_{K}}\right|\right\} \\
& \quad \leq s \operatorname{Max}\left\{\left|x_{1}-y_{1}\right|, \ldots,\left|x_{K}-y_{K}\right|\right\} . \tag{1}
\end{align*}
$$

The Barnsley and Elton's condition holds if $d\left(T_{i}(x), T_{i}(y)\right) \leq s d(x, y)$ for an $s<1$. From (1) above this criterion is satisfied, and so we can apply the Barnsley and Elton's theorem and obtain the desired measure.

Proof (Proof2: Direct proof). Notice that, for $f \in L$,

$$
\begin{aligned}
& \left|f\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right)\right)-f\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(y_{1}, \ldots, y_{K}\right)\right)\right| \\
& \quad=\left|f\left(S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)\right)-f\left(S_{i_{1}}^{1 l_{1}}\left(y_{l_{1}}\right), \ldots, S_{i_{K}}^{K l_{K}}\left(y_{l_{K}}\right)\right)\right| \\
& \quad \leq \operatorname{Max}\left\{\left|S_{i_{1}}^{1 l_{1}}\left(x_{l_{1}}\right)-S_{i_{1}}^{1 l_{1}}\left(y_{l_{1}}\right)\right|, \ldots,\left|S_{i_{K}}^{K l_{K}}\left(x_{l_{K}}\right)-S_{i_{K}}^{K l_{K}}\left(y_{l_{K}}\right)\right|\right\} \\
& \quad \leq s \operatorname{Max}\left\{\left|x_{l_{1}}-y_{l_{1}}\right|, \ldots,\left|x_{l_{K}}-y_{l_{K}}\right|\right\} \\
& \quad \leq s \operatorname{Max}\left\{\left|x_{1}-y_{1}\right|, \ldots,\left|x_{K}-y_{K}\right|\right\} .
\end{aligned}
$$

Define
$\hat{f}\left(x_{1}, \ldots, x_{K}\right)=s^{-1} \sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}} f\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right)\right)$.
Then

$$
\begin{aligned}
& \left|\hat{f}\left(x_{1}, \ldots, x_{K}\right)-\hat{f}\left(y_{1}, \ldots, y_{K}\right)\right| \\
& \quad \leq s^{-1} \sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}} s \operatorname{Max}\left\{\left|x_{1}-y_{1}\right|, \ldots,\left|x_{K}-y_{K}\right|\right\} \\
& \quad \leq \operatorname{Max}\left\{\left|x_{1}-y_{1}\right|, \ldots,\left|x_{K}-y_{K}\right|\right\},
\end{aligned}
$$

since $\sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}}=1$. It therefore follows that $\hat{f} \in L$. If we put $\hat{L}=\left\{\hat{f}\left(x_{1}, \ldots, x_{K}\right): f \in L\right\}$, then $\hat{L} \subset L$ holds.

By the definition,

$$
\begin{aligned}
d_{H}(M(\mu), M(\nu))= & \operatorname{Sup}\left\{\int f d M(\mu)-\int f d M(\nu): f \in L\right\} \\
= & \operatorname{Sup}\left\{\int \sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}}\right. \\
& f\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right)\right) d \mu\left(x_{1}, \ldots, x_{K}\right) \\
& -\int \sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{k=1}^{K} p_{i_{k}}^{k l_{k}} \\
& f\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(x_{1}, \ldots, x_{K}\right) d \nu\left(x_{1}, \ldots, x_{K}\right): f \in L\right\} \\
= & \operatorname{Sup}\left\{s \left(\int \hat{f}\left(x_{1}, \ldots, x_{K}\right) d \mu\left(x_{1}, \ldots, x_{K}\right)\right.\right. \\
\leq & \left.\left.\quad-\int \hat{f}\left(x_{1}, \ldots, x_{K}\right) d \nu\left(x_{1}, \ldots, x_{K}\right)\right): \hat{f} \in \hat{L}\right\} \\
\quad & \left.\left.\quad-\int f\left(x_{1}, \ldots, x_{K}\right) d \nu\left(x_{1}, \ldots, x_{K}\right)\right): f \in L\right\} \\
= & s\left(\int f\left(x_{1}, \ldots, x_{K}\right) d \mu\left(x_{1}, \ldots, x_{K}\right)\right. \\
\quad &
\end{aligned}
$$

Therefore the Markov operator $M$ is a contraction map on $\mathbf{P}\left(\mathbf{X}^{K}\right)$. This implies that there is a unique invariant probability measure $\tilde{\mu}$ in $\mathbf{P}\left(\mathbf{X}^{K}\right)$.

Barnsley and Elton's theorem for random iterated algorithms can be extended to a family of graph-directed sets.
Theorem 4. Let $\tilde{\mu}$ be the unique invariant probability measure claimed in Theorem 3. Then for any $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{1}(t), \ldots, x_{K}(t)\right)=\int_{\mathbf{X}^{K}} f\left(x_{1}, \ldots, x_{K}\right) d \tilde{\mu}\left(x_{1}, \ldots, x_{K}\right) \quad \text { а.е. }
$$

for all continuous function $f: \mathbf{X}^{K} \rightarrow \mathbf{R}$.
Proof. We apply (2) of Barnsley and Elton's theorem to $T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}$ on $\mathbf{X}^{K}$ with probabilities $\prod_{k=1}^{K} p_{i_{k}}^{k l_{k}}$.
Corollary 1. (1) For the marginal distributions $\tilde{\mu}_{1}, \ldots, \tilde{\mu}_{K}$, it holds that

$$
\tilde{\mu}_{k}=\sum_{l=1}^{K} \sum_{i=1}^{n_{k l}} p_{i}^{k l} \tilde{\mu}_{l} \circ\left(S_{i}^{k l}\right)^{-1}
$$

for $k=1, \ldots, K$.
(2) For any $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} g\left(x_{k}(t)\right)=\int_{\mathbf{X}} g(x) d \tilde{\mu}_{k}(x) \text { a.e. }
$$

for all continuous function $g: \mathbf{X} \rightarrow \mathbf{R}$ and for $k=1, \ldots, K$.
Proof. Proof of (1). Note that for a family of Borel sets $A_{1}, \ldots, A_{K}$ in $\mathbf{X}$, it holds that

$$
\begin{aligned}
& \left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\right)^{-1}\left(A_{1} \times \cdots \times A_{K}\right) \\
& \quad=\left\{\left(x_{1}, \ldots, x_{K}\right): \tilde{S}_{i_{k}}^{k l_{k}}\left(x_{1}, \ldots, x_{K}\right) \in A_{k}, k=1, \ldots, K\right\} \\
& \quad=\bigcap_{k=1}^{K}\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}\left(A_{k}\right)
\end{aligned}
$$

So we have
$\left(T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\right)^{-1}\left(\mathbf{X}_{1} \times \cdots \times \mathbf{X}_{k-1} \times A_{k} \times \mathbf{X}_{k+1} \cdots \times \mathbf{X}_{K}\right)=\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}\left(A_{k}\right)$, because $\left(\tilde{S}_{i_{j}}^{j l_{j}}\right)^{-1}\left(\mathbf{X}_{j}\right)=\mathbf{X}^{K}$. Recall that $\mathbf{X}_{l}=\mathbf{X}$ for all $l$. Note that $\tilde{\mu}=M(\tilde{\mu})$. Then it holds that

$$
\begin{aligned}
\tilde{\mu}_{k}(A) & =\tilde{\mu}\left(\mathbf{X}_{1} \times \cdots \times \mathbf{X}_{k-1} \times A \times \mathbf{X}_{k+1} \cdots \times \mathbf{X}_{K}\right) \\
& =M(\tilde{\mu})\left(\mathbf{X}_{1} \times \cdots \times \mathbf{X}_{k-1} \times A \times \mathbf{X}_{k+1} \cdots \times \mathbf{X}_{K}\right) \\
& =\sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{j=1}^{K} p_{i_{j}}^{j l_{j}} \\
& =\sum_{\left(\left(T_{\left.\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)\right)}\right)^{-1}\left(\mathbf{X}_{1} \times \cdots \times \mathbf{X}_{k-1} \times A \times \mathbf{X}_{k+1} \cdots \times \mathbf{X}_{K}\right)\right)} \sum_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I} \prod_{j=1}^{K} p_{i_{j}}^{j l_{j}} \tilde{\mu}\left(\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}(A)\right) \\
& =\sum_{\left(l_{k}, i_{k}\right) \in I_{k}} p_{i_{k}}^{k l_{k}} \tilde{\mu}\left(\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}(A)\right) \prod_{j \neq k} \sum_{\left(l_{j}, i_{j}\right) \in I_{j}} p_{i_{j}}^{j l_{j}} \\
& =\sum_{\left(l_{k}, i_{k}\right) \in I_{k}} p_{i_{k}}^{k l_{k}} \tilde{\mu}\left(\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}(A)\right) \\
& =\sum_{\left(l_{k}, i_{k}\right) \in I_{k}} p_{i_{k}}^{k l_{k}} \tilde{\mu}_{l_{k}}\left(\left(\tilde{S}_{i_{k}}^{k l_{k}}\right)^{-1}(A)\right) .
\end{aligned}
$$

This proves the assertion (1).
Proof of (2). Define $f\left(x_{1}, \ldots, x_{K}\right)=g\left(x_{k}\right)$. Then by virtue of Theorem 4, it holds that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} g\left(x_{k}(t)\right) & =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{1}(t), \ldots, x_{K}(t)\right) \\
& =\int_{\mathbf{X}^{K}} f\left(x_{1}, \ldots, x_{K}\right) d \tilde{\mu}\left(x_{1}, \ldots, x_{K}\right) \text { a.e. } \\
& =\int_{\mathbf{X}} g(x) d \tilde{\mu}_{k}(x)
\end{aligned}
$$

We thus have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} g\left(x_{k}(t)\right)=\int_{\mathbf{X}} g(x) d \tilde{\mu}_{k}(x) \quad \text { a.e. }
$$

for all continuous function $g: \mathbf{X} \rightarrow \mathbf{R}$ and $\mathrm{k}=1, \ldots, \mathrm{~K}$.
This proves the assertion (2).

Theorem 5. Let $\tilde{\mu}$ be the unique probability measure in Theorem 3, and let $\tilde{\mu}_{1}, \ldots, \tilde{\mu}_{K}$ be the marginal distributions of $\tilde{\mu}$. Then for $m=1, \ldots, K$, the support of $\tilde{\mu}_{m}$ is $F_{m}$, where $\left(F_{1}, \ldots, F_{K}\right)$ is the family of graph-directed sets in Theorem 1.

Proof. The proof is analogous to that of Theorem 2 in Section 9.6 of [1].
Let $A$ denote the support of $\tilde{\mu}$. Notice that

$$
T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\left(F_{1} \times \cdots \times F_{K}\right) \subset F_{1} \times \cdots \times F_{K}
$$

for any $\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right) \in I$. It follows that $\left\{T_{\left(\left(l_{1}, i_{1}\right), \ldots,\left(l_{K}, i_{K}\right)\right)}\right\}$ restricted on $F_{1} \times \cdots \times F_{K}$ defines a random iteration algorithm with the probabilities $\prod_{k=1}^{K} p_{i_{k}}^{k l_{k}}$. Let $\tilde{\nu}$ be an invariant probability measure for the restricted random iteration algorithm, and this $\tilde{\nu}$ is an invariant probability measure for the random iteration algorithm on $\mathbf{X}^{K}$. Since $\tilde{\mu}$ is unique, $\tilde{\mu}=\tilde{\nu}$. It follows that $A \subset F_{1} \times$ $\cdots \times F_{K}$, and so the support of $\tilde{\mu}_{m}$ is included in $F_{m}$.

For $m=1, \ldots, K$, let $\Sigma_{m}$ be the set of sequences $\left\{\left(l_{1}, i_{1} ; \ldots, ; l_{n}, i_{n} ; \ldots\right)\right.$ : $n_{l_{n-1} l_{n}}>0,1 \leq i_{n} \leq n_{l_{n-1} l_{n}}$ for $\left.n=1, \ldots\right\}$, where $l_{0}=m$.

For each point $a \in F_{m}$, there is a (not necessarily unique) sequence in $\Sigma_{m}$ such that

$$
a \in S_{i_{1}}^{m l_{1}} \circ S_{i_{2}}^{l_{1} l_{2}} \circ \cdots \circ S_{i_{n}}^{l_{n-1} l_{n}}\left(\mathbf{X}_{l_{n}}\right)
$$

holds for all $n$. Let $O$ be an open set in $\mathbf{X}$ which contains $a$. By the fact that $S_{i}^{k l}$ is a contraction, there is a positive integer $n$ such that

$$
\left.S_{i_{1}}^{m l_{1}} \circ S_{i_{2}}^{l_{1} l_{2}} \circ \cdots \circ S_{i_{n}}^{l_{n-1} l_{n}}\left(\mathbf{X}_{l_{n}}\right)\right) \subset O
$$

Note that $\tilde{\mu}_{m}\left(S_{i_{1}}^{m l_{1}} \circ S_{i_{2}}^{l_{1} l_{2}} \circ \cdots \circ S_{i_{n}}^{l_{n-1} l_{n}}\left(\mathbf{X}_{l_{n}}\right)\right) \geq \prod_{j=1}^{n} p_{i_{j}}^{l_{j-1} l_{j}}>0$. It holds that $\tilde{\mu}_{m}(O)>0$, and so $F_{m}$ is included in the support of $\tilde{\mu}_{m}$.

Remark 1. In the above proofs we have not used the independence of choosing $\left\{S_{i_{1}}^{1 l_{1}}, \ldots, S_{i_{K}}^{K l_{K}}\right\}$, or the productivity of the probabilities $\prod_{k=1}^{K} p_{i_{k}}^{k l_{k}}$. So we can formulate the random iteration algorithm so that the probability of choosing $\left\{S_{i_{1}}^{1 l_{1}}, \ldots, S_{i_{K}}^{K l_{K}}\right\}$ can be expressed as $p_{\left(l_{1}, i_{1} ; \ldots, l_{K}, i_{K}\right)}$, which is not restricted to the independent case of $p_{i_{1}}^{1 l_{1}} \ldots p_{i_{K}}^{K l_{K}}$. Theorems 3,4 and 5 hold for thus modified random iteration algorithm.

Remark 2. We propose a variation of this algorithm which changes only one coordinate $X_{k}$ on each step. Let $\left\{q_{1}, \ldots, q_{K}\right\}$ be a probability, that is, $q_{k}>0$ for $k=1, \ldots, K$ and $\sum_{k=1}^{K} q_{k}=1$. For $k=1, \ldots, K$, let $\left(p_{1}^{k 1}, \ldots, p_{n_{k 1}}^{k 1}, \ldots\right.$, $\left.p_{1}^{k K}, \ldots, p_{n_{k K}}^{k K}\right)$ be a system of probabilities defined in Section 2.

Choose $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$. Next choose randomly $k(1) \in\{1, \ldots, K\}$, with probability $q_{k(1)}$, and then choose randomly $S_{i}^{k(1) l}\left(x_{l}(0)\right)$ for $l=1, \ldots, K$ with $n_{k(1) l}>0$ and $1 \leq i \leq n_{k(1) l}$, with probability $p_{i}^{k(1) l}$. Let $x_{k(1)}(1)=$ $S_{i}^{k(1) l}\left(x_{l}(0)\right)$ and $x_{j}(1)=x_{j}(0)$ for $j \neq k(1)$. Continue this procedure recursively and independently.

So we have

$$
\begin{aligned}
x_{k(t+1)}(t+1) & =S_{i}^{k(t+1) l}\left(x_{l}(t)\right), \\
x_{j}(t+1) & =x_{j}(t) \text { for } j \neq k(t+1),
\end{aligned}
$$

with probability $q_{k(t+1)} p_{i}^{k(t+1) l}$, where $k(t+1)=1, \ldots, K, l=1, \ldots, K$ with $n_{k(t+1) l}>0$ and $1 \leq i \leq n_{k(t+1) l}$.

This produces a sequence of K-tuples of points $\left\{\left(x_{1}(t), \ldots, x_{K}(t)\right): t=\right.$ $0,1, \ldots\}$. We then have the following results.
(1) There exists a unique probability measure $\hat{\mu}$ on $\mathbf{X}^{K}$ such that $\hat{\mu}=\hat{M}(\hat{\mu})$, where $\hat{M}$ is the associated Markov operator.
(2) Let $\hat{\mu}_{1}, \ldots, \hat{\mu}_{K}$ be the marginal distributions of $\hat{\mu}$. Then for $m=1, \ldots, K$, the support of $\hat{\mu}_{m}$ is $F_{m}$, where $\left(F_{1}, \ldots, F_{K}\right)$ is the family of graph-directed sets in Theorem 1.
(3) For any $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} f\left(x_{1}(t), \ldots, x_{K}(t)\right)=\int_{\mathbf{X}_{K}} f\left(x_{1}, \ldots, x_{K}\right) d \hat{\mu}\left(x_{1}, \ldots, x_{K}\right) \quad \text { a.e. }
$$

for all continuous function $f: \mathbf{X}^{K} \rightarrow \mathbf{R}$.
(4) (i) For the marginal distributions $\hat{\mu}_{1}, \ldots, \hat{\mu}_{K}$, it holds that

$$
\hat{\mu}_{k}=\sum_{l=1}^{K} \sum_{i=1}^{n_{k l}} p_{i}^{k l} \hat{\mu}_{l} \circ\left(S_{i}^{k l}\right)^{-1}
$$

for $k=1, \ldots, K$.
(ii) For any $\left(x_{1}(0), \ldots, x_{K}(0)\right) \in \mathbf{X}^{K}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} g\left(x_{k}(t)\right)=\int_{\mathbf{X}} g(x) d \hat{\mu}_{k}(x) \text { a.e. }
$$

for all continuous function $g: \mathbf{X} \rightarrow \mathbf{R}$ and for $k=1, \ldots, K$.
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