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Abstract
Controlled natural languages (CNLs) are effective languages for knowledge representation and
reasoning. They are designed based on certain natural languages with restricted lexicon and
grammar. CNLs are unambiguous and simple as opposed to their base languages. They preserve
the expressiveness and coherence of natural languages. In this paper, it mainly focuses on a
class of CNLs, called machine-oriented CNLs, which have well-defined semantics that can be
deterministically translated into formal languages to do logical reasoning. Although a number of
machine-oriented CNLs emerged and have been used in many application domains for problem
solving and question answering, there are still many limitations: First, CNLs cannot handle in-
consistencies in the knowledge base. Second, CNLs are not powerful enough to identify different
variations of a sentence and therefore might not return the expected inference results. Third,
CNLs do not have a good mechanism for defeasible reasoning. This paper addresses these three
problems and proposes a research plan for solving these problems. It also shows the current state
of research: a paraconsistent logical framework from which six principles that guide the user to
encode CNL sentences were created. Experiment results show this paraconsistent logical frame-
work and these six principles can consistently and effectively solve word puzzles with injections
of inconsistencies.
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1 Introduction

Controlled natural languages (CNLs) are effective languages for knowledge representation
and reasoning. According to [27], “A controlled natural language is a constructed language
that is based on a certain natural language, being more restrictive concerning lexicon, syntax,
and/or semantics while preserving most of its natural properties”. Unlike the languages that
develop naturally, constructed languages are the languages whose lexicon and syntax are
designed with intent. A CNL is constructed on the basis of an existing natural language, such
as English, French, or German. Words in the lexicon of a CNL mainly come from its base
language. They may or may not be used in the same manner as in the base language. Some
words are used with fewer senses or reserved as key-words for specific purposes. CNLs have
a well-defined syntax to form phrases, sentences and texts. The syntax of a CNL is generally
simpler than that of the source language. Sentences are interpreted in a deterministic way.
CNLs are more accurate than natural languages, because the language is more restrictive,
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19:2 Controlled Natural Languages for Knowledge Representation and Reasoning

but not all CNLs have formal semantics. Those that have formal semantics can be processed
by computers for knowledge representation, machine translation, and logical reasoning.
Although a CNL may deviate from its base language in the lexicon, syntax, and/or semantics,
it still preserves most of the natural properties of the base language, so the reader would
correctly comprehend the CNL with little effort.

CNLs generally fall into two categories: human-oriented CNLs and machine-oriented
CNLs. Human-oriented CNLs are designed to make the texts easier for readers to understand
[40]. Examples include Basic English [36], Special English [35], and Simplified Technical
English [23]. Machine-oriented CNLs, as opposed to human-oriented ones, have formal
semantics which can be understood and processed by computers for the purpose of knowledge
representation and logical reasoning. Examples include Attempto Controlled English (ACE)
[17], Processable English (PENG) [39], and Computer-processable Language (CPL) [14].

Typically, there is a big learning curve for domain experts in the fields such as law,
business and medical to represent the domain-specific knowledge in computer languages.
CNLs are superior to other ways of knowledge representation in that they require little
knowledge for users to understand the syntax and semantics of the underlying knowledge
representation framework. Users can encode the knowledge base in English by following a
restricted grammar and then make inferences. For example, in the ERGO project (Effective
Representation of Guidelines with Ontologies)1, ACE was used to author pediatric guideline
recommendations. As a result, the clinical practice guidelines can be automatically translated
into rules which can be incorporated into decision support systems to facilitate clinicians. In
[41], PENG was used to solve word puzzles. The original Jobs Puzzle was rewritten in CNL
sentences with the addition of some implicit background knowledge. These CNL sentences
are then transformed into a program in Answer Set Programming (ASP) [22] paradigm to
compute the answer. In [13], CPL was used to encode the AP (advanced high-school) level
examination questions. The CNLs questions are machine-understandable such that they can
be processed by its inference system for question-answering.

There are limitations to the aforementioned CNLs. First, they cannot conduct reasoning
in the presence of inconsistencies. In practical cases, it is very likely that the knowledge
base is constructed from different sources, thus the occurrences of inconsistencies are quite
likely. However, current reasoning systems for the aforementioned CNLs do not accept
inconsistencies. Because of this, occurrences of inconsistencies in one source will break the
whole system and inhibit reasoning. But, in many cases, inconsistencies in one source may
not affect the others. Thus, it is necessary to know which piece of information is inconsistent.
Besides, it is also desirable to derive things from the information which is consistent.

Second, current CNLs have limited power to identify variations of a sentence. Although
CNLs have restricted grammar and pre-defined interpretation rules, users still have multiple
choices to express a sentence. Consider the case of question-answering, users may also
compose questions in different words as opposed the ones used in the knowledge base or have
different ways of writing the same sentence in CNL. In the aspect of knowledge representation,
it is desirable to map the variations of a sentence to the same logical form. Otherwise, users
might not be able to get the inference results as expected. For instance, in ACE, phrases like
“Mary’s father” and “the father of Mary” are represented as the same form. However, given
the sentences “Mary’s gender is female. If Mary is a female then Mary is a doctor”, ACE
will not derive the conclusion that “Mary is a doctor”.

Third, it is common that CNL sentences are not created equally. Different sentences
imply different degrees of priorities. Consider the sentences “Every bird flies. Penguins do

1 http://gem.med.yale.edu/ergo/
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not fly”. The first sentence states the default case: a bird flies. The second sentence indicates
a higher priority than the first one – in that if something is a penguin, it will refute the
conclusion drawn from the first one. This type of reasoning is called defeasible reasoning [34].
Defeasible statements are common in texts. Although reference [42] provides a mechanism
to denote defaults and exceptions in CNL, it is still very limited when handling priorities in
complex cases. Details will be discussed in the next section.

In the following: Section 2 gives an overview of existing CNLs. Section 3 presents the
goal of the research. Section 4 shows the current state of research, to be specific, a powerful
paraconsistent logical framework and six principles derived the logic for encoding CNL
sentences. Section 5 gives a brief summary of the experiment results show the aforementioned
logical framework and principles can consistently and effectively solve word puzzles. Section 6
discusses the open issues and the expected achievements in the future. Section 7 concludes
the paper.

2 Background

ACE is the first CNL that can be translated to first-order logic. ACE is a subset of English
defined by a restricted grammar along with interpretation rules that control the semantic
analysis of grammatically correct ACE sentences. ACE uses discourse resolution structure
(DRS) [25] as the logical structure to represent the semantics of a set of ACE sentences. ACE
is supported by a language processor, Attempto Parsing Engine (APE), and a reasoner, RACE
[19]. APE is an online language processor that allows users to compose ACE sentences as
input and generates their semantics in DRS and first-order logic clauses as output. RACE is
a CNL reasoner that supports theorem proving, consistency checking, and question answering.
RACE is implemented in Prolog. It is an extension of Satchmo [30], which is a theorem
prover based on the model generation paradigm. Satchmo executes the clauses by forward
reasoning and generates a minimal finite model of clauses. RACE extends Satchmo by giving
a justification for every proof, finding all minimal unsatisfiable subsets of clauses if the axioms
are not consistent,

PENG was developed by Rolf Schwitter at Macquarie University. It was partly inspired
by ACE. PENG is a subset of English with restricted grammar and use DRS as semantic
representation. Unlike ACE, PENG does not require users to learn the grammar of the
language. Instead, it designs a predictive editor that informs users of the look-ahead
information that guides users to proceed based on the structure of the current sentence.
The original implementation of PENG’s reasoner is based on a theorem-prover Otter [32]
and a model builder MACE [33]. The reasoner supports consistency checking, informativity
checking, and question answering. In later extensions, PENG translates CNL sentences into
ASP programs and embeds Clingo [21] as its underlying reasoner for question answering.
Besides, it extends the grammar to support defeasible reasoning [42] by introducing defaults
and exceptions. A default statement is identified by the keyword normally. There are two
types exceptions: strong exception and weak exception, where strong exceptions, identified
by the word “not”, can refute the default conclusion and weak exceptions, identified by the
keyword “abnormally” make the default conclusion inapplicable without refuting it. There
are a few limitations to this approach. First, the way it represents weak exceptions is more
close to the English translation of the intended ASP rule. It is very hard for users to correctly
represent weak exceptions in CNL without knowing the underlying ASP rules. Second, the
design of defaults and exceptions only generates two levels of priorities where exceptions
have higher priorities than defaults and therefore refuting the defaults. However, in real
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cases, it is very common, especially in the fields of law and financial regulations, that there
are more than two levels of priorities among sentences. A sentence can refute some sentences
while the sentence itself can be refuted by others as well.

CPL was developed by Peter Clark at University of Texas. The vocabulary of CPL is
based on a pre-defined Component Library (CLib) ontology [8]. CPL accepts three types
of sentences: ground facts, rules, and questions. The semantics of CPL are represented
by KM (Knowledge Machine) [15] sentences. KM is a powerful frame-based knowledge
representation language. It represents first-order logic clauses in LISP-like syntax. The
CPL interpreter translates a CPL sentence into KM sentences in three steps. First, the
interpreter uses a bottom-up, broad coverage chart parser, called SAPIR [24], to parse a
CPL sentence and then generates a logical form (LF). Second, an initial logic generator is
used to transform the LF into ground logical assertions (KM sentences) by applying a set of
simple, syntactic rewrite rules. Third, subsequent post-processing is performed based on the
logical assertions generated in Step 2, including word sense disambiguation, semantic role
labelling, and structural re-organization.

BioQuery-CNL [16] is a CNL designed for representing biomedical documents. The
expressive power of BioQuery-CNL is superior to existing semantic web query languages, like
SPARQL. For instance, users can write simple English phrases such as “gene-gene relation
chain” to indicate transitive closures. Both the biomedical knowledge base and user queries
are encoded by ASP programs, which can be fed into ASP solvers for making inferences.
Between the querying interface and the underlying knowledge base, there is an intermediate
layer, the rule layer, which stores definitions of auxiliary concepts derived from the knowledge
base. These auxiliary definitions help connect ASP queries to the underlying knowledge base.

NL2KR [43] is a platform that can translate natural languages into knowledge represent-
ation formalisms. It consists of two sub-parts: NL2KR-L and NL2KR-T, where NL2KR-L
is the training phase of the system and NL2KR-T is the translation system. Both parts
embed a Combinatory Categorial Grammar (CCG) [28] parser, where each word is associated
with a syntactic category and semantic representation in the form of λ-expressions. The
purpose of NL2KR-L is to learn the semantic meaning of each word in the lexicon based on
a training set. Given the sentences and their semantic representations, Inverse-λ [6] is used
to extract the semantic meaning of a word within the given context. When Inverse-λ is not
enough to extract the meaning of the words, Generalization [7] is used to guess the meaning
of the words. Ambiguity is solved by a Parameter Learning module which learns the weights
of all possible meanings to a word and chooses the most probable one. After the training
phase, words in the lexicon are augmented with new meanings extracted from the training
set. In the translation phase, sentences are translated by a CCG parser. Same as NL2KR-L,
Generalization is used to determine the meaning of unknown words. Experimental results
show that NL2KR achieves high accuracy when applied to GeoQuery and Jobs datasets for
question-answering.

In addition to CNL systems, current advances in ASP provide ways to solve more
complicated knowledge representation problems in CNL. For instance, CR-Prolog [5] extends
ASP with consistency-restoring rules (cr-rules), which can be used to specify exceptions.
Once inconsistencies arise in the knowledge base, cr-rules are used to override the conclusions
derived from default statements. This logical framework captures the characteristics of
defeasible reasoning in natural languages. Another extension of ASP is EZCSP [2], which
is designed to encode numerical information and reason about it efficiently. This feature
can be applied to represent numerical information in natural languages and achieve high
performance in reasoning. In addition, there is ASP{f} [3, 4], which augments EZCSP and
can handle defaults and exceptions in ASP as well.
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3 Goal of the Research

The first goal is to develop a paraconsistent logic that handles inconsistencies in CNL
reasoning. Although there is a list of paraconsistent logics, e.g., [37], [10], and [9], they
deal with inconsistencies from the philosophical or mathematical point of view. Other
paraconsistent logics, such as [11] and [26], were developed for definite logic programs and
cannot be easily applied to solving more complex CNL reasoning problems.

There is a list of desired properties the intended paraconsistent logical framework is
supposed to have: First, the logic intends to identify the most likely cause of inconsistencies.
Consider the knowledge base consisting of the following sentences: 1) Every actor is male, 2)
Mary is a female, and 3) Mary is an actor. Apparently, the knowledge base is not consistent
since Mary is a female but she is also an actor. There could be two explanations: one where
Mary is not an actor and the other where Mary is not a female. Given that Mary is a female
name, the former explanation is more reasonable than the latter one. To achieve this goal,
it is required that the logic can select the most preferred models by taking into account
some background knowledge. Second, in some cases, contrapositive inference is used in CNL
reasoning but this is not always the case. Therefore, the logic intends to provide a mechanism
to allow/inhibit contrapositive inference. Third, since if + premise + then + conclusion
statements are used to derive new facts, it is necessary that the logical framework has a
mechanism to decide whether or not to derive conclusions from inconsistent premises. Last,
as closed world assumption [29] is used in databases, this is also useful for CNL reasoning.
Therefore, the underlying logic should be able to ensure complete knowledge of information.

The second goal is to standardize logical representations of CNLs, such that they have
more power to identify different variations of the same sentence and map them to the same
logical form. As is discussed in the introduction, although simple forms of paraphrases of
sentences can be identified by CNLs, they are still very limited. For instance, the sentence
“Mary has a dog” and “Mary owns a dog” will be translated into two different logical forms
in ACE. As a result, users may not get the expected answers when they compose question
in a way that uses different terms as in the knowledge base. First, a list of standardized
relations is required to be defined to achieve this goal. Second, methods should be proposed to
extract the relations from CNL sentences by consulting their syntactic or semantic properties.
Although there is a list of tools such as StanfordIE and Ollie for relation extractions, the
number of pre-defined relations are very small. Although the structures of CNL sentences
are more restricted as opposed to the ones StanfordIE [1] and Ollie [31] work on, the
standardization intends to normalize all possible relations in logical representations instead
of a few pre-defined relations such as location, founded_by, etc.

The third goal is to enable defeasible reasoning in CNLs. The previous section shows the
limitations of [42] in handling defaults. That is, there can be only two levels of priorities
among CNL sentences. To allow more than two levels of priorities for CNL sentences, to the
best my knowledge, Logic Programming with Defaults and Argumentation Theories (LPDA)
[44] can be considered as a good candidate framework with desirable features.

LPDA is based on the three-valued well-founded semantics [38]. It is a unifying defeasible
reasoning framework that uses defaults and exceptions with prioritized rules, and argumenta-
tion theories. LPDA has two types of rules: strict and defeasible, where strict rules generate
non-defeasible conclusions and defeasible rules generate defeasible conclusions that can be
defeated by some exceptions. Each LPAD program is accompanied by an argumentation
theory that specifies when a defeasible rule is defeated. A rule is defeated if it is refuted,
rebutted, or disqualified. Generally, a rule is refuted if there is another rule that draws an
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incompatible conclusion with higher priority. A rule is rebutted if there is another rule that
draws an incompatible conclusion and there is no way to resolve the conflict based on the
relative priorities. A rule is disqualified if it is cancelled, self-defeated, etc. Based on LPDA,
defeasible statements in CNL can be encoded by defeasible rules and their priorities can be
specified in argumentation theories.

Another challenge is identification of the priorities among CNL sentences. This can
be done either explicitly by user specifications or implicitly detected by some background
knowledge or natural language understanding methodologies.

4 Current State of Research

Reference [20] shows the current state of research. A new kind of paraconsistent logic was
developed to deal with inconsistencies in word puzzles, more generally, for translating CNL
sentences into logic. The logical framework is based on the well-known type of paraconsistent
logics, Annotated Predicate Calculus (APC) [26], but has a new kind of non-monotonic
semantics, called consistency preferred stable models. The language is a logic programming
subset of APC, denoted as APCLP . APCLP can be isomorphically embedded in ASP
extended with a model preference framework, such as the Clingo [21] with its Asprin
extension [12]. It was proved in [20] that this embedding is one-to-one and preserves the
semantics.

Along with the logical framework, six principles were proposed to guide users to encode
CNL sentences in APCLP . Each of the principles will be briefly described in the following:
Principle 1 guides users to encode an if + premise + then + conclusion sentence that can
perform contrapositive inference. Principle 2 describes the way to encode if + premise +
then + conclusion sentences such that it can allow/inhibit derivations of conclusions from
inconsistent premises. Principle 3 addresses the encoding of polar facts in CNL. For instance,
a person must be either a male or a female, but not both or unknown. When inconsistency
is possible, this principle ensures this requirement. Besides, if one of them is inconsistent
then the other is too. Inconsistent information is not created equal, as people have different
degrees of confidence in different pieces of information based on common sense knowledge.
For example, there is more confidence in that someone whom people barely know is a person
compared to the information about this person’s marital situation (e.g., whether a husband
exists). Principle 4 allows users to specify the degrees of confidence. As a result, when
there are multiple explanations for the cause of inconsistencies, Principle 4 will select the
most reasonable one by consulting the degrees specified. Principle 5 behaves like the closed
world assumption. It guides users to encode CNL sentences ensure complete knowledge of
information. Principle 6 captures the cardinality constraints in the presence of inconsistencies
in CNL sentences, e.g., a person holds exactly one job.

5 Preliminary results

The paraconsistent logical framework and the proposed principle mentioned in the previous
section have been applied to solve word puzzles, such as Jobs Puzzle [45] and Zebra Puzzle2
with inconsistencies. Experiment results show that in the cases where there is no inconsistency,
APCLP can correctly compute the answer. In the cases of inconsistencies, APCLP can find

2 https://en.wikipedia.org/wiki/Zebra_Puzzle

https://en.wikipedia.org/wiki/Zebra_Puzzle


T. Gao 19:7

the most likely cause of inconsistencies within the puzzle and give reasonable inference results.
More detailed information can be found in [20].

6 Open Issues and Expected Achievements

The first issue is that current CNLs have limited power to recognize variations of a sentence
and therefore might not always map sentences that express the same meaning to the same
logical form. As the next step, it is intended to extend ACE to overcome this issue. ACE
parser translates CNL sentences into DRS with pre-defined predicates [18] to represent the
semantics of a sentence. This form of representation is simple and well-structured. It is
intended to do post-processing based on the semantic representation in order to extract
semantic relations standardized in ontologies, such as DBpedia3 and Wikidata4. The second
issue is to perform defeasible reasoning in CNLs. In order to detect the refutation relations
between two sentences, it is expected to do the following: First, extend ACE to incorporate
some background knowledge for primitive detection of sentence priorities. Second, design a
user interface that allows users to make corrections. In addition, it is expected to extend
current DRS representation to accommodate defeasible information, which will be eventually
translated to an LPDA program for defeasible reasoning.

7 Conclusion

In this paper, it first gives an overview of the development of CNLs and discusses the
limitations of current CNLs in the aspect of knowledge representation and reasoning. Then,
it gives an outline of the research plan for solving these problems. This includes designing a
paraconsistent logical framework for knowledge representation, empowering current CNLs to
recognize variations of a sentence and perform defeasible reasoning. Next, it shows the current
state of research – a powerful paraconsistent logical framework along with six principles
derived from that for encoding CNL sentences. In addition, it shows the application of the
current work to solving word puzzles with inconsistencies. Finally, it addresses some open
issues and presents the plans for future achievements.
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