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—— Abstract

Making decisions under uncertainty is a common challenge in numerous application domains, such as

autonomic robotics, finance and medicine. Decision Networks are probabilistic graphical models that
propose an extension of Bayesian Networks and can address the problem of Decision-Making under
uncertainty. For an embedded version of Decision-Making, the related implementation must be
adapted to constraints on resources, performance and power consumption. In this paper, we introduce
a high-level tool to design probabilistic Decision-Making engines based on Decision Networks tailored
to embedded constraints in terms of performance and energy consumption. This tool integrates
high-level transformations and optimizations and produces efficient implementation solutions on a
reconfigurable support, with the generation of HLS-Compliant C code. The proposed approach is
validated with a simple Decision-Making example for UAV mission planning implemented on the
Zynq SoC platform.
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1 Introduction

Embedded Decision-Making is necessary in a number of contexts including medical applic-
ations and autonomous vehicles. Embedded solutions make it possible to adapt to the
constraints of a real-time response that would be impossible with centralized off-board
decision making due to the need for communication media access. For instance, in the case of
unmanned aerial vehicles (UAVs) or intelligent vehicles, on-board decision making based on
image recognition enables real-time responses to propose appropriate action (e.g., to continue
tracking or to dismiss) in an autonomous manner. Many examples of embedded decisions
have been recently tested [26] [20] [6].

Among the techniques available for Decision-Making, three approaches have recently
emerged in the literature [3]: 1) Multicriteria Decision-Making techniques, 2) Mathematical
Programming techniques and 3) Artificial Intelligence. Nevertheless, to deal with uncertainty
of the environment and of the system (external or internal hazards), fuzzy techniques [2]
or stochastic/probabilistic models such as Bayesian Networks [21] are used. In this paper,
we focus on Decision Networks (also called Influence Diagrams), which are considered as an
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extension to Bayesian Networks (BN), including a Decision-Making (DM) mechanism based
on utility tables. Compared with a fuzzy model, a Decision Network (DN) is specified by a
causality graph that encapsulates the expert knowledge of the system and provides a good
comprehensive and efficient formulation for the designer.

For an embedded version of a Decision-Making mechanism, the following features are of
major importance: 1) achieving (real-time) performance under the constraints of memory or
computation related to the embedded system, 2) ensuring quality of service under power
consumption constraints. For Bayesian Networks, literature on embedded implementation
can be found for both software [22] and hardware versions, the latter with reconfigurable
hardware [16] [18] [25] using Field-Programmable Gate Array (FPGA). In [25], the authors
propose BN in reconfigurable hardware, but the decision mechanism that integrates temporal
specification in temporal logic is operated by the embedded processor. For embedded DN,
the ARPHA framework [22] [7] makes it possible to design specific failure scenarios from fault
tree specifications. ARPHA generates an embedded software version of a DN, but does not
propose any hardware alternative. To the best of our knowledge, no hardware implementation
of DN on reconfigurable platforms have been proposed as alternative embedded solutions.

In this paper, we propose a design tool to generate a reconfigurable implementation
of Decision Networks from high-level specifications of a Decision-Making engine. This is
the first design tool that proposes automatic generation of Decision Networks on FPGA.
The main contributions are: 1) the specific High Level Synthesis (HLS) transformations to
produce a HLS-Compliant C Code, 2) the generation of adequate HLS directives for efficient
implementation on an FPGA /SoC (System On Chip) platform.

The paper is organized as follows. Section 2 gives an introduction to Decision Networks.
Section 3 introduces the design tool to generate the embedded Decision-Making engine from
DN specifications, with a specific focus on the dedicated HLS transformations and HLS
directives for an efficient implementation on the FPGA/SoC platform. Section 4 presents a
case study that validates the flow up to implementation on a Zynq platform.

2 Background on Decision Networks and Probabilistic Beliefs

Decision Networks extend Bayesian Networks to provide a mechanism for making rational
decisions by combining probability and utility theory. In addition to chance nodes defined
by a BN, a DN also includes utility and decision nodes. Decision nodes represent the set
of choices open to the decision maker, while utility nodes are used to express preferences
among possible states of the world represented by the chance nodes and decision nodes.

2.1 Bayesian networks for probabilistic beliefs

BNs are probabilistic graphical models used to understand and control the behaviour of
systems [8] by providing diagnoses. They are composed of nodes and oriented arcs between
nodes representing the knowledge expertise of the system. In Fig. 1 a), we propose to evaluate
the probability of a UAV increasing or decreasing its altitude (U__A) based on the information
given by two sensors: the altimeter sensor (S_A) and the barometer sensor (S__B). The
BN nodes of the networks represent random variables whose values can depend on specific
states, and the arcs of the network indicate the conditional dependencies represented by the
conditional probabilities defined with probability tables (CPTs). In the example, each node
has two states, represented by the values inc and dec. The probabilities of the BN are also
known as the parameters of the network.
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Figure 1 BN principle and DN example: a) BN example, b) Inference illustration, ¢) Dynamic

BN, d) DN example.

To obtain the probability of one variable being in a specific state (A), we use an inference
mechanism that takes into account some observations (evidence indicators) of the system in

order to compute the posterior probabilities over A using Bayes’ theorem (Eq. 1).

P(A|B)P(B) = P(AN B) = P(B|A)P(A)

(1)

We use Bayes’ theorem for our example (illustration in Fig. 1 b) to compute the probability
of the variable U__A being in a state "increasing" by taking into account the value of the

altimeter S A as evidence.
This is done as follows:

P(S_A=1InclU_A=Inc)P(U_A = Inc)

PU_A=1InclS_A=1Inc)=

- 0.7%0.5
T0.7%05+0.2%0.5

P(S_A=1Inc)
=0.778

We can thus say that the probability of the altitude status being "increasing" is equal
to 0.778. If, for example, we add observations from the barometer sensor, also giving it an
increasing value, the probability P(U_A = Inc|S_A = Inc,S__B = Inc) increases to 0.969.

The probabilities can change over time. So it could be more appropriate to use dynamic
BN to model the change. In the case of a UAV, if we have a greater chance of maintaining
an increasing altitude if the UAV is already in this situation, and can model this with

time-dependent variables as proposed in Fig. 1 ¢).

As BN are dedicated to computing the probabilities of the states, we need an extra
mechanism to express the decision making that takes into account these values for the choice
of appropriate actions to safely continue a mission. We therefore use the Decision Networks

for the Decision-Making process.

ASD 2019
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2.2 Example of a Decision Network

DN are directed acyclic graphs (DAG) with nodes belonging to three different categories:
chance nodes (ellipses or circles in graphical notation), which represent (as in BN) discrete
random variables; decision nodes (rectangles), which represent actions or decisions with
a predefined set of states; and value nodes (diamonds), which represent utility (or cost)
measures associated with random or decision variables. Edges represent direct (possibly
causal) influence between connected objects. An example of Decision-Making (see Fig. 1 d)),
linking the two BNs (representing the probabilities of the UAV Altitude state and of the
well-functioning Battery state), and the possible actions (Speed Up action, Slow Down action
and Emergency Landing action) to be chosen with the respect of a utility table. The utility
table (detailed in the Table 1) gives a score for each action relative to the BNs, and the
choice of the adequate action is given by computing a utility function (U;) for each action.

Table 1 Utility table for decision making with DN associated with the actions Speed Up (SU),
Slow Down (SD) and Emergency Landing (EL).

UAV inc dec
Alt.
(Ua)
Battery ok bad ok bad
(He)
Actions | SU | SD | EL | SU | SD | EL | SU | SD | EL | SU | SD | EL
(A4)
U 100 | O 0 0 0 100 | O 100 | O 0 0 100

To compute the utility function we need the probabilities provided by the BNs. The
utility function of each action is equal to the sum of the products of the action with the
adequate probability concerning the UAV state and the battery state. The action to be
chosen is the action that has the highest utility function.

Let us consider the example of Fig. 1 d):
Action_ to_activate = Max(U__fsu,U__fsp,U_ fEL)
where each U__fi,(k = {SU,SD, EL}) is equal to

U fr=> Y UA=kUs=iHg=j)« P(Us=1i)*P(Hg = j)
i
(i = {inc,dec} and j = {ok,bad})

In this example, if we take the BN probabilities P(Us = inc) = 0.9 and P(Hg = ok) = 0.8
and the utility table in Table 1, then U_ fgy = 72, U_ fsp = 8 and U__fg;, = 20, which
means that the action chosen is SU ("Speed up") this case.

3 Design Tool Proposal

The proposed design tool (Fig. 2) incorporates the two following main layers:

1. In the first layer, the Bayesian core tool takes a DN as input. The DN specifications
can be expressed in .net format or .m format to make them compatible with other
tools such as Genie [14] or BNT [19] for Matlab. First, a series of dedicated high-level
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transformations are proposed for the BN part: AC compilation based on model patterns
and evidence optimization. Then, optimizations on the whole DN part are proposed, such
as bitwidth optimization and a functional/structural decomposition based on the choice
of the elementary function for a hierarchical decomposition before the generation of the
C-code.

2. In the second layer, a refinement of C-code is proposed by introduction of HLS directives
for code parallelization, memory and interface management. This latter C-HLS compliant
code is tailored for complete FPGA implementation on ZedBoard.

The first layer proposes high-level transformations and provides parallel opportunities for the

code, independent of the target platform. The second layer gives a more practical guide for

parallel implementation on a FPGA/SoC platform. This second layer is platform dependent.

In this presentation, we focus on specific high-level transformations for BN and on the

generation of C-code in order to show the ability of the design tool to generate parallelism.
We therefore do not detail the bitwidth adaptation and functional/structural decomposition.

The probabilities are defined here in a floating-point representation in the different examples
of Section 4, but they can easily be limited to fixed-point representation, thus saving some
FPGA resources at the same time.

BN Pattern recognition
Bayesian Networks Modular AC generation
Evidence optimization

Influence Diagram for DM

Bitwidth optimization
Structural decomposition

DN specification in .net or .m

HLS directives
(for parallelisation,
memory optimisation,
SW/HW interface)

HLS tool/FPGA implementation

Figure 2 Proposed HLS Design tool for Decision Networks on an FPGA support.

3.1 Bayesian core tool for DN: Dedicated high-level transformations
for DN

In this section, we start with an introduction to the intermediate representation (arithmetic
circuit compilation) used to synthesize the BN specifications. High-level transformations are
then proposed to generate a synthesizable C-code for DN specifications.

9:5
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3.1.1 Arithmetic circuit (AC) compilation for BN inference

BN inference algorithms are used to answer queries when computing posterior probabilities.
Classical inference algorithms are based on propagation on the junction tree. A major
problem for embedded systems is the complexity of the computation. Algorithms based on
ACs are powerful and can produce predictable real-time performances [4] [10].

The AC representation of BN can be built from the multilinear function (MLF) f [11]
associated with the marginal probabilities of the BN (Figure 3). The leaves of the arithmetic
circuit are A\ (evidence indicator) and € (network parameter), and the inner nodes of the
tree represent a multiplication (*) or an addition (4), alternately. To compute the posterior
probability P(z|e)= £2¢) (where x is a variable and e the evidence) for the diagnostic, two

f(e)
steps are required: the first to evaluate f(e) and the second to compute the circuit derivatives

to obtain f(z,e)= 2 W
+

®——®

A B | 0pa
a b | fa=01 Ao O + Mg bz +
a b |6,=09 / \ / \
@ b | fyz=02
a b | ;=08
J = 2Aaba(Xobyja + Aby,) + Aaba(Mebeia + Aty 1) b/ >b /\/ >b b/ >ba b/ \ba

(a) (b)

Figure 3 (a) A Bayesian network with a multilinear function. (b) The corresponding arithmetic
circuit.

3.1.2 Modular AC generation associated with model patterns

It is possible to simplify the generation of AC if the BN structures correspond to identified
patterns. For instance, in the examples of Section 4, the structure of BN is clearly repetitive
and matches the pattern we named the FMEA__HM pattern, described in Fig. 4. Other
patterns can also be used, like the SWHM (software Health Management) model proposed
n [24]. The BN of FMEA__HM pattern evaluates the probability of well functioning for a
specific item in the system providing the diagnosis, also called HM (Health Management).

In such cases, the generation of the AC uses a modular approach of inference computation
by taking advantage of the factorization of the MLF and the regular structure associated
with the pattern. In the case of an FMEA_HM pattern, the AC MLF factorization is based
on the relationship between child and parent nodes. The sub-MLFs for child nodes (if there
is no conditional dependence between them) are represented by a + in the AC, and parent
nodes combine them with a *. In this model, all error type nodes and all monitor nodes are
children of the U node (unobservable status of the system). Since there is no conditional
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dependence between these nodes, their MLF can be calculated separately and in parallel,
similar to the sub-BNs of each error type, where the parent node is the error type and
the child nodes are the monitor and appearance context nodes. This allows us to have a

hierarchical and modular AC.

Figure 4 FMEA__HM pattern for BN where the S_U, S__FEi nodes represent the sensor nodes
of either a hardware or a software monitor, the nodes U, U__Fi are the internal states possibly
affected by an error Fi, the H_ U node represents the health of the system, H_S and H__ Fi nodes
represent the health of the sensor, and the A__H, A__H_ Fi are the appearance contexts.

This principle can be easily extended to Dynamic Bayesian Networks by considering the
temporal variables.

3.1.3 BN optimization based on evidence

In an AC, we can see that the values (A, A\z) of evidence of a variable X are equal to:

(Az, Az) = (1,1) when there is no observation on the variable X,

(Az,Az) = (1,0) when the evidence is on the variable X and the observation is x,

(Az, Az) = (0,1) when the evidence is on the variable X and the observation is z.
Furthermore, in our examples in Section 4, two types of node (observable and unobservable)
are known: C, A and S nodes are observable (evidence), so they take the values (1,0) or (0, 1)
for evidence. The other nodes are unobservable, so they take the values (1,1) for evidence.
These observations and the symmetrical structure of the AC make it possible to reduce the
AC as follows:

Delete the left (or right) topmost branch containing a C (or an H) node, and in all

sub-branches where C (or H) appears, replace the probability parameters by a choice

between the right or left value. We can simplify here, because the value of (A, Az) of
these nodes is never equal to 1 at the same time,

Repeat this procedure for all C and H nodes,

Fix all the A, values for the unobservable nodes at (1,1).

9:7
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3.1.4 C-synthesizable code for DN

The decision-making approach is based on the utility function equation, taking the HM
results from BNs, actions and utility table as input. The C-synthesizable code is generated
for BN in two ways: a) in a hierarchical way, by choosing several kinds of elementary block,
or b) in a flat way. In a hierarchical version, the elementary blocks are chosen considering
the structure of the AC tree.

The C-synthesizable code of the DN is given by the following algorithm:

Algorithm 1 Decision Making.

Require: Proba from BNs HMy, HMs>, ...., HM,, actions Ay, As, ...., A, and the utility
table U
for all states i; of HM; do

for all states i,, of HM, do

for all actions A; do
// Compute utility function for each action

Uf,Ak = Uf,Ak, + U(Ak,HMl =i1,... HM, = Zn)
«P(H M, :il)*...*P(HMn Iin)

end for
end for
end for
return Maximum of U;_ A

3.2 Generation of HLS directives for a SoC implementation on
ZedBoard

3.2.1 ZedBoard target for SoC/FPGA implementation

Our design approach is characterized by the separation of processing components from
functional programmable components. The proposed design targets the ZedBoard incorpor-
ating a hybrid Zynq processor [9]. As shown in Figure 5, the architecture is built around
the ARM Cortex-A9 processor (Zynq processing system PS). The processor communicates
with dedicated HW accelerators using programmable logic through an Advanced eXtensible
Interface (AXI) bus.

For the SoC implementation on ZedBoard, numerous HLS directives have been proposed [1].
Here, we list only the main ones used for this experimentation.

3.2.2 Parallelization directives at function calls and for loops

In order to increase the parallelism, the following main directives are chosen:

1. INLINE: Inlines this function call (does not create a separate level of RTL hierarchy) and
allows resource sharing and optimization across hierarchy levels.

2. UNROLL: Duplicates computation inside the loop and increases computation resources,
decreases number of iterations.

3. PIPELINE: Pipelines computation within the loop (or region) scope and increases through-
put and computation resources.
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Figure 5 The hybrid architecture of the Zynq processor for SoC implementation.

Most of the time, the resources available for the IP are limited because other applications can

share the resource. So the parallelization directives are used considering resource constraints.

3.2.3 Memory management directives

For the storage of the parameters of the Bayesian network, two main options are used for an
embedded version inside the programmable logic component:

1. BRAM: with the directives array_map or array_ partition

2. LUT: default option

The data organization should be addressed correctly taking into account the interface
mechanism.

3.2.4 Interface management

The inputs of the SoC are the evidence of the networks that are data provided by sensors.

These are stored in an external memory (DDR). As for the evidence of the networks, the
parameters of the BN are inputs of the IP and can be stored either inside the SoC (BRAM,
LUT or CACHE) or outside in an external memory. This choice depends on the designer’s
needs and on the possible changes of the network parameter values. To access the external
memory, different interface options are possible:

1. STREAM: AXI stream

2. DMA: Master DMA

4 Case Study of a Simple UAV Mission Plan

In this section, we present a case study that validates the design flow up to implementation
on the Zynq platform. In this section we consider a simple UAV mission that address two
main failure scenarios; one related to GPS failure and the other to the battery failure. Both
can be expressed by BN, considering the FMEA_HM pattern.

4.1 Bayesian networks for the health of the GPS receiver and of the
battery

The accuracy and reliability of the position given by a GPS depend on contextual factors
affecting the satellite signal during its propagation or its reception. The sources of error
can be identified at the system level by means of additional bias in the computation of

9:9
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pseudo-range measurements [17] [23]. These measurements can tune the GPS positioning
accuracy from slightly imprecise to completely faulty. They can be improved by introducing
observations [12] or real environments [13]. The main GPS localization errors are illustrated
in Fig. 6 with a BN.

Clock error “‘

Orbit error
Satellite

lonospheric delay

Tropospheric delay

N Multipath
Clock error \@
Receiver

Figure 6 GPS potential errors and BN description.

To model battery behaviour, we use a dynamic BN to represent the linear progression of
the energy consumption over time.

This dynamic Bayesian network is described at two time steps (2TBN, cf Figure 7) to
take into account the previous past value. External events such as strong wind can increase
the energy consumption, as may any application/component used in a period of time. Each
status of an application (U node) is associated with a command node (C) that represents an
action to enable or disable the application. The battery level is given by a sensor that can
fail; its health is reinforced by the appearance contexts (low temperature, for example).

4.2 Decision making with an influence diagram

Figure 8 shows the decision-making mechanism of the mission considering the two cases of
failure (GPS failure (GPS HM), Battery failure (Energy HM)) and three actions (Nothing
to report, Change localization method, Emergency Landing). This figure illustrates the
monitoring of the GPS HM, the energy consumption HM and the DM at each time. Figure
8.(a) shows the interest of the context appearance nodes, which reinforces the confidence
in error types and sensor health. For example, from time ¢t = 0 until ¢ = 4, we observe
no problem in the GPS localization and, due to the evidence on appearance contexts, the
probability of the health of the system grows from 0.835 to 0.915. At time ¢ = 4, a problem
in the GPS localization is observed. Without observation on the appearance context nodes,
the probability of the health of the system decreases to 0.365, but according to the evidence
on appearance contexts it decreases to 0.143. Figure 8.(b) shows monitoring in a nominal
case for energy consumption. According to observation of sensors and appearance contexts,
the energy consumption is healthy but decreases over time because the related Bayesian
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pra—

SLICE 0 SLICE 1

Figure 7 2TBN for Health Management for the battery.

Network evolves dynamically. Figure 8.(c) shows the evolution of Decision Making over time
based on the health probability of the GPS localization and energy consumption. From time
t = 0 until ¢ = 4, the maximum of the utility functions is “nothing to report”, which reflects
the case of “no problem in the mission”. At time ¢ = 4, the maximum of the utility functions
is “change localization method”, which reflects a problem in the mission, i.e., the GPS failure
scenario is detected.

4.3 SoC implementation

For our case study, Table 2 shows the evaluation of resources used for our implementation in
terms of Bloc RAM (memory BRAM), Digital Signal Processors (DSP), Look Up Tables
(LUT) and Flip Flop registers (FF). The total number of DSPs on the ZedBoard equals
220, that of LUTs is 53200 and that of FFs is 106400. The results are given for hardware
solutions maximizing parallelism. The parallelism is better exploited in the case of GPS
because there is less conditional dependency between nodes. The complete DM model uses
the same number of DSPs as in case of GPS HM, which is explained by resource sharing.

Table 2 Resources used by the BN model for the programmable logic part.

BRAM | DSP | LUT | FF
GPS localization HM 0% 34% | 33 % | 9%
Energy consumption HM 0% 29% | 2% | ™%
GPS HM+ Energy HM+ Decision | 0% 34 % | 51% | 14%

Table 3 shows the performance for the HW/SW implementation. We observe a good HW
speed-up in all cases because the SW implementation is sequential. A better speed-up is
observed in the energy case, which is due to the computational complexity from the dynamic
BN. The complete DM model has a good speed-up, which could be improved, but only at

9:11
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Figure 8 Results for the Decision Making of a simple UAV mission.

(b)

(c)

the expense of more resources. We also observe that although the communication time to
send the network parameters is high, this can be eliminated or reduced if a local memory is

used, which also means an increase in HW resources.

Table 3 The HW/SW performance of the BN nodes and DM, where HW Speed-up =SW
execution time/HW execution time.

SW time | HW time | HW

(cycles) (cycles) Speed-up
GPS localization HM 955 391 2.42
Energy consumption HM 1268 339 3.74
GPS HM+ Energy HM+ Decision | 2190 698 3.13

Table 4 Performance, Resource and Energy consumption of the Decision Making mechanism.

Resource Latency | Speed-up | Energy
BRAM | DSP | LUT | FF (cycles) cons.(uJ)
HM/DM
in HW 14% 50% | 34% | 21% | 419 6.28 9.81
HM in
HW only | 13% 44% | 42% | 20% | 665 3.96 15.11

The results in Table 4 show the interest of a complete solution implemented in HW in
terms of performance and energy consumption. Nevertheless with three actions, a good
speed-up is already obtained for both versions of the DM, if HM are implemented in HW.
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5 Summary and Conclusions

We present an original design tool for the implementation of Decision Networks on FPGA.
This tool helps the designer to specify and implement the Decision-Making process under
real-time constraints and energy constraints, making it suitable for embedded solutions
on autonomous vehicles. We detail the design flow, giving the specific HLS optimizations
and transformations available to generate implementation on an FPGA /SoC platform. We
propose a validation example that demonstrates the interest of such a tool by providing
efficient HW implementation for the Decision-Making engine.

Because of the complexity related to BN and DN definition and to their related classical
inefficient implementation using junction trees [15], decision-making mechanisms based on
DN were not really considered as a possible engine for embedded applications until now.
Nevertheless, new compilation methods based on AC and on pattern identification for the
BN description can help to achieve efficient implementation on both CPU and FPGA. These
methods also help us to define a completely new embedded Decision-Network engine on the
both supports. The present paper addresses this opportunity.

As perspectives for future work, we propose to integrate the runtime constraints of the
sensors to fit the constraints of the mission in a more realistic manner. In this way, we could
extend and couple the presented offline tool, which provides HW/SW implementation of
mission planning, by adding an online engine that can choose the most appropriate version
of the decision core implementation considering the CPU load, the system constraints in
terms of energy and timing, and which can take into account service quality requirements.
If the implementation of the decision process can be achieved on an FPGA /SoC support,
the HW /SW alternatives can be chosen dynamically at runtime in the same way as this is
possible for other applications, such as those for image processing [5].
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