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Preface

This volume presents the proceedings of the 2nd Conference on Language, Data and Know-
ledge (LDK 2019) held in Leipzig, Germany, May 20-23, 2019. Language, Data and
Knowledge is a bi-annual conference series on matters of human language technology, data
science, and knowledge representation, initiated in 2017 by a consortium of researchers from
the Insight Centre for Data Analytics at the National University of Ireland, Galway (Ireland),
the Institut fiir Angewandte Informatik (InfAI) at the University of Leipzig (Germany),
and the Applied Computational Linguistics Lab (ACoLi) at Goethe University Frankfurt
am Main (Germany), and it has been supported by an international Scientific Committee
of leading researchers in Natural Language Processing, Linked Data and Semantic Web,
Language Resources and Digital Humanities.

The second edition of the LDK conference is hosted by the Institut fiir Angewandte
Informatik (InfAl) in Leipzig, Germany and co-organized by the Insight Centre for Data
Analytics and the Applied Computational Linguistics Lab (ACoLi). Major Sponsors were the
LiLa: Linking Latin project, the CID GmbH in Germany, the Semantic Web Company, and
Pret-a-LLOD. Ready-to-use Multilingual Linked Language Data for Knowledge Services across
Sectors funded under the European Union’s Horizon research and innovation programme under
grant agreement No. 825182. LDK 2019 has received further endorsement from the DBpedia
Association, from the Furopean Lexicographic Infrastructure (ELEXIS) project funded by the
European Union’s Horizon 2020 research and innovation programme under grant agreement
No. 731015, and from the independent research group Linked Open Dictionaries (LiOD3)
funded by the German Federal Ministry of Education and Research (BMBF).

In a biennial cycle, LDK conferences aim at bringing together researchers from across
disciplines concerned with the acquisition, curation and use of language data in the context
of data science and knowledge-based applications. With the advent of the Web and digital
technologies, an ever increasing amount of language data is now available across application
areas and industry sectors, including social media, digital archives, company records, etc.
The efficient and meaningful exploitation of this data in scientific and commercial innovation
is at the core of data science research, employing natural language processing and machine
learning methods as well as semantic technologies and knowledge graphs.

Language data is of increasing importance to machine learning-based approaches in
Human Language Technologies, Linked Data and Semantic Web research and applications
that depend on linguistic and semantic annotation with lexical, terminological and ontological
resources, manual alignment across language or other human-assigned labels. The acquisition,
provenance, representation, maintenance, usability, quality as well as legal, organizational
and infrastructure aspects of language data are therefore rapidly becoming major areas of
research that are at the focus of the conference.

Knowledge graphs is an active field of research concerned with the extraction, integration,
maintenance and use of semantic representations of language data in combination with
semantically or otherwise structured data, numerical data and multimodal data among others.
Knowledge graph research builds on the exploitation and extension of lexical, terminological
and ontological resources, information and knowledge extraction, entity linking, ontology
learning, ontology alignment, semantic text similarity, Linked Data and other Semantic Web
technologies. The construction and use of knowledge graphs from language data, possibly
and ideally in the context of other types of data, is a further specific focus of the conference.
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Preface

As in previous years, LDK 2019 features a number of collocated satellite events dedicated
to the conference topics. This includes the 13th DBpedia community meeting, the 2nd Shared
Task on Translation Inference Across Dictionaries (TIAD), a workshop of the W3C Ontology-
Lexica Community and Business Group and a tutorial on historical text reuse (TRACER).

In addition, this edition of LDK also features an associated summer school, the 3rd
Summer Datathon on Linguistic Linked Open Data (SD-LLOD-19, held in Schloss Dagstuhl
— Leibniz Center for Informatics, Wadern, Germany), which complements the scientific focus
of the conference with a didactic component and a hands-on experience. The SD-LLOD
datathon has the main goal of giving people from industry and academia practical knowledge
in the field of Linked Data and its application to natural language data and natural language
annotations, from areas as diverse as knowledge engineering, lexicography, the language
sciences, natural language processing and computational philology.

In total, 43 papers were submitted and reviewed by 88 reviewers. Typically, at least
3 reviews per paper resulted in 26 accepted papers. As a novel feature, LDK-2019 had a
special track for short abstracts on latest development to be presented as posters during
the conference. However, these are not subject to the proceedings and will be published
separately.

The conference programme additionally encompasses invited talks on Mapping the Lez-
icons of Signs and Words by Christiane Fellbaum (Princeton University), and on Schema.org
Annotations and Web Tables: Underexploited Semantic Nuggets on the Web? by Christian
Bizer (Mannheim University), as well as on The Sorbian languages by Eduard Werner (Uni-
versity of Leipzig).
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SPARQL Query Recommendation by Example:
Assessing the Impact of Structural Analysis on
Star-Shaped Queries
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—— Abstract

One of the existing query recommendation strategies for unknown datasets is “by example”, i.e.

based on a query that the user already knows how to formulate on another dataset within a similar
domain. In this paper we measure what contribution a structural analysis of the query and the
datasets can bring to a recommendation strategy, to go alongside approaches that provide a semantic
analysis. Here we concentrate on the case of star-shaped SPARQL queries over RDF datasets.

The illustrated strategy performs a least general generalization on the given query, computes the
specializations of it that are satisfiable by the target dataset, and organizes them into a graph. It
then visits the graph to recommend first the reformulated queries that reflect the original query as
closely as possible. This approach does not rely upon a semantic mapping between the two datasets.
An implementation as part of the SQUIRE query recommendation library is discussed.

2012 ACM Subject Classification Information systems — Semantic web description languages
Keywords and phrases SPARQL, query recommendation, query structure, dataset profiling
Digital Object Identifier 10.4230/0OASIcs.LDK.2019.1

Category Short Paper

Acknowledgements This work was supported by the MK:Smart project (OU Ref. HGCK B4466).

1 Introduction

One of the main characteristics of the Linked Open Data (LOD) cloud is the heterogeneity
of schemas and vocabularies: it is not rare for RDF datasets to use different vocabularies
to describe similar domains. However, this also entails a proliferation of ontologies for
overlapping domains appearing across datasets. For example, universities and academic
institutions intermittently use AIISO! or XCRI? to describe their courses in RDF, and
occasionally use the same properties in different ways. This increases the difficulty to
build, for instance, a recommender system for courses offered by all the universities in

1" Academic Institution Internal Structure Ontology, http://purl.org/vocab/aiiso/schema#
2 eXchanging Course-Related Information, http://xcri.org/
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SPARQL Recommendation by Example: Structural Analysis on Star-Shaped Queries

a country. Finding the right queries for all the datasets usually involves intensive and
time-consuming preliminary work to explore and understand each dataset’s data model and
content, then iteratively reformulate and test SPARQL queries [13]. However, if the user
has prior knowledge of some of the datasets and a tool that can exploit such knowledge to
aid them in the reformulation, this effort can be reduced. Semantic analysis techniques such
as ontology alignment provide support to querying unknown datasets [11], however most
of them only consider how the terms are defined in the corresponding ontologies, hardly
considering their roles in the datasets in terms of relationships between the structure of the
query and that of the dataset. We investigate how much query recommendation “by example”
can benefit from structural analysis for recommending the best queries soonest.

We propose a method that, given a SPARQL query ¢, that a source RDF dataset D¥ is
able to answer, reformulates it into queries that can be answered by a target RDF dataset
DT and reflect as closely as possible the intended meaning, structure and types of results of
the original query. The approach analyzes the structure of the query and relates it to the
schema of both datasets, by computing a least general generalization and navigating the
resulting operational structure of its specializations. It does not require an ontology mapping
and/or instance matching between the datasets, but such methods can be integrated with
it, by influencing the recommendation ranking. Basic constructs of RDF(S) and OWL are
considered, but only as potential invariants in the query: in other words, the signature of a
class is merely treated like a structure. In this paper, we concentrate on star-shaped queries,
a class of queries that still represents a significant challenge in query optimization [8, 12].

The implementation of the method has been included with an open source SPARQL query
recommendation toolkit called SQUIRE [1], which comes as a software library, standalone
program and Web application. This offers valuable support for query recommendation,
empowering not only the automatic learning of the data model and content of an RDF
dataset, but also its straightforward use without the user’s prior knowledge of its content.

After illustrating related work in Section 2, the method is detailed in Section 3. Section
4 provides some insight on the experiments underway, before concluding with future work.

2 Related Work

Most research on SPARQL query recommendation uses ontology alignments or schema
mappings explicitly defined between the source and target dataset [5, 10]. We are not aware
of any study on how to recommend queries over unmapped datasets based not on a full
schema, but on just enough knowledge of one to write example queries over another dataset.

Our work was partly inspired by the intuition that the capabilities of a dataset, in terms
of what questions it is able to answer, can be understood by organizing them into a data
structure that can be navigated through methods such as formal concept analysis [6].

The employment of least general generalizations is not new in semi-automated SPARQL
querying: we acknowledge that Lehmann et al have previously implemented it with success
for OWL-based machine learning in DL-Learner [3].

Although the above studies contribute interesting elements for us to build on, they were
mainly driven either by the user’s lack of familiarity with the underlying technologies (which
is not our case), or by the availability of semantic alignments. Regarding the latter, the
placement of our work is immediately before semantic analysis takes place, in an effort to
understand if such techniques can be further led to converge towards ideal recommendations.

Lastly we acknowledge the existence of effective methods, such as that by Fokou et al [7],
to relax failing queries, rather than outright avoid them, for obtaining satisfiable ones. We are
in fact in contact with the authors to investigate a possible intertwining of both techniques.



A. Adamou, C. Allocca, M. d’Aquin, and E. Motta

3 Method

A star-shaped SPARQL query is a query such that all its graph pattern expressions (GPEs)
are either triple patterns (subject, predicate, object) that share the same subject, or GPEs
obtained by combining them using the AND operator. For instance, the following:

SELECT DISTINCT 7title 7pic
WHERE {
?s rdf:type bibo:Book ; dc:title 7title ; foaf:depiction 7pic .

is a star-shaped query of 3 TPs to get the titles and pictures (e.g. front covers) of books.
To generate query recommendations by example, we first (¢) deconstruct the original
query into one or more general queries satisfiable by both datasets (Generalization); (i)
transform the general queries into queries for the target dataset (Specialization); and (#47)
grade and rank the generated queries to select which ones to recommend (Evaluation).

3.1 Generalization Step

Suppose a query g, is satisfiable (i.e. produces a non-empty result set) w.r.t. a dataset D but
not necessarily D”. The generalization step produces a set of queries Q¢ = {qZG ,i=1.m}
so that every ql-G is satisfiable by both D® and DT, but if a non-redundant and non-trivial
triple pattern (i.e. one that is not composed solely of variables and is not a repetition of
an existing triple pattern in in ) were added to it, the resulting query would no longer be
satisfiable by both datasets. This is called a “least general generalization” (lgg) of g,.

When a TP cannot be preserved in an lgg, for it would make the query no longer satisfiable
by both datasets, its terms are excluded from the generalization and replaced with special,
unique SPARQL variables called template variables. These variables use the convention ct;,
opt; and dpt;, respectively for the j-th class, object property and data property template
variable. The sets of terms of each category for D¥ and D™ are obtained by inspecting
each dataset and maintaining an index of the terms. The ppt; convention is used for
“plain” (RDF) properties when it cannot be determined if they are being used as object
or datatype properties. To reduce the risk of combinatorial explosion of recommendations,
named individuals and literals in a TP are not replaced with template variables. It follows
by construction that the members of an lgg are themselves queries.

Algorithm 1 below illustrates this rationale. Given the initial query g, (2-5): take every
class or property that appears in D but not in DT and substitute every occurrence of it with
an occurrence of a new template variable. At this point (6) we have one generalized query,
but it is not guaranteed to be satisfiable by DT. Therefore, build a property co-occurrence
matrix M (7), which is a square matrix indexed by properties in DT that indicates the
classes, if any, where they appear together. If there are still concrete classes left, (8-12) add
to QF one query for each of them and generalize in each query every property that does not
occur (i.e. does not co-occur with itself in M) for members of that class. Now (13) take the
queries that were generated in the steps before and for each (14-17) find in M the largest
sets of co-occurring properties appearing in that query (P; is the set of their indices), then
add to Q% one query for every such group, so that only properties of that group appear in
it. If steps 7-17 did not produce any queries, then the query produced before was already
general enough, therefore (18) make that the lgg.

1:3
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Algorithm 1 Least general generalization of an input query.
INPUT: two datasets D° and DT’; a query g, that is satisfiable w.r.t. D
oUTPUT: a set QF of queries that generalize ¢, and are satisfiable w.r.t. DS and DT

1: procedure GENERALIZE(q,, D°, D7)

2 for each non-variable node p; of ¢, do

3 if p; is an object property in D but not in D?) then

4 Replace every occurrence of p; with a new object property template variable.
5: Do the same for data properties, other properties and classes of D*.

6 q% + the new query resulting from the above

7 M < co-occurrence matrix of all the properties in DT w.r.t classes in D7
8 for each concrete class ¢; in ¢§ do

9: Generate a new query qg with all the TPs of qf where ¢; occurs

10: for each predicate p; of qf that is not rdf:type do

11: if ¢; € M;; then add to qg all the TPs with p;

12: else add to qg all the corresponding TPs after generalizing p;

13: Q% «+ {q&};
14: for each ¢ € QY if QY # () otherwise ¢¢ do

15: for each p; occurring in ¢¢ do
16: P; < largest group of properties py, so that M, # 0
17: Add to QY a new query with only the TPs of ¢¢ whose predicates are in P;

18: if Q¢ =10 then QF « {¢5}

For example, suppose the first round of generalization has produced a query:

SELECT DISTINCT ?title ?pic WHERE {
?s rdf:type 7ctl ; dc:title 7title ; foaf:depiction 7pic .

and dc:title and foaf:depiction are both present in DT but never together. In that
case, the following rounds will generate two queries (the largest property groups being
{rdf:type,dc:title} and {rdf:type, foaf:depiction}), whose patterns are respectively:

?s rdf:type 7ctl ; 7dptl 7title ; foaf:depiction 7pic .
?s rdf:type 7ctl ; dc:title 7title ; 7optl 7pic .

Having computed the set that represents the lgg of the original query, we need to know in
which ways it can be transformed into a set of queries over the target dataset DT, and detect
those queries that are potentially closer to the original one. This is what specialization does.

3.2 Specialization Step

The goal of specializing an lgg QF is to generate the space of candidate queries, regardless of
which query is to be preferred over which. A necessary condition for a query to be among
the candidates is that it must be satisfiable by the target dataset DT

Specialization can be regarded as the repeated application of some operation over a query.
We distinguish two such operations: Removal (Rop) and Instantiation (Iop).
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Removal (Rop) systematically removes an entire TP from a query, as well as removing from
its projection (e.g. the SELECT statement) any variable that appeared only in that TP.
Along with the obvious precondition of there being more than one TP in the query for
Rop to be applied, we also restrict to only applying Rop on TPs that contain at least one
template variable.

Instantiation (lop) replaces every occurrence of a template variable in a query with one
concrete (non-variable) value, thereby instantiating the template variable in question.

Applied to our specialization method, removals may be performed on a query regardless
of the target dataset, since by monotonicity no solutions are lost if a TP is removed from
an intersection of TPs. Instantiations, on the other hand, are performed so as to preserve
the satisfiability of the query. To do so, Iop only replaces template variables with concrete
values that occur in the target dataset. This requires knowledge of what the applicable
instantiations are which, when repeatedly applied to a generalized query, produce a query
that is satisfiable by the target dataset. One practical way to know them is to query the
target dataset for them. We therefore take each query in Q¢ and replace all the variables in
the projection with all the template variables. So if a generalized query is:

SELECT DISTINCT ?s 7title 7pic WHERE {
?s rdf:type 7ctl ; dc:title 7title ; 7optl 7pic .
X

then the discovery query for possible instantiations is the same as the one above, except that
the projection, i.e. the variables in the SELECT clause, becomes 7ctl 7optl.
The resulting query is run through D”. Every solution returned (the URI bindings for ct1,

opt1) denotes the possible instantiations that generate a candidate query for recommendation.

The set of solutions for every such query derived from Q% defines the space of candidate
queries for recommendation that can be obtained through instantiation.

Every time an operation from the specialization step is applied, a new query is generated,
which reduces the occurrences of template variables compared to the query from before the
operation was applied. Any query generated in this way is an intermediate query if at least
one template variable occurs, or a candidate query otherwise. Generalized, intermediate and
candidate queries are organized in a structure that is explored in the next step. To that end,
create a directed graph (digraph) g = (Vj, E,), called specialization graph, so that:

1. Every generalized query qg; in Q€ is a vertex in Vg.
2. If a vertex g;; is in V;; and an operation in the specialization step can be applied to it, so
that a new query ¢;11y is generated, then g1, € V and (gij, ¢i+1x) € Ej.

It follows that g contains all the generalized, intermediate and candidate queries as
vertices, and that the candidate queries have no outgoing edges. Also every applicable
operation on a query denotes an edge in g labelled after it. Figure 1 shows an example.

The next step is to navigate the specialization graph in order to pick the best candidate
queries, trying to detect them as early as possible.

3.3 Evaluation Step

The goal now is to measure the appropriateness of a candidate query using distance measures
from one of the generalized queries. With the specialization graph in place, if we set weights
on its edges we will have reduced our problem to one of finding the shortest paths to traverse
a digraph, from a generalized query to a candidate query. Shortest path traversal can be
performed using textbook algorithms that compute the least costly paths. However, in order
to assign weights to the edges, we will need to have a cost model.

1:5
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{Cll Pty dptl} @ o @ @ {P1: opt,, dptl}

[opt & P, ]

1{c,, P,, dpt,} {C,, Py, dpty}

v v

Figure 1 Example specialization graph of an lgg Q¢ = {¢¥, ¢S} (unweighted). The edges are
annotated with the last operation performed, whereas the vertices are annotated with the sets of
(remaining) template variables and/or the values used to substitute them in the corresponding query.

As there is no unique way of measuring the distance and/or similarity between two
queries [9], the cost C of going from ¢; to a g; satisfiable w.r.t. D is a linear combination:

C(¢i»qj, D) = o qsd(gi, q5) + B- tpe(qs, q5) + - ppd(qs, g5, D) + 6- @ (1)

where «, 8,7,§ are arbitrarily set coefficients that depend on how we wish to reward or
penalize a certain measure, and gsd, tpc and ppd are measures defined as follows:

Query Specificity Distance (gsd) measures the alterations of variables and triple patterns:

qsd(qi, ;) = qsd” " (¢;, q;) + qsd" " (qi, q5) (2)

gsd¥ " is the ratio of variables in ¢; that were preserved by the operation, over those of ¢;
and g; combined. gsd™? does the same with the triple patterns of g; that were preserved.

Triple Pattern Collapse (tpc) measures the increase in occurrences of every concrete value
from one query to another. If occ(x, q) extracts the set of occurrences (triplepattern,role)
of a variable or value = in a query ¢, then:

tre(aigs) = Y lloce(u,q;) \ oce(u, ¢;)| 3)

u€concrete(q;)

Only Top operations can cause an increase in value occurrence, by instantiating one or
more occurrences of a template variable to an existing URI value. The side effect is
that two or more TPs are collapsed by rendering them virtually indistinguishable. This
measure imposes a penalty on queries with such TPs. Rop operations are not penalized.
Property Preservation Distance (ppd) counts the properties whose nature has changed
across datasets, e.g. replacing an object property with a datatype property or vice versa.

Finally, ® is a black-box similarity measure, which can be based on the syntactic or
semantic analysis of the query. It is treated like a black box here, since we assume to know
nothing about it: at a minimum one could use simple string similarity, just to allow us to
prefer one edge over others that would otherwise be equally weighted.
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We apply the cost function C(g¢ij, git+1x, DT to all the vertices connected by an edge and
use the result as the weight of that edge. We can then proceed to visit the graph. The least
costly paths, from a vertex that represents a generalized query, to each final vertex, can
be found using an algorithm such as Bellmann-Ford or Dijkstra, depending on whether the
coefficients [a — d] can be negative or not [2]. The resulting list of final vertices, already
sorted by ascending cost to reach, constitutes the query recommendation.

4 Implementation

Our approach was implemented as part of the SQUIRE open source toolkit for SPARQL
query recommendation®. SQUIRE provides query recommendation facilities packaged as:
(a) a Java library to be included into other programs; (b) a standalone application from the
command line; (c) a Web Service with an associated Web Application frontend. SQUIRE
supports Lucene-based? dataset indexing to inform the generalization and specialization steps

of the method. The indices were populated through paginated exploratory SPARQL queries.

The base implementation of SQUIRE can be extended with metrics based, for instance,
on the semantic analysis of queries and datasets (i.e. the ® in Formula (1)). As we are
currently evaluating our approach, we are minimizing the bias of this factor by instead using
an intentionally naive Jaro-Winkler similarity [4] computed on the class and property labels,
or on the path ends or fragments of their URIs. We are constructing a suite of queries a
datasets pairs to benchmark query recommendation. At the time of writing, the optimal

recommendation could be found among the first five candidates for most queries tried so far.

5 Conclusions and future directions

We have illustrated an approach to the recommendation of SPARQL queries for datasets
that the user does not know, based on a query that they are already able to formulate for
another dataset. Our initial study concentrated on assessing how far it is possible to go with
an analysis of the query and datasets that is largely structural, only considering basic RDFS

and OWL constructs, such as classes as properties, as potential invariants of such structures.

We started with star-shaped queries, an essential yet already challenging structural category.

With experimental validation currently underway, we noted that there is no benchmark for

SPARQL recommendation, therefore we set out to publish one to complement our evaluation.

As for extending the method itself, there are several directions to take. One is to extend the
structural analysis to other classes of queries, such as snowflake and chain. Another one is
of course to introduce other types of analysis (such as those based on semantic alignments
or subsumption hierarchy) and measure if our structural analysis aids the convergence to
better recommendations sooner than without it. Having multiple analysis techniques will
also allow a comparative evaluation of the method’s efficiency. Finally, we will keep refining
the structural analysis method itself, especially considering other types of operation for
generalizing and specializing queries, and possibly taking FILTER clauses into account.

3 SQUIRE on GitHub, https://github.com/carloallocca/Squire
4 Apache Lucene, http://lucene.apache.org
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—— Abstract

Representing and reasoning on contexts is an open problem in the semantic web. Despite the fact

that context representation has for a long time been treated locally by semantic web practitioners, a
recognized and widely accepted consensus regarding the way of encoding and particularly reasoning
on contextual knowledge has not yet been reached by far. In this paper, we present OWLC: a
contextual two-dimensional web ontology language. Using the first dimension, we can reason on
contexts-dependent classes, properties, and axioms and using the second dimension, we can reason
on knowledge about contexts which we consider formal objects, as proposed by McCarthy [20]. We
demonstrate the modeling strength and reasoning capabilities of OWL® with a practical scenario
from the digital humanity domain. We chose the Ferdinand de Saussure [15] use case in virtue of
its inherent contextual nature, as well as its notable complexity which allows us to highlight many
issues connected with contextual knowledge representation and reasoning.

2012 ACM Subject Classification Computing methodologies — Artificial intelligence
Keywords and phrases Contextual Reasoning, OWLC® Contexts in digital humanities

Digital Object Identifier 10.4230/0OASIcs.LDK.2019.2

Acknowledgements We would like to thanks our Saussurian colleagues in particular dr. Guiseppe

Cosenza for his collaboration on FDS knowledge acquisition.

1 Introduction

The representation of context-dependant knowledge in the Semantic Web (SW) is a crucial
issue. Several paradigms have been proposed with the aim of adding context awareness into
the SW; ranging from practical RDF graph design patterns [23] [13] to theoretical works
on extending description logic languages with contextual constructs and axioms [5] [18]. In
this work, we present a novel approach as a combination of a formally defined theory and a
practical implementation of contextual reasoning with OWL.

Before starting, let’s clarify what do we mean by contexts and contextual reasoning.
We consider that triples can be enriched with two-types of contexts: i) validity contexts
which enhance the meaning of a fact such as the temporal validity. The fact itself is not
sufficiently clear without validity contexts ii) additional contexts which add to the fact
without interfering with its meaning such as the provenance of the triple. A statement where
both contexts are given is the following: Saussure lived in Geneva between 1857 and 1876 as
mentioned by Wikipedia, where 1857-1876 represents the validity context (more precisely the
validity time) and Wikipedia is the provenance considered as an additional context. Based
on that, we define contextual reasoning as the process of deriving new contextual knowledge
from existing ones. The kernel of this process is reasoning on contexts themselves in order to
boost the propagation of contextual knowledge.
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For all this, we propose OWLC, a contextual two-dimensional web ontology language that
is an extension of the classical OWL. OWLC [1] [4] was designed in the two-dimensions style
[17] in the purpose of 1) avoiding the conflict when modeling contexts and context-dependent
knowledge 2) avoiding adding an additional cost in the complexity of reasoning because
the cost is already hidden in the shift from one-dimensional to two-dimensional semantics.
Furthermore, the design of OWL® was inspired by problems we encountered in practical
scenarios in digital humanities. Therefore, we chose to test its usability over the SNSF!
project of Ferdinand de Saussure [3], which is sufficiently complex and paradigmatic to
contain different aspects of context-dependent knowledge.

The remainder of the paper has been organized as follows: in section 2, we present the
Ferdinand De Saussure (FDS) use case. In section 3, we go through the literature review
of contextual knowledge representation and reasoning. In section 4 and 5, we present a
contextual extension of OWL: OWLY. We discuss also the different types of reasoning that
can be performed. Furthermore, we demonstrate the usability of OWL® by applying it to a
historical scenario in section 6. Finally, we summarize our results in section 7.

2 Motivation: the Case of Ferdinand de Saussure (FDS)

Ferdinand de Saussure (1857 — 1913) is considered as a “formidable linguist” [15], first of all
for his works in general linguistics, as well for his contributions in the rather more exclusive
field of comparative grammar. However, Saussure published very little. For instance, he
never published the theory he developed in the course of general linguistics he taught three
times and which is considered as the work of his life. It is on the basis of lecture notes of
his students that the book Course in General Linguistics (Cours de Linguistique générale
CLG) was published in 1916. The legacy of Saussure is fortunately not limited to these
monographs but includes a fund of about 50,000 handwritten pages? deposited in libraries of
Geneva (Bibliotheque de Geneve), Paris and Harvard. All these pages were photographed
using a high definition digital camera. These manuscripts are of primordial importance for
the Saussurean scholars (Saussureans for short). Their study is considered as the only mean
to reach a better understanding of Saussure’s ideas. As of today, only 5,000 manuscripts
of the 50’000 pages have been transcribed. One of the major problems of Saussureans is
to understand the content of the manuscripts and this is due to the following contextual
problem:

Authorship as a context: transcripts of manuscripts come from various sources. Their
authorship is of major importance for Saussurians given the level of confidence that they
attribute to each source.

Time as a context: for the majority of the manuscripts, we know neither their date nor
their place of writing. This, of course, complicates the establishment of a clear sequence
of ideas on Saussure’s work.

Terminology as a context: in [10], the author showed that the terminology used by
Saussure varies over time or writing purpose. He eventually identified more than a
dozen different terminologies in Saussure’s work. Therefore, the terminology can also be
considered as a context. Indeed it is essential to precisely understand the meaning of
each specific manuscript.

! http://www.snf.ch/en/Pages/default.aspx
2 which have been (and still) transcribed
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3 Related Works

In 2001, the authors of [12] introduced the idea of locality and compatibility where reasoning

is considered mainly local and uses only part of what is potentially available. In 2003, [7]

introduced the concept of distributed description logics where binary relations describe the

correspondences between contexts. However, the coordination between a pair of ontologies
can only happen with the use of bridge rules. C-OWL [8] was introduced in the same year.

The idea behind is to localize the content of ontologies and to allow for explicit mappings

via bridge rules. In 2004, a new concept called E-connections [18] emerged: ontologies are

interconnected by defining new links between individuals belonging to distinct ontologies.

One major disadvantage is that it does not allow concepts to be subsumed by concepts of

another ontology, which limits the expressiveness of the language. Then, in 2006, the authors

of [5] attempted to extend description logics with new constructs with relative success. In

2011, a proposition was argued to use a two dimensional-description logics [17]. Results

showed that this approach does not necessarily increase the computational complexity of

reasoning. Another work, [16], proposed a framework for contextual knowledge representation
and reasoning (CKR) based on current RDF(S) standards. However, the expressiveness of the
formalism is restricted to RDFS and there are no axioms that make it possible to explicitly
use the relationships between contexts to deduce new facts or to deal with contradictions
between contexts. In 2012, [9] argues that treating contexts in the semantic web needs more
advanced means, such that contexts should be explicitly presented and logically treated...

On the other hand, many attempts to find a solution to the syntactic restriction of RDF
binary relations emerged. Two approaches were proposed:

(a) Extending the data model and/or the semantics of RDF: the triple data structure could
be extended by adding a fourth element to each triple, which is intended to express the
context [11] of a set of triples [14] [21].

(b) Using design patterns: It could be categorized along three axes:

the contextual index co is attached to the statement R(a,b) and thus R(a,b) holds for
co such as RDF reification [6]. This method is not supported in DL reasoning.

the contextual index co is attached to the relation R(a,b,co) [2] [3]. One advantage is
being able to talk about assertions as (reifying) individuals.

the contextual index co is attached to the object terms R(a@co, b@Qco) where co is
the contextual-slice of a and b [22]. This method introduces many contextualized
individuals which cause objects proliferation.

4 OWL 2 DL®: a Two-dimensional Web Ontology Language for
Contexts

OWL 2 DL was designed to support the existing description logic business segment and has
desirable computational properties for reasoning systems. In this section, we introduce an
extension of OWL 2 DL for contexts, that we call OWL 2 DL®. The semantics are based
on the semantics of the two-dimensional description logic [17]. OWL 2 DL, is the first
dimension. It is used to represent contextual object knowledge such as contextual classes,
contextual properties and contextual axioms. OWL 2 DLS ..,
is used to represent contexts which are considered as first class citizens.

Formally speaking, an OWL 2 DL signature (or vocabulary) is a pair of DL signatures
(<Nc, NR, N]> s <NKC,'7 NKR, NK[>) where:

N¢ (resp. Nk¢) is a set of domain (resp. context) concept names,

is the second dimension. It

Npg (Ngkg) is a set of domain (context) role names,
Ny (Nky) is a set of domain (context) individuals names.
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4.1 The contexts language: OWL 2 DL®

context

Contexts are considered as formal objects [20] and are of two types:
Validity contexts: are contexts that can affect the fact itself either by enhancing its
meaning, or by limiting its meaning to a given context. Fluents [23] are a typical example
of validity contexts (i.e. a fluent is a temporal property whose object is subject to change
over time).
Additional contexts: supplement a fact with additional elements that do not modify its
meaning. As a result, the fact is more precisely described with the additional context, but
sufficiently clear without it. A typical example is the publication context which provide
information about the provenance of the triple as a reference in order to support the
claim.
A context type is usually characterized by a set of dimensions that describe it to a certain level
of approximation. For instance, a validity context could be composed of many dimensions,
such as the temporal validity, the spatial validity, etc. For example:

(1857, wikipedia) : LivedIn(Saussure, Geneva)

states that Saussure lived in Geneva during 1857 as mentioned in Wikipedia. 1857 is the
temporal dimension of the validity context and Wikipedia is the provenance dimension
considered as an additional context?.

The axioms of the contexts language are formulas:

AC B|C(a)

where A € Nkco, B € Nkgo, C € Nkgc, a € Nkr.

4.2 The core language: OWL 2 DL®

core

An axiom expression of the core language is either:
a DL axiom expression on the core signature (N¢, Ng, Nr). For Example:

Human(Saussure)*

an expression of the form K : ¢, where K is either an individual context name (in Ng)
or a concept expression over the context signature (Nxc, Nk g, Nir). Such an expression
states that the axiom ¢ holds in the specified context or in all contexts of the specified
context concept. ¢ can be:

1. a concept axiom (C C D, C = D, C disjoint D)

1969 : CanVote C Aged21orMore

states that the axiom CanVote C Aged21orMore holds in the temporal context 1969.

3 In this case the individual context names Nk is the cartesion product N+ X Nk p of a set of temporal
contexts and a set of provenance contexts.

4 We consider non contextual (standard) DL axioms as contextual axioms that are valid in all validity
contexts. Therefore an expression of the form , C C D is in fact an abbreviation for TVC . C© C D
where TV is the top context concept whose interpretation contains all the validity contexts of €2.
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Table 1 OWL 2 DLE,,. direct model theoretic semantics.

Abstract Syntax CDL syntax | Semantics (Interpretation in context k)
IntersectionOf( Cy ... Cp ) | C1M ..M Cy ¢ A . nctM
UnionOf( Cy ... Cy ) CiU...UC, cI™y . .ucH
ComplementOf( C'") -C (=C)EHR = AT O TIF]
R SomeValuesFrom( C' ) A(R.C) z|3y : (z,y) € (R)*™and y e (€)W
R AllValuesFrom( C') V(R.C) z|Vy : (z,y) € (R)*F = y e (C)F]
OneOf( ay ...a, ) a1 ... an (a)T L (an)*F]

2. arole axiom (R C S, functional(R), transitive(R), ...)
DecentralizedCountry : hasLocal PowerIn C electedLocallylIn

states that in decentralized countries (contexts), a person with local power in a region
had necessarily been locally elected in that region.

3. a class or role assertion (C(a), R(a,b)) defined on the core signature with contextual
concept and role expressions

1857 : Professor(Saussure)

which states that Saussure was a professor during 1857.

A contextual interpretation is a pair of interpretations M = (Z, J) where T = (A, -Zl)
is the core interpretation, J = (£2,-7) is the context interpretation, and A N Q = 0. Il is a
family of interpretation functions, one for each context k € Q. .7 is the (non-contextual)
interpretation function of every context in the context language. The interpretation of
the class constructors of the core language is straightforward. Table 1 contains the OWL-
frame like abstract syntax, the contextual description logic syntax (CDL) and the direct
model theoretic semantics of OWLS . basic class constructors. We only consider contextual
interpretations that satisfy the rigid designator hypothesis [19], i.e. iZ*] = ZI¥']
individual ¢ € Ny, k € Q, and k' € Q.

A contextual axiom K : ¢ is satisfied by an interpretation M if in every context k
that belongs to the interpretation of K, the interpretation in & of the concepts, roles and
individuals that appear in ¢ satisfy the axiom condition

MEK:CCDiff vk e K7 : CT* C D™ | where C € Ng and D € N¢

MEK:RC Siff Vk € K7 : RT C STIH | where R € Ni and S € Ny

M = K : C(a) iff Vk € K7 : C(a)* ™), where C € N¢ and a € Ny

M |= K : R(a,b) iff Vk € KV : R(a,b)*™ where R € Ng, a € N; and b € N;

(if K is not a concept expression but a context individual name k, K7 designates the singleton
{k7} in the above expressions).

=1 for any

4.3 The interaction between the core and context language

The interaction between the two languages is done using special operators. We introduce,
in table 2, the OWL frame-like abstract syntax and the semantics of these contexts-based
concept forming operators. Examples:
(AsianCountry) Professor: the individuals that belong to the class Professor in some
context of type xAsianCountry.
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[EuropeanCountry|Professor: the individuals that belong to the class Professor in all
contexts of type EuropeanCountry.

{Switzerland} Professor: the individuals that belong to the class Professor in Switz-
erland.

Table 2 Semantics of the contexts-based concept forming operators.

Abstract Syntax CDL Semantics
Concept ValuesFromSomeContext(C [K]) | (K)C reA|FyeK zec
Concept ValuesFromAllContext(C [K]) [K]C reA|Vye K7 - zectl
Concept ValuesFromThisContext(C [k]) {k} C reEA|z€ CTT]

PropertyValuesFromSomeContext(R [K]) | (K)R | (z,2) € Ax A |y e K7 : (z,z) € R*W
PropertyValuesFromAllContext(R [K]) [KIR | (z,2) e AxA|Vye K7 : (x,2) € RTY
Property ValuesFromThisContext(R [k]) | {k} R (z,2) e AXA|(z,2) € RTIF]

5 Reasoning with OWL®

Inspired from OWL 2 RL?, OWLC is considered as a profile aimed at applications that
require scalable reasoning without sacrificing too much expressive power. This is achieved by
restricting the use of constructs to a certain syntactic position, similarly to OWL 2 RL.

In the original version of OWL-2 RL, the rules are given as universally quantified first-
order implications over a ternary predicate T. This predicate represents a generalization of
RDF triples thus, T(s,p,0) represents a generalized RDF triple with the subject s, predicate
p, and the object o. Variables in the implications are preceded with a question mark. To
include the notion of contexts, we introduce a quaternary predicate Q(s,p, o, k) where s is
the subject, p is the predicate, o is the object and k is the context for which the predicate
holds. If the ontology has multiple context dimensions (e.g. time and provenance) k must be
understood as k1,..., ky, and hence @) as an m + 3-ary predicate.

We can distinguish two types of object reasoning: explicit and implicit.

Implicit contextual reasoning

When the TBox axioms is declared as in normal OWL but the ABox is contextual.
Professor C hasColleague only Professor

1904 : Professor(Ferdinand)

1904 : hasColleague(Ferdinand, Robert)

1880 : hasColleague(Ferdinand, Clara)
entails 1904 : Professor(Robert) but not 1880 : Professor(Clara).

Explicit contextual reasoning

When the TBox axioms explicitly refer to contexts. From
FranceBeforel944 : CanVote C Man

® https://www.w3.org/TR/owl2-profiles/#Feature_Overview_3
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Table 3 OWLC: Entailment rules for the core language.

IF THEN
cls.com T(?c1, owl:complementOf, ?7c2)
C Q(?x, rdfitype, 7ci, 7k) false
Q(?x, rdfitype, 7c2, 7k)
T(?c, owlintersectionOf, 7x)
LIST[?x, 7ci, ..., 7cn]

. 7y, rdf:itype, 7ci, 7k

‘ésl'j”gl ggvi rdfztige, ?c;, ?k; Q(?y, rdfitype, 7c, 7Kk)
Q(?y, rdfitype, 7?cn, 7k)

. T(?c, owlintersectionOf, 7x) Q(7y, rdfitype, ey, 7k
cls-int2 LIST[?x, %c1, o, 7ch] Q(?y, rdfitype, 7?c2, 7k)
¢nb Q(?y. r’df:typ’e ?’c 7k)

’ ’ ’ Q(?y, rdfitype, ?cn, 7k)
clsuni T(?c, owlunionOf, 7x)
cuD LIST[?x, 7Tci, ..., 7cn] Q(?y, rdfitype, 7c, 7k)
Q(?y, rdfitype, 7ci, 7k)
T(?x, owl:someValuesFrom, ?y)
S| e Guonbropecy: ) Q(ru, rdftype, 7%, )
Q(?v, rdf:itype, 7y, 7k)
T(?x, owl:isomeValuesFrom, ?y)
(Ezlls%—.sgfl-Z %EZE: (;\;)V}.Ol;\l?)roperty, ’p) Q(?u, rdfitype, 7x, 7k)
Q(?v, rdfitype, 7y, 7k)
T(?x, owl:someValuesFrom, ?y)
ool | G elonmropey: *P) Q. rdtype, 7, 1)
T(?v, rdfitype, ?y)
T(?x, owl:allValuesFrom, ?y)

_avi- ? . ?

k| T oo e,
Q(?u, 7?p, 7?v, 7k)
T(?x, owl:allValuesFrom, ?y)
ot 2 . 2
ks |T0n ottmer, ) v w1 0
T(?u, 7p, 7v)
T(?x, owl:allValuesFrom, ?y)
cls-avf-3 T(?x, owl:onProperty, 7p) T(?v, rdf:type, ?y)
VR.C Q(?u, rdfitype, 7x, 7k)
Q(?u, 7?p, ?v, 7k)
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Table 4 OWLC : entailment rules for the context-based concept forming operators.

IF THEN
T(?e, owl®: onClass, 7d)

cxt-svf T(?e, owl®: inSomeContextOf, 7k

((K) D) Q((?x, rdftype, 7d, 7y) ) T, rdftype, 7e)
T(?y, rdf:type, 7k)
T(?e, owl®: onClass, ?7d)

cxt-avf T(?e, owl®: inAllContextOf, 7k

(IK]D) TE?X, rdf:type, 7e) : T(?y, rdfitype, 7k)
Q(?x, rdf:itype, 7d, 7?y)

extov T(?e, owl®: onClass, 7d)

({K} D) T(7e, owl®: inThisContext, 7k) Q(?x, rdfitype, 7d, 7k)
Q(?7x, rdfitype, 7e)

FranceBeforel944 : CanVote(Alejandro)

FranceInl989 : CanVote(Andros)

we can infer FranceBeforel944 : Man(Alejandro) but not FranceInl1989 : Man(Andros)
(where FranceBeforel944 and FranceIn1989 are the contexts in use).

Interaction between OWLS and OWLC

core context

The rules presented in this section let us do the interaction between the two languages.
Syntactic restrictions are applied to the new constructors: an existential contextual restriction
((C) D, (C) R) may only appear in the left-hand side of a subclass axiom, whereas a universal
contextual restriction ([C]D, [C]R) may only appear in the right-hand side. Due to space
limitations, we show only some of these rules in table 4.

An example of the existential rule is as follows: a former president is someone who has
been president in the past
(PastPresidentialTerm) President C Former President
1933-1945 : President(Roosvelt)
PastPresidentialTerm(1933-1944)
entails FormerPresident(Roosvelt)

6 OWLC in practice

Since OWLY was created to deal with practical problems, we chose to evaluate it on a real
use case: the SNSF project of Ferdinand de Saussure (FDS). Therefore, in this section, we
explain the methodology to follow from the choice of contexts to reasoning. First, we start
by defining the contexts dimensions to be used. In addition, we describe the process we
followed to extract contextual knowledge from the Saussurian texts. Then, we discuss the
problems we encountered while encoding the model in RDF. Finally, we propose a practical
implementation of contextual reasoning.

6.1 How to choose your context dimensions?

When talking about the implementation of contextual reasoning, some questions always arise
such as: how do you decide what should be a context and what shouldn’t? Is there a list of
predefined contexts dimensions, you choose from? etc. According to your target, you choose
your dimensions. In the case of the FDS project, we are interested in reasoning about time
and provenance. Therefore, we choose the validity time and provenance as our dimensions.
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contextualProperty contextualProperty’
ContextualEntity » ContextualRelation > ContextualEntity
ValidityContextExtent AdditionalContextExtent
ValidityContext AdditionalContext

Figure 1 Contexts in RDF.

In order to come up with a suitable range of dimensional values, we must consider the
granularity of contexts. In our use case, the main focus is on the Saussurian network (persons
he cites in his manuscripts, students, etc.) and events he participated too. Therefore, the
data provenance will be the transcriptions from which the data was extracted. For the time
dimension, the most granular value is a “year”.

6.2 Contextual knowledge acquisition

The acquisition of contextual knowledge was the hardest phase of this project given the fact
that: 1) the information is scattered in thousands of transcriptions 2) no general purpose
natural language processing tool can extract accurately knowledge from text yet, in particular,

contextual entities or more precisely n-ary relations (e.g. Saussure lived in Geneva in 1857).

In many cases, information could be split over different sentences, so the problem can be
hard and require “coreference resolution”. The simplest way was to use existing tools to find

binary relations and then parse in the vicinity of the text to find contexts such as dates/years.

In cooperation with a Saussurian linguist, we did the task semi-automatically. Using Gate®,
we extracted name entities and relations from transcriptions. Time and provenance were
then added to the contextual relations. Knowledge was also enriched with Wikidata’”. We
have 1032 persons. We have also shown in [2] that the FDS project contains a lot of fluent®
relations among them: relations between persons (colleagues, studentOf, professor, spouseOf,
husbandOf, educatedAt, etc.).

6.3 Representing FDS with OWL®

In this section, we explain how to encode the overall model in RDF. We start by presenting
the contextual pattern we adopted and then we prove the correspondence between the OWL®
formalization and the RDF based representation.

When it comes to encoding contexts in RDF, a lot of techniques are made available (check
section 3). We chose to use the n-ary pattern we presented in [2] for its compactness and
intuitiveness (figure 1). In order to map OWL® to RDF, we implicitly used the standard

5 https://gate.ac.uk/projects.html

7 https://www.wikidata.org/wiki/Wikidata

8 a fluent is a relation whose object is subject to change over time (e.g Saussure lives in Geneva in 1860
but in Paris in 1882)
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mapping of OWL to RDF?. For instance, the mapping of the axiom:
(1904, UniversityO f Geneva) : Colleague(Saussure, Paolo)

where (1904, UniversityO fGeneva) is the validity context composed of the validity time
(1904) and the location (UniversityO fGeneva), is as follows:

:Saussure cp:colleagueOf IX.

'X cpl:colleagueOf :Ascoli.

X rdf:type :contextualRelation.

X :during :"1889"""xsd:date.

'X :location :University0OfGeneva.
:during rdfs:subProperty0f owlc:validityContextExtent
:location  rdfs:subPropertyOf owlc:validityContextExtent
Where

cp is used for the property linking the entity to the contextual relation.
cpl is used for the property linking the contextual relation to the object.
owlc refers to the vocabulary introduced by the contextual ontology.

The mapping of the context-based concept forming operators to RDF is more delicate. In
order to represent the contextual existential (C') D and universal operators [C]D, we designed
the owlc:contextRestriction similarly to owl:Restriction. A context restriction class should
have exactly two triples linking the restriction to:

1. the class (resp. property) that the restriction applies on, using the new predicate
owle:onClass (owl:onProperty)

2. The type of the restriction: in case of a universal (resp. existential) restriction |,
owle:inAllContextOf (owle:inSomeContextOf) should be used.

If

[EuropeanCountries|FamousLinguist

represents the people who are considered as famous linguists in all european countries. The
mapping is as follows:

_:X rdf:type owlc:ContextRestriction .
_:X owlc:onClass :FamousLinguist
_:X owlc:inAl1ContextOf :EuropeanCountries.

6.4 Reasoning in FDS with OWL®

One characteristics of the contextual rules is that they generates new objects of type
ContextualRelation. We choose to use SPIN[10]* because it is flexible enough that you can
pass parameters to them to customize their behavior. Then, they can be instantiated in any
RDF or OWL ontology to add inference rules and constraint checks. Two types of rules were

implemented using TopBraid Composer!!:

9 https://www.w3.org/TR/owl2-mapping-to-rdf/
4 http://spinrdf.org
Mnttps://www. topquadrant . com/tools/ide-topbraid-composer-maestro-edition/
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6.4.1 OWLE rules

Figure 2 shows the example of the cls-int rule encoded as a SPIN template. It declares that
the assertion of the same individual in two classes, holding for the same context, generates
an assertion for this individual in the intersection of those classes, but also for the same
holding contexts. It is implemented using a SPARQL INSERT request and is composed of a
spin : body and spin : constraint.

spin:body

INSERT{

7this  owlc:representedBy _:bO.

_:b0 a owlc:ContextualRelation.
:b0 a ?ClassIntersection.

:b0 owlc:validityContextExtent ?co.

}
WHERE{
?this owlc:representedBy 7crl.
?crl a owlc:ContextualRelation.
?crl a ?FirstClass.
7crl owlc:validityContextExtent ?co.
?this owlc:representedBy ?cr2.
?cr2 a owlc:ContextualRelation.
?7cr2 a ?SecondClass.
?7cr2 owlc:validityContextExtent ?co.
FILTER NOT EXISTS{
7this owlc:representedBy _:0.
_:0 a owlc:ContextualRelation.
_:0 a ?ClassIntersection.
_:0 owlc:validityContextExtent ?co.
}
X

spin:constraint

Argument arg:ClassIntersection  rdfs:Class
Argument arg:FirstClass rdfs:Class
Argument arg:SecondClass rdfs:Class

Notice that the classes are declared as spin:constraint. Notice also that the query contains
a filter. The existence of the filter is of a major importance, because it guarantees that an
existing triple is not generated again and again, whenever the rules are running.

6.4.2 Domain rules

Domain rules where added to enable historical reasoning over the knowledge. They were
created in collaboration with Saussurean experts. A typical rule is

If a manuscript M is a letter written by a scholar A to a scholar B at time ¢ then we
can infer that A is aware of B’s work at time ¢ and thereafter, i.e in the time interval
[t, end ofconsidered period).
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For instance, from the fact that a manuscript M is written by a person A as a letter to a
person B and the writing time of M is [t1...t2], we can infer that A knows B since ¢1.

7 Conclusion

OWLC is an extension of the web ontology language for contexts. It is completely embedded
within the current Semantic Web standards. It builds on top of these standard formalisms
and enhances them with the following aspects: (1) knowledge is organized in two layers: con-
textualized knowledge and knowledge about contexts (2) contexts can have many dimensions
and are divided into validity context and additional context (3) reasoning can be performed
explicitly or implicitly. We also described a modeling scenario from the domain of digital
humanities, by which we demonstrate the features of OWLC. The choice of this particular
domain is due to its inherent contextual nature and sufficient complexity.
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—— Abstract

The paper introduces Ligt, a native RDF vocabulary for representing linguistic examples as text
with interlinear glosses (IGT) in a linked data formalism. Interlinear glossing is a notation used in
various fields of linguistics to provide readers with a way to understand linguistic phenomena and to
provide corpus data when documenting endangered languages. This data is usually provided with
morpheme-by-morpheme correspondence which is not supported by any established vocabularies for
representing linguistic corpora or automated annotations.

Interlinear Glossed Text can be stored and exchanged in several formats specifically designed for
the purpose, but these differ in their designs and concepts, and they are tied to particular tools,
so the reusability of the annotated data is limited. To improve interoperability and reusability, we
propose to convert such glosses to a tool-independent representation well-suited for the Web of Data,
i.e., a representation in RDF. Beyond establishing structural (format) interoperability by means of a
common data representation, our approach also allows using shared vocabularies and terminology
repositories available from the (Linguistic) Linked Open Data cloud.

We describe the core vocabulary and the converters that use this vocabulary to convert IGT in a
format of various widely-used tools into RDF. Ultimately, a Linked Data representation will facilitate
the accessibility of language data from less-resourced language varieties within the (Linguistic)
Linked Open Data cloud, as well as enable novel ways to access and integrate this information with
(L)LOD dictionary data and other types of lexical-semantic resources. In a longer perspective, data
currently only available through these formats will become more visible and reusable and contribute
to the development of a truly multilingual (semantic) web.
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1 Background

Interlinear glossed text (IGT) is a notation frequently used in linguistic research and docu-
mentation. IGTs combine language utterances with their morphological analysis in order to
provide readers with a way to understand linguistic phenomena in languages they do not
necessarily know. An important property of IGT examples is that there is an alignment
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between morphemes and corresponding grammatical values as in (1)!:

(1) Min ter-a ter-gan  ezba tau-da  bas-kan
I live-ST.IPFV live-PFCT house hill-LOC get_ up-PFCT

“I live in the house that is located on the hill” (Tatar, Mishar dialect)

Accessing and analyzing IGT data is vital for a vast amount of linguistic research, especially
when dealing with less-resourced languages. However, unlike other types of linguistic resources
like corpora or dictionaries, this type of data lacks interoperability and reusability. In practice,
linguists rarely use IGTs from outside their research groups. There are two main reasons for
this: a conceptual one and a technical one.

From a conceptual point of view, IGT can vary greatly from a researcher to researcher. The
Leipzig Glossing Rules [3] define guidelines and best practices for writing glossed examples and
texts, but these represent only the basis on which researchers can later build on, introducing
more and refined information in their analysis (e.g., a layer with a phonetic transcription or
more specific abbreviations for linguistic categories). Another source of variability lies in the
list of grammatical categories. In the language documentation community, there is no single
inventory for grammatical categories all over the world and their corresponding abbreviations
(tags), also, there can be several ways for representing the same category (cf. AOR vs. aor vs.
aorist). All these factors make it more difficult to redistribute or reuse IGT data.

From a technical point of view, there is another problem: There is a myriad of ways to
encode IGT, each with its advantages and limitations, ranging from printed PDFs to various
XML (and pre-XML) formats defined by specific tools such as Toolbox and FLEx. Even
in the simple cases it can be difficult to use independently produced IGTs, and it is even
more problematic to compare or combine several data sources. One possible way to overcome
this problem would be to represent data in a tool- and theory-agnostic format. Several
initiatives for this purpose do exist, e.g., TypeCraft or Xigt, based on XML technologies.
Another possibility would be to represent this type of data in RDF. Moreover, in order to
make it truly interoperable, there should exist a standard vocabulary for this type of data.
This paper introduces such a vocabulary, Ligt, an LLOD-native vocabulary for representing
Interlinear Glossed Text as RDF data.

The paper is organized as follows. We describe existing approaches to representing IGT
data in Section 2. We describe the Ligt core vocabulary in Section 3. Converters between
Ligt and several popular formats are described in Section 4. Finally, Section 5 concludes the
paper, outlining its main outcomes.

2 Data models for IGT data

2.1 Existing formats

This section describes several widely used formats for storing IGT data, including existing
Linked Data representations.

There is a great variation in the ways to store IGT data. Probably, the biggest factor
influencing the format is whether the data is stored for research or published alongside the
research. In the latter case, it is usually a part of a book or a paper either scattered thorough
the text or given as an appendix. This representation is not truly machine-readable, so this
format cannot be considered reusable. However, there are initiatives in order to overcome this

1" An example from the second author’s fieldwork materials.
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1 Word Min  tera tergan ezba tauda baskan
Morphemes min ter -a ter -gan ezba tau -da bas Jkan
Lex Gloss I live STIPEV live PFCT house hill LOC get up PFCT

Free [ive in the house that is located on the hill.

Figure 1 Mishar IGT sample, FLEx print view.

problem by making this data accessible, namely, ODIN, the Online Database of Interlinear
Text [7],2 which was created by parsing scholarly documents on the Web in order to extract
such data. For storing the data, ODIN uses Xigt (eXtensible Interlinear Glossed Text).?
Xigt is an XML-based data model created to simplify the format of IGT in most of the cases,
allowing to scale up to accomodate different kinds of annotations. Figure 11 illustrates its
XML data model.

IGT data used in research is mostly generated by field linguists working with (native)
speakers during their work, so the format depends on what tools do they use. The most
widely known applications developed specifically for creating IGT are Toolbox (formerly
Shoebox)* and FLEx, its successor®. They both provide advanced functionality to enter and
store IGTs, perform analyses, and build dictionaries. Both have their own advantages, and
therefore, both are actively used in the community.

In our previous work, we introduced a shallow RDF representation for both FLEx and
Toolbox formats [1]. Below, we briefly describe the respective data models, both in their
original XML serialization and in a shallow RDF reconstruction. Other formats do exist, as
well, e.g., TypeCraft, and different proposals within the Text Encoding Initiative (TEI).

2.2 RDF reconstruction of FLEx and Toolbox

The FLEx framework stores linguistic data as a set of XML documents: an XML file with
all the texts with their markup and a number of auxiliary files: language settings, project
settings, etc. The main file consists of a number of <rt> elements, each representing a
database record. Hierarchy is established by linking records using the attribute ownerguid
which references the parent record of the element. Records may consist of different elements
depending on their class attribute.

Figure 1 shows selected glosses in the FLEx graphical user interface and Fig. 2 provides
a fragment from its XML representation.

Another way of accessing FLEx data is to export its texts. Unlike the database-like
structure of the main XML format, the format for exporting is hierarchical, and its semantics
is more clear. FLEx distribution includes a (non-validating) XSD schema that illustrates the
basic data structure of these files. Fig. 3 provides a fragment from the XML representation
of the same fragment as in Fig. 2.

In [1], we propose a shallow RDF model based on the latter XML representation. Exporting
texts from the main project XML leads to information loss which does not allow converting
the result back to FLEx projects. Despite that, in this paper we employ this model as a
basis for further conversion, while dealing with the main project format is currently under
development.

http://depts.washington.edu/uwcl/odin/
https://github.com/xigt/xigt
http://www-01.sil.org/computing/catalog/show_software.asp?id=79
http://fieldworks.sil.org/flex

(SN V)
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<rt
=
<Contents=
<Str=>
<Run =Min tera tergan ezba tauda baskan.</Run>
=/5tr>
</Contents>
<ParselIsCurrent /=
<Segments=>
<objsur /=
</Segments>
</rt=
<rt
>
<Analyses=
<objsur />
<objsur />
<objsur /=
<objsur /=
<objsur /=
=objsur /=
<objsur />
</Analyses=>

Figure 2 Mishar IGT sample, FLEx XML.

The RDFS data model that we take as a basis for FLEx data conversion, and the
aforementioned data fragment converted with respect to this data model are illustrated in
Figs. 5 and 4, respectively.

In earlier work, we have shown that the FLEx conversion can also be applied to Toolbox
data [1]. Together with FLEx, Toolbox is the most tool popular for working with IGT data
is Toolbox. It is a predecessor of FLEx, although in some aspects it is more powerful than
FLEx, so it is still widely used by field linguists. Most notably, it allows creating any number
of user-defined “markers” (glossing/annotation layers) such as multiple orthographies or
different variants of morphological glossing®. Given this, even though there is a process
of importing Toolbox data into FLEx, it is not universally possible to do this without
information loss.

Toolbox stores its data in an SFM” format. It is a text-based format where each line
represents a layer defined by its marker at the beginning. Interlinear alignment is achieved
by using the precise number of spaces: Each new segment on corresponding lines starts at
the same position®.

An existing shallow RDF representation for Toolbox resembles the one for FLEx with
two key differences:

1. There is no paragraph division in Toolbox data hence flex:has_phrase relations can be
directly between flex:interlinear-glosses and flex:phrase.

2. Triples with information regarding toolbox markers are stored in their own namespace
since they can differ from the FLEx markers.

The new version of FLEx, which is now available as beta, has similar functionality. However, the current
stable version is still widely used.

Standard Format Markers

Due to historical pre-Unicode reasons, the position is calculated in the number of bytes, not in the
number of characters.
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<phrases>
<phrase >
<item =1</item=
<words=>
<word =
<item >tera</item>
<morphemes>
=morph =
<item >ter</item=
<item
</morph=
<morph >
<item =—a</item=
<item
</morph=
</morphemes:=
</word>

>live</item=

=5T.IPFV=/item=>

</words=
<item
</phrase=
</phrases>

=I live in the house that is located on the hill.</item=

Figure 3 Mishar IGT sample, FLEx XML export.

:c2483bb6-6a2d-4fa®-993c-56b538a92b42

word;
flex:next_word [flex:has_morph @t -Latn-RU-x-mishar;
has_morph :11e784%e-3aad-4c58-bdf4-9661783e6984_1,
flex:he h :11e7849e-3aad-4c58-bdf4-9661783e6904_2;
X :1AS_MOIp next_word :821aa99b-cBf2-4be@-9634-24797addbbb.

:11e7849e-3aad-4c58-bdf4-966f783e6904_1

morph, stem;
txt —Latn—-RU-x-mishar;
gls H
next_morph :11e7849e-3aad-4c58-bdf4-9661783e6904_2.

:11e7849e-3aad-4c58-bdf4-966f783e69084_2

morph, suffix;
txt —-Latn-RU-x-mishar;
gls

Figure 4 FLEx IGT sample, generated RDF graph.

2.3 RDF reconstruction of Xigt

In order to provide a generalization over existing, tool-specific data models, Ligt is being
defined as a generalization over two data models, FLEx/Toolbox data structures and the
data model of the Xigt format. With respect to Xigt, we use a shallow RDF reconstruction
of the Xigt data model as a basis, akin to FLEx RDF for FLEx and Toolbox.

Xigt differs from tool-specific formats such as FLEx and Toolbox in that it aims to provide
a generic data model for IGT data rather than to provide a serialization for an existing tool.
The Xigt format was designed from scratch, it was explicitly intended to be easily extensible
for different types of annotations, and thus differs greatly from FLEx or Toolbox formats.
Xigt was designed as an XML format, and Fig. 6 illustrates the reconstruction of its structure
as an RDF'S schema:

= The top-level element of a Xigt document is a xigt-corpus, which contains igt elements
that convey the actual annotation.

= An igt contains a number tier elements, each corresponding to a single layer of annota-
tion. Each tier consists of several items.

= An item can contain text and carry additional attributes that contain the actual annota-
tion, rendered here as datatype properties of the same name, e.g., tag.

3:5
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+version

has_integdpear-text next_paragraph phrase next_word next morph
T - +b -time-of fset|

interlinear-text i oral morph
rcomment 5 _paragrap paragraph [——- Phrase [F9S Tas_word T |+punct [ Tas_morpht |+gls

+title - +media-file - IR +TKT

+segnum
+speaker

has_lamguage
has_rhgdia language
+font
+Lang

+vernacular] | prefixl @ | suffix] | enclitic ‘

media

Figure 5 RDF schema fragment for FLEx data.

Alignment between items is established by alignment expressions stored in items’ attrib-
utes. Those expressions can refer either to one or more items or their parts: p[1:3]
corresponds to characters 1-3 of the item p and p1+p2[0:2] corresponds to the full value
of item p1 and characters 0-2 of the item p2.

The sequential order of igt, tier and item is inherent to the XML model, but must be
explicated in the RDF rendering. For this purpose, we introduce the property next.
For Xigt XML elements that contain a reference to (the id of) another Xigt XML element,
we create an object property of the same name (e.g., dep for the annotation of dependency
syntax).

Any xigt-corpus, igt or tier can carry a metadata property with a Metadata object
(corresponding to the Metadata element in Xigt/XML).

The property meta assigns a Metadata object an XMLLiteral. Normally, this property is
not to be used directly, but subproperties are to be created for different types of metadata.
These subproperties of meta are derived from the @type attribute of meta elements in
Xigt/XML.

The Xigt RDFS vocabulary does not define subclasses of igt, tier and item, but such
subclasses are expected to be defined by different applications, e.g., designated tiers for
word segmentation, and morphological segmentation. In Xigt/XML, this is expressed
with a @type attribute and we expect to derive such more specific subclasses from @type.
In order to ground Xigt/RDF in existing web vocabularies, we define tier and item as
nif:Strings and postulate a nif :subString relation between them [5].

Xigt elements are identified by a URI. If the Xigt XML element provides an @id attribute,
this will be adopted as local name and combined with the document/graph URIL. Otherwise,
URIs are inferred from the structure of the Xigt XML file.

Along with converters for FLEx, Toolbox and other formats, we provide a converter from
Xigt to Xigt/RDF as part of our LLODifier suite.”

For illustration, we provide a simple sample of the ODIN data base, v.2.3 (from by-doc-
id/xigt/10.xml, see appendix for the original XML).

:igt10-6 a xigt:igt.
:igt10-6 xigt:metadata :metal.

:igt10-6 xigt:has_tier :tier_18.

:tier_18 a xigt:odin_tier;
xigt:has_item :item_47, :item_48, :item_49.

9 https://github.com/acoli-repo/LLODifier
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ritem_47 a xigt:item;

xigt:line "103";

xigt:tag "L";

xigt:odin_text "Ahmet hizli ko-uyor-du";
xigt:next :item_48.

:item_48 a xigt:item;

xigt:1line "104";

xigt:tag "G";

xigt:odin_text "Ahmet quickly run-PROG-PAST.3sg";
xigt:next :item_49.

:item_49 a xigt:item;

xigt:1line "105";

xigt:tag "T";

xigt:odin_text "Ahmet was running quickly.".

In more complex examples (omitted here for reasons of space), items are further split into
morph(eme)s and the analysis is aligned across different tiers. An advantage of Xigt is that
it allows to represent IGTs both in a fine-grained manner (as known from FLEx) and in
such a coarse-grained way (as in the ODIN data, adopted here because of difficulties to infer
morpheme-level alignment).

Aside from being more scalable with respect to its level of detail, Xigt differs greatly from
the FLEx data model described above in the following aspects:

It lacks any data structures that aggregate IGTs into larger groups such as paragraphs.
It does not define formal data types for standard components of IGT analysis. In-
stead, these have to be defined by the data provider (via the @type attribute resp.
rdfs:subClass0f).

It does provide a complex mechanism for expressing and resolving alignment. In FLEx,
this is restricted to substrings.

It does not provide a vocabulary for metadata properties. Instead, these have to be
defined by the data provider (via the @type attribute resp. rdfs:subClassOf).

Tt does provide some properties that exceed the capability of traditional IGTs (e.g., dep
for depedency syntax).

Like Toolbox (and — to a limited extent — FLEx), Xigt allows to add novel attributes/proper-
ties, it is, however, more generic, and allows to include other aspects of linguistic annotation.
At the same time, it is underspecified with respect to its concepts: As the comparison with
FLEx RDF shows, its data structures are also weaker, in that no vocabulary for essential
categories in IGT annotation are provided, most notably words (tokens) and morph(eme)s.
We design the Ligt vocabulary as a compromise between both extremes: A vocabulary
that provides obligatory IGT data structures (as FLEx), but with the potential for further
extensions and underspecification (as Xigt).

3 A native LLOD vocabulary for interlinear glossed text

We motivate Ligt as an abstraction over two application-specific data models, FLEx and
Xigt, resp., the RDF vocabularies created for expressing their information in RDF. We see
the main contribution of our paper in the formulation of this vocabulary, as a basis for an
exchange and publication format for interlinear glossed text in the web of data, and for a
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xigt-corpus Legend
next
has™Ngt classes inferred from @type
igt
metgdata tdoc-1d "core" classes
+1ine- range extensible
+tag- types attributes
Metadata f@ has next, alignment,
tier nif:subString,
ref |*150-639-3 children, ...
+name -t +content next, alignment
-l . .
+page metadata +segmentation nif:subString,
+tiers +xml:Lang children, dep, head
+value A source, target

metadata

item

meta
+content

rdfiXMLLiteral
+segmentaticn
metadata ili -ali i - i +rdfs:label
bt | | bilingual-alignments_tier |——| phrase structure_tlerl +]1-ndex
+Ll1ine

| dependencies_tier |——| PhrﬂSES_tierl iEZEt
| author |——| language | | glosses_tier |__| pos_tierl A
h
|comment I——I phencmena | | morphemes_tier |——| syntax_tierl m
|

odin_tier 1 translations_tier |

|judgment I——|\mtted| fotate

Figure 6 Xigt RDFS data model, also cf. Fig. 11, p. 15 for the underlying XML Schema.

tool chain developed for such data, e.g., converters from classical IGT formats via Ligt to
other annotation formats, e.g., tabular formats such as used by ELAN. As part of such a
tool chain, we provide a converter suite that generates Ligt from FLEx, Toolbox and Xigt
data, and by means of SPARQL, a generic functionality to generate TSV exports from Ligt
is already provided by off-the-shelf technology.

In addition, we see an important contribution of this vocabulary as an input to the
development of specifications for morpheme-level analyses for W3C vocabularies for lexical

data'® and linguistic annotations.'!

3.1 Core vocabulary

Ligt vocabulary defines classes and properties to describe the relations between the documents,
morphemes and their annotations in texts with an interlinear glossing. This vocabulary is a
generalization over two shallow RDF representations introduced in the previous section: a
model for data from FLEx or Toolbox, and Xigt RDF model. Other than these, however, it
is defined independently from an existing tool chain.

In order to develop an interoperable solution, the base classes are derived from two widely
used external vocabularies: Dublin Core [12]!? and the NLP Interchange Format [6, NIF].!3

10 Note the development of a morphology module within the OntoLex vocabulary https://www.w3.org/
community/ontolex/wiki/Morphology.

1 At the time of writing, morphology is not adequately covered by existing RDF vocabularies for linguistic
annotations: NIF [6] and NIF-based vocabularies such as ITS [4] focus on annotations at the level of
words or larger, Web Annotation [11] does not provide a designated vocabulary for linguistic annotation
at all.

2http: //purl.org/dc/terms/

Bnttp://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core/nif-core.html
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ligt:Document. A document is a subclass of dc:Dataset that represents a collection of
interlinear glossed texts. We formulate no constraints on the nature of documents, a
document may be the electronic edition of a set of coherent texts, but also an unstructured
collection of isolated examples. A ligt:Document is equivalent to a flex:document, and
closely resembles xigt:corpus.

ligt:has_text. A document must have at least one 1igt:has_text property that points to
a ligt:Segment, e.g., an object of type ligt:InterlinearText. The property is closely
related with flex:has_interlinear_text.

ligt:Segment. A segment isanif:String that is an abstraction over (interlinear) text, para-
graph and utterance. Segments that contain each other are connected by nif :subString.

ligt:InterlinearText. An interlinear text is a coherent sequence of interlinear glosses,
and defined as a dc:Text and equivalent with flex:interlinear-text. There is no
exact pendant of 1ligt:InterlinearText in Xigt. ligt:InterlinearText is equival-
ent to a ligt:Segment without another ligt:Segment that it is a nif:subString
of.

ligt:Paragraph. A paragraph is a nif:Paragraph within a ligt:InterliearText
that groups together multiple utterances or other segments. It corresponds to
flex:paragraph, no pendant in Xigt. Paragraph is equivalent with a 1igt:Segment
that is neither ligt:InterlinearText nor ligt:Utterance.

ligt:Utterance. An utterance is a coherent, consecutive sequence of words, as typically
produced by a single speaker in a communication situation. The notion of utterance is
closely related to a nif:Sentence, but we do not require utterances to be sentential
in a syntactic sense. We define an utterance as a ligt:Segment without further
ligt:Segments as nif :subString. Utterance is equivalent to flex:phrase. There is
no exact pendant of xigt:igt in Ligt, but every xigt:igt is both a 1igt:Utterance
and a ligt:InterlinearText.

ligt:hasTier. This property assigns an utterance a tier that contains its annotations.
Corresponds to flex:has_tier.

ligt:Tier. A tieris a set of annotations that share the same characteristics, and in particular,
the same segmentation. Tier corresponds to xigt:tier, there is no exact equivalent in
FLEx, as FLEx considers tier definitions as being inherent in the notions of flex:phrase,
flex:word and flex:morph. Based on FLEx data structures, two subclasses of tier are
provided:
ligt:WordTier. A tier adopting a segmentation into words (i.e., flex:words).
ligt:MorphTier. A tier adopting a segmentation into morph(eme)s (i.e., flex:morphs).
Note that unlike FLEx, Ligt does not posit a uniqueness constraint on these tiers, but
instead supports, for example, to have multiple tiers for morphs at different granularity.
Ligt also permits to provide application-specific tiers (as currently by Xigt XML @type
attributes).
We define a tier as a nif:String and its items as the corresponding nif :subStrings.

ligt:item. Property assigning a ligt:Tier a ligt:Item. Corresponds to xigt:has_item.
As both ligt:Tier and ligt:Item are defined as nif:Strings, this property is defined
as a subproperty of nif:subString.

ligt:Item. Abstract class representing elements of a ligt:Tier, representing the unit of
annotation in an IGT. Equivalent to xigt:item, and likewise defined as a subclass of
nif:String. It is possible to provide application-specific subclasses (as by @type in Xigt).

3:9
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Two following pre-defined subclasses are provided:

ligt:Word. A grammatical or orthographic word as the basis for further annotation,
equivalent with nif:Word. A ligt:WordTier is defined as a ligt:Tier for which
every item is a ligt:Word. Roughly equivalent with flex:word, but note that Ligt
(unlike FLEx) does not prohibit concurrent word segmentations of the same utterance.

ligt:Morph. We define a morph as a nif:String that corresponds to the smallest unit
of grammatical analysis applicable to a given word. A ligt:MorphTier is defined
as a ligt:Tier for which every item is a ligt:Morph. Roughly equivalent with
flex:morph, but note that Ligt (unlike FLEx) does not prohibit concurrent word
segmentations of the same utterance.

An item can be a nif:subString of another item at another tier; this is the preferred

way to express that a 1igt:Morph is contained in a ligt:Word (cf. flex:has_morph).

ligt:next. Presents the sequential order of items, corresponds to xigt:next and
flex:next_word and flex:next_morph.

Ligt is grounded in the generalization over (the RDF vocabularies inferred for) FLEx
and Xigt, but the concept of tiers is exclusive to Xigt, so there is no straightforward way
to generalize this concept for both representations. In order to do this, we introduced
a base class ligt:Tier and two subclasses: ligt:WordTier and ligt:MorphTier which
should correspond to sequences of words and morphs, respectively. Tiers in Ligt must
consist of elements on the same level of granularity hence we merge Xigt tiers with identical
segmentation. Xigt has been designed for reversible IGT parsing. This means that it provides
a standoff mechanism that refer to segments and annotation values rather than providing
them. In Xigt RDF, these are resolved, but xigt:content and xigt:alignment are preserved.
In the generalization, these are no longer necessary. They should not be deleted, though, as
they cannot be easily reproduced. But they provide Xigt-specific information and do not
need to be represented in the overarching model.

Both ligt:Word and ligt:Morph are subclasses of ligt:Item and are objects of a
property ligt:item for the word and morph tiers, respectively. Finally, for compatibility
with FLEx, we introduce subclasses of 1igt:Morph for representing prefixes, suffixes, stems
and enclitics.

The data model for text representation in Ligt is illustrated in Fig. 7.

3.2 Metadata

Every concept identified above can be subject to metadata annotations. In order to provide a
consistent domain definition for such properties, we introduce 1ligt:Element as an abstract
superclass over ligt:Document, 1ligt:Segment, ligt:Tier and ligt:Item.

FLEx metadata is represented by (a fixed set of) simple properties (flex:version,
flex:comment, flex:title, flex:has_media, flex:has_language, etc.) for which no
generalization is provided. In opposition to that, Xigt metadata is modelled by means
of reification, with a xigt:Metadata object mediating between metadata properties and
its target.'* In Ligt, we thus support both mechanisms, but we do not prescribe any
specific metadata vocabulary. Instead, any metadata property must be a subproperty of

Mn Xigt XML, metadata is represented by the container element metadata that groups together several
meta statements. As the metadata element can carry its own XML attributes, it has to be rendered as
reification in Xigt RDF.
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ligt:Document ligt:hasText
(sub dc:Dataset) l

ligt:InterlinearText
(sub dc:Text)

ligt:
Segment
(sub nif:String)

ligt:Paragraph
(sub nif:Paragraph)

ligt:Utterance
(sub nif:Sentence)
ligt:hasTi
'gt:hasTier ligt:MorphTier
ligt:Tier
(sub nif:string) [
Av4 ligt:WordTier
ligt:Element K— ligt:item
A ligt:Word
ligt:Item
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ligt:Morph

nif:subString, ligt:next

Figure 7 Ligt data model, excluding metadata.

ligt:metadata, and any metadata object must be an instance of 1ligt:Metadata. As for
the reified representation of metadata, we follow the Web Annotation data model [11].

ligt:metadata. Abstract datatype property that assigns a ligt:Element a literal value.
Superproperty of flex:version, etc.

ligt:Metadata. Subclass of oa:Annotation that represents the reification of 1igt :metadata.

ligt:metaTarget. Subproperty of oa:hasTarget that points from a metadata object to the
ligt:Element that the metadata refers to. Corresponds to the inverse of xigt:metadata.

ligt:metaBody. Subproperty of oa:hasBody that connects a 1igt:Metadata object with
the literal value that contains the metadata. Superproperty of xigt:iso-693-3, etc.

ligt:refBody. Subproperty of oa:hasBody that connects a ligt:Metadata object with
another (metadata) object. Corresponds to xigt:ref.

The Xigt data model allows complex metadata attached to any corpus, igt or tier
element. It can be both simple values like language, source or date and complex structures. In
the shallow RDF representation this was modeled with reification, where multiple attributes
for the same type of metadata are represented as a collection. This approach is powerful,
but does not make much sense for atomic metadata properties from FLEx data model. In
order not to overcomplicate the model, we decided to use both RDF reification to express
the complex Xigt metadata and the more transparently structured FLex metadata. This will
keep the model simple but retain its expressivity.

In order to be able to link metadata to elements on different level, we define a top-level
concept ligt:Element, which is the domain of 1ligt:metadata property. Top-level class
ligt:Document is defined as its subclass. Atomic metadata elements should be subclasses
of ligt:annotation whereas complex metadata should be a subclass of 1igt:metadata.
The reified representation is modeled with properties 1igt :metaTarget and 1ligt:metabody,
which are derived from hasTarget and hasBody properties of the OpenAnnotation vocabu-
lary [10].
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metadata metadataRef
ligt:Element

ligtmetaTarget
sub oa:hasTarget

ligt:Metadata
(sub oa:Annotation)

ligtmetaBody Iigt:rseufsody
sub oa:hasBody oahasBody
XMLLiteral any URI

Figure 8 Ligt metadata representation.

The metadata part of the model is illustrated in Fig. 8.

4 Implementation

Here we describe the problems with converters we developed between the shallow RDF
representations and Ligt. Mainly, the conversion is performed by a series of SPARQL
updates. In the following paragraphs we briefly discuss our decisions and difficulties with the
conversion.

Xigt — Ligt. When converting to Ligt, we drop explicit information about segmentation and
alignment, since this is already resolved, and we want to keep the data as general as possible.
For the same reason we drop tier ordering information (property xigt:nextTier), since
the ordering of tiers is specific only to Xigt. We also need to convert the metadata
information to the OpenAnnotation metadata model.

Xigt <— Ligt. The main problem with the conversion in this direction is that Ligt omits tier
ordering information even if the data was originally got converted from Xigt. In order to
convert, the order of tiers should be specified manually or left in the default order and
then get reordered later by other means.

If the data originally came from FLEx or Toolbox, there may be information about
paragraphs or texts, which cannot be expressed in terms of Xigt, which means that this
information will be ignored.

FLEx <+ Ligt. In this conversion, the main difficulty is transforming the data properties
into metadata, for instance, language information stored in FLEx data model should
become metadata in Ligt representation and vice versa. Another thing is the introduction
of fictitious elements within multiple conversions, e.g. putting the text in the paragraph
even if there was no paragraphs in the original data when converting to FLEx RDF.

One application of Ligt is to facilitate the integration and the querying of IGT from
various sources. The concept is illustrated in Fig. 9. At the moment, we provide converters
from FLEx, Toolbox and Xigt to FLEx RDF and Xigt RDF as part of our LLODifier
repository,'® respectively, as well as SPARQL Update scripts to convert that data into Ligt.'®

B https://github. com/acoli-repo/LLODifier
nttps://github.com/acoli-repo/ligt
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Search
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Toolbox ||| LLODifier
— .| FLEX SPARQL
] - RDE update
FLEx |l LLODifier
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Xi SPARQL
. igt II
Xigt |l RDE update
J

Figure 9 Ligt-based IGT processing workflow.

We have converted the ODIN v.2.3 into Ligt, with a total of 7.5 million triples for 158 007
IGTs for 2888 language varieties. Interfaces tailored towards the needs of end users (linguists)
are still under development.

5 Summary and outlook

In this paper we presented Ligt, the first LLOD-native IGT vocabulary for LLOD-data, based
on three formats. This vocabulary is grounded in widely used vocabularies (Dublin Core,
NIF and WebAnnotation), but extends them with respect to the coverage of morphology.
With Ligt, we aim to achieve the following goals:

Provide a vocabulary for publishing and sharing IGT data via the (Linguistic) Linked Open
Data cloud.

Contribute to the extension of W3C vocabularies such as Ontolex-lemon with respect to
the coverage of morphology.

Trigger the development of morphology-aware vocabularies for the representation of corpora
and linguistic annotations.

Prepare the ground for developing an infrastructure for the integrated querying and pro-
cessing of IGTs and related linguistic data.

Publishing interlinear glosses as LLOD facilitates their reusability and interoperability,
allowing querying several IGT datasets at once, linking them to external resources and more.
At the same time, using different shallow data models, each of which inherits conceptual
model of the corresponding framework, is not enough to achieve true interoperability. All
three frameworks provide slightly different set of functions, and the conceptual model behind
their data representation differ greatly. Even though this shallow approach guarantees data
structures that are transparent and familiar to their user community, it does not provide the
rich semantics of more advanced vocabularies for language resources.

By creating a universal vocabulary for modeling IGT annotations, and creating converters
from those three formats to this unified representation should improve interoperability further.

Given this, the main contribution of this paper is a proposal of an RDF-native data model
that not only allows to unify IGT data developed under different frameworks to a completely
new level, but also allows to generalize to other use cases in linguistics, as well. Beyond
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establishing structural (format) interoperability by means of a common data representation,
our approach also allows to make use of shared vocabularies and terminology repositories
available from the (Linguistic) Linked Open Data cloud, e.g., for representing language
varieties [9], linguistic phenomena [2], or lexical information [8].
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respectively. Additional documentation can be found under https://github.com/xigt/
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<igt id="igt10-6" doc-id="10" line-range="103-105" tag-types="L G T">
<metadata>
<meta id="metal">
<dc:subject olac:code="tur" xsi:type="olac:language">Turkish</dc:subject>
<dc:language olac:code="en" xsi:type="olac:language">English</dc:language>

</meta>
</metadata>
<tier id="n" type="odin" alignment="c" state="normalized">
<item id="n1" alignment="c1" line="103" tag="L">Ahmet hizli ko-uyor-du</item>

<item id="n2" alignment="c2" line="104" tag="G">Ahmet quickly run-PROG-PAST.3sg</item>
<item id="n3" alignment="c3" line="105" tag="T">Ahmet was running quickly.</item>
</tier>
</igt>

Figure 10 Xigt XML sample data, ODIN v. 2.3, file by-doc-id/xigt/10.xml.

Xigt-corpus
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igt
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= not with
meta ‘alignment’
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+@id ‘content’.
+@type +aid
+{more attrs] +@type
+{more atts)

{AnyElement)

Figure 11 Xigt XML Schema.
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—— Abstract

In recent years, the modeling of data from linguistic resources with Resource Description Framework
(RDF), following the Linked Data paradigm and using the OntoLex-Lemon vocabulary, has become
a prevalent method to create datasets for a multilingual web of data. An important aspect of data
modeling is the use of language tags to mark lexicons, lexemes, word senses, etc. of a linguistic
dataset. However, attempts to model data from lesser-known languages show significant shortcomings
with the authoritative list of language codes by ISO 639: for many lesser-known languages spoken
by minorities and also for historical stages of languages, language codes, the basis of language tags,
are simply not available. This paper discusses these shortcomings based on the examples of three
such languages, i.e., two varieties of click languages of Southern Africa together with Old French,
and suggests solutions for the issues identified.
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1 Introduction

The publication of language data on the Web as Resource Description Framework (RDF), and
according to Tim Berners-Lee’s Linked Data principles', has contributed to the emergence of
a multilingual web of data. Publishing language resources as Linked Data allows for language
resources to be exploited with the benefits of structural interoperability (same format and
query language leading to cross-resource access), conceptual interoperability (shared standard
vocabularies), accessibility (via standard Web protocols), and resource integration (via linked
resources) [6].
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After a brief introduction to RDF and Linked Data, particularly in the context of
linguistic resources, as well as language codes and language tags (Section 1), we present the
challenge addressed in this paper: finding solutions for the shortcomings of language tags
when identifying near-extinct and historical languages (Section 2), and we do so by modeling
data from three languages, e.g., two click varieties from the language family previously
referred to as ‘Khoisan’, and Old French (Section 3). The paper concludes with a discussion
of the findings (Section 4) and directions for future work (Section 5).

1.1 RDF and (Linguistic) Linked Data

RDF is the standard data model for resources of the Semantic Web [9]. It expresses data as
subject-predicate-object triples to facilitate data interchange on the web. Each subject and
object is a node; the predicate forms a relation (edge) between two nodes. The subject can be
a URI (Uniform Resource Identifier) or a blank node, the predicate can only be a URI, and
the object can be a URI, blank node or a literal (described as a string), see [9, 3].

Linked Data (LD) can be defined as the «set of best practices for publishing and connecting
structured data on the Web», and it builds on the RDF data model using HTTP (Hypertext
Transfer Protocol) URIs [35, 4-12]. The LD principles have been adapted in many fields,
including linguistics, where it has led to the creation of numerous datasets published as
Linguistic Linked Open Data (LLOD)?: lexicons, annotated corpora, dictionaries, etcetera
([4, 24]). The model that has become the de facto standard for describing linguistic resources
is the OntoLex-Lemon vocabulary® [26, 587]. The focus within this field lies on well-resourced
languages and, in particular, on their modern stages, with a small number of examples
of linguistic resources documenting low-resourced languages (e.g., [13, 27, 15]) and also
historical language stages (e.g., [32, 7, 22, 31, 2]).

1.2 Language codes — language tags

To use unique codes for the identification of languages is necessary for any environment that
follows BCP 47 [28]. Examples include language identification in RDF and XML documents
(the latter using the xml:lang attribute), and institutions such as language repositories,
e.g., the Open Language Archives Community (OLAC) and the World Atlas of Language
Structures (WALS).* A unique language code is able to disambiguate the case when one
language name refers to several languages, and one language has several names.

A language code «represents one or more language names, all of which designate the same
specific language» [19]. The International Organization for Standardization (ISO) provides a
standard for language codes: ISO 639 with Parts 1-3. In principle, the language codes in
each part «are open lists that can be extended and refined», and a Registration Authority
nominated by ISO maintains each part [12]. ISO 639-1 provides a two-letter code and it is
a subset of ISO 639-2, which provides a three-letter code allowing for more languages to
be represented. Both ISO 639-1 and ISO 639-2 represent major languages that are most
frequently expressed in the world’s literature ([12, 18]). The individual languages in ISO
639-2 are in turn a subset of those in ISO 639-3 that aims «to give as complete a listing of
languages as possible» [12]. The types of languages covered include living, extinct, ancient,
historic and constructed languages; their scope can either be an individual language or a
macrolanguage, and the modality is spoken, written or signed ([12, 18, 19, 20]).

2 http://linguistic-lod.org/ [26-12-2019)].
3 https://www.w3.org/2016/05/ontolex/ [31-12-2018].
4 http://www.language-archives.org/; https://wals.info/ [15-03-2019)].
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For individual languages, only varieties which are considered to be distinct languages are
represented in ISO 639-3, with any dialects encompassed within the language code of that
language. The language code «represents the complete range of all the spoken or written
varieties of that language, including any standardized form» [19]. A macrolanguage code
represents a cluster of language varieties. Macrolanguages differ from language collections in
that for the former, the languages must be deemed very closely related, and for the latter,
there can be a loose relation, but there should be some connecting feature, be it historical,
geographical, or a linguistic association [28, 33]; language collections are only represented in

ISO 639-2, and macrolanguages are only represented in ISO 639-3 [19].

A language tag is similar in concept to a language code, except the latter can be used
in any discipline, and the former is intended for the internet community. The scope of a
language tag is defined by IETF’s BCP 47. BCP 47 is a document which specifies Best
Current Practice for tags for identifying languages, and the language in question is able to
be refined further from the ISO 639 language code ([12]; [28, 1-4]; [21]). Language tags are
of the form: language-extlang-script-region-variant-extension-privateuse, comprised of one or
more sub-tags, each separated by a hyphen; language is the shortest language code from ISO
639, and the remaining sub-tags are distinguished from each other «by length, position in

the tag, and content» ([21]; [28, 4]).

1.3 Language codes for linguistic resources

The OntoLex-Lemon specification requires each linguistic resource, be it a lexicon, a lexical
entry, or a lexical concept, to be identified using a URI to the relevant ISO 639 code, with

RDF requiring each string literal in an object to be ‘language-tagged’.®
A language code (or tag) is thus used in the following scenarios:
1. to identify a lexicon:

when a triple with the predicate dct:language® is declared: this is to the URI of an

ISO 639 language code [8];
2. to identify a lexical entry:

same as (1);

3. for the language tagging of string literals:

this is a language tag, which, in the absence of additional sub-tags, is an ISO 639

language code [9].

A lexical entry in RDF, described using OntoLex-Lemon and serialized in Turtle”, can be

modeled as follows:

@PREFIX ontolex: <http://www.w3.org/ns/lemon/ontolex#>

QPREFIX lexinfo: <http://www.lexinfo.net/ontology/2.0/lexinfo#>

@PREFIX dct: <http://purl.org/dc/terms/>

QPREFIX rdfs: <http://www.w3.0rg/2001/02/rdf -schema#>

:entry/en-n-bile a ontolex:LexicalEntry , ontolex:Word ;
lexinfo:part0fSpeech lexinfo:Noun ;

dct:language

rdfs:label

5 https://www.w3.org/2016/05/ontolex/#conventions-in-this-document [10-01-2019)].

5 Beyond RDF, OntoLex-Lemon, and DublinCore (dct) vocabulary, we use classes and properties of
LexInfo, RDFS, SKOS, and DBpedia, see the respective URLs within the code examples.

7 Terse RDF Triple Language, an easy to read serialization of RDF statements, http://www.w3.org/TR/

turtle/ [11-01-2019].

<http://id.loc.gov/vocabulary/iso639-2/en>

<http://lexvo.org/id/iso639-1/en>
"bile"@en ;

>

>
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ontolex:canonicalForm :entry/en—n—bile#lemma ;
ontolex:sense :entry/en-n-bile#sensel ;
ontolex:evokes :concept /000000001

Where:

Point 2 is demonstrated in Line 8-9: the applicable language codes for the lexical entry,
from ISO 639-2 and ISO 639-1 respectively, are indicated as ‘English’.

Point 3 is demonstrated in Line 10: the language of the literal “bile” is specified with the
ISO 639-1 code for English.

2  The shortcomings of language tags

The ISO 639 standard list includes more than 6,900 language codes® but it neither covers all
the world’s languages nor all historical language stages of the languages. This is problematic
when modeling under-resourced or extinct languages for which a language code does not
exist. To the best of our knowledge, this problem has not been properly addressed in the
literature. A recent email thread in the W3C Semantic Web forum® expressed the opinion to
do away with language tags altogether, but there was not shared consensus on this point.

Chiarcos and Sukhareva [7] show the conversion of legacy data from dictionaries of the
historical language stages of Germanic languages (Old Saxon, Old High German, Old Norse,
etc.) and find the following compensation for the lack of language codes within ISO 639:
they preserve the original language abbreviations of the dictionary resource and extract «all
language identifiers, and by a hand-crafted mapping from the original abbreviations», ISO
639-3 codes are assigned where possible [7, 44b]. The language URIs are represented using
lezvo [10], but «[u|nfortunately, many abbreviations could not be resolved against lexvo, in
particular, this included hypothetical forms for reconstructed historical language stages, e.g.,
Proto-Germanic.» They conclude that the extension of existing terminologies with respect to
historical language stages is a great desideratum [7, 44b]. Their approach results in code such
as lemon:language "ae."@deu, with ‘ae’ being the German abbreviation for Altenglisch in
the dictionary resource [23], see [7, 44b], and ‘deu’ being the ISO 639-3 language code for
Standard German.!?

The same approach has been taken by Declerck et al. for the transformation of the data
from the Wérterbuch der bairischen Mundarten in Osterreich (WBO)!! into LD [11]: in
the code sample given at [11, 347], the language tag for the Bavarian language is modeled
as a literal: bar"~"xsd:string", which raises the question why it is not given in the form
of @bar, ‘bar’ being the ISO 639 code for Bavarian.'? One might speculate that this could
serve as a means to distinguish the language documented in the WBO (Bavarian varieties
spoken in Austria) from Bavarian spoken in Bavaria; however, the problem is not addressed
in the paper.

Amongst the findings of Tittel and Chiarcos [32] is the fact that due to the lack of
appropriate language codes, the problem of modeling the different dialectal forms of lexemes
in linguistic resources of Old French is still unsolved: for the conversion of the data of

8 According to the table in https://de.wikipedia.org/wiki/IS0_639 [10-01-2018].

9 Language-tagged strings Re: Towards easier RDF: a proposal [Electronic mailing list, 23-26 Novem-
ber| 2018, https://lists.w3.org/Archives/Public/semantic-web/2018Nov/thread.html#msg90 [01-
01-2019].

Ohttps://is0639-3.sil.0rg/code/deu [11-01-2019] (639-1: ‘de’; 639-2/B: ‘ger’).

"https://wboe.oeaw.ac.at/ [11-01-2019].

2 https://is0639-3.sil.0rg/code/bar [11-01-2019].
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the Dictionnaire étymologique de l'ancien francais (DEAF, [1]) following the Linked Data
paradigm, the researchers established that all graphical variants of a given Old French lexeme
could only be identified by ISO 639-3 code ‘fro’'3 for overall Old French. This meant that
information originally included in the linguistic resource such as ‘Anglo-Norman’ or ‘medieval
Lorraine’ scripta!® — information that is very valuable for the research of Old French dialects
— would be excluded from the language description when converted to Linguistic Linked
Data. To solve this problem, [32, 65] propose to define the code ‘fro’ in ISO 639-3 as a
macrolanguage and to register the Old French dialects as varieties associated to ‘fro’. (There
had been an attempt to include varieties of historic languages within ISO 639-6, but this
Part was withdrawn in 2014.1%)

Bellandi et al. [2] discuss the modeling of linguistic data from Old Occitan (a Romance
language spoken during the Middle Ages in what is today southern France) and other
languages using OntoLex-Lemon. To code their Old Occitan lexemes, they use the tag
‘aoc’: lemon:writtenRep "canabo"@aoc [2, 4]. One rightly assumes that this is the ISO
639-3 code ‘aoc’, however, ‘aoc’ represents the Pemon language of the Cariban language
family, a language in Venezuela.'® The correct ISO 639 code for the language is ‘pro’ (=
Old Provencal, the former term for the language)!”, and presumably ‘aoc’ simply is an
abbreviation for French ancien occitan. Their handling of the use of codes is illegal: the
definition of a language tag using the ‘@’ sign and a language code must be BCP 47 compliant
to be valid.'® [2] do not address this issue, nor do they address the issue of creating their
own language codes.

We conclude that new language codes need to be created, in a way that adheres to current
standards and best practices of language identification. The objective of this paper is to
contribute to the discussion of this problem. On the basis of three example languages, we
will propose solutions to meet the requirements of the languages discussed.

The following languages serve as our examples:

1. Njuu and |’Au: two dialects from N||ng, a critically endangered non-Bantu click language

in Southern Africa, that are both near-extinct [30, 7].

2. Old French: the ancestor of modern French, spoken during the Middle Ages.

In our sample code, we will focus on language-tagged string literals. It is clear, however,
that the described problems and proposed solutions also apply to language URIs for lexicons
and lexical entries.

3 Finding solutions for N|uu and ||’Au, and Old French

We focus on varieties of N|jng and Old French to underline the fact that they are good
examples of the need to preserve the languages and their historical stages as a key to
understanding our cultural heritage: language is the storehouse of our culture, both past
and present. It captures all aspects of life. It is subject to change and, thus, mirrors the

development of our culture, of our state of mind, and of our social interaction through time.

13https://is0639-3.sil.0rg/code/fro [07-01-2019)].

4 Seripta is the term for the written form of a spoken dialect. Anglo-Norman is one of the varieties of Old
French; it was spoken in England during the Anglo-Norman period.

"5 https://www.iso.org/standard/43380.html [07-01-2019)].

https://is0639-3.sil.0rg/code/aoc, https://www.ethnologue.com/language/aoc [11-01-2019)].

"https://is0639-3.sil.org/code/pro [10-01-2019].

8 https://www.w3.org/TR/rdf11-concepts/#section-Graph-Literal, https://tools.ietf.org/
html/bcp47#section-2.2.9 [11-01-2019]. — Note also that ‘@arab’ is used to represent Arabic,
although the ISO 639 code is ‘ara’, https://is0639-3.sil.org/code/ara [11-01-2019].
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As little connected as N|uu, ||’Au, and Old French might ostensibly seem, they serve well
to illustrate the problem: ISO 639 codes do not exist for N|uu, ||’Au, and the varieties of
Old French. The atypicality of these languages highlights the relevance of the problem on a
broader scale: more under-resourced, extinct or historical languages that are (currently) not
included in the ISO 639 language code list will be published as LLOD.

3.1 Njuu and ||’Au

Nl|ng is the name of a dialect cluster of the !Ui-Tuu language family (formerly referred to as
Southern Khoisan), spoken over a geographically large area in the southern Kalahari Desert;
Nluu is the Western variety of N||ng, and ||’Au, the Eastern variety ([16, 11-17]; [33]; [5, 27]).
Both dialects are near-extinct with two speakers for ||’Au and three speakers for N|uu as of
2013 (with the most fluent speaker of N|uu acting as a language teacher to young people); all
N||ng speakers use Afrikaans as their main language [5, 15-16]. Since the late 19th Century,
linguists have collected data of Khoisan'® languages: this data is sparse, heterogeneous and
difficult to access with misclassified languages, inappropriate language names and insufficient
metadata as examples of the challenges faced, in addition to the identity of diverse corpora in
archival material hard to assess, both in relation to each other and to modern languages ([16,
5-8]; [5, 2]). To document the many Khoisan languages is a challenge and a desideratum at
the same time: encoding data following the Linked Data paradigm will convert the data into
a valuable resource, possibly giving way to linguistic reconstructions using computational
methods, where standard linguistic methodologies have been unable to yield meaningful
results [5, 1]. Making accessible and preserving this data will contribute significantly to
the exploration of the cultural heritage of mankind, with the collective group of Khoisan
speakers being one of the few remaining hunter-gatherer cultures worldwide and the oldest
existing human group today, according to genetic studies [29, 379].

3.1.1 Existing language codes

In order to convert the linguistic data of N|uu and ||’Au resources, we need an appropriate
means to denote the languages in an unambiguous way, i.e., language codes to label the
modeled elements of the linguistic resources in RDF. A language code for N|ng exists, i.e.,
ISO 639-3 ‘ngh’; this code is shared by both sub-languages N|uu and |’Au.?° However,
according to the archival Khoisan ‘doculects’ discussed by [16, 16], the differences between
the two language varieties are significant and, thus, explicit language codes for both ||’Au
and N|uu are required.

Within MultiTree, a library of language relationships hosted by The Linguist List, the
codes for N|uu and [|’Au are ‘ngh-nuu’ and ‘ngh-aun’ respectively.?! Both are documented
for ‘Private Use’, however their syntax does not meet the requirement defined by IETF’s
BCP 47, where the private use portion of the tag must be prepended with ‘x-" ([21]; [28,
4]). Furthermore, both the latter portions of MultiTree’s codes, namely ‘nuu’ and ‘aun’, are
pre-existing language codes, i.e., the former for the language Ngbundu (a language of the
Congo area), and the latter for Molmo One (Papua New Guinea).?? Despite the fact that

19 The modern Khoisan languages are classified into three families and two isolates: the families Kx’a,
Ui-Tuu and Khoeid, and the isolates Hadza and Sandawe [5, 2].

2Onttps://is0639-3.sil.org/code/ngh [29-12-2018].

2'nttp://www.multitree.org/codes/ngh-nuu, .../codes/ngh-aun [20-06-2018].

22 https://www.iana.org/assignments/language-subtag-registry/language-subtag-registry [29-
12-2018].
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the use of privateuse sub-tags is by definition by private agreement only (cf. Point 2.2.7.5
of BCP 47, [28, 18]), it is clear that the use of MultiTree’s language tags ‘ngh-nuu’ and
‘ngh-aun’ may lead to inadvertent misinterpretation when included in a language tag.

For this reason, we consider the use of Glottolog, a comprehensive catalogue of the world’s
lesser-known languages maintained by the Max Planck Institute for the Science of Human
History. Their catalogue «assigns a unique and stable identifier (the Glottocode) to (in
principle) all languoids, i.e. all families, languages, and dialectsy, [17]. Glottolog registers
the two languages N|u and ||’Au (as sub languages of N||ng)??® with the codes ‘nuuu1242’ and
‘aunil243’, respectively. However, as BCP 47 only allows for ISO 639 language codes in its
language sub-tag, Glottolog is not recognized as a standard.

3.1.2 The use of privateuse sub-tag

In light of unambiguous language codes being available for the two Khoisan varieties, we
propose to combine the ISO 639-3 code for the parent language N||ng, i.e., ‘ngh’, with the
privateuse sub-tag ‘x-" and the respective Glottocodes stated above.

The language tags for Njuu and ||’Au can then be defined accordingly:

N|uu: ngh-x-nuuu1242

|’Au: ngh-x-auni1243

A lexical concept, which can be linked to one or more senses in lexical entries from
different languages, can be modeled as follows:

QPREFIX skos: <http://www.w3.0rg/2004/02/skos/core#>
@PREFIX dbr: <http://dbpedia.org/resource/>

3 ...

© 0 N o G

:concept /000000001 a skos:Concept , ontolex:LexicalConcept ;
skos:example "The belly is fat"@Qen ;
skos:example "l|’& he !ghfiia."@ngh-x-nuuul242 ;
ontolex:lexicalizedSense :en-n-belly#sensel ;
ontolex:lexicalizedSense :ngh_x_nuuul242-n-xa_belly#sense2 ;
ontolex:isConceptOf dbr : Abdomen

Where:

Lines 6-7 show language-tagged strings, and line 7 the compiled language tag for N|uu.

3.2 OIld French

Old French is the French spoken in the Middle Ages, and it can be more precisely defined
as the umbrella term for the different Old French dialects?* spoken in what is now France,
parts of Belgium, England, Italy and the Holy Land. Its written resources date from 842
AD until ¢. 1350 AD (the border with Middle French) and its remarkable written tradition®®
serves to document its role as the most important vernacular of this time in Europe.

nttp://glottolog.org/resource/languoid/id/nuuui1241 [24-06-2018].

24 The DEAF registers 30 varieties of Old French, Franco-Italian (a written, artificial language in the
Middle Ages), and Judeo-French (sociolect), see Table 3, Appendix.

25 Approx. 3,000 primary text sources transmitted within more than 10,000 manuscripts are registered by
the Complément bibliographique of the DEAF, http://www.deaf-page.de/bibl_neu.php [07-01-2019].

4:7

LDK 2019


@
@
@
@
http://glottolog.org/resource/languoid/id/nuuu1241
http://www.deaf-page.de/bibl_neu.php

4:8

Shortcomings of Language Tags for Lesser-Known Languages

3.2.1 Existing language codes

BCP 47’s language tag offers a wariant sub-tag that can be «used to indicate additional,
well-recognized variations that define a language or its dialects that are not covered by other
available subtags», where one or more variants can be used to form a language tag. Each
of these variant sub-tags must be registered with IANA before use [28, 15]. Middle French
is registered (ISO 639-3 code ‘frm’)?® but no variants have been registered for Old French.
TANA has registered Anglo-Norman (ISO 639-3 code ‘xno’), but not as a sub-category of
Old French, although it should be considered as such; the same applies to Zarphatic (‘zrp’:
Judeo-French, spoken in the Middle Ages).

MultiTree lists Old French (‘fro’) and also the following child languages: Picard (ISO 639-3
code ‘ped’), Walloon (‘wln’), and Zarphatic (‘zrp’); Anglo-Norman (‘xno’) is not registered
as a child language.?” Although Walloon is registered as a child language of Old French, it is
described as a living language; the same applies to Picard. Middle French is also registered
as a child language of Old French, thus, following this logic, so should modern French. The
hierarchization of Judeo-French (variety of Old French: sociolect) on the same level as Middle
French (successor of Old French) and Picard / Walloon (modern dialects of the Picardy and
Wallonia, respectively) conflates synchronic, diachronic, and geographical aspects.

Glottolog has assigned the identifier ‘0ldf1239’ to Old French?® but Glottolog does not
register dialects of the medieval time period.2? In addition to this flaw, Glottolog does not
seem appropriate for the needs of linguists modeling data from the Romance languages,
particularly with regard to old language stages. A closer look at Glottolog reveals major
shortcomings in both the registration and the hierarchization of the Romance languages. E.g.,
Glottolog conflates diachronic and dialectal criteria within its hierarchies in several ways:
Old French is registered (as a sub-entity of ‘Oil’3") at the same level as modern ‘Central Oil’,
Francoprovencalic (Romance language spoken in Eastern France), and Walloon. Following
the hierarchy into the branches and sub-branches of ‘Central Oil’ we find — Macro-French —
Global French — French — a number of modern French dialects, but, also, Middle French and
Anglo-Norman.?! We deem necessary a thorough revision of the hierarchies, (re-)assembling
both the dialects and regional varieties of modern French, and the historic stages of French.

3.2.2 Preliminary findings

The evaluation of language tags and language hierarchies in ISO 639, BCP 47, IANA,
MultiTree, and Glottolog shows that the assignation of language codes to Old French
dialects is not straightforward. At least for Anglo-Norman and Zarphatic, which we consider
sub-categories of Old French, ISO 639-3 provides codes, i.e., ‘xno’ and ‘zrp’ respectively.
These codes can be used for modeling lexemes and their graphical variants characterized as
Anglo-Norman or Zarphatic. The following example for the Anglo-Norman noun firbote3?
illustrates this:

26 The sub-tag ‘frm-1606nict’, ftp://www.iana.org/assignments/lang-subtags-templates/1606nict.
txt [08-01-2019], does not depict a regional variety but the language documented by Jean Nicot in his
Thresor de la langue frangoyse, tant ancienne que moderne, Paris, from 1606.

Thttp://www.multitree.org/codes/fro.html; .../pcd; .../wln; .../zrp; .../xno [07-01-2019)].

Zhttps://glottolog.org/resource/languoid/id/o1df1239 [07-01-2019)].

29 01d French is not available in the language collection of Ethnologue, as «ancient, classical, and long-
extinct languages are not listed», https://www.ethnologue.com/about/this-edition[29-12-2018].

30The term for the Romance varieties using an adaptation of the Vulgar Latin term hoc ille “this (is) it”
as ‘Yes’.

31 More modern French dialects are found scattered in other sub-branches.

32 Juridical term (in England) designating the right to take firewood from the land of a landlord, DEAF F
492,29, https://deaf-server.adw.uni-heidelberg.de/lemme/firbote [08-01-2019].
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<firbote> a ontolex:LexicalEntry , ontolex:Word ;
lexinfo:Part0fSpeech lexinfo:Noun ;
ontolex:canonicalForm <firbote#form>

<firbote#form> a ontolex:Form ;
ontolex:writtenRep "firbote"@xno

3.2.3 The use of privateuse sub-tag

For the other Old French dialects and language varieties (see Table 3, Appendix), as language
codes are not available, we again have to consider the use of BCP 47’s privateuse sub-tag. E.g.,
a tag for the Old French variety spoken in Lorraine, a region in north-eastern France, could
be defined as fro-x-lorraine. A simple example of an Old French word form characteristic
of the Lorraine scripta is feyvre, a graphical variant of Old French fevre m.?? This can be
modeled as follows:

<fevre> a ontolex:LexicalEntry , ontolex:Word ;
ontolex:canonicalForm <fevre#form_1> ;
ontolex:otherForm <fevre#form_2>

# 01d French standard form (lemma)
<fevre#form_1> a ontolex:Form ;
ontolex:writtenRep "fevre"@Qfro

# graphical variant
<fevre#form_2> a ontolex:Form ;
ontolex:writtenRep "feyvre"@fro-x-lorraine

3.2.4 Adding geographic information

The language tag can be further enriched by including geographic information, in line with
established standards. There are several options available to us: (1) we could refer to
the administrative region of France, (2) to the French département, or (3) use geographic
coordinates. Both the administrative region and the département can be identified using the
codes of the ISO 3166 standard for the administrative subdivisions of France.?*

3.2.4.1 Administrative region and département

The area ‘Lorraine’ is part of the region Grand-Est (covering Alsace, Champagne, Ardenne,
and Lorraine), thus the language tag can be defined as fro-x-lorraine-FR-GES.?> However,
the administrative region covers an area considerably larger than the geographic area of
Lorraine, and thus does not map the area in question in a satisfying way. Another option
would be to enrich the language tag by referring to the département, which would allow us
to map the area more precisely.

Regarding options (1) and (2), the following concerns are raised:

33The smith, DEAF F 34221, https://deaf-server.adw.uni-heidelberg.de/lemme/fevre [08-01-
2019].

34 nttps://www.iso.org/obp/ui/#iso: code:3166:FR [07-01-2019).

35 17
Ibid.
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(i) The administration of regions and départements is subject to change. As a consequence,
the ISO 3166 codes are unstable, as evidenced by sub-divisions being allocated to new
metropolitan regions in France as recently as 2016.36

(ii) The area in which an Old French dialect was spoken can embrace several modern
regions, e.g., ‘Nord-Est’ and ‘Sud-Ouest’ (see Table 3, Appendix), or départements:
e.g., contemporary Lorraine consists of not one but four départements, i.e., Meurthe-et-
Moselle (ISO 3166-2:FR-54), Meuse (ISO 3166-2:FR-55), Moselle (ISO 3166-2:FR-57),
and Vosges (ISO 3166-2:FR-88); the historical region also comprises the contemporary
département Haute-Marne (ISO 3166-2:FR-52). As a result, either more than one
region may need to be included in the sub-tag, indicating (imprecisely) the geographical
boundary in which the dialect was spoken, or the RDF triples must be manifolded: when
modeling a lexeme or a graphical variant of a lexeme characterized as Lorraine, e.g.,
within the data of the DEAF dictionary, the inclusion of the codes for the départements
into the language tag requires duplicating the RDF triples, thus creating somewhat
unwieldy data.

(iii) The boundaries of the regions are modern-day boundaries which may not necessarily
align to the boundaries of a previous time. This leads to a dissatisfying mapping of
said area.

3.2.4.2 Geographic coordinates

As a third option, we consider the inclusion of geographic coordinates in the language tag.
To do this, we map the (approximate) geographic distribution of ‘Lorraine’ to coordinates,
assuming that the last coordinate is the same as the first coordinate, and the coordinates are
ordered in a counterclockwise direction, thus creating a polygon shape [25]. Each coordinate
can be compressed using Geohash, a system for encoding geographic coordinates into a base32
string, which would also format each latitude and longitude value in a syntax acceptable
for BCP 47.37 As precision down to the nearest meter is not necessary, the Geohash length
could be limited to five characters,® rendering the coordinate in an approximate area that is
< 4.89 x 4.89 kilometers.3°

As using the geographic coordinates to map the modern-day distribution of ‘Lorraine’
would lead to the same dissatisfying result (¢f. 3.2.4.1), we draw on a map of the Franzdsisches
Etymologisches Worterbuch — FEW [34] that includes historical information, see Fig. 1.10

To derive the geographic coordinates for the old dialect of ‘Lorraine’, we take this map as
a substratum and the result is the following:
(4.91473,49.62686), (4.6696405,48.0428789), (5.59192,47.6435), (6.858446002006532,
47.883257283545234), (7.2386756,48.4086571), (5.81263,49.72584), (4.91473,49.62686)*!

36nttps://www.iso.org/obp/ui/#iso: code:3166:FR [29-12-2018].

3T Geohash 2018, https://en.wikipedia.org/wiki/Geohash [31-12-2018]; Geo-shape datatype
2018, https://www.elastic.co/guide/en/elasticsearch/reference/current/geo-shape.html [31-
12-2018].

38 Or less, depending on the extent of the geographical distribution of the dialect being mapped.

3 nttps://www.movable-type.co.uk/scripts/geohash.html [31-12-2018].

4091n the possession of the editorial office of the DEAF is a 40-year-old, battered copy of the map of France
that is included in the Beiheft of the FEW. This copy contains the boundaries of the areas where the
Old French dialects were spoken, sketched in by hand (in yellow) by Frankwalt Mohren, co-founder of
the DEAF (and, also, valuable notes and comments, e.g., the indication ‘Orval: Bier!”: the Abbey of
Orval in Villers-devant-Orval is the home of the famous top-fermented beer ‘Orval’).

41 Ordering is latitude then longitude.
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Figure 1 ‘Old Lorraine’ area: Extract of the map of the FEW (left), mapped using geographic
coordinates (right).

Each longitude and latitude coordinate can be converted to a Geohash, to a precision of
five characters: tOg7c, t0f4t, tOczu, tl4pl, t163j, t1535, tOgTc.

As the last coordinate is the same as the first coordinate, the last one can be excluded,
and as only alphanumeric characters and hyphens are allowed by BCP 47, every Geohash,
with the exception of the first one, is prepended with ‘==’ to serve as an internal delimiter;
the language code for the language, dialect and region can thus be presented as follows:
fro-x-lorraine-t0Og7c--t0f4t--tOczu--t14pl1--t163j--t1535.

The use of a historical map as a source of information to enrich a language tag with
geographic coordinates, as demonstrated for medieval Lorraine, seems very promising to us
regarding our aim: the unambiguous and historically-correct tagging of languages.

A further possibility is to include the period of time within the language tag, e.g.,
fro-x-lorraine-t0g7c--t0f4t--tOczu--t14pl1--t163j--t1535-850AD--1350AD,
where 850AD--1350AD depicts the time range.*?

BCP 47 specifies the maximum length of a sub-tag to be of eight characters (+ two
for ‘x-’, see [28, 6]). However, numerous examples of the privateuse sub-tags exceed this
maximum length [28, 56,81]. Thus, we conclude that there is not an upper limit to the length
of the privateuse sub-tag, except that pertaining to buffer overflow [28, 63,71-72].

4  Discussion

The examples, N|uu and |’Au, and Old French, demonstrate that there is not a single,
encompassing solution that can be applied to all languages. For each of the three languages,
a custom approach, in conjunction with the privateuse sub-tag from BCP 47’s language tag,
has had to be adopted. However, with each example, a tentative pattern for the privateuse
sub-tag has emerged: each part within the privateuse sub-tag can be assigned to a category,
as listed in Table 1, and the privateuse sub-tag can consist of one or more parts.

4211 the case of Old French, this seems dispensable since the code ‘fro’ contains this information, however it
could be valuable when identifying a language where the geographical distribution changes significantly.
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Table 1 The categorization of parts in a privateuse sub-tag.

Part Description

language A language, dialect or pidgin not in ISO 639

otherlect An ethnolect, sociolect, or idiolect

timeperiod | If not modern-day; not equivalent to the time period
specified by the language code

region A geographic, politic or administrative region

Using the categories identified in Table 1, we thus propose the following pattern for the
privateuse sub-tag of a language tag, with each part separated by a ‘-’
x—language-otherlect-timeperiod-region

Within BCP 47, the format of the language tag has been designed such that each sub-tag
can be identified on the basis of its length, position in the tag, and its content, and each
sub-tag is typically a code from an ISO standard or registry [28, 8]. However, this requirement
can be limiting and inflexible. In order to identify each part in the privateuse sub-tag pattern,
we propose prepending each part with a key consisting of 2 digits, from 0 - 9, with the first
digit, Key 1, indicating the category, and the second digit, Key 2, indicating the content
in relation to Key 1, as shown in Table 2. This way, each part can be of variable length,
thus allowing for greater flexibility. For example, a part that is categorized as language can
be prepended with ‘10°, where ‘1’ indicates that it is language and ‘0’ indicates that the
language is user-defined information. The tags can, thus, be rewritten as follows:

NJuu dialect: ngh-x-01nuuul242

|’Au dialect: ngh-x-01launi1243

Old French, Lorraine dialect:
fro-x-00lorraine-30t0g7c--t0f4t--tOczu--t14pl--t163j--t1535

Table 2 The key for each part of the privateuse sub-tag.

Part Key 1 | Key 2
language 0 0 = User-defined

1 = Glottocode
otherlect 1 0 = User-defined

1 = Glottocode
timeperiod | 2 0 = one year only, BC

1 = one year only, AD
2 = start:BC - end:BC
3 = start:BC - end:AD
4 = start:AD - end:AD

region 3 0 = Geohashed latitude and longitude coordinates — polygon

1 = Geohashed latitude and longitude coordinates — point only
2 = URI to GeoJSON-LD
3 = Code from ISO 3166

The interpretation of a language tag which contains multiple sub-tags can be obscure
and requires human inspection. By (1) categorizing the privateuse sub-tag into parts, then
(2) defining a key for each part, and (3) defining rules for each key, it not only allows for
more accurate interpretation, by both human and machine, but it can also lead to increased
shared agreement for a compiled language tag.
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5 Conclusion and Future Work

In this paper, we have discussed the shortcomings of language tags in the context of modeling
data from lesser-known languages as LD. For two under-resourced language varieties and one
historical language stage we have proposed solutions using the privateuse sub-tag, with the
addition of geographic information. This can improve a language tag so that it reflects the
diachronic, synchronic and dialectal aspects of the language in question.

The proposed rule-based pattern for the privateuse sub-tag is not intended to be used in
place of other sub-tags in the language tag, nor is it intended to replace the work of existing
standards and bodies. The W3C Internationalization (i18n) Interest Group*? serves to
connect a large group of people on the topic of internationalization on the Web. The authors
intend to contribute to the discussions of the group, submitting the proposals outlined in this
paper for further feedback. Also, the authors and C. Maria Keet propose MoLA, a Model for
Language Annotation (https://ontology.londisizwe.org/mola) [14]. MoLA has been
developed to provide a vocabulary for language annotation in RDF, which enables custom
language tags to be defined, and for said language tags to be associated with both a time
period and region.

Defining a pattern for the privateuse sub-tag can lead to discussions which can improve
the next iteration of BCP 47, as well as to increased interoperability within the context of
LLOD so as to render language identification more accurate. This in turn can lead to shared
agreement between lexical resources and to re-use, an important notion in a multilingual
Semantic Web.
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Table 3 List of Old French dialects (described in French) registered by the DEAF.

Abbrev. Language ‘ Abbrev. Language
afr. ancien francgais saint. saintongeais
mfr. moyen francais tour. tourangeau
fr. du 16°s. frangais du 16° siecle orl. orléanais
fr.dial. frangais dialectal bourb. bourbonnais
fre. francien (frangais de 'lle de France) | bourg. bourguignon
pic. picard lyon. lyonnais
flandr. francais de la Flandre francaise frcomt. franc-comtois
hain. hennuyer francoit. franco-italien
art. artésien Nord-Est

wall. wallon Nord

liég. liégeois Nord-Ouest

champ. champenois Ouest

lorr. lorrain Sud-Ouest

norm. normand Centre

agn. anglo-normand Est

hbret. haut-breton Sud-Est

ang. angevin Terre Sainte

poit. poitevin judéofr. judéofrangais
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—— Abstract

The ontological coverage of technical artefacts in terminography should take into account a functional

representation of conceptual information. We present a model for a function-based description which
enables direct interfacing of ontological properties and terminology, and which was developed in the
context of a project on term variation in technical texts. Starting from related research in the field
of knowledge engineering, we introduce the components of the ontological function macrocategory
and discuss the implementation of the model in lemon.
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1 Introduction

In the framework of a larger terminology project carried out at Hildesheim University, we
have been designing a formal ontology of technical artefacts relevant to the field of thermal
insulation in buildings, subsequently using the ontology as a knowledge base for a technical
e-dictionary. We have thus had the opportunity to reflect on the requirements that such an
ontology must meet in order to represent in an exact, coherent and replicable way conceptual
information regarding technical artefacts, complying at the same time with terminological
description. In this contribution, we would like to report on preliminary work concerning the
functional representation of technical artefacts within an ontology-terminology model.

Our report focuses on technical artefacts as one of the most prominent types of extra-
linguistic objects from the point of view of terminology, terminography, and specialised
translation. Semantic Web-oriented studies are making steady progress in the field of
formal ontologies, especially with regard to ontology-related semantic deep learning tasks
(cf. Gromann/ Declerck 2018 [7]), ontology learning techniques (cf. Asim et al. 2018 [1]
for an overview), and the development of models for lexica representation (e.g. lemon,
McCrae et al. 2011 [10]). However, little has been done so far to systematically describe
the typical characteristics of certain classes of ontological objects. Some interesting ideas
about the specific characteristics of technical artefacts emerge from studies in the field of
domain knowledge engineering, in which particular attention is paid to functional aspects (cf.
Section 3). We have taken this as our starting point for developing a model for terminology
information systems.

This contribution shows how a function-based ontological description can be integrated
in terminographic resources dealing with technical artefacts. After introducing function as a
macrocategory in our ontological model (Section 2), we discuss the typical terminological
implications of a function-based approach to knowledge engineering (Section 3). Next we
present our model for a functional representation of technical artefacts (tested on texts
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concerning insulation products and power tools) and discuss its implementation in lemon,
the lexicon model for ontologies (Section 4). We finally draw some conclusions on the
accomplished work and its challenges and provide information on future work.

2  Function as an ontological macrocategory

By technical artefact we mean a physical object with technical features commercialised
and used as a finished product. As pointed out in Giacomini (2018 [6]), technical artefacts
can be appropriately described in terms of MATTER, FORM AND FUNCTION, three
ontological macro-categories drawing on the Aristotelian description of inanimate objects,
to which specific properties of an artefact can be linked. Functional knowledge plays a
particularly crucial role in our cognitive perception of the artefact and is closely related to
design intentions (Motta et al. 2011: 99 [12]). The dual nature of technical artefacts as
the combination of structural and intentional conceptualisations has been highlighted in a
number of recent studies in philosophy of science (cf., among others, Vermaas/ Houkes 2006
[14], Houkes/ Meijers 2006 [9] and Motta et al. 2011 [12]).

Borgo et al. (2016: 242 [2]) observe that several definitions of function have been
formulated in engineering design, philosophy and ontology research. The unified definition of
function for biological systems and technical artefacts proposed by Mizoguchi et al. (2016)
[11] for a foundation ontology best suits our terminological purposes. According to the
authors, different types of contexts identify different types of functions (here: functional
roles): “In systemic contexts, the functional role is given by the systemic context where the
appropriateness of its goal is determined with respect to the (goal provided by the) selected
behavior of the overall system, which has the functional object as component. In the case
of design contexts, the functional role is determined by the designer’s intention. Finally, in
the case of the use context, the determination is given by the user’s intention” (ibid.: 141).
Moreover, the notion of context in which the functions of an artefact are embedded legitimises
a frame-based semantic approach to technical terminology as presented in (Giacomini 2018
[6], Faber 2012 [3]), with frames (Fillmore 2006 [4]) as complex cognitive structures identified
against the background of a specified context.

3 Function models in knowledge engineering and their terminological
implications

Some of the function models proposed in the field of knowledge engineering are designed to
be integrated into upper ontologies, and not for interfacing with a terminology layer of a
terminology resource. Others, however, describe conceptual elements of a domain ontology
and can therefore be used for immediate classification of terminological elements. This is
for example the case of the Reconciled Functional Basis (RFB) model presented by Hirtz
et al. (2002 [8]) and aimed at supporting taxonomical modelling of engineering functions
(e.g. isolate, move, associate) and flows (e.g. pressure, energy, velocity). In Reconciled
Functional Basis, function and flow primary classes increase in specification at the secondary
and tertiary levels and are associated to specific terms (typically verbs for functions and
nouuns for flows), e.g. in the following function set (Figure 1):

This model has successfully been applied to engineering design tasks (for instance to
the building of an engineering-to-biology thesaurus, cf. Nagel et al. 2010 [13]). Its main
drawback, however, is its potential ambiguity from the point of view of natural language,
i.e. the semantic ambiguity of terms simultaneously attributed to more than one function
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Class (Primary) Secondary  Tertiary Correspondents
Branch Separate Isolate, sever, disjom
Divide Detach, isolate, release, sort, split, disconnect, subtract
Extract Refine, filter, purify, percolate, strain, clear
Remove Cut, drill, lathe, polish, sand
Distribute Diffuse, dispel, disperse, dissipate, diverge, scatter
Channel Import Form entrance, allow, input, capture
Export Dispose, eject, emit, empty, remove, destroy, eliminate
Transfer Carry, deliver
Transport Advance, lift, move
Transmit Condud, convey
Guide Direct, shift, steer, straighten, switch
Translate Move, relocate
Rotate Spin, turn
Allow DOF Constrain, unfasten, unlock
Connect Couple Associate, connect
Join Asgsemble, fasten
Link Attach
Mix Add, blend, coalesce, combine, padk

Figure 1 Example of engineering functions in Reconciled Functional Basis (Hirtz et al. 2002).

or flow class, as well as the non-exhaustiveness of terminological coverage. The example
of the RFB model shows that, for obtaining a coherent treatment of natural language, the
ontology structure and contents should not condition the terminological component of the
model. Instead of a strict top-down method, a terminology-oriented approach to ontology
design should also take advantage from corpus-based terminological analysis to grasp relevant
ontological aspects (combined top-down and bottom-up approach). In the next section,
examples will be shown for the representation of function-related ontological properties by
relying on domain corpus data concerning technical artefacts.

4 Normal function and functional properties of technical artefacts

Functional representation

As mentioned in the previous section, we use a corpus-based method to derive from specialised
texts relevant information for the compilation of the domain ontology. In the context of the
main study, terms and term relations were automatically extracted from a corpus of German
technical texts and associated with elements of a previously defined frame “Functionality
of the technical artefact” (for details of the extraction process, cf. Giacomini 2017 [5]).
The syntactic and semantic behaviour of artefact-related terms in texts revealed a range of
conceptual features that are crucial to knowledge representation. The validation experiments
we later carried out not only in the field of thermal insulation but also in other technical
subfields (power tools and semiconductor devices), show that a technical artefact usually
has a normal function NF (e.g. a function conforming to a norm, also systemic function
according to Mizoguchi et al. 2016 [11], or use plan according to Vermaas,/ Houkes 2006 [14]):
a thermal insulation product, for instance, is normally intended for thermally insulating a
part of a building. The context in which the normal function of an artefact is performed
can be interpreted as the sum of different conceptual constituents, which we call functional
properties (FP):
(a) FP_project: Activity required of a technical artefact (TA) in its normal function.
(b) FP_location: Location in which a TA is used in its normal function.
(c) FP_patient: Object on which a TA operates in its normal function.
(d) FP_ patient stuff: Material of FP__patient requiring the use of a certain TA to accomplish
a certain function.
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(e) FP__preparation: Process of making a TA ready for operation.

(f) FP_placement: Process of establishing a (physical) contact between TA and FP_ patient
before its FP__operation.

(g) FP_operation: Way in which a TA is used and operates in its normal function, typically
procedural information or special techniques.

(h) FP_instrument: Medium by which FP_ preparation, FP_ placement, or FP_ operation
can be carried out on a TA used in its normal function.

(i) FP_agent: Performer of an action in which a TA is used in its normal function.

Table 1 illustrates the functional representation of two technical artefacts, an insulation
roll and a circular saw. Here, we have manually attributed textual data (single-word terms,
multi-word terms, and sentences) retrieved from online specialised texts in English to the
different functional properties (sources: https://www.tooled-up.com/artwork/ProdPDF,
https://www.hilti.be, https://www.insulationsuperstore.co.uk). Depending on the
artefact, some properties may be indicated as non-relevant (n.r.) for the given corpus contexts.

Table 1 Normal function (NF) and Functional properties (FP) of technical artefacts.

Functional representation Insulation roll Circular saw

NF thermally insulate saw

to insulate a roof

FP_ project
FP_location
FP__patient
FP__patient stuff
FP_ preparation

FP__placement

FP__operation

FP_instrument

FP__agent

building
roof
wood

to roll out

a) push between the rafters,
b) all joints must be taped

n.r. (not explicitly expressed
in the available data set)

tape

craftsman

to cut a wooden plank
n.r.

plank

wood

to switch on

a) position the saw on the
guide rail, b) position the
saw against the workpiece

a) rotation, b) guide the cir-
cular saw along the cutting
line, c) carry out a trial cut

teethed blade

craftsman

The combination of normal function and functional properties lays the foundations for
a functional representation of a technical artefact in a formal ontology. In the next future,
we intend to explore the possibility of automatically processing our data sets to obtain
function-related information from technical texts both in German and in English.

Integration in lemon

For terminographical purposes, this functional representation could be embedded in the
lexicon model for ontologies (lemon), which was developed for enriching ontologies with
natural language data (https://www.w3.org/2016/05/ontolex). Our present task is to
test the extent to which our functional terminology description can be supported by the
lemon model, specifically by the Ontolex module, and to propose the inclusion of some
necessary components. The main benefit of this is the possibility of expanding the conceptual
coverage of technical terminology, especially of multi-word terms (e.g. thermally insulate)
and longer text segments (e.g. position the saw on the guide rail), in lemon.
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Ontolex employs the rdfs:label to express lexicalisations. Semantic properties, in particular,
are represented by means of the denote property as well as the sense and reference properties,
which link lexical entries (and their lexical senses) to ontology entities. Given a Lexical Entry
building with the Lexical Sense “building” in the domain of thermal insulation, we may use
the reference property to relate this sense to the corresponding ontological predicate:

:lex_building a ontolex:LexicalEntry;
ontolex:canonicalForm :form_building;
ontolex:sense :building_sense.

:form_building ontolex:writtenRep "building'@en.

:building_sense a ontolex:LexicalSense;

ontolex:reference <http://dbpedia.org/ontology/building>.

In addition to this, an indirect link of the Lexical Sense “building” to an Ontology
Entity can take place via the Lexical Concept class, which is relevant for our functional
representation of technical artefacts. In order to allow for a functional representation of
concepts, in fact, we should specify normal functions and functional properties as lemon
object properties. We propose, for instance, the integration of these properties at the Lexical
Concept level. This means that, for the given example, the Lexical Concept “building” should
be represented as rdfs:label FP_ location property of the Lexical Concept “insulation roll”:

:insulation_roll a ontolex:LexicalEntry;
ontolex:sense :insulation_roll_sense;
ontolex:evokes :insulation_roll.

:building a ontolex:LexicalConcept;
ontolex:FP_location :insulation_roll.

The same can be done of the other functional properties and of the normal function of a
technical artefact. Some (structural and conceptual) challenges concern, for instance, the
exact location in which functional labels should be included into Ontolex, i.e. possibly at
the Lexical Sense level as well. Moreover, in order to make the most of the potential of the
functional model in technical terminology, lexical representation should take into account not
only Lexical Entries in the form of single-word and multi-word terms, but also other relevant
textual patterns (e.g. push between the rafters in Table 1) referring to functional features of

artefacts. Finding a suitable solution to these challenges is our objective in the near future.

5 Conclusions and future work

Our research is aimed at finding helpful solutions for interfacing ontology and terminology in
terminographic resources dealing with technical artefacts. At the moment, we are verifying
the feasibility of a formalisation of our functional model in lemon by adding normal functions
and functional properties to the Ontolex module in the form of new object properties. The
current experimental results are rather promising, as they show a good flexibility of the
functional model in adapting to different technical domains. The work ahead will also
involve evaluation of the proposed functional model as well as the implementation of a
frame-based layer to further enrich the semantic description and cross-referencing of terms
with context-dependent information.
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—— Abstract

Under-resourced languages are a significant challenge for statistical approaches to machine translation,

and recently it has been shown that the usage of training data from closely-related languages can
improve machine translation quality of these languages. While languages within the same language
family share many properties, many under-resourced languages are written in their own native
script, which makes taking advantage of these language similarities difficult. In this paper, we
propose to alleviate the problem of different scripts by transcribing the native script into common
representation i.e. the Latin script or the International Phonetic Alphabet (IPA). In particular, we
compare the difference between coarse-grained transliteration to the Latin script and fine-grained
IPA transliteration. We performed experiments on the language pairs English-Tamil, English-Telugu,
and English-Kannada translation task. Our results show improvements in terms of the BLEU,
METEOR and chrF scores from transliteration and we find that the transliteration into the Latin
script outperforms the fine-grained IPA transcription.
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1 Introduction

Worldwide, there are around 7,000 languages [1, 18], however, most of the machine-readable
data and natural language applications are available in very few popular languages, such as
Chinese, English, French, or German. For other languages resources are scarcely available
and for some languages not at all. Some examples of these languages do not even have
a writing system [28, 24, 2], or are not encoded in major schemes such as Unicode. The
languages addressed in this work, i.e. Tamil, Telugu, and Kannada, belong to the Dravidian
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languages with scarcely available machine-readable resources. We consider these languages
as under-resourced in the context of machine translation (MT) for our research.

Due to the lack of parallel corpora, MT systems for under-resourced languages are less
studied. In this work, we attempt to investigate the approach of Multilingual Neural Machine
Translation (NMT) [16], in particular, the multi-way translation model [13], where multiple
sources and target languages are trained simultaneously. This has been shown to improve
the quality of the translation, however, in this work, we focus on languages with different
scripts, which limits the application of these multi-way models. In order to overcome this, we
investigate if converting them into a single script will enable the system to take advantage of
the phonetic similarities between these closely-related languages.

Closely-related languages refer to languages that share similar lexical and structural
properties due to sharing a common ancestor [33]. Frequently, languages in contact with
other language or closely-related languages like the Dravidian, Indo-Aryan, and Slavic family
share words from a common root (cognates), which are highly semantically and phonologically
similar. Phonetic transcription is a method for writing the language in other script keeping
the phonemic units intact. It is extensively used in speech processing research, text-to-
speech, and speech database construction. Phonetic transcription into a single script has
the advantage of collecting similar words at the phoneme level. In this paper, we study
this hypothesis by transforming Dravidian scripts into the Latin script and IPA. We study
the effect of different orthography on NMT and show that coarse-grained transcription
to Latin script outperforms the more fine-grained IPA and native script on multilingual
NMT system. Furthermore, we study the usage of sub-word tokenization [38], which has
been shown to improve machine translation performance. In combination with sub-word
tokenization, phonetic transcription of parallel corpus shows improvement over the native
script experiments.

Our proposed methodology allows the creation of MT systems from under-resourced
languages to English and in other direction. Our results, presented in Section 5, show that
phonetic transcription of parallel corpora increases the MT performance in terms of the BLEU
[31], METEOR [3] and chrF [32] metric [9]. Multilingual NMT with closely-related languages
improve the score and we demonstrate that transliteration to Latin script outperforms the
more fine-grained TPA.

2 Related work

As early as [4], researchers have looked into translation between closely-related languages such
as from Czech-Russian RUSLAN and Czech-Slovak CESILKO [17] using syntactic rules and
lexicons. The closeness of the related languages makes it possible to obtain a better translation
by means of simpler methods. But both systems were rule-based approaches and bottlenecks
included complexities associated with using a word-for-word dictionary translation approach.
Nakov and Ng [30] proposed a method to use resource-rich closely-related languages to
improve the statistical machine translation of under-resourced languages by merging parallel
corpora and combining phrase tables. The authors developed a transliteration system trained
on automatically-extracted likely cognates for Portuguese into Spanish using systematic
spelling variation.

Popovié et al. [34] created an MT system between closely-related languages for the Slavic
language family. Language-related issues between Croatian, Serbian and Slovenian are
explained by [33]. Serbian is digraphic (uses both Cyrillic and Latin Script), the other two
are written using only the Latin script. For the Serbian language transliteration without
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loss of information is possible from Latin to Cyrillic script because there is a one-to-one
correspondence between the characters. The statistical phrase-based SMT system, Moses
[23], was used for MT training in these works. In contrast, the Dravidian languages in our
study do not have a one-to-one correspondence with the Latin script.

Previous proposed works on NMT, specifically on low-resource [41, 10] or zero-resource
MT [20, 15], experimented on languages which have large parallel corpora. These methods
used third languages as pivots and showed that translation quality is significantly improved.
Although the results were promising, the success of NMT depends on the quality and scale
of available parallel corpora from the pivot or third language. The third or pivot language of
choice in previous works were well-resourced languages like English, German, French but
many under-resourced languages have very different syntax and semantic structure to these
languages. We use languages belonging to the same family which shares many linguistic
features and properties to mitigate this problem. In previous works, the languages under
study shared the same or similar alphabets but, in our research, we deal with the languages
which have entirely different orthography.

Machine transliteration [22] is a common method for dealing with names and technical
terms while translating into another language. Some languages have special phonetic
alphabets for writing foreign words or loanwords. Cherry and Suzuki [11] use transliteration
as a method to handle out-of-vocabulary (OOV) problems. To remove the script barrier, Bhat
et al. [7] created machine transliteration models for the common orthographic representation
of Hindi and Urdu text. The authors have transliterated text in both directions between
Devanagari script (used to write the Hindi language) and Perso-Arabic script (used to write
the Urdu language). The authors have demonstrated that a dependency parser trained on
augmented resources performs better than individual resources. The authors have shown that
there was a significant improvement in BLEU (Bilingual Evaluation Understudy) score and
shown that the problem of data sparsity is reduced. In the work by [8], the authors translated
lexicon induction for a heavily code-switched text of historically unwritten colloquial words
via loanwords using expert knowledge with just language information. Their method is to
take word pronunciation (IPA) from a donor language and convert them in the borrowing
language. This shows improvements in BLEU score for induction of Moroccan Darija-English
translation lexicon bridging via French loan words.

Recent work by Kunchukuttan et al. [27] has explored orthographic similarity for trans-
literation. In their work, they have used related languages which shares similar writing
systems and phonetic properties such as Indo-Aryan languages. They have shown that multi-
lingual transliteration leveraging similar orthography outperforms bilingual transliteration in
different scenarios. Note that their model cannot generate translations; it can only create
transliterations. In this work, we focus on multilingual translation of languages which uses
different scripts. Our work studies the effect of different orthographies to common script
with multilingual NMT.

3 Dravidian languages

Dravidian languages [25] are spoken in the south of India by 215 million people. To improve
access to and production of information for monolingual speakers of Dravidian languages, it
is necessary to have an MT system from and to English. However, Dravidian languages are
under-resourced languages and thus lack the parallel corpus needed to train an NMT system.
For our study, we perform experiments on Tamil (ISO 639-1: ta), Telugu (ISO 639-1: te)
and Kannada (ISO 639-1: kn). The targeted languages for this work differ in several ways,
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although they have nearly the same number of consonants and vowels, their orthographies
differ due to historical reasons and whether they adopted the Sanskrit tradition or not [5].

The Tamil script evolved from the Brahmi script, Vatteluttu alphabet, and Chola-Pallava
script. It has 12 vowels, 18 consonants, and 1 aytam (voiceless velar fricative). The Telugu
script is also a descendant of the Southern Brahmi script and has 16 vowels, 3 vowel modifiers,
and 41 consonants. The Kannada script has 14 vowels, 34 consonants, and 2 yogavahakas
(part-vowel, part-consonant). The Kannada and Telugu scripts are most similar, and often
considered as a regional variant. The Kannada script is used to write other under-resourced
languages like Tulu, Konkani, and Sankethi. Since Telugu and Kannada are influenced by
Sanskrit grammar, the number of characters is higher than in the Tamil language. In contrast
to Tamil, Kannada, and Telugu inherits some of the affixes from Sanskrit [40, 36, 25]. Each
of these has been assigned a unique block in Unicode, and thus from an MT perspective are
completely distinct.

4 Experimental Settings

4.1 Data

To train an NMT system for English-Tamil, English-Telugu, and English-Kannada language
pairs, we use parallel corpora from the OPUS! web-page [39]. OPUS includes large number of
translations from the EU, open source projects, the Web, religious texts and other resources.
OPUS also contains translations of technical documentation from the KDE, GNOME,
and Ubuntu projects. We took the English-Tamil parallel corpora created with the help of
Mechanical Turk for Wikipedia documents [35], EnTam corpus [37] and furthermore manually
aligned the well-known Tamil text Tirukkural, which contains 2660 lines. Most multilingual
corpora come from the parliament debates and legislation of the EU or multilingual countries,
but most non-EU languages lack such resources. For our experiments, we combined all the
corpus to form a complete corpus and split the corpora into an evaluation set containing
1,000 sentences, a validation set containing 1,000 sentences, and a training set containing the
remaining sentences shown in Table 1. Following Ha et al. [16], we indicate the language by
prepending two tokens to indicate the desired source and target language.

An example of a sentence in English to be translated into Tamil would be:

<en> <ta> Translate into Tamil

Table 1 Corpus statistics of the complete corpus (Collected from OPUS on August 2017) used
for MT. (Tokens-En: Total number of tokens in the English side of parallel corpora. Tokens-Dr:
Total number of tokens in the Dravidian language side of parallel corpora.)

Number of sentences | Tokens-English | Tokens-Dravidian

English-Tamil 2,248,685 44,139,295 34,111,290
English-Telugu 224,940 1,386,861 1,714,860
English-Kannada 69,715 504,098 687,413
Total 2,543,340 46,030,254 36,513,563

! http://opus.nlpl.eu/
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Table 2 Corpus Statistics of the multi-parallel corpus used for MT. (Tokens-En: Total number
of tokens in the English side of parallel corpora. Tokens-Dr: Total number of tokens in the Dravidian
language side of parallel corpora.)

Number of sentences | Tokens-English | Tokens-Dravidian

English-Tamil 38,930 238,654 153,087
English-Telugu 38,930 238,654 164,335
English-Kannada 38,930 238,654 183,636
Total 116,790 715,962 501,058

Table 3 Orthographic representation of word blue in Tamil, Telugu and Kannada shown in native
script, Latin script and IPA.

ISO 639-1 Script Spelling Transliteration | [PA English
ka Kannada ee) nili nili Blue
ta Tamil !SGU LD nilam ni:lam Blue
te Telugu deo nilam ni:lom Blue

4.2 Multi-parallel Corpus

In order to enable the training of the multi-way model, we developed a multi-parallel
corpus, which consists of only the sentences that are available in all four languages. In
this small subset of the complete corpus, most of the sentences for the Dravidian languages
came from the translations of technical documents. The English sentences from the bilingual
parallel corpora of three languages are aligned by collecting common English sentences from
all three languages and their translation in the Dravidian languages. For the one-to-many
multilingual models and many-to-one models [14], the parallel corpora were combined to
form an English-to-Dravidian (Tamil, Telugu, and Kannada) NMT and Dravidian (Tamil,
Telugu, and Kannada)-to-English NMT.

The corpus consists of 38,930 sentences, shown in Table 1. Combined, the corpus used
to train multilingual NMT models consists of 116,790 sentences, 715,962 sources (English)
tokens, and 501,058 target tokens.

4.3 Transliteration

In this section, we study the hypothesis of transliterating Dravidian scripts into the Latin
script. Transliteration is a common method for dealing with technical terms and names while
translating into another language. It is an approach where a word in one script is transformed
into a different character set while attempting to maintain phonetic correspondence. As most
of the Indian languages use different scripts, to take advantage of multilingual NMT models,
we converted the Tamil, Telugu and Kannada script into the Latin script for a common
representation before merging them into a multilingual corpus. We have used the Indic-trans
library? [6] to transliterate the Dravidian side of the parallel corpus for three Dravidian
languages, namely Tamil, Telugu, and Kannada, into the Latin script. The indic-trans lib
produces 92.53 % accuracy for Tamil-English, 92.27 % accuracy for Telugu-English, and
91.89 % accuracy for Kannada-English.

2 https://github.com/libindic/indic-trans

6:5

LDK 2019


https://github.com/libindic/indic-trans

6:6

Comparison of Different Orthographies for MT of Under-Resourced Languages

4.4 International Phonetic Alphabet - IPA

The International Phonetic Alphabet (IPA) [19] contains symbols for vowels, consonants and
prosodic features, such stress and it is intended to be an accurate phonetic representation for
all languages. We use IPA for the phonetic transcription of Dravidian languages into a single
representation. We use the Epitran library [29], which is a grapheme-to-phoneme transducer
supporting 61 languages. It takes the words as input and provides phonetic transcription
in IPA. Tt has support for Tamil and Telugu but not for Kannada. Therefore, we used the
Txt2ipa?® library for Kannada, which uses a dictionary mapping to convert the Kannada
script into TPA script. Table 3 shows the English word blue in native script, transliteration
and IPA. From the figure, it is clear that the transliteration has more common sub-word
units than TPA.

4.5 Translation experiments

We performed our experiments with OpenNMT [21] a toolkit for neural machine translation
and neural sequence modeling. After tokenization, we fed the parallel corpora to the
OpenNMT preprocessing tools i.e. OpenNMT tokenizer. Preprocessed files were then used
to train the models. We used the OpenNMT parameters based on the paper [16] for training,
i.e., 4 layers, 1000 for RNN size, bidirectional RNN, and 600-word embedding size, input
feeding enabled, batch size of 64, 0.3 dropout probability and a dynamic learning rate decay.

The approach of [16] allows us to integrate the multilingual setting with a single encoder-
decoder approach and without modification of the original OpenNMT model. This unified
approach to extend the original NMT to multilingual NMT does not require any special
treatment of the network during training. We compare the multilingual NMT model with
bilingual models for both multilingual corpora and multiway multilingual corpora. Different
evaluation sets were used for test multi-way multilingual and multilingual systems.

Table 4 Cosine similarity of the transliteration of the languages under study at character level
using the complete corpus.

Latin script IPA
Tamil-Telugu 0.9790 0.7166
Tamil-Kannada 0.9822 0.5827
Telugu-Kannada 0.9846 0.8588

Table 5 Cosine similarity of the transliteration of the languages under study at character level
using the multi-parallel corpus.

Latin script IPA
Tamil-Telugu 0.9867 0.6769
Tamil-Kannada 0.9825 0.5602
Telugu-Kannada 0.9855 0.5679

3 https://github.com/arulalant/txt2ipa
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Table 6 BLEU (B), METEOR (M) and chrF (C) scores are illustrated for systems trained with
native script, Latin script and TPA. Native script is different for Tamil, Telugu and Kannada. Latin
script and IPA are common script representations. Best results for each systems are shown in bold.

Native Script Latin Script IPA
B M C B M C B M C
Bilingual systems results trained at word level

En-Ta | 40.32 34.79 62.70 39.7 23.48  50.10 | 30.67 26.37  45.27
En-Te | 20.15 21.37 40.93 | 20.43 21.42 41.20 | 19.3 20.06  40.09
En-Kn | 28.15 33.53 60.20 | 28.13 23.46 4296 | 27.11 33.50  50.78
Ta-En | 32.21 25.65 44.68 | 30.72 24.78  43.60 31.2 25.29  43.60
Te-En | 16.24 28.36 33.22 17.96  11.84 31.26 | 12.65 29.23 44.01
Kn-En | 25.93 22.20 41.88 | 23.89 20.81 39.82 | 20.52 18.65 17.02
Multilingual systems results trained at word level

En-Ta 43.6 34.57 64.58 | 44.23 35.48 65.02 | 32.94 23.86 47.03
En-Te | 23.69 23.37 42.32 | 23.98 23.93 42.49 | 22.35 25.98 42.86
En-Kn | 28.82 33.62 62.73 | 31.71 35.03 46.12 | 30.59 36.45 53.94
Ta-En 29.8 24.83 46.64 | 35.66 28.43 47.44 | 33.86 27.34  46.89
Te-En | 17.82 32.34 56.61 | 22.95 24.68 36.14 | 16.39 24.34  48.29
Kn-En | 25.11 18.50  42.60 | 28.31 27.63 42.95 | 24.46 24.54  19.83

5 Results

5.1 Comparison of transliteration methodologies

While it is clear that IPA is generally a more fine-grained transliteration than the translitera-
tion to Latin script, we wished to quantitatively evaluate this difference. Thus, we took the
complete corpus for each language and for each character (Unicode codepoint) that occured
in the texts, we calculated its total frequency clf. We then calculated the cosine similarity
between the two languages, I, [, e.g.,

>, S g
VL2 Y ()

Table 4 and 5 shows the statistics of the cosine similarity at the character level, showing that
our intuition that the Latin transliteration is much more coarse-grained is well-founded as
the results show that the Latin script produces a cosine similarity of about 0.98 for these
three languages whereby the IPA score is lower compared to the Latin script.

To further validate this, we show in Table 3 the word blue in all the three languages. The

simtvlz =

root word nil is the same in all the languages whereby Tamil and Telugu have commonality
at the whole word level. It is clear that there are far fewer commonalities in the TPA
transliteration than in the Latin script transliteration.

5.2 Translation Results

Using the data, settings, and metrics described above, we investigated the impact of phonetic
transcription on the machine translation of closely-related languages in multilingual NMT.
We trained 54 bilingual and 18 multilingual systems corresponding to training policies and
languages discussed above. All the systems were trained for 13 epochs. We use BLEU
[31], METEOR [3] and chrF [32] metrics for the translation evaluation. BLEU is an

6:7

LDK 2019



6:8

Comparison of Different Orthographies for MT of Under-Resourced Languages

Table 7 BLEU (B), METEOR (M) and chrF (C) scores are shown for systems trained with
native script, Latin script and IPA for multi-parallel corpora with different evaluation set.
Native script is different for Tamil, Telugu and Kannada. Latin script and IPA are common script
representations. Best results for each systems are shown in bold.

Native Script Latin Script IPA
B M C B M C B M C
Bilingual systems results trained at word level
En-Ta | 3191 2294 43.77 | 36.18 31.24 49.45 | 28.67 2292 3235
En-Te | 37.70 36.53 45.39 | 38.67 34.12 48.44 | 30.39 3221 38.35
En-Kn | 25.45 12.67 38.49 | 26.51 28.66 39.87 | 23.37 16.55 35.66
Ta-En | 3149 37.61 4133 | 34.75 37.15 43.24 | 36.61 36.24 37.59
Te-En | 35.30 32.23 4935 | 36.44 34.69 42.72 | 38.84 37.65 49.40
Kn-En | 33.14 21.71 44.76 | 30.17 32.08 51.71 | 24.87 18.63 45.53
Multilingual system results trained at word level
En-Ta | 37.32 3894 50.56 | 41.99 43.67 49.11 | 3845 39.66 52.38
En-Te | 38.75 38.66 52.83 | 39.67 42.75 56.44 | 32.39 3221 43.35
En-Kn | 35.67 28.03 55.12 | 37.85 32.43 60.53 | 34.93 26.22 57.38
Ta-En | 36.03 32.32 54.46 | 34.53 31.33 52.55 | 3047 27.74 52.23
Te-En | 34.22 31.17 53.14 | 42.42 33.72 56.77 | 30.72 25.82  52.28
Kn-En | 32.15 46.65 59.49 | 36.47 33.79 63.79 | 34.59 41.06 56.12
Bilingual systems results trained at sub-word level tokenization
En-Ta | 36.11 20.30 53.43 | 46.82 39.55 62.13 | 43.63 36.36 61.90
En-Te | 37.53 36.24 44.56 | 39.47 36.34 58.45 | 38.2 33.76  69.06
En-Kn | 35.99 27.71 55.37 | 39.20 42.94 52.07 | 30.77 2729 53.11
Ta-En | 32.56 23.42 29.00 | 36.62 23.12 44.35 | 29.75 2247 23.61
Te-En | 36.12 18.93 56.63 | 38.82 35.01 54.39 | 395 25.95  37.65
Kn-En | 34.85 29.26 43.86 | 34.98 38.92 51.65 | 33.87 24.27 45.00
Multilingual systems results trained at sub-word level tokenization
En-Ta | 39.25 3191 62.18 | 40.77 36.66 56.52 | 31.34 2732 52.16
En-Te | 37.63 38.16 64.20 | 38.33 43.34 67.45 | 3520 23.76  59.06
En-Kn | 37.17 30.31 56.39 | 37.85 37.08 59.03 | 53.21 29.93  54.46
Ta-En | 37.18 34.69 57.58 | 35.52 31.27 55.01 | 36.86 32.78  56.68
Te-En | 35.79 23.67 46.76 | 29.61 23.28 46.97 | 28.43 20.39 37.24
Kn-En | 34.15 39.84 62.19 | 30.53 40.74 64.29 | 27.36 24.56  29.38

automatic evaluation technique which is a geometric mean of n-gram precision. It is language-
independent, fast, and shows a good correlation with human judgment. It is extensively used
for various MT evaluations. The METEOR metric was designed to address the drawbacks of
BLEU. We also used the chrF metric to study system output at the character level which
uses F-score based on character n-grams. It is absolutely language independent and also
tokenization independent.

5.2.1 Analysis of Latin script results

In order to provide a consistent evaluation of results, we wished to compare the system
outputs using the native script in all settings, instead of using the output translations in
TIPA and Latin script. Thus, we back-transliterated the generated translations using the
Indic-trans library from Latin script to native script and ran the evaluation metrics for
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Table 8 Manual evaluation results of 50 sentences for translation between English and Tamil.

‘ Ideal ‘ Acceptable | Possibly Acceptable | Unacceptable

Native Script

En-Ta 8 11 14 17
Ta-En 8 13 18 11
Transliteration
En-Ta 8 14 12 16
Ta-En 9 13 21 7
IPA
En-Ta 6 14 17 13
Ta-En 3 18 18 11

both the corpora. Table 6 and 7 compare the results of various NMT generated translation
in BLEU, METEOR, and chrF. We observe that the translations from Latin script based
system provides an improvement in terms of BLEU, METEOR and chrF scores for translation
from English to Tamil, Telugu, and Kannada for the bilingual systems for the multi-parallel
corpus. This trend continues in the evaluation scores for the multilingual model as well. The
multilingual systems outperform the baseline bilingual systems trained on the native script.
The results are shown in Table 7. The METEOR and chrF score also show the same trend
as the BLEU scores. Compared to the bilingual NMT system based on the native script, the
multilingual NMT system based on the Latin script has improvement in the BLEU score for
translation from English to Dravidian languages.

In the other direction, i.e., from Tamil, Telugu, and Kannada to English, the results
are different. The Tamil—English model, based on the native script, has a higher BLEU
score that the Latin Script for the multi-parallel corpus. For the Telugu— English model,
based on Latin script, there is an improvement in BLEU score and Kannada-English models
based on Latin script there is an improvement in BLEU score. The multilingual model of
Tamil-English and Telugu-English have higher BLEU score based on the native script than
the Latin script, except for the Kannada-English model where the Latin script based models
outperform the native script based models. The might be the cause of translating from many
languages to single languages in our case English.

5.2.2 Analysis of IPA results

To back-transcribe IPA translations into the native script, we trained an NMT system using
the TPA corpus and native script corpus as a parallel resource; this was to ensure that
the comparison is fair between the different transliterations. For the IPA-Tamil (Script)
system, we got the 90.24 BLEU-1, and 93.07 chrF scores. BLEU-1 94.11, and chrF 94.37 for
IPA-Telugu. For the IPA-Kannada BLEU-1 score was 90.51, and chrF was 89.34. We then
transcribed the evaluation data to a native script using the above NMT systems. Despite
the promising results in multilingual NMT, IPA results are lower compared to Latin script
based systems. We observed that the scores of BLEU, METEOR, and chrF are lower
than the results based on the native script in bilingual NMT translations in Table 6 and
7. It is noticeable that the scores from Dravidian languages to English trained with IPA
representations did not improve the translation quality. This is due to the fact that the IPA
representation was very detailed at the phonetic level than the Latin script transliteration.

6:9

LDK 2019



6:10

Comparison of Different Orthographies for MT of Under-Resourced Languages

5.3 Comparing BPE with word level models

There are two broad approaches to tokenize the corpora for MT. The first approach involves
word level tokenization and the second is sub-word level tokenization (Byte Pair Encoding).
At sub-word level, closely related languages have a high degree of similarity, thus makes it
possible to effectively translate shared sub-words [26]. Byte Pair Encoding (BPE) avoids
OOV issues by representing a more frequent sub-word as atomic units [38]. We train our
models on space-separated tokens (words) and sub-word units. Sub-word tokenization is
proven to improve the results in the translation of rare and unseen words for the language
pairs like English—German, English—French and other languages [38]. Our experiments on
the generated translations of the models based on the BPE corpus reveals that the systems
based on Latin script have higher BLEU score in all targeted translation direction i.e. from
English to Dravidian language and vice versa. Moreover, by analyzing the METEOR and
chrF scores we note that systems, based on the Latin script using sub-word segmented corpora
effectively reduce the translation errors. Again, we observed improvements from English
into Dravidian languages but a drop in results for the other direction. Results for the model
trained at the sub-word level are shown in Table 7. The transliteration-based multilingual
system outperforms both the native and the IPA script based multilingual system. These
results indicated that the coarse-grained transliteration to Latin script gives an improvement
of MT results by better taking advantage of closely-related languages.

6  Error Analysis

We observed an improved performance of Latin script compared to native script and IPA,
which is due to the limited number of characters, which better represents the phonological
similarity of these languages. We see that the Latin transliteration mostly outperforms both
the native script and the IPA transliteration and furthermore that the sub-word tokenization
also improves performance. Surprisingly, the combination of these methodologies does not
seem to be effective.

We can explain this by the example of the words ‘nilam’ and ‘nili’, which when we apply
sub-word tokenization become ‘nil’ and ‘am’ or ‘i. While Tamil and Telugu have similar
morphology for this word, the common token of ‘am’ and ‘i’ are difficult to map to Kannada.

For word-level representation in native script, the number of translation units can increase
with corpus size, especially for morphologically rich languages, like Dravidian languages
which lead to many OOVs, and thus, a single script with sub-word units addresses the data
sparsity issue most effectively.

We performed a manual analysis of the outputs generated by the different systems. Table
8 show the results of manual evaluation. We used four categories based on the work by [12]:

Ideal. Grammatically correct with all information accurately transferred.

Acceptable. Comprehensible with the accurate transfer of all important information.
Possibly Acceptable. Some information transferred accurately.

Unacceptable. Not comprehensible and/or not much information transferred accurately.

From the manual analysis, we found out that the native script and transliteration methods
are more similar in terms of ideal and acceptable translation, while IPA has fewer ideal
results due to errors at the character level. The unacceptable case is high in results from
native script translation due to many out of vocabulary terms. All three methods have
similar numbers of acceptable and possibly acceptable cases.
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7 Conclusion

In this work, we described our experiments on translation across different orthographies
for under-resourced languages such as Tamil, Telugu, and Kannada. We show that in the
Tamil, Telugu, and Kannada to English translation direction the translation quality of
bilingual NMT and multilingual NMT systems improves. In order to remove the orthographic
differences between languages in the same family, we performed transcription from a native
script into Latin script and IPA. We demonstrated that the phonetic transcription of parallel
corpora of closely-related languages shows better results and that the multilingual NMT
with phonetic transcription to Latin script performs better than IPA transliteration. This
can be explained due to the coarse-grained natures of the transliteration, which produce
more similarity at the character level in the target languages, which we proved by evaluating
the cosine similarity of the character frequencies.
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—— Abstract

The proper detection of tokens in of running text represents the initial processing step in modular
NLP pipelines. But strategies for defining these minimal units can differ, and conflicting analyses
of the same text seriously limit the integration of subsequent linguistic annotations into a shared
representation. As a solution, we introduce CoNLL Merge, a practical tool for harmonizing TSV-
related data models, as they occur, e.g., in multi-layer corpora with non-sequential, concurrent
tokenizations, but also in ensemble combinations in Natural Language Processing. CoNLL Merge
works unsupervised, requires no manual intervention or external data sources, and comes with a
flexible API for fully automated merging routines, validity and sanity checks. Users can chose
from several merging strategies, and either preserve a reference tokenization (with possible losses of
annotation granularity), create a common tokenization layer consisting of minimal shared subtokens
(loss-less in terms of annotation granularity, destructive against a reference tokenization), or present
tokenization clashes (loss-less and non-destructive, but introducing empty tokens as place-holders
for unaligned elements). We demonstrate the applicability of the tool on two use cases from natural
language processing and computational philology.
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1 Motivation

Linguistic annotations of running text exhibit a great diversity and comprise, among others,
part-of-speech tags, phrasal chunks, syntactic parses, semantic roles, or discourse relations.
Tokenization as the initial pre-processing step is concerned with the proper detection and
segmentation of application-specific, minimal units, i.e. tokens, and represents the basis
for subsequent annotations. Tokens can be typified by words (lexemes or morphemes) or
other methodologically-informed symbols (numbers, alpha-numerics and punctuation), and
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have various properties: In many applications, they constitute the basis for “word” distance
measurements, e.g., Normalized Levenshtein [29] and related similarity tasks involving word
embeddings [17]. Beyond that, in many annotation tools and their corresponding formats,
the order of tokens provides a timeline for the sequential order of structural elements [18].

Similarly, multi-layer formats refer to tokens in order to define the absolute position of
annotation elements, and only by reference to a single privileged token layer (or an alternative
base segmentation), annotations from different layers can be put into relation with each
other [3]. On the single privileged token layer, tokens are organized in a total order, they
cover the full annotated portion of the primary data, and represent the smallest unit of
annotation. This aspect is especially important for the study of richly annotated syntactic
and semantic resources, as an integration and serialization of linguistic annotations produced
by different tools is usually established by reference to the token layer. Unfortunately,
different annotation routines on the same texts oftentimes rely on concurrent tokenization
schemes, which crucially requires efforts for harmonization. This is of particular relevance for
NLP tools which need to draw on multiple linguistic annotations but for which concurrent
information (potentially stored in alignment-incompatible, distinct data formats) heavily
complicate their development process.

Our Contribution. Based on these observations, we argue that with the availability of
robust conversion and flexible merging routines for standardized CoNLL and TSV-related
data models, complex NLP tools that rely on a multitude of linguistic annotations can be
realized in a more straightforward way. To this end, we introduce CoNLL Merge, a fully
automated, application-independent merging routine for linguistic annotations based on
different underlying tokenizations of the same text. The theoretical basis for our approach
is described in [22], however, while [22] build their implementation of a highly complex
standoff XML formalism with limited use in natural language processing and the language
sciences, our implementation focuses on one-word-per-line (OWPL) tab separated value
(TSV) formats, a simple formalism with wide application in corpus linguistics, lexicography
and natural language processing, most famously associated with the long series of CoNLL
shared tasks.

We are aware that project- or application-specific solutions for automated tokenization
harmonization do exist (cf. Sect. 5). In opposition to these, CoNLL Merge provides a
generic solution which does not only allows to merge files in any OWPL TSV format without
manual interference, but which also allows to define the merging strategy — depending on
whether the user prefers reversibility or keeping/enforcing a particular tokenization. We
illustrate the practicability of our approach on a collection of annotated texts from the Wall
Street Journal-based corpora that are in the intersection of several corpora with independent
manual annotations, frequently with concurrent tokenizations. A second experiment on
historical texts demonstrates the robustness of CONLL Merge against textual variation beyond
tokenization mismatches.

The paper is structured as follows: Section 2 describes alignment strategies for plain
(tokenized) text, Section 3 describes the merging of the associated annotations, and Section 4
provides an evaluation.

2  Aligning Tokenizations

Among both efforts to manually create annotations for linguistics and philology and NLP
tools to automatize such annotations, we find a remarkable band-width and variation even
within a single language. If multiple annotators (manual or automated) are applied the
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same piece of text, they choose (or require) a specific tokenization strategy — and this may
deviate greatly from the tokenization adopted by another. Tokenization strategies differ with
respect to the research question or application of interest (e.g., tagging, parsing, information
extraction), and can be divided into morphosyntactic, full syntactic, and morphology-based
analyses. For instance, tokenizations can drastically disagree as in the examples to the right
for the text the attorney general’s office [6]:

attorney] [general’s]  British National Corpus [2]
Is]  Tut Tagger [1]

-

. [attorney] [general]]

. [attorney] [general][’s] Penn TreeBank [14]
-

B W N =

attorney general|[’s] Protein Name Tagger [28]

Crucially, when dealing with multiple linguistic annotations on top of concurrent tokenizations
of the same text, efforts for harmonization are required. Here, we focus on strategies for
their automated alignment. The handling of associated annotations is subject to Sect. 3.

2.1 Identity-Based Alignment

The primary strategy for aligning concurrent tokenizations is based on string identity
between different variants of the same text: Even if token boundaries have been inserted and
whitespaces have been normalized, we can normally assume that textual content remains
untouched.’

For string alignment, we build on existing diff implementations, most notably Myer’s
Diff [19, 15].2 The scope of our implementation differs from standard Un*x functionalities
in that the basis of comparison is the token rather than the line. In default alignment,
tokenization mismatches are described by insertions and deletions of tokens. Thus, concerning
the alignment between two files, FILE1 and FILE2, three cases have to be distinguished,
which we handle as follows:

1. 1:1 alignment

2. 1:0 alignment: For n : 0 alignment, spell out n lines (tokens) with 1:0 alignments.

3. 0:1 alignment: For 0 : m alignment, spell out m lines (tokens) with 0:1 alignments.

An n : m alignment will thus be represented by a sequence of n : 0 (1:0) and 0 : m (0:1)

alignments. In addition to this default merging, we support two merging strategies based on

string identity:

forced. Enforce a 1:1 (or 1:0) alignment by concatenating the last 1:1-aligned token from
FILE2 (and its annotations) with those of the following 0:m alignments.

split. Enforce a dense alignment based on maximal common substrings: After default
alignment, define an alignment window as a sequence of tokens that start with 1:1
alignment, followed by a sequence of 0:1 and 1:0 alignments. Within that window,
perform a character-level (rather than a token-level) diff and aggregate consecutive
sequences of 1:1 character alignments into maximal common substrings.

1 In fact, this is often not true, as annotation tools may replace reserved characters with special symbols
or escape sequences, enforce different character encodings or drop, for example, diacritics. However, our
implementation has been proven robust against such changes.

2 At the moment, we employ the implementation from Java diff utils by Dmitry Naumenko, https:
//github.com/dnaumenko/java-diff-utils.
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It should be noted that the split strategy does not guarantee to arrive at 1:1 alignments in
case of character insertions or deletions.? In those cases, another force alignment can be
applied to eliminate 0 : 1 alignments. Likewise, split alignment can be applied after force
alignment to reduce the number of 1 : 0 alignments. In either case, another challenge is the
treatment of the associated annotations.

2.2 Similarity-Based Alignment

CoNLL-Merge was originally intended to cope with conflicting annotations of the same text.
However, initial experiments showed that it is also directly applicable as a collator, i.e.,
a tool that identifies corresponding and deviating text passages and merges them into a
common representation. Collators are frequently used in various branches of computational
philology, e.g., to identify patterns of re-use and adaptation among different textual fragments
(intertextual relations) or manuscript and edition genealogy (stemmatology). Taking CollateX
(see Sect. 4.2 below) as an example, it resembles CoNLL Merge in building on existing diff
implementations, it exceeds plain diff functionalities in providing convenient user interfaces
and visualizations. Unlike CoNLL Merge, CollateX is restricted to plain text and does not
provide a way for harmonizing annotations.

Initial experiments for applying CoNLL Merge to philological data have been performed
against a small collection of medieval manuscripts written in different orthographies in Middle
Low German (cf. Sect. 4.2 below). CoNLL Merge successfully achieved an alignment despite
the fact that these texts deviated in their choice of words and in editorial changes such as
insertions and deletions of large portions of texts. However, the method was obviously not
sufficiently robust against deviating orthographies (a common problem in medieval texts).
In order to improve its usability in Digital Humanities contexts, we provide an additional
merging strategy based on string similarity rather than identity, based on minimal edit
distance, resp., Levenshtein distance [29]. Like force and split, Levenshtein alignment is
applied after default alignment was applied to determine alignment windows (non-aligned
tokens preceded and/or followed by identity-aligned tokens).

levenshtein. Within the alignment window, determine the source and target token pair with
minimum Levenshtein distance. Accept this as alignment and create novel alignment
windows before and after the aligned words. Iterate until no more n : m alignments (i.e.,
sequences of n : 0 and 0 : m alignments) remain.

As our application of Levenshtein alignment does not support crossing edges, it does often

not produce a 1:1 alignment.

3 Merging Annotations

For merging annotations in one-word-per-line formats, we focus on tabular formats using
tab-separated values (TSV), as widely used in corpus linguistics and lexicography, but also
in natural language processing (most notably in the context of the long series of CoNLL
Shared Tasks).

3 For identical text, apparent insertions or deletions can arise from different escaping strategies, e.g., the
replacement of double quotes with two single quotes, or encoding differences, e.g., the direct encoding
of UTF-8 characters or their representation as XML entities.



C. Chiarcos and N. Schenk

3.1 The CoNLL Format Family

Since 1999, the Conference on Natural Language Learning® (CoNLL) has established a
tradition of annual shared tasks in which training and test data is provided by the organizers,
thereby facilitating the systematic evaluation of participating tools.> With their continuous
progression in terms of linguistic complexity, the shared tasks reflect the maturation of
statistical NLP, the dominating paradigm of computational linguistics in the 2000s. In many
cases, successful participants established reference tools, and — as it allowed for comparative
evaluation — the underlying, standardized formats continued to be supported by succeeding
NLP tools, which in fact has reinforced the global importance of the CoNLL format family
within the language processing community and which thus represents the core basis for the
merging routine described in this paper.

3.2 CoNLL Merge

We offer a lightweight Java package for sanity checks, format testing, producing, manipulating
and — most notably — merging of TSV files. On the one hand, CoNLLChecks can be applied for
selected validity checks on a set of CoNLL files. This is particularly useful as a preprocessing
step before the actual merging routine. On the other hand, for merging on token and
subtoken level itself, most importantly, CoONLLAlign establishes the core interface to the
implementation. It takes two files to be merged as input (FILE1 FILE2) allowing for the
following options:

default

1:1 alignment: write the FILE1 line, write a tabulartor, write the FILE2 line.

1:0 alignment: write the FILE1 line, fill up missing FILE2 columns with the placeholder
(7).

0:1 alignment: create an “empty” token (+*RETOK#-<FORM>, where FORM is replaced
by the token string of the FILE2 line), append placeholder characters (?) for the
annotations expected from FILE1, append the corresponding FILE2 lines.

-f forced merge: mismatching FILE2 tokens are merged with last FILE1 token. This flag
suppresses *RETOK* nodes, thus keeping the original token sequence intact. Annotations
of merged lines are concatenated, using + as a separator.
-split (boolean): false merges two CoNLL files and adopts the tokenization of the
first. Tokenization mismatches from the second are represented by empty artificial tokens,
i.e. words prefixed with *RETOKx*-... — true splits tokens from both files into maximal
common substrings. From a split line, all annotations are copied to the lines of the
subtokens. In order to mark the scope of a particular annotation, we use the I(O)BE(S)
schema: Split annotations at the line of the first subtoken are prefixed by B- (begin), split
annotations at the line of the last subtoken are prefixed by E- (end), and intermediate
annotations are prefixed by I-. The flag -split is a shorthand for -split=true.

4 http://www.conll.org/

5 In the context of CoNLL shared tasks, one-word-per-line TSV formats have been applied to the following
phenomena: shallow parsing (1999-2001), lexical semantics (2002-2003), dependency syntax (2006-2009,
2017-2018), semantic role labeling (2004-2005, 2008-2009), coreference (2011-2012), discourse parsing
(2015-2016), inflectional morphology (2017-2018), applied NLP (2010, 2013-2014). Some recent shared
tasks on highly abstract levels of linguistic analysis involved JSON formats along with the classical TSV
format (discourse parsing, 2015-2016), or in their place (semantic parsing, 2019).

5 In particular, on the number of columns, mismatches between parentheses, IOBES statements, cells
without content and checks on comments.
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-lev perform Levenshtein alignment
-drop none keep both versions of the merged column (by default, the FILE2 column is
dropped).

Additionally, we provide merge scripts for multiple (iterated) pair-wise alignments and final
merging of multiple documents, as well as test cases for validity checks on the resulting
CoNLL output.

4 Evaluation

We evaluate CoNLL Merge against two use cases: Alignment and annotation merging for
multi-layer corpora, and alignment between deviating textual variants.

4.1 Same Text — Different Annotations

In order to evaluate the usefulness and practicability of CoNLL Merge, we describe a workflow
of semantic annotation integration of a diverse collection of well-established, standard data
sets which are all grounded on the same base texts taken from the Wall Street Journal (WSJ)
data of the Penn Treebank [13, PTB]. We focus on the latest Penn Treebank version with
syntactic phrase structure annotations [14, PTB3], PropBank [20, verbal predicate argument
structure], NomBank [16, nominal semantic roles], OntoNotes [11, coreference], the Penn
Discourse Treebank [21, PDTB2/shallow discourse structure], the RST Discourse Treebank
[4, RSTDTB /hierarchical discourse structure], and the Discourse Graphbank [27, PDGB].
Crucially, not every resource provides annotations for every document in the PTB.

Figure 1 shows the (relative) number of corpora that a PTB file occurs in, averaged over
WSJ sections. This information can be easily acquired by running CoNLL Merge on the
distinct data sets as a preprocessing step. Ideally, a 100% bar in the chart would signify that
each document of the respective section is annotated by all resources. Top sections range
between 45-50% which indicates that an average document is found in half of the corpora.

It is important to note that all aforementioned resources come with partly conflicting, i.e.
varying underlying tokenizations. The urgent need to make use of such multiple, distinct
linguistic annotations in a joint learning framework (e.g., for discourse parsing based on
syntactic dependencies, or semantic roles that are part of a coreference chain) has been the
focus of a number of recent successful computational approaches [25, 26, 24, 23]. Figure
2 (left) illustrates our approach to harmonize concurrent tokenizations and to merge their
annotation as part of a semantic annotation workflow that merges all levels of annotations
provided for WSJ data.

In the first step, corpora with their original idiosyncratic tokenizations and linguistic
annotations are converted to a CoNLL or TSV format. Some data sets provide CoNLL
formats by default, for most others, converters are available. For the more exotic formats
(PDGB, PDTB, RST-DTB), we provide CoNLL converters as part of the CoNLL Merge
release. Sanity checks are performed by CoNLLChecks. Then, pairwise merges between two
CoNLL files are produced (CoNLLAlign). Finally, full merges are generated resulting in the
global data structure that shares the content of all base resources. In total, our method
encounters 5,542 tokenization mitmatches out of which on average 98.7% are resolved and
successfully merged with the different flag options.”

7 Rare issues are encountered for cases in which subsequent tokenization conflicts appear immediately
adjacent. Moreover, since merging can be easily parallelized, our routine runs reasonably fast (< 3 mins
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Figure 1 Relative number of corpora that contain a particular PTB document, averaged over

WSJ sections.

Table 1 Alignment of OntoNotes (ON) parse files with other annotations, file wsj_ 0655, 992

(ON) tokens.

w
o

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

WSJ Section

PTB RST PDGB PDTB*
default 1:1 ON alignment 959 (97%) 811 (82%) 834 (84%) 609 (61%)
alignment  1:0 33 (3%) 181 (18%) 158 (16%) 383 (39%)
0:1 11 (1%) 113 (11%) 141 (14%) 51 (5%)
force 1:1 (no merge) 968 (98%) 839 (85%) 852 (86%) 643 (65%)
alignment  1:0 23 (2%) 114 (11%) 1(9%) 340 (34%)
(-f) 0:1 0 (0%) 0 (0%) 0 (OW) 2 (0%)
merged annotations 1 (0%) 39 (4%) 49 (5%) 9 (1%)
split 1:1 (no split) 959 (97%) 811 (82%) 834 (84%) 609 (61%)
alignment  1:0 0 (0%) 92 (9%) 91 (12%) 311 (31%)
(-split) 0:1 0(0%)  32(3%)  25(9%) 2 (1%)
split annotations 33 (3%) 50 (5%) 118 (12%) 8 (11%)
“split -f 1:1 (no split/merge) 959 (97%) 811 (82%) 834 (84%) 609 (61%)
1:0 0(0%)  T2(T%)  TA(T%) 270 (27%)
0:1 0 (0%) 0 (0%) 0 (0%) 0 (0%)
split/merged annotations 3 (3%) 2 (6%) 118 (12%) 98 (10%)

* contains text fragments only
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Table 1 illustrates the extent of tokenization differences and the effect of the merging
strategies for file wsj_0655, one of only seven files contained in the intersection of OntoNotes,
Penn Treebank, RST Discourse Treebank, Penn Discourse Graphbank and Penn Discourse
Treebank.® For illustration, we use the tokenization of OntoNotes parses as primary tokeniz-
ation and match all other annotations against it. The PTB provides a slightly older version
of the same annotations and tokenization, nevertheless deviating in 3% of the tokens. One
source of deviation is in the treatment of hyphenized words and multi-word expressions. Note
that these annotations do not just tokenize the original text. In addition to text tokens,
empty tokens are inserted to represent syntactic movement operations. The RST edition
provides untokenized text plus markup for paragraph boundaries. Similarly, the PDGB
edition uses untokenized text. In the RST, PDGB and PDTB converters we provide, a TSV
representation is created by treating every white-space separated string as a token. The
PDTB edition is very different in that it is a standoff format which does not provide the full
text, but only the text of the annotated spans, and their character offsets in the original text
file. The standoff mechanism is defined with reference to a PTB version (similar but not
identical to the OntoNotes version used here) or against the original plain text (which none
of these corpora provide). Our converter does not attempt to resolve standoff references.
Instead, we use the character offsets and the text provided in the span to reconstruct the
plain text. As the spans contain only about 60% of the original text, this reconstruction is
incomplete, its TSV representation can nevertheless be successfully aligned against OntoNotes
(or any other full-text corpus).

As the table shows, the merging strategies have the following characteristics:
default is fully reversible, in that original token boundaries and the original annotations are

preserved. The empty elements introduced for 0 : m alignments, however, do interrupt

the original sequence of tokens from FILE1.

-f enforces the tokenization of FILE1 onto FILE2. FILE2 annotations and tokenizations can
be altered in an irreversible fashion, in that annotations are concatenated without the
possibility to align them with their original token boundaries.

-split is fully reversible, in that the original token boundaries and the extent of the original
can be recovered. Interruptions by 0 : m alignments are minimized, but the original
FILE1 tokenization is altered. A tool expecting FILE1 tokenization should not be applied
to the output of this merging operation.

-split -f also enforces FILE1 tokenization, but distributes FILE2 annotations over multiple
FILE1 tokens (where applicable).

Three main objectives can be pursued: annotation reversibility (default), the establishment

of a tokenization based on maximal shared substrings (-split, reduces both n : 0 and 0: m

alignments) or adoption of a privileged tokenization (-force, i.e., strictly enforce 1:1 or 1:0

alignments).

As an example, consider the following phrase from wsj_0655: Lawmakers haven’t publicly
raised the possibility of renewing military aidf...] Figure 2 (right) shows the result of three
pairwise merges between the Penn Discourse Treebank as primary source and the annotations
in PropBank. For illustration purposes, we first highlight the different tokenization outputs.

for the complete PTB with standard CPU).

8 For demonstration purposes, the different versions of this file are included in the associated software
distribution. However, for reasons of copyright, the archive is encrypted archive and the password must
be requested from the first author. Alternatively, access to the different versions of the file can be
requested from LDC, https://catalog.ldc.upenn.edu.
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Bank @ CONLL
M ©  CoNLL
Onto c CoNLL a) C)
motes Lawmakers 175...185 Lawmakers 175...185
TRy © o L. Full haven't 185...193 haven't 185...193
B2 §° CoNtL 30 Pairwise () ol publicly  193...202 *RETOK*-have ? ?
rsoms 8@ e B Merges o Merges raised 202...209 *RETOK*-n't  ? ?
X =t publicly 193...202
PD CoNLLAlign 3 ) k q
GB O CoNLL 2 Lawmakers 175...185 praised 202...209
5 have B-185...193
PIB3 @ CcoNLL n't  E-185...193
publicly  193...202
CoNLLChecks raised 202...209
Figure 2

Left: Harmonizing PTB corpora (conversion & merging of ling. annotations) into one CoNLL
output.
Right: Merged tokenizations between PDTB2 and PropBank: -f (a), -split=true (b), default (c).

Merging was performed with a combination of flag options (forced and default merging). The
latter adopts the tokenization of the primary source, and inserts *RETOK+* tokens, whenever
alternatives are encountered within PropBank. With the -split option set to true, spans
are equipped with underspecified beginning and end indices. The reason for having varying
tokenizations across the two resources is due to the requirements of their idiosyncratic
linguistic annotations. In PropBank, for instance, it is necessary to assign an individual
modifier role to the negation (ARGM-NEG), therefore requiring a distinct token (n’t) to be split
from the orthographically combined auxiliary verb. In contrast, in the discourse setting of the
PDTB2, only larger (shallow) spans are considered which dispense with the need for such a
fine-grained segmentation. However, CoNLL Merge allows for a fruitful combination of both
types of complementing linguistic annotations into one shared layer: Fig. 4 in Appendix A
shows the combined information including discourse aspects as well as predicative argument
structure (semantic role annotations) into one harmonized CoNLL token layer.

4.2 Same Source — Different Text

Beyond comparing and merging annotations of the same texts, CoNLL Merge can also be
used as a collator for the alignment of different versions of the same text, and thus, for
projecting annotations from one text to another. In philology, collation is the process of
determining the differences between two or more variants of a text (e.g., different editions of
a book, or different manuscripts of a particular text).

Designated tools for the purpose exist, e.g., CollateX [8], but they do currently not support
the alignment of annotated text nor the projection of annotations from one textual variant to
another. Instead, they focus on applications in stemmatology and the study of intertextual
relations and provide graphical interfaces for the purpose. CollateX reads multiple plain text
versions of a text, performs tokenization on each version, performs an alignment similar to
that of CoNLL Merge and returns alignment results for further processing, for instance for
producing a critical apparatus.

CoNLL Merge does provide a similar functionality, albeit with a focus on annotation rather
than stemmatology and intertextuality: We experimented with several merging routines
on different Middle Low German editions of the Interrogatio Sancti Anselmi de Passione
Domini. For reasons of copyright, we cannot ship the sample data, so we provide a script

9 Scripts and data set available under https://github.com/acoli-repo/conll/tree/master/data_phil.
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Table 2 Alignment of Anselmus ms. D with 6 other mss., 7263 tokens (D).

D2 HA1521 Kh 0 SP StA1495
default 1:1 6085 (84%) 4231 (58%) 4581 (63%) 4505 (62%) 4412 (61%) 3801 (52%)
alignment  1:0 993 (14%) 2856 (39%) 2506 (35%) 2575 (35%) 2675 (37%) 3286 (45%)
0:1 1079 (15%) 2336 (36%) 2422 (35%) 2646 (37%) 2556 (37%) 2540 (40%)
Levenshtein  1:1 6817 (94%) 5453 (75%) 5831 (80%) 6070 (84%) 5900 (81%) 5186 (71%)
alignment  1:0 261 (4%) 1634 (22%) 1256 (17%) 1010 (14%) 1187 (16%) 1901 (26%)
(-lev) 0:1 347 (5%) 1114 (17%) 1172 (17%) 1081 (15%) 1068 (15%) 1155 (18%)

for downloading the original PDFs, for text extraction and for creating a CoNLL-compliant
TSV file with three columns:

We perform whitespace tokenization. Punctuation signs are not separated from gram-
matical words.

The first columns contains the original string value, including punctuation signs.

The second columns contains a normalized representation of the string value, with a
number of orthographical conventions being harmonized (punctuation removed, lowercase,
removal of diacritics). This normalization is not language-specific, but presupposes a
Latin-based orthography.

The third column contains a language-specific normalization of the normalized string.
For instance, many medieval orthographies use w, u and f interchangeably with v (for
different phonemes), so that w,u,f are all normalized to v.
For seven Middle Low German Anselmus manuscripts, we performed alignment (collation)
over the third column. As gold data for the alignment of these texts is currently not available,
we only report the number of successfully aligned tokens. Note that mis-alignment results in
a low likelihood that subsequent tokens will be aligned, so that 1:1 alignments for more than
50% in default mode generally indicate alignment success. For random samples, this has
been manually confirmed by the authors. However, the manuscripts differ considerable, both
in their orthography and formulations, but also in additions and omissions. For instance,
manuscripts D and D2 share a prolog of 235 tokens which is absent from the other manuscripts.
Table 2 shows the alignment results for Anselmus ms. D. with six other manuscripts.
Figure 3 illustrates collation/alignment results for the second to fourth shared sentence
of Anselmus mss. D, D2 and HA1521. This example illustrates typical alignment errors:
Default alignment frequently fails to identify orthographic variants of the same word. These
errors are inherited by force alignment, but not by Levenshtein alignment.

5 Summary

In this paper, we have described CoNLL Merge, a fully automated merging routine for
harmonizing linguistic annotations in multi-layer corpora which are based on concurrent
tokenizations of the same text.

To our best knowledge, CoNLL Mergeis the first system to perform this task in a generic
fashion for one of the most popular corpus formalisms: one-word-per-line tab-separated
values, as used in the CoNLL shared tasks, in popular corpus information systems [10] or for
digital lexicography [12]. We are aware of existing implementations for handling conflicting
tokenizations: Solutions based on hand-crafted rules [9] suffer from a lack of genericity. A
number of libraries for merging CoNLL files do already exist, however, these are restricted to
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default alignment force alignment Levenshtein alignment
D D2 HAL1521 D D2 HAL1521 D D2 HA1521
he he He he he He he he He he
hadde hadde hadde hadde hadde hadde+dar hadde hadde hadde+dar had (there)
? ? dar langhe lange lange langhe lange lange leng
langhe lange lange darna darna ? darna darna na for this
darna darna ? ftan. ? na+geftaen ftan. geftan geftaen yearned
fan. ? ?
? ? na
? ? geftaen
dat ? Dat dat ? Dat dat ? Dat this
he ? he he ? he he ? he he
hadde ? ? hadde ? ? hadde ? ? had
gherne ? gerne gherne ? gerne gherne ? gerne+hadde  wanted te
weten. ? ? weten.  geftan hadde+geweten weten. ? geweten know
? geftan ?
? ? hadde
? ? geweten
wat wat Wat wat wat Wat wat wat Wat what
vnle vnse vnle vnle vnse vnle vnle vnse vnle our
here here here here here here here here here lord
hedde hedde hadde hedde hedde hadde hedde hedde hadde has
bezeten beleten beleten bezeten beleten beleten bezeten beleten beleten owned
legend 0 x error 2 x carrect, 1 x error incorrect

Figure 3 Collation results for Anselmus ms. D, D2 and HA1521, second to fourth shared sentence:
He yearned for this for a long time. He wanted to know: What did our lord own? Question marks
indicate the absence of an alignable token.

individual CoNLL dialects such as CoNLL-U'® or CoNLL-X,!! whereas our implementation
is fully generic in that it allows the user to configure what column(s) to take as the basis for
comparison. OQur own earlier work on the automated resolution of tokenization mismatches
[5] basically implemented the same functionality as CoNLL Merge, but this was closely tied
to a highly complex standoff annotation formalism, not directly applicable to common corpus
formats — and, effectively, forgotten. Finally, designated modules included in a number
of NLP pipeline systems provide heuristic components for the resolution of tokenization
mismatches, e.g., the Illinois NLP Curator [7] implements a maximum common substring
strategy. These suffer from a similar limitation, i.e., these components are tightly integrated
with a particular implementation, and not applicable to annotations in general. Moreover,
we are not aware of any such module which allows the user to select among possible merging
strategies.

Beyond this, we have shown that our implementation is applicable to texts with variation
far beyond tokenization differences. In fact, CoONLL Merge can be used as a collator. Unlike
other state-of-the-art collators, however, CoNLL Merge allows to perform collation with
annotated texts and supports the projection of annotations from one text variant to another.
For applications in NLP, this demonstrates that CoNLL Merge can also be applied for
alignment of and annotation projection between paraphrases.

CoNLL Mergeis an efficient implementation of string-based comparisons, it works unsuper-
vised, and does not require manual interference or any external resources. We demonstrated
its applicability to successfully combine distinct linguistic annotations by connecting inform-

Ohttps://www.npmjs.com/package/conllu
HUnttps://github. com/danieldk/conllx-utils
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ation from language resources which by default come with incompatible token layers. The
augmented data obtained in this way enable improved insight into the interplay of annotations
provided by distinct linguistic frameworks, allow for advanced NLP tool development, and
due to its generic functionality could easily be extended to merging of morphologically more

complex languages.
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CoNLL-Merge: Harmonization of Tokenization and Variation

A Merging Discourse and SRL Structure — Sample CoNLL Merge

The following figure illustrates the merging of discourse and verbal predicate argument
structure annotations of the same texts from two distinct resources. The resulting CoNLL
format contains columns for tokens, character begin and end offsets, discourse meta data
(blue), phrase structure (green), semantic roles (purple). Note, that haven’t is treated as a
single token in the PDTB2. The resulting output below contains two tokens with partial
production rules (green) assigned to them.

Lawmakers 175...185 1:Argl (Explicit and, Expansion.Conjunction);
3:Argl (Explicit but, Comparison.Contrast.Juxtaposition)
NNS ( (S (S (NP-SBJ *) _ ARGO _ ARGO

have B-185...193 B-1:Argl (Explicit and, Expansion.Conjunction);
3:Argl (Explicit but, Comparison.Contrast.Juxtaposition)
S-VBP (VP * o

n't E-185...193 E-1:Argl (Explicit and, Expansion.Conjunction);
3:Argl  (Explicit but, Comparison.Contrast.Juxtaposition)
S-RB * _ S-ARGM-NEG _ _

publicly 193...202 1:Argl (Explicit and, Expansion.Conjunction);
3:Argl  (Explicit but, Comparison.Contrast.Juxtaposition)

RB (VP ( ADV-MNR *) _ ARGM-MNR _ _
raised 202...209 1:Arg2 (Explicit and, Expansion.Conjunction);

3:Argl (Explicit but, Comparison.Contrast.Juxtapositi =)

VBN * raise.v.01 rel _ _

merged CoNLL

Expansion.Conjunction discourse relations

Lawmakers)haven't publicly raised the possibility of renewing military aid tw

President Bush parried the question at a news conference here Saturday, saying only that "if there's an

all-out military offensive, that's going to change the equation 180 degrees." sentence 1

Ex\pansion .Contrast.Juxtaposition

But Mr. Ortega's threat over the weekend to end a 19-month cease-fire with the rebels seeking to topple

Q@

him, effectively elevated the Contras as a policy priority just as they were slipping from the agendas of

their most ardent supporters. sentence 2

ARGO semantic roles

S-ARGM-NE% ARGM/MNR
vV
@

predicate

the possibility of [...]

sentence 1

Figure 4 Merged CoNLL annotations (top) between PTB base source, PDTB2, and PropBank.
The resulting output combines both phrase structure, discourse structure (blue) and semantic
roles (purple). One word per line format expanded for better legibility.
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1 Introduction

Attack and support are two important relations that can hold between argumentative units.
Consider the following two argumentative units (1) and (2) that are given in response to
the topic (0) Smoking should be allowed in every restaurant:

(1) Smoking is a significant health hazard.
(2) Combustion processes always produce tozins.

Both (1) and (2) have a negative stance towards the topic (0), and at the same time
they stand in a support relation themselves: (2) supports (1). In textual discourse, this
relationship is often indicated with discourse markers, e.g., because (i.e., (1) because (2)),
or therefore (i.e., (2), therefore (1)). Similarly, attack relations are frequently marked with
discourse markers, e.g., A, however, B, etc. Although in the given example, the argumentative
units (1) and (2) have no words in common and do not include discourse markers, a human
can easily determine the support relation between them. This can be done for instance by
recognizing relations that connect the two units like the fact that smoking generally involves
a combustion process and that toxins are detrimental to health.

While accessing such knowledge is seamless for humans, it is much more challenging for
machines. State-of-the-art machine learning systems for argument analysis (for instance
[27] or [1]) mainly rely on the exploitation of shallow linguistic markers (such as adverbials,
discourse connectors or punctuation) and largely ignore background knowledge and common
sense reasoning as evidences for classifying argumentative relations. We argue that for
building reliable systems, world knowledge and common sense reasoning should be core
criteria and evidences for determining whether an argumentative unit A attacks or supports
B. Rather than solving the argumentative relation classification or argumentation structure
reconstruction task by using only linguistic indicators that characterize the rhetorics of the
argument, we emphasize the need of systems that are able to capture the underlying logics
of an argument by analyzing its content.

Clearly, this is a challenging task, as it requires appropriate knowledge sources and
reasoning capacities. However, exploiting the knowledge relations that hold between argument
units carries an immense potential of explaining, in interpretable ways, why an argument
holds (or does not hold), when presenting supporting or attacking evidence. We therefore use
the opportunity brought by the current advances in the Linked Open Data movement, and
investigate the potential of external, structured knowledge bases such as ConceptNet and
DBpedia, for providing the required background knowledge. Specifically, we propose a series
of knowledge-based features for argumentative relation classification and analyze their impact
as compared to surface-linguistic features as used in current state-of-the-art models. Starting
with a linear regression classifier, we proceed to a stronger Siamese neural network system that
encodes pairs of argumentative units to classify their relation. This system, when enriched
with knowledge-based features, yields considerable performance improvements over the non-
enriched version, and thus offers clear indications for the prospects of knowledge-enhanced
argument structure analysis.
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Our contributions are as follows: (i) we propose features that extract background know-
ledge from two complementary knowledge resources: ConceptNet and DBpedia and analyze
their respective impact on the task; (ii) we show that a neural system enriched with back-
ground knowledge obtains considerable performance gains over the non-enriched baseline.
In sum, our work is one of the first to shows positive impact of background knowledge on
argument classification.

2 Related Work

2.1 Argument Structure Analysis

Stab and Gurevych, (2014) [26] propose an approach for (1) identifying argument components
and (2) classifying the relation between pairs of argument components as either supportive
or non-supportive. They propose several features, including structural features (e.g. number
of tokens of the argument component, token ratio between covering sentence and argument
component), lexical features (n-grams, verbs, adverbs, modals), syntactic features (e.g.
production rules as proposed by [13]), contextual features (e.g. number of punctuations
and number of tokens of the covering sentence), and further indicators such as discourse
markers and pronouns, which are fed into a SVM classifier. When trained on the corpus
of student essays that we also use in this work [25], the system obtains F1-scores of up to
0.726 for identifying argument components and 0.722 for distinguishing support from non-
support relations. Following up the task of argument structure analysis, Stab and Gurevych,
(2017)[27] propose an end-to-end approach where they first identify argument components
using sequence labeling at the token level. For detecting argumentation structures, they
then apply a model which jointly distinguishes argument component types (major claim,
claim, premise) and argumentative relations (linked vs. not linked) using Integer Linear
Programming. Finally, the stance recognition model differentiates between support and
attack relations using a SVM classifier with lexical, sentiment, syntactic and structural
features (similar to the features used in their previous work [26]) as well as PDTB discourse
relations and combined word embeddings. They evaluate their model on the student essay
corpus and the Microtext corpus [19], achieving F1 scores of 0.68 and 0.75 respectively
on the task of stance classification (support vs. attack). Similar to Stab and Gurevych
[26, 27], Persing and Ng (2016) [21] propose an End-to-End system for identifying argument
components and the relations that occur between them in the student essay corpus. Their
baseline system is a pipeline which first extracts argument components heuristically and then
distinguishes firstly between argumentative and non-argumentative spans and subsequently
between attack vs. support vs. not related relations. For both classifiers they apply maximum
entropy classification, using the same features as Stab and Gurevych [26, 27]. This baseline
system is outperformed by a joint model which uses global consistency constraints to perform
joint inference over the outputs of the single pipeline tasks in an ILP framework, achieving
F1 scores of up to 38.8% for the relation identification task.

The features used in these approaches are partly also used in our Baseline system (e.g.
sentiment, token and punctuation statistics, modal verbs). Nonetheless, in this work we take
a step further, by leveraging external knowledge bases such as DBpedia and ConceptNet in
addition to our linguistic feature set.

Nguyen and Litman (2016)[16] also address the task of argumentative relation classification
based on the student essay corpus. They adapt Stab and Gurevych’s (2014) [26] system
by adding contextual features extracted from surrounding sentences of source and target
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components as well as from topic information of the writings. For identifying attack relations,
they achieve up to 0.33 F1 scores, and for support relations 0.94 F1 scores, which shows that
contextual features are helpful for the task of relation classification. In contrast, we aim for
an approach that is agnostic of the context in which the argument units originally occur.

Most existing work on argument analysis focuses on classifying relations between argument
units in monologic argumentation, partly due to the used /available datasets. Since our aim
is to assess pairs of argument units regardless of whether they belong to the same monologue,
we create a new dataset, sourcing pairs of argumentative units from Debatepedia'. In
this regard, our work is comparable to Hou and Jochim’s (2017) [9], who learn to predict
for pairs of argument units stemming from different texts in Debatepedia whether they
are in agreement or disagreement with each other. They apply various models including
an attention-based LSTM, a textual entailment system, and classification models trained
by logistic regression. Their best performing system utilizes the mutual support relations
between argumentative relation classification and stance classification jointly and achieves an
accuracy of 65.5%, which confirms that there is a close relationship between argumentative
relation classification and stance classification.

The relation between our task of argumentative relation classification and the task of
stance classification has also been discussed by Peldszus and Stede (2015) [18] and by
Afantenos et. al (2018) [1]. Compared to the binary distinction (support vs. attack) in
our work and in Hou and Jochim (2017) [9] (agree vs. disagree), the annotation of their
argumentation structure is more fine-grained and contains several aspects. The structure
follows the scheme outlined by Peldszus and Stede (2013) [17], where the different aspects are
(1) finding the central claim of the text, (2) predicting the relation between that claim and
the other segments, (3) predicting the relation between the other segments, (4) identifying
the argumentative role of each segment, and (5) predicting the argumentative function of
each relation. Similar to Hou and Jochim (2017) [9], they show that joint predictions - in this
case the prediction of all these levels in the evidence graph - help to improve the classification
on single levels.

Menini and Tonelli (2016) [15] also address the task of distinguishing agreement vs.
disagreement relations of argument components in a dialogic setting, investigating documents
from political campaigns and Debatepedia. They introduce three main categories of features:
sentiment-based features (e.g. the sentiment of the statements and sentiment of the topic),
semantic features (e.g word embeddings, cosine similarity and entailment), and surface
features (e.g. the lexical overlap and the use of negations). Using all features jointly as input
to an SVM classifier, they achieve up to 83 % accuracy on the political campaign dataset
and 74 % accuracy on Debatepedia.

2.2 Background Knowledge for Argument Analysis

External knowledge resources have been leveraged as supporting information for various
tasks in NLP, including Argument Analysis. Potash et al. (2017) [22] assess the feasibility
of integrating Wikipedia articles when predicting convincingness of arguments and find
that they can provide meaningful external knowledge. Habernal et al. (2018) [7] claim that
comprehending arguments requires significant language understanding and complex reasoning
over world knowledge, especially commonsense knowledge. Incorporating external knowledge
is therefore viewed as essential for solving the SemEval Argument Reasoning Comprehension

! nttp://www.debatepedia.org
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Task (2018 Task 12, [7]) 2. This can be confirmed by the results of the participating systems:
The best performing system, proposed by Choi and Lee [6], is a network transferring inference
knowledge to the argument reasoning comprehension task. It makes use of the SNLI dataset
[4] and benefits from similar information in both datasets. This system outperforms all
other systems by more than 10%. Besides pretrained word embeddings (e.g. contexualized
embeddings, [11]) and a sentiment polarity dictionary [5], none of the other published systems
takes into account external knowledge resources for solving the task.

Following up on the observation about the usefulness of external knowledge for argument-
ative reasoning, the approach of Botschen et al. (2018) [3] leverages event knowledge from
FrameNet and fact knowledge from Wikidata to solve the Argument Reasoning Comprehen-
sion task. They extend the baseline model of Habernal et al. (2018) [7], an intra-warrant
attention model that only uses conventional pretrained word embeddings as input, with
embeddings for frames and entities derived from FrameNet and Wikipedia, respectively.
They conclude that external world knowledge might not be enough to improve argumentative
reasoning. However, motivated by the promising results of Becker et al. 2017 [2] who have
shown that commonsense knowledge that is useful for understanding Microtext arguments
can be mapped to relation types covered by ConceptNet, we analyze additional knowledge
bases, specifically ConceptNet for commonsense knowledge and DBpedia for world knowledge.

3 Knowledge Graph Features

For exploiting background knowledge, we designed features based on two knowledge graphs:
ConceptNet  and DBpedia 4. We expect ConceptNet to contain valuable information about
common sense knowledge while DBpedia captures encyclopedic knowledge. The core idea is
to connect pairs of argumentative units via relations in the knowledge graphs and to use the
relation types and the extracted paths as features. The intuition is that certain types of paths
or relations, like e.g. the Antonym relation in ConceptNet, occur more often in disagreeing
and therefore attacking pairs of statements than in supporting ones and vice versa.

Given two argumentative units, we first proceed to link them to the external knowledge
bases. Section 5.2 provides the entity linking details. Once the two argumentative units
are linked, we represent them as sets A and B of their linked entities. We then pair all
the elements in A to those in B. For each such pair (z,y) € A x B,z # y, we extract all
the paths from z to y up to length three within the knowledge base. Figure 1 shows a
graph consisting of such paths extracted from ConceptNet. As one can see in the graph,
each path consists of nodes connected by directed edges labeled with relation types. As
mentioned above, we assume that those relation types contain valuable information. For
that reason, we design two kinds of features that rely on them: First, we check how often
a certain relation type occurs along all paths between all pairs (z,y) € A x B,z # y and
divide that number by the total count of edges. This way, each relation type is a numerical
feature on its own and all those features together sum up to 1. Second, we specifically exploit
the paths. Since there are too many paths to create one feature per path, we group them
via patterns. Each pattern is a multiset of relation types. For example, given the pattern
[Synomym, Related To, RelatedTo], the graph in Figure 1 contains two paths between math

2 Given an argument consisting of a claim and a reason, the task is to select one out of two potential
inferential licenses, called warrants, that explains the reasoning underlying the argument.

3 http://conceptnet.io

4 http://dbpedia.org
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Figure 1 Connection between math and computer in ConceptNet, generated using Neo4j®.

and computer that instantiate this pattern:

Synonym . RelatedT . RelatedT
math 222 mathematics ——2% mathematical +——2 computer

math FeetedTo, olculation FE9T0 chleulator SEOMY™ computer
Each such path pattern corresponds to a numerical feature whose value is the number of its
instantiations divided by the total number of paths. As some of the relation type-based and
path-based features described above occur only rarely, we only use those features that occur
in at least one percent of all the instances in the training data.

Besides exploiting the relation types and paths, we also hypothesize that the length and
number of paths are useful for classification, as they provide an indication to the relatedness
of A and B [10]. To account for this, we additionally compute (i) one feature representing
the total number of paths divided by |4| - |B|, (ii) three features representing the number
of paths of a certain length ¢ (i € {1,2,3}) divided by the total number of paths, (iii) one
feature representing the total number of identical entities in A and B divided by |A|-|B| and
(iv) one feature with the count of all the different nodes along all paths divided by |A| - | B]
again.

4 Neural Network Model

We design a Siamese neural network model for argumentative relation classification (ININ).
The architecture of the model is displayed in Figure 2. It consists of one Bi-LSTM [8§],
which is used to embed two argumentative units A and B into a common vector space.
More precisely, sequences of word embeddings®, (e(wi}), ...,e(w?)) and (e(wP),...,e(wB))
are fed through the Bi-LSTM to induce representations emb(A), emb(B) € R?", where h is
the number of the two LSTM’s hidden units (we concatenate the last states of the forward
and backward pass of each LSTM). Based on the argument representations emb(A) and
emb(B) we then compute a representation for the relation holding between these units by

computing the difference vector between their representations emb(A) and emb(B): r(A, B) =

5 https://neodj.com/
5 we use pre-trained 300d Glove vectors [20].
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A: Combustion processes always produce toxins. B: Smoking is a significant health hazard.

Figure 2 Architecture of the Siamese neural argumentative relation classifier. After embedding the
argumentative units, their relation is defined as the vector offset between the unit representations in
argument space. This representation can be enriched with a feature vector derived from background

knowledge sources (e.g., ConceptNet).

emb(B) — emb(A). The obtained representation for the relation can be further enriched by
adding, e.g., features extracted from an external knowledge base that represent relevant
information about knowledge relation paths connecting concepts and entities mentioned in
the two argumentative units (cf. Section 3 and relation features derived from KB, Figure
2). The vector vk (A, B) that encodes such knowledge features is concatenated to the
argument relation vector (A, B) to yield the extended vector representation r'(A, B) of the
argumentative relation: 1'(A4, B) = r(A, B) ® vk (4, B), where x & y denotes concatenation
of vectors x,y. This final relation representation is further processed by a fully connected
feed-forward layer (FF, Figure 2) with two output units and softmax-activations for providing
the support and attack probabilities.

5 Experiments

We conduct experiments on three argumentative data sets from different domains, which
will be described in the following section. Because we want the models to focus on the
background knowledge involved in the argumentation, we consider only the argumentative
units without their context and position. This increases the difficulty of the task as models
are prevented from exploiting contextual and positional features.

LDK 2019
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Table 1 Data statistics for the different experimental datasets.

Debatepedia | Microtexts | Student essays (Essays)
Total number of relations 14,441 308 1,473
Number of attack relations 7,184 84 161
Number of support relations 7,257 224 1,312

5.1 Data

Student Essays (Essays). The student essays consist of 90 persuasive essays in the English
language. The essays were selected from essayforum” and annotated by [25]. The corpus
contains 1473 annotated argumentative relations: 1312 were labeled as support and the
remaining 161 were labeled as attack relations. We apply the same split between training and
test data as [26] and [16]. For our purpose, we make use of pairs of attacking and supporting
argumentative units and dismiss all other information about the position and context and
the annotated argumentative components and stances.

Microtexts. This corpus consists of 112 short argumentative texts [19]. The corpus was
created in German and has been translated to English. We use only the English version.
The corpus is annotated with argumentation graphs where the nodes are argumentative
units and the edges are argumentative functions. We again collect pairs of attacking and
supporting argumentative units. Therefore, we consider only direct connections between
two argumentative units that are labeled as support or rebut. We deliberately ignore the
undercut function as an undercut is an attack on the argumentative relation between two
argumentative units. This way, we extract 308 argumentative relations whereof 224 are
support and 84 are attack relations. To achieve a proper split between training and testing
data, we use all the Microtexts about public broadcasting fees on demand, school uniforms,
increase weight of BA thesis in final grade and charge tuition fees for testing and all the
others for training.

Debatepedia. This is a website where users can contribute to debates on some specific
topic 8. Most debates consist of a title, a topic that is formulated as a polar question (e.g.
Should the legal age for drinking alcohol be lowered?), subtopics and arguments that are
either in favor or against the topic. We crawled the Debatepedia website and extracted all
arguments with a valid URL. In many arguments, the argument’s claim is highlighted, so we
used this feature to identify the claims, and removed the arguments that did not have any
highlighted text. This resulted in 573 debates. We generate the pairs of argument units by
pairing the topic of the debate to the claim. If the argument is in favor of the topic, then
its claim supports the topic, else it attacks the topic. This way, we generate a large corpus
containing 14441 pairs of argument units whereof 7257 are in support and 7184 are in attack
relations. We arbitrarily chose 114 (20%) out of the 573 debates for testing and use the rest
for training Y.

" https://essayforum.com/
8 http://www.debatepedia.org/
9 For information about accessing the data, see http://explain.cl.uni-heidelberg.de/.
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5.2 Knowledge Graphs

DBpedia.!? This knowledge graph contains information from Wikipedia!! in a structured
way. The English version contains more than 4 million entities classified in an ontology. For
our work with DBpedia, we included the following datasets in English version in addition
to the DBpedia Ontology (Version 2016-10): article categories, category labels, instance
types, labels, mapping-based objects and SKOS categories. To achieve less meaningless paths,
we excluded all the resources whose URI starts with Category:Lists of, List_of, Gloss-
ary__of, Category:Glossaries_of, Images_of, Category:Indexes_of, Category:Outlines_ of,
Category:Draft-Class, Category: Wikipedia as well as the resource owl:Thing. For linking
tokens in the argumentative units to entities in DBpedia, we use DBpedia Spotlight'? with a
minimum confidence of 0.3 and support of 1.

ConceptNet.!> ConceptNet is a crowd-sourced resource of commonsense knowledge created

by the Open Mind Common Sense (OMCS) project [23], to which were later added expert-
created resources [24]. It has been built in response to the difficulties of automatic acquisition
of commonsense knowledge. The current version, ConceptNet 5.6, comprises 37 relations,
some of which are commonly used in other resources like WordNet (e.g. IsA, PartOf)
while most others are more specific to capturing commonsense information and as such are
particular to ConceptNet (e.g. HasPrerequisite or MotivatedByGoal). We use the English
version of ConceptNet 5.6 which consists of 1.9 million concepts and 1.1 million links to
other databases like DBpedia for instance. We deleted all self-loops as they don’t contain any
valuable information. Linking of tokens to ConceptNet is done in a straightforward way: We
split the argumentative unit into maximum-length sequences of words that can be mapped
to concepts. If a concept consists only of stop words or has a degree of less then three, it is
dismissed . This way, unconnected and only weakly connected concepts are avoided. If a
concept consists of a single word, we use Stanford CoreNLP ([14]) to find out whether this
is an adjective, noun or verb, in order to link it to the appropriate concept in ConceptNet,
if possible.

5.3 Baselines

In this paper, we focus on local argumentative relation classification, thus our work is not
directly comparable to prior work which proposes global, i.e., contextually aware classifiers
for this task [26, 16, 18]. More specifically, we are interested in a classification setup that is
agnostic of the contextual surface features such as discourse markers and position in discourse,
and that restricts classification to the analysis of two argumentative units combined with the
background knowledge that connects them.

Nevertheless, in order to compare to knowledge-lean paradigms of related work, we
replicate features used in the most related previous work [26, 15]. To this end, we train
a linear classifier with the replicated (linguistic) features, which we denote as Ling. As
Ling features we use the sentiment of both argumentative units as features, as described in
[15]. We simplified the negation features of [15] and use Stanford CoreNLP ([14]) to only

Oyttps://wiki.dbpedia.org/

Hyttps://www.wikipedia.org/

2https://www.dbpedia-spotlight.org/

13http://conceptnet.io/

14 We use the default stopwordlist from https://www.ranks.nl/stopwords including can.
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recognize whether there is some negation in an argumentative unit. From [26] we adopted
the structural features which contain token and punctuation statistics and two features
indicating whether a modal verb occurs. Additionally, we use each pair of words, one from
each argumentative unit, as a binary feature. We only included pairs that do not contain a
stopword and occurred in at least one percent of all the training instances.

5.4 NN Model Optimization and Configurations

Optimization. We split the data into a training and a test set as described in section 5.1.
For development purposes, we once randomly split off 200 examples from the training data of
Debatepedia and Essays and 100 examples from the smaller Microtexts data. Let the training
data be defined as D = {(z;,v;)};, where x; consists of a source and target argument unit
and y; € {0,1}2 is the one-hot vector corresponding to the two relation classes: (support,
attack). Let, for any datum indicated by i, p; s be the support-probability assigned by our
model and p; , the attack-probability. Using stochastic mini batch gradient descent (batch
size: 32) with Adam [12], we minimize the categorical cross entropy loss over the training
data, H, computed as in Equation 1:

N
1
H= 7N 2(?/1’,3 . logpi,s + Yia logpi,a)a (1)

where y; s = 1 if observation ¢ is classified as support and 0 otherwise (and similarly y; , = 1
if observation i is classified as attack and 0 otherwise). We optimize all parameters of the
model except the word embeddings.

Configurations. Building on our basic Siamese model (NIN), we inject (i), the graph features
derived from ConceptNet (NN+CN); (ii), the same features but derived from DBpedia
(NN+DB) and (iii), a concatenation of both (NN+DB+CN). For comparison purposes,
we also run experiments using only the feature vector derived from the knowledge base. This
is achieved by basing the classification only on this feature vector (obtained from DBpedia
(DB), ConceptNet (CN) or DBpedia+ConceptNet (DB+CN)), ignoring and leaving out
the embedded relation. Instead of concatenating knowledge features to our Siamese relation
classification model, we also perform experiments where we concatenate the linguistic feature
vector to the argument relation embedding (NN+Ling). Our full-feature argumentative
relation classification model is NN+Ling+CN+DB.

5.5 Results

Table 2 presents the F1 scores that our evaluated models obtain on all three datasets. The
main observation is that overall, the knowledge base enhanced model NN+Ling+CN+DB
achieves the best results. Second, the baselines Ling, random and majority are outper-
formed by all configurations of the neural Siamese model NN on all three data set.

The performance of our basic Siamese model (NN), for almost all evaluation metrics
and data sets, is situated between Ling and all NNs which are augmented with knowledge.
NN outperforming Ling indicates that the neural model is able to capture surface features
not explicitly modeled by Ling. However the combination NIN+4Ling does achieve better
results than ININ suggesting that the two types of features are complementary.

With respect to knowledge enhanced models, both NN4+CN and NN+DB outper-
form NN in terms of macro-F1, indicating that they manage to successfully use external
knowledge. However, our experiments show no benefit from bringing together features
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Table 2 Results over different systems and data sets.

F1 scores
Debatepedia Microtexts Essays

support attack  macro support attack  macro support attack  macro
random 50.2%1  50.1%1 50.2% 73.05°  27.8F11 50.4%8 || 892! 10.5%*  49.8%3
majority 66.3 0.0 33.2 82.1 0.0 41.1 94.9 0.0 47.5
Ling 61.4 49.8 55.6 73.3 42.9 58.1 94.9 0.0 47.5
DB 43.7 56.8 50.2 81.1 0.0 40.5 94.8 0.0 474
CN 45.6 55.1 50.3 65.9 31.8 48.9 94.9 0.0 47.5
DB+CN 46.4 55.3 50.8 82.1 0.0 41.1 94.9 0.0 47.5
NN+Ling 58.1 55.7 56.9 777 35.2 66.7 92.7 20.7 56.7
NN 58.6 57.6 58.1 74.2 46.5 60.3 78.7 17.1 47.9
NN+DB 56.8 59.7 58.2 77.4 46.2 61.8 84.1 19.5 51.8
NN+CN 60.3 56.8 58.6 83.5 41.4 62.4 86.5 20.2 53.3
NN+DB+CN 58.6 57.6 58.1 81.2 38.7 59.9 88.0 16.3 52.1
NN+Ling+CN+DB 58.6 56.2 57.4 82.5 51.4 67.0 91.2 25.7 58.7

Table 3 Number of cases which were labeled incorrectly by the NN baseline but correctly by
another model minus the number of cases which were labeled correctly by the NN baseline but
incorrectly by another model. Worst and best values are highlighted.

vs. NN baseline
Debatepedia Microtexts Essays Total
A sup. A att. || Asup. A att. || Asup. A att. || Asup. A att. | A att. + A sup.
Ling 153 231 0 2 95 12 248 245 3
NN-+DB -47 22 3 -1 26 -1 -18 20 2
NN+CN 63 -78 10 -4 39 -2 107 -84 23
NN+DB+CN 13 -43 8 -4 49 -5 70 -52 18

from both ConceptNet and DBpedia on top of the NN system, a result that requires more
investigation. Nevertheless, when ConceptNet and DBpedia features are brought together on
top of NN+Ling features, the system achieves the best results. Training a linear classifier
solely with the background knowledge features achieves lower results than the Ling baseline,
and also lower than all other configurations on top of ININ. This indicates that the knowledge
features are only useful when in conjunction with text based features.

With respect to the two targeted argumentative relation classes, attack relations are
more challenging to capture in the Microtexts and Essays datasets, because of the very
low frequency in the data (see Table 1). It is interesting to notice that on our biggest and
most balanced dataset (Debatepedia), NN+DB provides more accurate detection of attack
relations than of support relations, and that overall the settings that use DBpedia achieve
better results at detecting the attack relation, than the settings that do not use DBpedia.
This might be because DBpedia does not capture lexical knowledge, therefore attacking
concepts lie further away in the graph than they do in ConceptNet. This is a very interesting
insight and worth more investigation in the future.

Comparative Analysis of the Neural Models.
of our knowledge enhanced models, we present a deeper comparison between them and the
NN and Ling predictions. The results over all three data sets are displayed in Table 3. In
total, NN+ CN provides most corrections of otherwise falsely classified cases (+23 over all
data sets; —15 on Debatepedia, +6 on Microtext and +37 on Essays). A correction of a
false-positive attack label (4107 in total) appears to be more likely than a correction of a

To give deeper insights into the performances
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Table 4 Examples from Microtext and Essays which were assigned a significantly higher probability
for the correct label by the knowledge-augmented model (NN+CN) compared to our neural baseline

model (NN).

argumentative unit A (source) argumentative unit B (target) y A
prohibition has kept marijuana out of | prohibition does more harm than good | ATT 0.66
children’s hands

using technology or advanced facilities | investing much time in cooking food will | ATT  0.15
do not make food lose its nutrition and | guarantee nutrition as well as quality of

quality food for their family

they will have a bad result in school even people who are not interested in | SUP  0.84

online game can still be negatively af-
fected by using computer too much

Tuition fees should not generally be | SUP  0.38
charged by universities

Education and training are fundamental
rights which the state , the society must
provide

false-positive support label, in fact, for the attack label, the knowledge augmented model
makes more mis-corrections than corrections (—84 in total, with the strongest such effect
on Debatepedia). This means that the knowledge helps the model in determining support
relations more than in determining attack relations. Overall, the knowledge-enhanced models,
especially NIN4CN, tend to have a better overall correction ratio compared to Ling.

Examples. To understand where the injection of background knowledge helps the most,
we investigated the AU pairs which were falsely classified by NN but correctly classified by
NN+ CN.We rank these cases according to the margin pyny+on(c) — pyn(c), where p(c) is
the probability of the correct class. Four cases with large margins are displayed in Table 4.
In the first example, there is only one explicit link in the form of a shared word (prohibition).
The attack-relation has its foundation in the fact that A probably views prohibition (of
marijuana) rather positively. His belief is based on the premise that children are protected
by prohibition — the protection of children from drugs is widely considered as something
highly desirable. On the other hand, B views prohibition more negatively and thus B can
consider itself attacked by A. The baseline NIN mislabeled the relation as a support relation,
assigning the attack relation a low probability. The knowledge augmented model, in contrast,
predicted the correct label very confidently. All four examples have in common that there are
no shallow markers which somehow could predict the outcome. For proper resolution of these
examples, knowledge about the world needs to be applied in conjunction with knowledge
about syntax (e.g., by removing the negation from the fourth example, the support relation
transforms into a attack relation).

6 Conclusion

In this paper, we have investigated the use of background knowledge for argumentative
relation classification. We introduced a Siamese neural network system that uses word
embeddings and can be enriched with specifically designed feature vectors. We designed
features that exploit knowledge graphs such as ConceptNet and DBpedia and evaluate
their usefulness. Experimental results on three different corpora show that knowledge based
features capture aspects that are complementary to the surface features, and can substantially
improve the classification results.
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Our presented study is a first step towards a knowledge-rich argument analysis and opens

new research directions into investigating and exploiting knowledge graphs for argumentation
understanding. We plan to explore more sophisticated ways to make use of background
knowledge for argumentation structure reconstruction and for explaining arguments.
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—— Abstract

This paper describes the application of annotation engineering techniques for the construction of a
corpus for Role and Reference Grammar (RRG).

RRG is a semantics-oriented formalism for natural language syntax popular in comparative
linguistics and linguistic typology, and predominantly applied for the description of non-European
languages which are less-resourced in terms of natural language processing. Because of its cross-
linguistic applicability and its conjoint treatment of syntax and semantics, RRG also represents a
promising framework for research challenges within natural language processing. At the moment,
however, these have not been explored as no RRG corpus data is publicly available. While RRG
annotations cannot be easily derived from any single treebank in existence, we suggest that they can
be reliably inferred from the intersection of syntactic and semantic annotations as represented by,
for example, the Universal Dependencies (UD) and PropBank (PB), and we demonstrate this for
the English Web Treebank, a 250,000 token corpus of various genres of English internet text. The
resulting corpus is a gold corpus for future experiments in natural language processing in the sense
that it is built on existing annotations which have been created manually.

A technical challenge in this context is to align UD and PB annotations, to integrate them in
a coherent manner, and to distribute and to combine their information on RRG constituent and
operator projections. For this purpose, we describe a framework for flexible and scalable annotation
engineering based on flexible, unconstrained graph transformations of sentence graphs by means of
SPARQL Update.
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1 Introduction

Annotation engineering can be defined as the task to transform linguistic annotations from
one or several specific source representations into representations of a different type or quality
in an automated or semi-automated fashion.

The goal of annotation engineering is to produce high-quality annotations (gold data) for
training state of the art tools in natural language processing. It is thus an essential aspect
for the growth of the discipline beyond earlier annotation efforts, as it allows legacy resources
created with great manual effort to be re-used as test and training data for a novel theoretical
framework. The goal of annotation engineering is not to replace annotation tools, but rather
to provide training data for them. As it posits particularly high standards of annotation
quality, annotation engineering is to be done in a transparent, rule-based fashion rather than
by machine learning. The outcome of annotation engineering is a resource, i.e., an annotated
corpus or information extracted from it, so that transformation efficiency plays a considerably
less important role than conversion quality. Typical examples for annotation engineering
include, for example, transformations of annotations between different theoretical frameworks,
e.g., and this will be illustrated here for the case of Role and Reference Grammar.

Annotation engineering differs from plain conversion in the sense that its output is
typically qualitatively different or richer than the source annotations. This can be achieved,
for example, by including additional knowledge sources, e.g., lexical resources, or additional
sources of annotation. To a large extent, such resources are already available from the web
of data, where specifications for the publication of (open) language resources are developed
in the context of the Linguistic Linked Open Data (LLOD) cloud and associated W3C
community and business groups.! In the last decade, a large number of language resources
have been published in this context, in accordance with W3C standards and as Linked Data,
and with their formal metadata registered at portals such as LingHub,? thus facilitating their
usability and interoperability. The Linguistic Linked Open Data Cloud comprises corpora,
dictionaries, resource metadata and terminology repositories and knowledge bases which are
made interoperable through the use of shared vocabularies and ontologies such as GOLD,
ISOcat, OLiA, lexvo and lexinfo. As of January 2019, over 100,000 resources covering more
than 1,000 languages are listed on LingHub, a curated subset of open resources of these is
the basis for the LLOD cloud diagram.

In order to facilitate the integration of such resources in annotation engineering workflows,
with CoNLL-RDF [5], we developed an approach based on LOD standards, most notably RDF
for representing annotations, and SPARQL Update[2] for their transformation. In conceptual
terms, these allow to render, manipulate and create arbitrary linguistic annotations in the
form of labeled directed multi-graphs — and, as established already by Bird and Liberman
[1] —, they are thus capable of encoding every kind of linguistic annotation.

In this paper, we illustrate the application of our annotation engineering approach on the
creation of a Role and Reference Grammar treebank. Aside from the conceptual challenge to
derive a gold corpus from existing manual annotations, a technical challenge in this context
is that RRG syntax cannot be derived from any common treebank formalism, but instead,
it requires to create and to process the intersection of independent annotations for syntax
and semantics.

! http://linguistic-lod.org/llod-cloud
2 http://linghub.org/
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2 Role and Reference Grammar

Role and Reference Grammar [8, RRG] is a theory of grammar developed by Robert D. Van
Valin, Jr. and William A. Foley during their research of Austro-Asiatic and native American
languages. Encountering various problems in applying established theories of grammar,
they aimed to overcome the European bias in language description by devising a descriptive
grammar formalism that integrates structural analyses with semantics and pragmatics.
RRG features several projections, i.e., interdependent levels of analyses all grounded in
the surface expression of a particular sentence. The RRG constituent projection is a phrase
structure representation of content elements (excluding operators), complemented by the
operator projection that formalizes scope and attachment of function words, and the focus
projection that identifies speech acts and information structures. Semantics has a different

status, as (the constituent projection in) RRG syntax is designed to reflect frame semantics.

In fact, argument linking has been a priority in the design of RRG: RRG formalizes a
linking algorithm that connects semantic (macro) roles (ACTOR and UNDERGOER) in an
underlying lexical inventory with the surface grammar and vice versa: The CORE of an
utterance contains the semantic predicate and its core arguments, the PERIPHERY contains
its (semantic) modifiers. Every CORE thus corresponds exactly to an instance of a verbal
frame in the sense of FrameNet.? In this paper, we focus on constituent projection and
operator projections in RRG as illustrated in Fig. 2.%

For reasons of space, we cannot explain the specifics of RRG here in detail. Yet, one aspect
that is worth mentioning is that RRG postulates a direct relationship between functional
operators and the nodes they modify, e.g., aspect applies to the semantic nucleus (NUC)
of a clause, modality applies to its CORE, and tense to the CLAUSE itself. This has
implications for juncture and nexus: If two verbs are connected by a paratactic relation in
surface syntax, the scope of shared operators (and shared arguments) define whether this
is a co(sub)ordination at the level of NUC, CORE, CLAUSE or SENTENCE. As a result,
RRG constituent projections cannot be derived from any other syntax formalism but need to
be adjusted to account for theory-specific constraints arising from the occurrence of function
words and/or overlap in semantic arguments. While this raises problems for bootstrapping
RRG syntax from existing annotations, it is an advantage in terms of expressivity, as RRG
structure is designed to provide an appropriate representation of both frame semantics and
operator scope.

Because of its semantics-based approach to syntax, RRG poses a promising framework for
developing innovative applications in natural language understanding processing and natural
language understanding. Furthermore, RRG ties in with the current trend towards intensified
research of less-resource languages, as indeed, RRG is a popular theoretical framework for
language documentation and linguistic typology. If RRG can be operationalized for one
language, say, English, this paves the way for improved NLP support for languages to which
RRG has been previously applied, e.g., languages from the Americas (Yaqui, Zoque, Lakota,
etc.), the Pacific (Amele, Kankanaey, Amis, etc.), Asia (Zaza, Farsi, Tibetan, etc.), and to

See http://framenet.icsi.berkeley.edu/. As for the relation between CORE and higher elements of
syntactic analysis such as recursive COREs, CLAUSE, SENTENCE and TEXT, these are created for
the purpose of juncture, nexus and extraposition, but all require a non-recursive CORE as their basis.
This visualization has been created with TIGER Search [10] and follows its graphical design: Primary
edges (black) represent the constituent projection, secondary edges (green) represent the operator
projection, the target nodes of secondary edges would be shared in both projections.
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some extent Africa (Hausa, Gikuyu).

A fundamental problem in the practical application of state-of-the-art NLP techniques to
RRG is, however, that no annotated data is currently available in order to assess potential
challenges and benefits RRG may pose to state-of-the-art NLP techniques based on Machine
Learning. Here, we address this deficit by creating an English RRG Treebank from manual
annotations of syntax and frame semantics by means of annotation engineering.

3 Graph-based Annotation Engineering

The goal of annotation engineering is to produce high-quality annotations (gold data) for
training and evaluating NLP tools. In our case, we ground RRG clausal syntax in existing
manual annotations for semantic frames (PropBank, [15, PB]), and derive remaining aspects
of constituent and operator projection from independent manual annotations for dependency
syntax and morphosyntax provided as part of the Universal Dependencies [14, UD] corpora.
PropBank and UD overlap in the English Web Treebank (EWT), a corpus of 250,000 words
representing various genres of English internet text, and we adopt the English Web Treebank
[17, EWT] as the basis for bootstrapping an RRG Treebank for English.

However, these formats bear structural limits which have to be worked around. This
applies especially for back-reference in natural language resulting in separated phrases sharing
the same head, thus violating the purely hierarchical tree structure. While this can be avoided
by restructuring the tree or inserting NULL tokens (as in PTB) it produces challenges in
data modeling which could easily be avoided by implementing a purely graph-based format
which is able to host and integrate all data structures at the same time using labeled edges.
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3.1 Annotation engineering with the ACoLi CoNLL libraries

The AColi CoNLL libraries [7] provide native support for the CoONLL-U format as provided by
UD, and they support specific vocabulary extensions for semantic frames (SRL annotations)
in CoNLL TSV formats, they are thus adopted here as the technical basis for annotation
engineering. Building on that, we provide a generic, customizable workflow (Fig. 1) for the
integration of heterogeneously annotated corpora into a common data structure and the
induction of novel data structures. We employ SPARQL Update rules to perform advanced
graph transformations, and the CoNLL-RDF API® supports both their aggregation and
organization in files, as well as their sequential iteration.

CoNLL-RDF supports various output formats, most importantly tabular data in TSV or
CoNLL, RDF in different serializations, a “canonical” Turtle representation that emulates
the appearance of CoNLL-TSV formats, human-readable representations, and Dot/GraphViz
plots. As exchange format for the RRG corpus, we provide its data (without diagnostic
information) as TIGER/XML [11] using a specialized export functionality [6].

3.2 Integration of concurrent annotations

Resource integration can be performed on multiple levels. A particularly challenging aspect of
annotation engineering is the combination of concurrent, independently performed annotations
of the same text, by different groups using different tools and formats. Using converters
bundled with the ACoLi CoNLL libraries or available from third parties, most annotation
formats can be converted to a CoNLL format or a corresponding TSV representation. CoNLL-
RDF supports the flexible handling of differences with respect to the order and naming of
columns. Conflicting tokenizations (i.e., differences in the definition of rows) are handled by
CoNLL Merge.® We merged UD files with the corresponding PropBank files via their shared
part-of-speech columns (the PB skel files do not include the text), successfully merging 99.99%
of the EWT tokens (254,564 of 254,593) in default mode. The remaining 29 mis-aligned
tokens were manually corrected.” Merging resulted in a single TSV file holding all information
from UD and PB, ideally suited for subsequent conjoint processing.

3.3 Graph creation

CoNLL-RDF allows us to render tabular data structures from CoNLL or related one-word-
per-line TSV formats as an RDF graph. The CoNLLStreamExtractor retains the order of
tokens, columns and sentences within a corpus but adds minimal additional overhead to make
it RDF-compliant. The idea of the converter is to identify words by URIs, to define them
as nif :Words and as being connected by nif:nextWord, and to use user-provided labels
(say, WORD) to map every column to a property of the same name in the conll: namespace.
Listing 1 is an example fragment for the analysis of the sentence Where can I get morcillas
in Tampa Bay (EWT, dev/answers/20070404104007AAY1Chs_ ans).

5 https://github.com/acoli-repo/conll-rdf

5 https://github.com/acoli-repo/conll

7 CoNLL Merge also provides a force mode that enforces the tokenization of one file. Because of the
minimal number of misalignments, however, this was not necessary here.
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Listing 1 CoNLL-RDF canonical format.

:s1_1 a nif:Word; conll:WORD "where"; conll:HEAD :s1_4; ... ; nif:nextWord s1_2 .
:s1_4 a nif:Word; conll:WORD "get"; conll:HEAD :s1_0; ... ; nif:nextWord s1_5 .
:s1_6 a nif:Word; conll:WORD "in"; conll:HEAD :s1_4; ... ; nif:nextWord s1_7 .
:81_7 a nif:Word; conll:WORD "tampa"; conll:HEAD :s1_8; ... ; nif:nextWord s1_8 .

:s1_8 a nif:Word; conll:WORD "bay"; conll:HEAD :s1_6;

3.4 Graph transformation

The CoNLLRDFUpdater is designed for the stream processing of large corpora that cannot
be held in memory: It reads a single sentence, creates an RDF graph for it, optionally
adds context information (e.g., from preceding context or from a background knowledge
graph loaded at initialization), applies SPARQL update transformations and spells out the
results. Sentence-by-sentence processing minimizes memory usage and search space for the
transformations, and in addition, the process is parallelized to improve run-time performance.

When processing corpora, we read the input from stdin, apply the CoNLLStreamExtractor
to produce RDF graphs and the CoNLLRDFUpdater for graph transformation. Graph trans-
formations are implemented with SPARQL Update rules, in that a sequence of SPARQL
files can be provided as arguments for the CoNLLRDFUpdater. Each file contains a number
of SPARQL update operations which are executed in their sequential order. In addition,
numerical flags allow each file to be executed multiple times or until no further changes occur.
The results are flushed through stdout while next sentence is read. Lookahead and lookback
parameters allow cross-sentence analyses (e.g. of text coherence) while parallelization speeds
up the process. Furthermore, native LOD and RDF resources can be easily integrated by
either federated queries or preloading RDF dumps into separate named graphs making them
available within the update scripts.

In annotation engineering and rule-based parsing continuous revision and reorganization of
rules is a crucial aspect. By separating transformation operations (SPARQL) from the actual
code (CoNLL-RDF classes, JAVA), the transformations become easily portable between the
CoNLL-RDF environment and off-the-shelf triple stores as well as between different workflows
that require the same functionality. SPARQL statements can thus be run independently, e.g.,
on a database snapshot and easily optimized on that basis. Additionally, this architecture
improves reusability of modular scripts and encourages contribution in community projects.

4 Use Case: Building an RRG Treebank

Using our annotation engineering workflow, we implemented a rule-based conversion routine
for transforming the UD and PropBank representation of the EWT corpora into an RRG
representation.

In addition to EWT data, we also digitized and converted the complete body of Eng-
lish examples (429 examples, 3,766 tokens) drawn from [18, 19], using UD v.1-compliant
annotations produced by the Stanford parser [3, manually corrected].® As these are lacking

8 With respect to RRG annotations, we primarily follow the notational conventions of [18], in that we use
the labels ARG and NP. This is upward-compatible, though: In more recent editions, the ARG would be
just omitted (as it can be inferred from the underlying lexical inventory — which does not exist in our
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semantic role annotations, heuristic rules have been devised to identify verbal predicates and
their semantic arguments from the syntactic annotation alone. This extrapolation does not
replace full-fledged PropBank annotations, so, where it failed, we provide explicit patterns
for specific verbs and their grammatical roles as part of the transformation workflow in order
to reproduce textbook examples (cf. Fig. 2.)

For representing RRG data structures, we define an RDF vocabulary for representing
constituency projection and operator projection:? All RRG node types from the constituency
projection are defined by concepts such as rrg:NUC, rrg:CORE, etc. The relations between
them are formalized by two navigational properties, rrg:has (pointing from parent node to
children), and rrg:next (connecting RRG nodes with the next following siblings).

The operator projection is represented by RDF properties such as rrg:TNS (tense) or
rrg: IF (illocutionary force) which point from the words or phrases that evoke a particular
operator to the RRG node that they are associated with (e.g., a rrg:CLAUSE). Listing 2 shows

a (slightly simplified) example rule that creates a rrg:NUC from existing SRL annotations'®

Listing 2 Graph transformation with SPARQL.

INSERT { _nuc a rrg:NUC; rrg:has 7pred. }
WHERE { “7?pred conll:SRL []. };

This rule reads the SRL column of the PropBank skel files that holds the disambiguated
identifier of the semantic predicate (normally preceding the argument columns) and creates
a syntactic nucleus if one is encountered.

4.1 Transformation steps

The transformation workflow consists of the following steps, each corresponding to a SPARQL
Update file. The actual implementation of this workflow in CoNLL-RDF merely requires to
provide this list of SPARQL Update files to the CoNLLRDFUpdater after —update:

constituents. Identify noun phrases, prepositional phrases, modifier (adverb, adjective)
phrases.

clausal structure. For every (verbal) PB predicate, create clausal NUC, CORE, CLAUSE,
SENTENCE together with arguments, periphery, PrCS and dislocation positions. Note
that the resulting data structure is not a tree: Multiple COREs can share their arguments,
etc.

operators. For every word, identify all NUC- (CORE-, CLAUSE-) level operators and to
the NUC (CORE, CLAUSE) that comprises the UD head of the word. It is important
here that this builds on the operator hierarchy specified by RRG as it guides constituent
pruning during juncture assessment.

juncture and nexus. This is the most challenging and RRG-specific part of the conversion
process:
1. Counstituent pruning: Eliminate all SENTENCE (CLAUSE, CORE) nodes that feature

neither a operator nor an argument.

case), and NP would be renamed to RP. Furthermore, we adopt a simplified handling of ADJ and ADV
phrases for which a novel MP node has been introduced at a later point in time.

9 PREFIX rrg: <http://www.acsu.buffalo.edu/~rrgpage/rrg.html#syn_>

10 For identifying the newly created NUC element, this listing uses a blank node. In the actual implement-
ation, we provide full URIs.
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2. Co(sub)ordination: If a UD conj (similar for ccomp, xcomp, parataxis, etc.) holds
between two unconnected NUCs (COREs, CLAUSES), create NUC (etc.) coordination
under the same CORE (CLAUSE, SENTENCE) parent. If two coordinated COREs
(CLAUSES) share an argument in the same semantic role and use the same (or no)
CORE- (CLAUSE-) level operators, transform the coordination into CORE (CLAUSE)
cosubordination by inserting a CORE (CLAUSE) node that contains both COREs
(CLAUSES).

3. Establish tree structures by eliminating shared arguments.

4. Subordination: If an UD acl (similar for advcl, etc.) holds between two unconnected
tree fragments, attach the tree containing the dependent to the smallest suitable
constituent that contains the UD head.

5. Sentence completion: For every tree fragment that does not contain a SENTENCE, cre-
ate its RRG parent nodes up to the level of SENTENCE. Connect multiple SENTENCE
nodes within an utterance by a TEXT node.

4.2 Evaluation

Beyond the textbook examples mentioned above, we are not aware of any source for RRG
gold annotations for English, so that we currently have no basis for a quantitative extrinsic
evaluation. Instead, we performed an intrinsic evaluation by means of two optional validation
steps, provided in two SPARQL files:

Structural validation. Establishes tree structures. If a node has more than two parents, it
will be disconnected and assigned a new MPARENT node as parent. If an utterance contains
more than one partial tree, these will be joined under a new FRAG node. This includes any
unattached word, but exceptions apply (e.g., RRG does not account for punctuation).

Pattern validation. The original RRG parsing algorithm defines parsing templates. As
these have not been used for creating the parses, we adopt them for validating parses.
Here, we implement each of these templates as WHERE conditions in SPARQL INSERT
statements, with diagnostic information (e.g., provenance of this particular pattern in
the textbook) inserted as an rdfs:isDefinedBy reference. The number of templates is
relatively high, so that pattern validation is slow (and optional).

The RRG generation workflow was exclusively modeled on RRG text book examples and the
EWT development set from the answers domain. We focused on answers as this portion is
particularly challenging in that it often contains grammatical errors. This may include, for
example, omissions of function words, insertion of incorrect function words when written by
non-natives or in a careless fashion. Like most linguistic phenomena, errors, and annotation
gaps follow a distribution with a long tail, we thus do not guarantee convertability for the
entire EWT data, but we aimed for an RRG-compliant conversion of 90% of the corpus to
provide a suitable starting point for developing NLP tools. For the remaining (up to) 10%,
subsequent efforts for manual correction of this data are necessary.

Ultimately we were able to convert 98.4% (418/425) of dev/answers sentences into
structurally valid RRG representations, resp. 92.6% (1828/1974) sentences from the EWT
development set in general, and 91.2% (1880/2061) from the EWT test set.

We also performed pattern validation, with 74.9% (1479/1974) and 73.9% (1524/2061)
structurally and pattern-valid sentences on development set and test set, respectively. It
should be noted, however, that we only validated against patterns as explicitly found in the
text books or necessary for text book examples, so that low number for pattern validation
may less reflect invalid RRG parses than they reflect gaps in the pattern inventory.
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Along with this publication, we prepare the release of the corpus under https://github.
com/acoli-repo/RRG, with the aim to reach out to the RRG community to elicit feedback
and bug reports as a source of extrinsic (qualitative) evaluation and further improvement.

5 Discussion

Graph-based or graph-assisted parsing has had a long history in natural language processing.
In the late 1980s [16] proposed the usage of graphs instead of trees for representing syntactic
structures. Over the past decades, new approaches emerged resulting in growing performance
improvements.[9] showed how statistical parsers could be augmented by graph transformation.
[13] gained similar improvements with post processing the results of data-driven dependency
parsers. In semantics, knowledge bases are mostly represented as graphs leading to numerous
parsing approaches, e.g. using staged query graph generation [20]. Since history on this
field is very diverse, it is impossible to list all relevant publications. For further reading we
recommend the overview provided by [12].

Neither of these graph-based approaches, however, does address the specific task pursued
here, i.e., the combination of existing annotated corpora and their transformation into a
completely new representation formalism in order to alleviate the generation of gold data.
Instead, they try to improve existing annotations mostly by training neural networks to
efficiently stack mathematical algorithms and general transformation rules. The goal of
annotation engineering, however, is not to replace (nor to improve) annotation tools, but
rather to provide training data for them. As it posits particularly high standards of annotation
quality, annotation engineering is to be done in a transparent, rule-based fashion rather than
by machine learning.

In both regards, high demand for quality and the need of human supervision, annotation
engineering is comparable to traditional grammar engineering (i.e., rule-based parsing). On
the one hand, it is a simpler task in the sense that it transforms existing annotations rather to
create them from scratch, and in particular, it does not depend on the conjoint development
of lexical resources along with the rules. In particular, annotation engineering differs from
grammar engineering as it is concerned with the analysis of a finite set of symbols rather
than with the analysis of an infinite set of symbols from a finite set of categories.

On the other hand, the data structures encountered in annotation engineering can be much
more diverse than those encountered in grammar engineering: In symbolic parsing, input
data is a plain sequence of tokens, whereas internal and output structures are implementation-
specific. In annotation engineering, input data can carry any kind of annotation originating
from multiple sources. In comparison to grammar engineering, unrestricted annotation
engineering is thus less challenging in terms of coverage, but more challenging in terms of
diversity.

This paper showed that graph-based annotation engineering does have a place in NLP
and that existing technologies developed in the context of the Linked Open Data community
can be applied for the purpose. It does not replace machine learning, but rather serves as a
technique for generating gold data for underresourced languages or annotation schemes.

Upon copyright clearance for the contained text, we will provide the corpus in three
editions: Development edition (using the internal RDF vocabulary), an OWL release version
in RDF, using the POWLA [4] vocabulary for generic linguistic annotations, and an release
version in TIGER/XML [11] for further processing in conventional corpus tools.
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Figure 2 RRG Textbook Example(left, [18, p. 50]) compared to Synpathy rendering (right).
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—— Abstract

Metaphor is one of the most important elements of human communication, especially in informal

settings such as social media. There have been a number of datasets created for metaphor identifica-
tion, however, this task has proven difficult due to the nebulous nature of metaphoricity. In this
paper, we present a crowd-sourcing approach for the creation of a dataset for metaphor identification,
that is able to rapidly achieve large coverage over the different usages of metaphor in a given corpus
while maintaining high accuracy. We validate this methodology by creating a set of 2,500 manually
annotated tweets in English, for which we achieve inter-annotator agreement scores over 0.8, which is
higher than other reported results that did not limit the task. This methodology is based on the use
of an existing classifier for metaphor in order to assist in the identification and the selection of the
examples for annotation, in a way that reduces the cognitive load for annotators and enables quick
and accurate annotation. We selected a corpus of both general language tweets and political tweets
relating to Brexit and we compare the resulting corpus on these two domains. As a result of this
work, we have published the first dataset of tweets annotated for metaphors, which we believe will
be invaluable for the development, training and evaluation of approaches for metaphor identification
in tweets.

2012 ACM Subject Classification Computing methodologies — Natural language processing; Com-
puting methodologies — Language resources

Keywords and phrases metaphor, identification, tweets, dataset, annotation, crowd-sourcing
Digital Object Identifier 10.4230/0ASIcs.LDK.2019.10

Funding This work was supported by Science Foundation Ireland under Grant Number SFI/12/RC/
2289 (Insight).

1 Introduction

Metaphor is an essential element of human cognition which is often used to express ideas
and emotions. It is considered as an analogy between two concepts by exploiting common
similarities. The sense of a concept such as “war” can be transferred to another concept’s
sense such as “illness” by exploiting the properties of the first concept. This then can be
expressed in our everyday language in terms of linguistic (conventional) metaphors such as
“attack cancer” or “beat the illness” [11, 17]. Among the main challenges of the computational
modelling of metaphors is their pervasiveness in language which means they do not only
occur frequently in our everyday language but they are also often conventionalised to such
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an extent that they exhibit no defined patterns. This has meant that achieving consistent
annotations with higher inter-annotator agreement has been difficult and as such previous
work has introduced restrictions, such as limiting the study to only a few chosen words of a
certain syntactic type [1, 16, 32] or particular predefined metaphors [15, 31].

The widespread nature of Twitter communication has led to a growing interest in studying
metaphors in such a context. People tend to use colloquial language in order to communicate
on social media, and they may utilise figurative and metaphoric expressions more frequently.
Twitter, which is the most popular microblogging application in the world, presents a new
type of social media content, where users can express themselves through a tweet of limited
characters. Processing metaphoric expressions in tweets can be very useful in many social
media analysis applications such as political discourse analysis [3] and health communication
analysis. Therefore, our goal is to create a dataset of tweets annotated for metaphors that
offers comprehensive coverage of metaphoric usages as well as text genre. In order to achieve
that, we need to design an annotation methodology that guarantees high annotator agreement
at a large scale. Accordingly, the resulting dataset can be used for the development and
evaluation of metaphor processing approaches in tweets.

There are different factors that affect the creation of datasets annotated for metaphor
and their annotation scheme. Among these factors are the level of metaphor analysis and the
type of metaphor, in addition to the task definition and the targeted application. Examples
of metaphor types include conceptual, linguistic (conventional and novel) and extended
metaphors. There exist different levels of metaphoric analysis of linguistic metaphors either
on the word-level (token-level) or on the phrase-level. Processing metaphors on the word-level
means looking at each word in a sentence and deciding whether it is used metaphorically
or not given the context, while phrase-level processing looks at pairs of words such as
verb-noun or adjective-noun pairs and check the metaphoricity of the verb or the adjective
given its association with the noun. Various research has been done to address both levels
of processing'. The majority of previous approaches pertaining to metaphor identification
have focused on formal well-structured text selected from a specific corpus to create datasets
to model and evaluate their approaches. A common issue of all the available datasets is
that they are specifically designed for a certain task definition focusing on a certain level of
metaphor analysis which makes their annotation scheme difficult to generalise. Additionally,
the majority of available datasets lack coverage of metaphors and text genres as they rely on
predefined examples of metaphors from a specific domain during the creation process.

In this work, we introduce the first high-quality dataset annotated for phrase-level
metaphor in English tweets. We propose a crowd-sourcing approach to create this dataset
which is designed to ensure the dataset balance, coverage as well as high accuracy. Our
approach employs an existing metaphor identification system to facilitate quick and accurate
annotations as well as maintaining consistency among the annotators. We will outline the
identification system used as well as the data sources in section 3 below. In this paper, we
present our annotation methodology along with the results and analysis of the resulting
dataset. We also provide a summary of the previous work done in past years to create
annotated datasets for metaphor identification.

1 We are not going to address it here as it is beyond the scope of this paper.
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2 Related Work

In this section, we will discuss the most relevant research in terms of the dataset preparation
and the annotation of linguistic metaphors. As discussed in the previous section, there are
several factors that affect the dataset creation and the annotation scheme, including the
task definition and the targeted application, which push the dataset creation towards a
specific domain or text type. Past research in this area has focused on formal well-structured
text such as news or has only targeted a selected examples of metaphors. The majority of
researchers formulate their own annotation guidelines and definition of metaphor. One of the
main challenges of this work is to introduce an annotation scheme that results in an expert
annotated dataset for metaphor identification that have large coverage of metaphoric usages
and text genres while maintaining high accuracy. Table 1 provides a detailed summary of
the datasets annotated for linguistic metaphors.

TroFi Example Base [1] is one of the earliest metaphor datasets which consists of 3,737
manually annotated English sentences extracted from the 1987-1989 Wall Street Journal
corpus (WSJ) covering the literal and metaphoric senses of 50 selected verbs. The dataset
has been frequently used to evaluate approaches for metaphor analysis, however there is
no information available regarding the inter-annotator agreement (IAA), so its value is
questionable. Turney et al. [32] created a dataset of 100 sentences from the Corpus of
Contemporary American English (COCA) [5] focusing on metaphoric adjectives. The dataset
contains five selected adjectives forming twenty adjective-noun pairs which were manually
annotated by five annotators.

Steen [30] employed the metaphor identification procedure (MIPVU) to annotate meta-
phors in a subset of the British National Corpus (BNC) [2], namely BNC Baby, in order
to create the VU Amsterdam Metaphor Corpus (VUA) which has become one of the most
popular existing metaphor datasets nowadays. The corpus consists of randomly selected texts
from various text genres. Their collaborative annotation scheme annotates metaphors on the
word-level, regardless of the word’s syntactic type, considering a word as a metaphor as long
as its most basic meaning, derived from corpus-based dictionaries, contradicts its current
contextual meaning. The basic meaning is typically the most physical or concrete meaning
which does not have to be the first sense listed under a word entry. The MIPVU employs
two other dictionaries in addition to the corpus-based dictionary. The TAA was measured
in terms of Fleiss’ kappa [9] among four annotators which averaged 0.84. One of the issues
with this procedure is that the sense of every word in the text is considered as a potential
metaphor, even idioms or fixed collocations, which are considered inseparable lexical units.
Moreover, the annotators have to go through a series of complex decisions starting from
chunking the given text into lexical units, then discerning their basic meaning, and finally
the metaphoric classification. The uniformity of the basic meaning interpretation may vary
from one annotator to the other. Shutova and Teufel [27] adopted the MIPVU annotation
scheme, with some modifications, to annotate linguistic metaphors on the word-level focusing
on verbs in a subset of the BNC. The corpus comprises 761 sentences and 13,642 words. The
TAA was evaluated by means of x [29] which averaged 0.64 among three native annotators.
The authors reported that the conventionality of some metaphors is a source of disagreement.
A subset of the VUA corpus comprises around 5,000 verb-object pairs has been prepared
in [34]. The adapted VUA subset is drawn from the training verbs dataset from the VUA
corpus provided by the NAACL 2018 Metaphor Shared Task?. The authors retrieved the

2 https://github.com/EducationalTestingService/metaphor/tree/master/NAACL-FLP-shared-task
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original sentences of around 17,240 annotated verbs, which yielded around 8,000 sentences.
Then the verb-direct object relations were extracted using the Stanford parser [4]. The
classification of each verb-noun pair was decided based on the metaphoric classification of
the verb provided in the original corpus.

Hovy et al. [15] created a dataset by extracting sentences from the Brown corpus [10]
to identify metaphors of any syntactic structure on the word-level. They used a list of 329
predefined metaphors as seed to extract sentences that contain the specified expressions.
The dataset is manually annotated using crowd-sourcing through Amazon Mechanical Turk
(MTurk) platform. The annotators were asked whether a highlighted word in a sentence was
used metaphorically or not based on its original meaning. This approach is similar to ours but
we annotated metaphoric expressions on the phrase-level focusing on verb-noun pairs. The
TAA among seven annotators was 0.57. The annotated instances were filtered out yielding a
final corpus consisting of 3,872 instances, out of which 1,749 contains metaphors. Mohler
et al. [21] created a dataset focusing on linguistic metaphors in the governance domain.
The dataset consists of 500 documents (~21,000 sentences) manually annotated by three
annotators which were extracted from political speeches, websites, and online newspapers.
In 2016, the Language Computer Corporation (LCC) annotated metaphor datasets [22] was
introduced. The English dataset was extracted from the ClueWeb09 corpus®. The freely
available part of the dataset contains ~7,500 metaphoric pairs of any syntactic structure
annotated by adopting the MIPVU scheme. There is no clear information regarding the
number of annotators or the final TAA of this subset. Tsvetkov et al. [31] created a dataset
of ~2,000 adjective-noun pairs which were selected manually from collections of metaphors
on the Web. This dataset is commonly known as the TSV dataset and is divided into 1,768
pairs as a train set and 222 pairs as a test set. An IAA of 0.76 was obtained among five
annotators on the test set. The annotators were asked to use their intuition to define the
non-literal expressions.

Mohammad et al. [20] annotated different senses of verbs in WordNet [8] for metaphoricity.
Verbs were selected if they have more than three senses and less than ten senses yielding a
total of 440 verbs. Then the example sentences from WordNet for each verb were extracted
and annotated by 10 annotators using crowd-sourcing through the CrowdFlower platform
(currently known as Figure Eight). The verbs that were tagged by at least 70% of the
annotators as metaphorical or literal were selected to create the final dataset. The dataset
consists of 1,639 annotated sentences out of which 410 were metaphorical and 1,229 literal.
This dataset, commonly known as the MOH dataset, had been used to model and evaluate
systems identifying metaphoric verbs on the word-level. A subset of the MOH dataset has
been adapted in [26] to extract the verb-subject and verb-direct object grammar relations, in
order to model computational approaches that analyse phrase-level metaphors of verb-noun
pairs. The final dataset consists of 647 verb-noun pairs out of which 316 instances are
metaphorical and 331 instances are literal.

In an attempt to detect metaphors in social media, Jang et al. [16] acquired a dataset of
1,562,459 posts from an online breast cancer support group. A set of eight predefined words,
that can appear either metaphorically or literally in the corpus, were employed to classify each
post. An TAA of 0.81 was recorded in terms of Fleiss’ kappa among five annotators on MTurk
who were provided by a Wikipedia definition of metaphor. Twitter datasets of a figurative
nature were prepared in the context of the SemFval 2015 Task 11 on Sentiment Analysis of
Figurative Language in Twitter [12]. This dataset is referred to here as the SemEval 2015

3 https://lemurproject.org/clueweb09/
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SAFL dataset. The dataset is originally designed to support the classification and sentiment
analysis of tweets containing irony, sarcasm, and metaphors. The available training, and
test sets were collected based on lexical patterns that indicate each phenomenon such as
using the words “figuratively” and “literally” as lexical markers to collect the metaphoric
tweets. Shutova et al. [28] studied the reliability of such technique and discussed that the
dependence on lexical markers as a signal of metaphors is not sufficient. The training dataset
contains 2,000 tweets which the organisers categorised as metaphoric tweets. We manually
annotated a subset of arbitrary selected 200 tweets of the training dataset for use in our
preliminary experiments.

Recently, Parde and Nielsen [23] exploited the VUA corpus to create a dataset of phrase-
level metaphors annotated for novelty. In this work, 18,000 metaphoric word pairs of different
syntactic structures have been extracted from the VUA corpus. Five annotators were then
asked to score the highlighted metaphoric expression in a given context for novelty in a scale
from 1 to 3. The annotation experiment was set up on MTurk and an TAA of 0.435 was
achieved. Another work that addresses metaphor annotation for novelty is [6] focusing on
word-level metaphors. Similar to [23], the authors exploited the VUA corpus to annotate
15,180 metaphors for novelty using crowd-sourcing. Different annotation experiments were
set up on MTURK to decide: 1) the novelty and conventionality of a highlighted word, 2)
the scale of novelty of a given metaphor, 3) scale of “unusualness” of a highlighted word
given its context, and 4) the most novel and the most conventionalised metaphor from given
samples . The annotators obtained an TAA of 0.39, 0.32 and 0.16 in terms of Krippendorff’s
alpha for the first three tasks, respectively.

3 Data Preparation

Our aim is to prepare a high-quality annotated dataset focusing on balance, coverage, and
representativeness. These factors [7] are central to building a corpus so we considered them
besides the other factors discussed earlier. In this section, we discuss the data sources and
the preparation steps for creating a dataset annotated for metaphor in tweets.

3.1 Sources

In order to avoid targeting specific topic genres or domains, we utilised two data sources to
prepare our dataset which represents two categories of tweets. The first category is general
domain tweets which is sampled from tweets pertaining to sentiment and emotions from the
SemEval 2018 Task 1 on Affect in Tweets [19]. The second category of data is of a political
nature which is sampled from tweets around Brexit [13].

Emotional Tweets. People tend to use figurative and metaphoric language while expressing
their emotions. This part of our dataset is prepared using emotion related tweets covering
a wide range of topics. The data used is a random sample of the Distant Supervision
Corpus (DISC) of the English tweets used in the SemEval 2018 Task 1 on Affect in Tweets,
hereafter SemEval 2018 AIT DISC dataset®. The original dataset is designed to support
a range of emotion and affect analysis tasks and consists of about 100 million tweets®
collected using emotion-related hashtags such as “angry, happy, surprised, etc”. We

8 available online on: https://competitions.codalab.org/competitions/17761#learn_the_details-

datasets
9 Only the tweet-ids were released and not the tweet text due to copyright and privacy issues.
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retrieved the text of around 20,000 tweets given their published tweet-ids using the Twitter
API%. We preprocessed the tweets to remove URLSs, elongations (letter repetition, e.g.
verrrry), and repeated punctuation as well as duplicated tweets then arbitrary selected
around 10,000 tweets.

Political Tweets. Metaphor plays an important role in political discourse which motivated
us to devote part of our dataset to political tweets. Our goal is to manually annotate
tweets related to the Brexit referendum for metaphor. In order to prepare this subset of
our dataset, we looked at the Brexit Stance Annotated Tweets Corpus'! introduced by
Grcar et al. [13]. The original dataset comprises 4.5 million tweets collected in the period
from May 12, 2016 to June 24, 2016 about Brexit and manually annotated for stance.
The text of around 400,000 tweets on the referendum day is retrieved from the published
tweet-ids. These tweets contained a lot of duplicated tweets and re-tweets. We cleaned
and preprocessed them similar to the emotional tweets as discussed above yielding around
170,000 tweets.

3.2 Initial Annotation Scheme

We suggested a preliminary annotation scheme and tested it through an in-house pilot
annotation experiment before employing crowd-sourcing. In this initial scheme, the annotators
are asked to highlight the words which are used metaphorically relying on their own intuition,
and then mark the tweet depending on metaphor presence as “Metaphor” or “NotMetaphor”.
In this experiment, 200 tweets were extracted from the SemEval 2015 SAFL dataset mentioned
in Section 2. The tweets are sarcastic and ironic in nature due to the way they were initially
collected by querying Twitter Search API for hashtags such as “#sarcasm, #irony”. The
annotation is done by three native speakers of English from Australia, England, and Ireland.
The annotators were given several examples to explain the annotation process. We developed
a set of guidelines for this annotation experiment in which the annotators were instructed to,
first, read the whole tweet to establish a general understanding of the meaning. Then, mark
it as metaphoric or not if they suspect that it contains a metaphoric expression(s) based on
their intuition taking into account the given definition of a metaphor. A tweet might contain
one or more metaphors or might not contain any metaphors. Finally, the annotators were
asked to highlight the word(s) that according to their intuition has a metaphorical sense.

The annotators achieved an inter-annotator agreement of 0.41 in terms of Fleiss’ kappa.

Although the level of agreement was quite low, this was expected as the metaphor definition
depends on the native speaker’s intuition. The number of annotated metaphors varies
between individual annotators with maximum metaphors’ percentage of 22%. According to
the annotators, the task seemed quite difficult and it was very hard to pick the boundary
between metaphoric and literal expressions. A reason for this is perhaps the ironic nature
of the tweets, with some authors deliberately being ambiguous. Sometimes the lack of
background knowledge adds extra complexity to the task. Another important challenge is the
use of highly conventionalised language. The question that poses itself here is how to draw a
strict line about which expression should be considered as a metaphor and which is not.
We concluded from this initial experiment that the annotation task is not ready for
crowd-sourcing due to the previously mentioned limitations. It would be still an expensive
task in terms of the time and effort consumed by the annotators. We explored the usage of

10 Twitter API: https://developer.twitter.com/en/docs/api-reference-index
' available online on: https://www.clarin.si/repository/xmlui/handle/11356/1135
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WordNet as a reference for sense distinction on 100 tweets. An TAA agreement of 0.21 was
achieved which is extremely low due to the annotators’ disagreement on what they believed
to be metaphors in their initial judgement, therefore they checked WordNet for different
expressions. This initial pilot study also revealed that this dataset is not suitable for the
annotation so we changed it as will be discussed in sub-section 3.1 to help improve the
accuracy of the annotations.

3.3 Weakly Annotated dataset

In order to address the limitations of the initial annotation experiments, we prepared a
weakly annotated dataset using a metaphor identification system, to reduce the cognitive
load for annotators and maintain consistency. This system will be used to identify potential
metaphoric expressions in tweets. Then, crowd-sourcing will be employed to ask a number of
annotators to identify the expressions that are metaphorical in their judgement from these
pre-identified ones. This way, the cognitive load on the annotators will be reduced while
maintaining consistency. Figure 1 shows the process of creating our dataset.

weakly human
tweets > = annotated > > annotated
letapl dataset dataset

Figure 1 The proposed approach to create a dataset of tweets for metaphor identification.

Zayed et al. [34] introduced a weakly supervised system which makes use of distributed
representations of word meaning to capture metaphoricity focusing on identifying verb-noun
pairs where the verb is used metaphorically. The system extracts verb-noun pairs using the
Stanford parser [4]. Then pre-trained word embeddings models are employed to measure the
semantic similarity between the candidate pair and a predefined seed set of metaphors. The
given candidate is classified using a previously optimised similarity threshold. We used this
system to prepare a weakly annotated dataset using the data discussed in sub-section 3.1.
The reason behind choosing this system is that it employs fewer lexical resources and does
not require annotated datasets. Moreover, it is a weakly supervised system that employs a
small seed set of predefined metaphors and is not trained on a specific dataset or text genre.

The arbitrarily selected tweets from both the emotional tweets and the political tweets
subsets are used individually as input to the system which highlights the verb-direct object
pairs using a parser as potential candidates for metaphor classification. A candidate is
classified as a metaphor or not by measuring its semantic similarity to a predefined small seed
set of metaphors which acts as an existing known metaphors sample. Metaphor classification
is performed based on a previously calculated similarity threshold value. The system labelled
around 42% and 48% as metaphorical expressions of the candidates from the emotional
tweets subset and the political tweets subset respectively.



0. Zayed, J. P. McCrae, and P. Buitelaar

3.4 Dataset Compilation

Now that we have two weakly annotated subsets of emotional and political tweets, our
approach for selecting the final subset of each category of tweets is driven by achieving the
following factors:

1. Balance: the dataset should equally represent positive and negative examples.

2. Verbs Representativeness (Verb Coverage): the dataset should cover a wide range
of verbs and a variety of associated nouns.

3. Sense Coverage: ideally each verb should appear at least once in its metaphoric sense
and once literally. If the verb does not have one of these senses, more examples should be
included. Moreover, unique object arguments of each verb should be represented.

4. Size: to ensure usability in a machine learning setting, the dataset should be sizeable.
To ensure verbs representativeness, we employed a set of 5,647 verb-object pairs from the
adapted subsets of the MOH dataset (647 verb-direct object pairs) [26] and the VUA corpus
(exactly 4,526 verb-direct object pairs) [34]. For each verb in the set!?, all the tweets that
contain this verb are extracted without regard to the associated noun (object) argument or
the initial metaphoric/literal classification of the weakly supervised system. This step yielded
around 3,000 instances from the emotional tweets subset and 38,000 instances from the
political tweets subset. For each verb, we randomly selected at least one metaphoric instance
and one literal instance using the initial classification by the system to ensure balance,
e.g. “find love” vs “find car key” and “send help” vs “send email”. Also we ensured the
uniqueness of the noun argument associated with each target verb to ensure sense coverage
within each subset and across both subsets meaning that the same verb appearing in both
subsets has different nouns in order to cover a lot of arguments. Each instance should
not exceed five words such as “send some stupid memory” or “abandon a humanitarian
approach”. We observed that the parser more frequently made errors on these longer phrases
and thus removing them eliminated many erroneous sentences. Moreover, from preliminary
experiments, we realised that the annotators got confused when there are multiple adjectives
between the verb and the direct object in a given expression and focused on them instead
of the object. Although it might be argued that we could have selected a random set of
the tweets but this will not achieve our goal of verb and sense coverage. Moreover, another
approach to ensure verb representativeness would have been employing VerbNet [24] but we
wanted to be sure that the majority of selected verbs have metaphoric usages.

Our final dataset comprises around 2,500 tweets of which around 1,100 tweets are
emotional tweets of general topics and around 1,400 tweets are political tweets related
to Brexit. Each tweet has a highlighted verb-object expression that need to be classified
according to the metaphoricity of the verb given the accompanying noun (direct object) and
the given context. Our next step is to employ crowd-sourcing to manually annotate these
expressions. Table 2 shows examples of the different instances appeared in the emotional
and political tweets subsets.

4  Annotation Process

4.1 Metaphor Definition

In this work, we adopt the most well-known definition of metaphor which is the conceptual
metaphor theory (CMT) introduced by Lakoff and Johnson [17]. Therefore, we view a word

12 The number of unique verbs (lemma) in this set is 1,134 covering various classes.
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Table 2 Examples of the instances appearing in the emotional and political tweets subsets and
the corresponding classification of the employed weakly supervised system. *The human annotation

disagrees with the system annotation on these examples.

Emotional Tweets

System Classification

Political Tweets

System Classification

accept the fact
attract hate
break ego
deserves a chance
have time

bring happiness
hold phone

join team

win game

metaphor
metaphor

not metaphor*
metaphor*
metaphor
metaphor

not metaphor
not metaphor

not metaphor

add financial chaos
back #brexit cause
blame heavy rain
claim back democracy
claiming expenses
have a say

hand over britain
make history

write your vote

not metaphor*
metaphor

not metaphor
metaphor
metaphor*
metaphor

not metaphor*
metaphor

not metaphor

or an expression as metaphoric if it has at least one basic/literal sense and a secondary
metaphoric sense. The literal sense is more concrete and used to perceive a familiar experience
while the metaphoric sense is abstract. Moreover, we consider Hank’s [14] view that the
metaphoric sense should resonate semantically with the basic sense which means that the
metaphorical sense corresponds closely with the literal sense sharing similar semantic features.
For example, the metaphoric expression “launch a campaign” aligns with (resonates with)
more literal, more concrete expressions such as “launching a boat”. In this work, we are
interested in analysing verb-noun pairs where the verb could be used metaphorically and the
noun is a direct object. Research has shown that the majority of metaphoric expressions
clusters around verbs and adjectives [25]. We made some distinctions as follows:

Idioms and Similes. We make a distinction between metaphors and other figures of speech
that they might be confused with, namely idioms and similes. Idioms such as “blow the

whistle, call the shots, pull the Tug out, turn a blind eye, etc.”

were filtered manually.

Verbs with No Metaphorical Potential. We excluded auxiliary and model verbs from our
dataset assuming that they exhibit no potential of being used metaphorically.

Verbs with Weak Metaphorical Potential. In addition to verbs that exhibit strong potential
of being metaphors, we are interested in investigating the metaphoricity of light verbs
such as “do, get, give, have, make, take” and aspectual verbs such as “begin, end, finish,
start, stop” as well as other verbs such as “accept, choose, cause, remember, etc”. Section
5 presents an analysis of these verbs as they appeared in the proposed dataset. In
order to ensure balance, our dataset contains verbs that exhibit both strong and weak
metaphorical potential.

4.2 Annotation Task

The annotation task is concerned with the identification of linguistic metaphors in tweets.

The main goal is to discern the metaphoricity of a target verb in a highlighted verb-object

expression in a given tweet. We set up our annotation task on Amazon Mechanical Turk

(MTurk). Five native English speakers were hired to annotate the dataset whose field of

study is bachelor of arts with either English, journalism or creative writing.

Task Definition. The annotators were asked to review the tweets and classify the highlighted
expression as being used metaphorically or not, based on the provided definition of
metaphor and their intuition of the basic sense of the verb.
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Guidelines. Each tweet has a highlighted expression of a verb-object (noun) expression. The
annotators were instructed to follow a set of guidelines in order to classify the highlighted
expression, which are:

1. Read the whole tweet to establish a general understanding of the meaning.

2. Determine the basic meaning of the verb in the highlighted expression. Then, examine
the noun (object) accompanying the verb and check whether the basic sense of the verb
can be applied to it or not. If it can not, then the verb is probably used metaphorically.

3. Select how certain they are about their answer.
These steps were represented in the task as three questions appearing to the annotators
on MTurk as shown in Figure 2.
Reading the whole tweet is important as giving a decision based on reading the highlighted
expression only is not enough and leads to inaccurate results. The annotators can skip
the tweet if they do not understand it but we set a threshold for skipping tweets. If the
annotator is confused about whether an expression is a metaphor or not they were asked
to select the “don’t have a clue” option in question 3. The annotators were encouraged
to add some notes regarding their confusion or any insights they would like to share. We
provided the annotators with several examples to explain the annotation process and to
demonstrate the definition of metaphor adopted by this work as well as showing how to
discern the basic sense of a verb.

Task Design. We created three annotation tasks on MTurk. The first task is a demo task
of 120 tweets from the emotional tweets subset. These tweets included 20 gold tweets
with known answers which were obtained by searching the emotional tweets subset for
metaphoric expressions (positive examples) from the MOH dataset as well as including
some negative examples. This task acted as a training demo to familiarise the annotators
with the platform and to measure the understanding of the task. Moreover, it acted as
a test for selecting the best preforming annotators among all applicants. The efficiency
of each applicant is measured in terms of: 1) the time taken to finish the task, 2) the
amount of skipped questions and 3) the quality of answers which is measured based on
the gold tweets. We selected the top five candidates to proceed with the main tasks.
The second task is the annotation of the emotional tweets subset and the third task was
devoted to annotating the political tweets subset.

We designed our tasks as pages of 10 tweets each. Pages are referred to as a human

intelligence tasks (HITs) by MTurk and annotators were paid per HIT (page). We

the #euref has demolished my faith in facts . when both sides have a haul of stats and figures that ' prove
' their side wins what 's the point ?

1. Do you understand the tweet?

@® Yes
O No

2. Is the highlighted expression used metaphorically?

(® Yes
O No

3. How certain are you of your answer?

O certain
O mostly sure
QO unsure

(O don't have a clue

Figure 2 A screenshot of the questions in the annotation task given to the annotators on MTurk.
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estimated the time taken to annotate around 200 tweets to be one hour; therefore, we
paid 60 cents for each page. This comes down to $12 per hour, which aligns with the
minimum wage regulations of the country where the authors resided at the time of this
publication.

4.3 Evaluation

Inter-annotator Agreement. The inter-annotator agreement (IAA) evaluation was carried

out in terms of Fleiss’ kappa between the five annotators as shown in Table 3. As
discussed earlier, we wanted to have a deeper look into light and aspectual verbs, as well
as verbs with weak metaphoric potential, so we computed the TAA with and without
these verbs for each subset of our dataset. As observed from the results, the annotators
were able to achieve a substantial agreement (as for Landis an Koch [18] scale) on the
demo task as well as the emotional tweets and the political tweets subsets. After the
demo task, the annotators were instructed to pay extra attention to light verbs and
to be consistent with similar abstract nouns as much as they can, meaning that “give
hope” would often have the same annotation as “give anziety/faith”. To ensure better
performance and avoid distraction, we advised the annotators to annotate around 300
tweets per day and resume after reading the instructions again. Since we did not control
this rule automatically, we verified that all annotators adhered to this rule by manually
checking the time stamps of the annotated tweets.

Table 3 Inter-Annotator Agreement between the five annotators using Fleiss’ kappa. The

excluded verbs are light verbs, aspectual verbs, in addition to weak metaphoric potential verbs
including “accept, choose, enjoy, imagine, know, love, need, remember, require, want”.

partial exclusion
(keep light verbs)

Fleiss’ kappa
full exclusion

no exclusion

Demo Task

(120 tweets)
Emotional Tweets
(1,070 tweets)
Political Tweets
(1,391 tweets)

0.627

(106 annotated instances)
0.742

(884 annotated instances)
0.806

(1,341 annotated instances)

0.715

(85 annotated instances)
0.732

(738 annotated instances)
0.805
(1,328 annotated instances)

0.623

(108 annotated instances)
0.701

(1,054 annotated instances)
0.802

(1,389 annotated instances)

Points of (Dis-)agreement. Tables 4 and 5 lists examples of the agreements and disagree-
ments between the five annotators. The majority of disagreements centred around light
verbs and verbs with weak metaphoric potential. The next section discusses the annotation
results in detail and presents the statistics of the dataset.

5 Dataset Statistics and Linguistic Analysis

5.1 Statistics

The statistics of each subset of the dataset is presented in Table 6 focusing on different

statistical aspects of our dataset. It is worth mentioning that the political tweets subset

contains 431 more unique verbs that did not appear in the emotional tweets subset. The

text of the political tweets was more understandable and structured. The emotional tweets

subset contains some tweets about movies and games that sometimes the annotators found
hard to understand.
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Table 4 Examples of agreements among the five annotators (100% majority vote).

majority vote

its great to be happy, but its even better to bring happiness to others.

. metaphor
Emotional make memories you will look back and smile at. ‘
Tweets
‘ as long as the left stays so ugly, bitter, annoying & unlikeable, they will not win any elections... ‘ ¢ metaph
not metaphor
they forget this when they have money and start tweeting like they have all the answers
make or break moment today! together we are stronger! vote remain #strongerin #euref taph
. metaphor
i:htlcal ‘ ...cameron can not win this #euref without your support. how many will lend their support to... ‘
eets

person’s details taken by police for offering to lend a pen to voters, what a joke. ‘ ¢ metaph
not metaphor

in just a couple of days, no one will ever have to utter the word ‘brexit‘ ever again ‘

Table 5 Examples of disagreements among the five annotators (60% majority vote).

majority vote

someone should make a brand based off of triangle noodles that glow in the dark. call it taphor
Emotional | illuminoodle... metaphor
Tweets . N 1 e . . .
smile for the camera, billy o. if you need a smile every day then #adoptadonkey @donkeysanctuary
cities are full of mundane spaces. imagine the potential to transform them into catalysts for
L . not metaphor
positive emotions
our captors are treating us well and we are very happy and well enjoying their kind hospitality
perhaps we can achieve a cohesive society when the referendum is over, but it does not feel like
. . metaphor
Political that is possible. #euref
Tweets

#+euref conspiracy theories predict people’s voting intentions. will they sway today’s vote?

democracy works there’s still time. british people can not be bullied do not believe the fear

t taph
#voteleave not metaphor

what’s interesting here is not the figure but that it was from an online poll which has always
favoured the leave.

Table 6 Statistics of the proposed dataset of tweets.

Demo Task || Emotional Tweets || Political Tweets

# of tweets 120 1,070 1,390
# of unique verb-direct object (noun) pairs 119 1,069 1,390
Average tweet length 23.82 22.14 21.12
# of unique verbs (lemma) (in the annotated verb-noun pairs) 71 321 676

# of unique nouns (in the annotated verb-noun pairs) 102 725 706

% instances annotated as metaphors 63.15% 50.47% 58.16%
% instances annotated as not metaphors 36.84% 49.54% 41.84%
% instances annotated with agreement majority vote of 60% 20.17% 10.39% 12.29%
# of non-understandable tweets (skipped) 5.2% 1.68% 0.14%

5.2 Linguistic Analysis

As observed from the TAA values listed in Table 3, light and aspectual verbs as well as some
other verbs represent a major source of confusion among the annotators. Although other
researchers pointed out that they exhibit low potential of being metaphors and excluded
them from their dataset, our dataset covers different examples of these verbs with different
senses/nouns. The majority vote of the annotators on such cases could give us some insight
on the cases where these verbs can exhibit metaphorical sense.

In the following paragraphs, we provide a linguistic analysis of the proposed dataset
performed by manual inspection. The majority of annotators tend to agree that the verb
“have” exhibits a metaphoric sense when it comes with abstract nouns such as “anziety, hope,

support” as well as other arguments including “meeting, question, theory, time, skill, vote”.

10:13
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On the other hand, it is used literally with nouns such as “clothes, friend, illness, license,
money”. The annotators find the light verbs “get, give, and take” to be more straightforward
while discerning their metaphoric and literal usages. They agreed on their metaphorical
usage with abstract nouns such as “chance, happiness, smile, time, victory” and their
literal usage with tangible concepts including “food, job, medication, money, notification,
results”. Regarding the verb “make” the annotators agreed that as long as the accompanied
noun cannot be crafted then it is used metaphorically. Metaphors with this verb include
“difference, friends, money, progress, time”, while literal ones include “breakfast, mistake,
movie, noise, plan”.

The nouns occurring with the verb “start” in metaphoric expressions include “bank,
brand, friendship”. Moreover, there are some rhetorical expressions such as “start your
leadership journey/living/new begining”. The nouns appearing in the expressions classified as
literal include “argument, car, course, conversation, petition”. The verb “end” occurred with
“horror, feud” metaphorically and “thread, contract” literally according to the majority vote.

The annotators agreed that nouns such as “food, hospitality, life, music” occurring
with the verb “enjoy” form literal expressions while the only metaphoric instance is “enjoy
immunity”. In the case of the verb “love”, the majority of annotators agreed that it is not
used metaphorically as you can love/hate anything with no metaphorical mapping between
concepts. The disagreements revolve around the cases when the expression is an exaggeration
or a hyperbole e.g. “love this idea/fact/book”. Expressions have stative verbs of thought
such as “remember and imagine” are classified as non-metaphoric. The only debate was
about the expression “..remember that time when...” as, according to the annotators, it is
a well-known phrase (fixed expression). We looked at the verbs “find and lose” and they
were easy to annotate following the mapping between abstract and concrete senses. They
are classified as metaphors with abstract nouns such as “love, opportunity, support” as well
as something virtual such as “lose a seat (in the parliament)”. However, it was not the case
for the verb “win”. The majority agreed that expressions such as “win award/election/game’
are literal expressions while the only disagreement was on the expression “win a battle” (3
annotators agreed that it is used metaphorically).

»

4

Annotating the verbs “accept, reject” was intriguing as well. The majority of annotators
classified the instances “accept the fact/prices” as literal while in their view “accept your past”
is a metaphor. An issue is raised regarding annotating expressions that contain the verbs
“cause, blame, need, want”. Most agreed that “need apology/job/life” can be considered as
metaphor while “need date/service” is not.

From this analysis, we conclude that following the adopted definition of metaphor helped
the annotators to discern the sense of these verbs. Relying on the annotators’ intuition
(guided by the given instructions) to decide the basic meaning of the verb led to some
disagreements but it was more time and effort efficient than other options. Light verbs
are often used metaphorically with abstract nouns. There are some verbs exhibiting weak
metaphoric potential and classifying them is not as straightforward as other verbs. However,
they might be used metaphorically on occasions, but larger data is required to discern these
cases and find a solid pattern to define their metaphoricity. Hyperbole and exaggerations and
other statements that is not meant to be taken literally need further analysis to discern its
metaphoricity. Sharing and discussing the disagreements after each annotation task among
the annotators helped to have a better understanding of the task.
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6 Conclusion

This work proposes an annotation methodology to create a high-quality dataset of tweets
annotated for metaphor using crowd-sourcing. Our approach is driven by achieving balance,
sense coverage and verbs representativness as well as high accuracy. We were able to introduce
a better quality annotation of metaphors in spite of the conventionality of metaphors in our
everyday language compounded by the challenging context of tweets. The employed approach
resulted in a dataset of around 2,500 tweets annotated for metaphor achieving a substantial
inter-annotator agreement despite the difficulty of defining metaphor. Although, we focused
on annotating verb-direct object pairs of linguistic metaphors in tweets, this approach can be
applied to any text type or level of metaphor analysis. The annotation methodology relies on
an existing metaphor identification system to facilitate the recognition and selection of the
annotated instances by initially creating a weakly annotated dataset. This system could be
substituted by any other model to suit the type of targeted metaphors in order to reduce the
cognitive load on the annotators and maintain consistency. Our dataset consists of various
topic genres focusing on tweets of general topics and political tweets related to Brexit. The
dataset will be publicly available to facilitate research on metaphor processing in tweets.

We are planning to use this dataset to create a larger dataset of tweets annotated
for metaphors using semi-supervised methods. Additionally, an in-depth qualitative and
quantitative analysis will be carried out to follow up on the conclusions that have been
drawn in this work. Furthermore, we are interested in having a closer look at the metaphors
related to Brexit on Twitter. We are also interested in investigating the metaphoric sense of
verbal multi-word expressions (MWEs) by looking into the dataset released as part of the
PARSEME shared-task [33].
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—— Abstract

A growing number of applications users daily interact with have to operate in (near) real-time:
chatbots, digital companions, knowledge work support systems — just to name a few. To perform
the services desired by the user, these systems have to analyze user activity logs or explicit user
input extremely fast. In particular, text content (e.g. in form of text snippets) needs to be processed
in an information extraction task. Regarding the aforementioned temporal requirements, this has
to be accomplished in just a few milliseconds, which limits the number of methods that can be
applied. Practically, only very fast methods remain, which on the other hand deliver worse results
than slower but more sophisticated Natural Language Processing (NLP) pipelines.

In this paper, we investigate and propose methods for real-time capable Named Entity Recognition
(NER). As a first improvement step, we address word variations induced by inflection, for example
present in the German language. Our approach is ontology-based and makes use of several language
information sources like Wiktionary. We evaluated it using the German Wikipedia (about 9.4B
characters), for which the whole NER process took considerably less than an hour. Since precision
and recall are higher than with comparably fast methods, we conclude that the quality gap between
high speed methods and sophisticated NLP pipelines can be narrowed a bit more without losing
real-time capable runtime performance.
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1 Introduction

The number of application areas, in which users are supported by systems that operate in
(near) real-time, grows: chatbots, digital companions, knowledge work support systems — just
to name a few. Our targeted scenario involves a system based on Semantic Desktop [15]
technology, that semi-automatically re-organizes itself based on user context [10] in order to
better support knowledge work and information management activities'. We envision an
intelligent, proactive assistance parallel to the actual work. Such systems need mechanisms to
analyze observed user activities (entering text, browsing a website, reading/writing files, ...)
in order to decide on the right support measures and perform them accordingly. The demand
for very short reaction times limits the number of methods that can be applied.

In this paper, we focus on Information Extraction (IE) methods, more precisely Named
Entity Recognition (NER), that are ontology-based (our system operates on knowledge
graphs in the background) and meet the demand for providing meaningful results within
only a few milliseconds on users’ typical computing devices. By only a few we actually
mean a small two-digit number of milliseconds. According to Miller (1968) and Card et al.
(1991), as cited in [13], 100 ms is “about the limit for having the user feel that the system
is reacting instantaneously” and 1000 ms is “about the limit for the user’s flow of thought
to stay uninterrupted”. Our goal is to stay below the first value. In cases, in which this is
not possible (e.g. too much data to be processed at once), 1000 ms should be the upper
bound of processing time to be tolerated. Since we also need some time for selecting and
performing the support measures, the IE task has to be completed within only a fraction
of this time span. Such strict temporal requirements usually rule out very sophisticated
Natural Language Processing (NLP) pipelines (higher quality solutions but slow), leaving
only rather simple (lower quality) but very fast methods often based on pre-defined rules or
gazetteers. A gazetteer is conceptually just a list of terms (typically static), that the input
text is later scanned for, e.g. the names of persons, organizations or locations. Since our

2, we additionally have to take

scenario also involves highly inflectional languages like German
slight variations of such terms into account. To vividly illustrate the problem of inflections
in NER, we fed the first paragraph of the German Wikipedia article of Propositional calculus
(German: Aussagenlogik) to DBpedia Spotlight® [11], a well-known and often used recognizer
for Wikipedia/DBpedia* entities in given text snippets. The results are depicted in Figure 1
(middle section): Twelve entities (in just three sentences; we highlighted them in yellow) are
not found, ten of them due to lexical variations induced by inflection. E.g. Wahrheitswert
(truth value) is found, whereas its inflected forms ending with -e and -en are not. If we lower
the confidence to 0.0, there are still some entities missing and false positives come up.

In summary, our goal is to find or implement methods that are fast enough to meet
the aforementioned temporal constraints while at the same time achieving better results
than standard high speed methods. Recognizing entities despite the just mentioned lexical

for an overview and more details please see https://comem.ai/

other inflectional languages: Spanish, Latin, Hebrew, Hindi, Slavic languages, ...
https://wuw.dbpedia-spotlight.org/demo/

https://wiki.dbpedia.org/
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Aussagenlogik

Die Aussagenlogik ist ein Teilgebiet der Logik, das sich mit Aussagen und deren Verkniipfung
durch Junktoren befasst, ausgehend von strukturlosen WIKII;EDIA
Elementaraussagen (Atomen), denen ein Wahrheitswert zugeordnet wird. In der klassischen Bie frele Eneykiophdle
Aussagenlogik wird jeder Aussage genau einer der zwei Wahrheitswerte

Jvahr und Jfalsch” zugeordnet. Der Wahrheitswert einer zusammengesetzten Aussage lasst sich

ohne zusatzliche Informationen aus den Wahrheitswerten ihrer
Teilaussagen bestimmen.
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Die Aussagenlogik ist ein Teilgebiet der Logik, das sich mit Aussagen und deren Verknlpfung
durch Junktoren befasst, ausgehend von strukturlosen

Elementaraussagen (Atomen), denen ein Wahrheitswert zugeordnet wird. In der klassischen
Aussagenlogik wird jeder Aussage genau einer der zwei Wahrheitswerte

Lvahr™ und ,falsch™ zugeordnet. Der Wahrheitswert einer zusammengesetzten Aussage 1asst sich
ohne zuséatzliche Informationen aus den Wahrheitswerten ihrer

Teilaussagen bestimmen.

Confid :
onfidence — Language:

Die Aussagenlogik ist ein Teilgebiet der Logik, das sich mit Aussagen und deren Yerknipfung
durch Junktoren befasst, ausgehend von strukturlosen

Elementaraussagen (Atomen), denen ein Wahrheitswert zugeordnet wird. In der klassischen
Aussagenlogik wird jeder Aussage genau einer der zwei Wahrheitswerte

~vahr™ und ,falsch™ zugeordnet. Der Wahrheitswert einer Zusammengesetzten Aussage lasst sich
ohne zusatzliche Informationen aus den Wahrheitswerten ihrer

Teilaussagen bestimmen.

Figure 1 First paragraph of the German Wikipedia article of Aussagenlogik (top) fed to DBpedia
Spotlight [11] using confidence values of 0.5 (middle) and 0.0 (bottom). (highlighting we applied:
green: existing Wikipedia articles not linked in the original document, yellow: false negatives, red:
false positives.)

variations induced by inflection would be a first improvement step. Note that disambiguation
as well as recognizing Named Entities (NE) yet unknown to the system (i.e. not available as
instances in the knowledge graph) are out of this paper’s scope. Since there is a lot of expli-
citated contextual information available in our system, we intend to address disambiguation
in our scenario in a future paper.

The rest of this paper is structured as follows: Section 2 provides an overview of related
work in this area. Our approach is described in Section 3 and its evaluation is presented in 4.
In Section 5, we conclude this paper and give a an outlook on possible future work.

2 Related Work

We were looking for approaches (more or less) explicitly addressing inflection tolerance or
real-time capability, preferably both at the same time:

Concerning real-time capability, Dlugolinsky et al. [8] present an overview of different
gazetteer-based approaches, especially referring to various versions included in the GATE
(General Architecture for Text Engineering) framework [6]. They distinguish between
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character- and token-based variants and state that the latter usually have “longer running
time and low processing performance”. They thus focus on character-based gazetteers and
present several versions [8, 12]. Since some of their implementations are available online, we
also included them in our evaluation (see Section 4).

Savary & Piskorski [17] investigated solutions for Polish, also a highly inflectional language.
As one subcomponent of their IE platform SProUT they filled a gazetteer by “explicitly
listing all inflected forms of each entry”.

Day & Prukayastha [7] gave an overview of different NER methods especially targeting
Indian languages. Their paper presented gazetteer-based and machine learning approaches
as well as hybrid solutions.

Al-Jumaily et al. [3] present an NER system for Arabic text mining. They use a token-
based approach involving stemming as well as pre- and postfix verification tailored to the
Arabic language. Although they aim for real-time applications, they do not give any details
about their system’s runtime performance.

Al-Rfou & Skiena [4] propose SpeedRead, an NER, pipeline which they tested to run ten
times faster than the Stanford CoreNLP pipeline®. Unfortunately for us, they only reported
runtime performance in terms of tokens per second. In their final results, they say SpeedRead
achieves about 153 tokens/sec. Using the word length statistics published by Norvig [14]
and assuming an average token length of about five characters, we would end up having 765
char. /sec, which is still much too slow for our scenario as we will later see. Even if we assume
an average token length of twelve, although more than 90% of all English words are shorter
[14], we would still be too slow having 1836 char./sec.

In summary, we found several approaches dealing with either real-time capability or
inflection tolerance. One paper even mentioned both, but did not report any concrete speed
measures. Nevertheless, doing NER extremely fast is apparently rarely discussed in literature,
yet. This may be because usual NER methods operate in only a few seconds, which may be
sufficient for many use cases, unfortunately not ours.

We will refer to some of the ideas discussed in this section when presenting our approach
in the following.

3 Approach

We focus on the very fast recognition of NEs given as instance labels of ontologies. Moreover,
these labels should still be recognized even if they slightly lexically vary as induced by
inflection. To achieve this, we exploit knowledge graphs connected or available to our system
such as an individual user’s Personal Information Model (PIMO) [16] or DBpedia to get
more details about the entities, e.g. their specific type. Based on this type, we can then
accept different lexical variations per instance according to language information coming from
Wiktionary®, for example. For instance, we should not allow too many variations of person
names, whereas we can be more tolerant when dealing with topic, project, organization
or location names, especially if they contain adjectives like the Technical University of
Kaiserslautern or German Research Center for Artificial Intelligence. As an example, Figure
3 shows all 18 inflected forms of kinstlich (artificial) in German (word w4 in the figure).
As depicted in Figure 2, we have a hierarchical NE recognizer as the core of our system. It
operates on several sub-recognizers, mostly Multi-Layer Finite-State Transducers (MLFST)
as described later, each of them having a different focus (configuration). The core recognizer

5 https://stanfordnlp.github.io/CoreNLP/
5 https://www.wiktionary.org/
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NE recognizer named entities

arbitrary text .
as a combination of several |r]_-text

. - voter
multi-layer finite state transducers
having different tolerance levels
connection to knowledge graph(s) access to language information
[instance labels, types, ...] [word types, flections, ...]

2 N 0&2}3 Wiktionary
O E A ['vikfa,neri], n Morphy
E 2 MB Das freie Wirterbuch NN

Figure 2 Architecture of our system.

collects their results and decides (votes) which ones to accept. To acquire the entity labels as
well as background information, it is connected to knowledge graphs and language information
sources as described before. Its individual aspects are discussed in more detail in the following.

3.1 FST-based NER

To meet the aforementioned strict runtime requirements, we basically follow a gazetteer-based
approach. The additionally required inflection tolerance is not well compatible with the usually
static character of a gazetteer. We thus need enhancements as described in the following.

Our core method is based on the well-known string matching algorithm by Aho & Corasick
[2]. Tt operates on tries, i.e. trees whose nodes represent characters, which are traversed
synchronously to the processing of each character of the input text. Whenever the traversal
ends in an accepting state, there is a string match. Since, in our case, these strings are
the labels of NEs, we additionally demand that their ID or URI is returned, which makes
the system a Finite-State Transducer (FST). The algorithm basically has linear runtime
complexity as discussed later. Our scenario involves a highly dynamic, evolving knowledge
graph, in which instances (and especially their labels) can be added, deleted or updated
potentially several times per minute. We thus omitted further optimizations like suffix
compression in favor of a fast and easy to update FST structure.

3.2 Multi-Layer FST

For runtime performance reasons we decided against sophisticated NLP pipelines (test results
and more details in Section 4) and therefore follow the approach of explicitly listing all
inflected forms of an entity label as proposed in [17]. Without further ado, this would
easily lead to memory performance problems due to a considerable increase of the FST,
especially for multi-word terms: The more words such a multi-word term consists of, the more
potential combinations exist. Although inflection tolerance is discussed more thoroughly
in the paragraph after next, let us just consider a short example here: If we allow each
combination of inflected forms of the term Deutsches Forschungszentrum fiir Kiinstliche
Intelligenz (German Research Center for Artificial Intelligence, shortly referred to as DFKI),
although lots of them are grammatically not correct (as also discussed later), we would end
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Layer 1: Character Layer _deutsch* (German) [wi]
Q G Q e e G Q G e »Forschungszentrum“
m 0 (research center) [w2]

OR0L6,
()RS (AW () (E)(T(R)

(F)
G (U)>R) , fiir” (for) [w3] ™)
€ R)~(E)
® ©0®
G O:0:0:05 00500 (s) @ Kiinstlich

(N) (artificial) [w4]

SO g
0 m o G G 0 0 @ e m e G m Intelligenz*

(intelligence) [w5]

Layer 2: Word Layer
y Y »Deutsches Forschungszentrum fiir

@ @ @ @ @ Kiinstliche Intelligenz” (German Research

Center for Artificial Intelligence)

Figure 3 Multi-layer finite transducer consisting of a character and a word layer, and fed with
the term Deutsches Forschungszentrum fir Kinstliche Intelligenz (&: start nodes; w;: word IDs;
gray nodes: accepting states).

up with 576 variations (= 6-3-1-16-2; see upper part of Figure 3). Inspired by Abney, who
proposed the idea of finite-state cascades [1], we therefore chose to introduce an additional
layer to separate character from word processing, making our system a multi-layer FST as
illustrated in Figure 3: Once a word is identified in the first layer (i.e. the FST is in an
accepting state; gray node), its ID is passed to the second layer, which checks whether this
word may be accepted at this position, either as a single-word or part of a multi-word term.
If a term match is detected, its ID/URI is returned. As a consequence, each word and its
inflected forms, no matter how often or at which positions (in multi-word terms) they appear,
only exist once in the FST, thus preventing it from growing too fast in size.

To avoid backtracking in the word layer, the system processes several options in parallel
as shown in Figure 4: Once the character layer recognizes a word, e.g. w6, a new word node
processor in the second layer is spawned (see upper left part of the figure; purple color). If
layer 1 then reports the next word w7 (highlighted in green), processor 1 goes one step further
in the graph now having a traversed path containing both words. Additionally, another
processor is spawned, starting directly with w7. For this behavior, we use the metaphor
of a rake (if you merge all start nodes into a single one, you get the image): Spawning
another processor is like adding another tine to the rake. Traversals in the word layer are
only possible if the next detected word is a successor of the current one within any term
of the FST, which, for example, is not the case when processor 2 tries to handle w9, or
processor 4 tries to start directly with w9. The latter means that there is no term in the
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w6 processed (@) @ @ <« processor 1
<>

w7 processed <« processor 2
w8 processed (3) @ @ < processor 3

w9 processed <« processor 4

Figure 4 Processing in the word layer: several processors operate in parallel. Their traversed
paths are depicted (@: start nodes; w;: word IDs; X: failure states).

FST starting with the word w9. These two processors are then in a failure state (indicated
by “X”). If there was a matching term in their traversed path, it is collected to be later
processed by the voter. If that is not the case, the failed processors may be removed from
the rake. The second case in which processors are removed, whether they are in a failure
state or not, is after an explicit signal from the first layer, e.g. when reaching the end of a
file or sentence. Spawning additional processors to evaluate different possibilities in parallel
especially originated from the latter. Consider the case of interpreting a dot: It could either
indicate the end of a sentence (“Today, I met my Prof.”), or an abbreviation (“Prof. Smith
was also there.”). Thus, there is a forking in the second layer to evaluate both possibilities
separately. In theory, this could lead to endless forking, which is prevented by processors
reaching failure states (i.e. given word sequences not matching any term) followed by their
removal. The basic steps of our algorithm are given as pseudocode (see Algorithm 1).

3.3 Real-Time Capability

Reading an input text of length n characterwise yields a basic runtime complexity of O(n).

The same is true for processing n characters in the first layer (at most n transitions having a
constant amount of operations; no backtracking needed). The processing of a character may
lead to the detection of a new word, which then triggers transitions in the word layer. The
number of these transitions depends on the number p of processors (“tines in the rake”). p
does not depend on n, but on the vocabulary, i.e. all words fed to the FST, especially wax,
the maximum number of words in all multi-word terms. Although py.x is constant for a
given vocabulary, it may still be very large in worst case’. In practical scenarios however,
P < Pmax can be assumed, since the vocabulary is only a tiny fraction of the power set
of its words. As a consequence, processors fail very fast due to given word combinations
not matching any term in the FST. Considering an additional constant amount of ¢ > 0
operations per processor in each transition of the second layer yields an upper limit of
C* Pmax * - Since n is thus only multiplied with constants, the overall runtime complexity
remains O(n). Although the second layer’s overhead is noticeable in practice (as we will
see in Section 4), the overall runtime complexity is still linear and benefits our system’s
applicability in scenarios of real-time processing.

7 In worst case, a term consisting of wmax words is read, whereas each subterm also exists in the vocabulary.
Moreover, for each of these subterms there is an additional variant ending with a dot. This leads to
forking after every word and a total amount of pmax = Zz”:l" 2" processors before the first one of them
fails and is removed.
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Algorithm 1: Basic steps of our MLFST-based NER algorithm in pseudocode.

input :text to process (text)
output : found entities (foundEntities)

foundEntities + { };
collectedTerms < { };
¢ < first character of text;
w 4 ¢
while ¢ not equals EOF (end of file or text snippet) do
if ¢ is whitespace character then
if w matches in character layer then

add new word node processor (in word layer);

for all word node processors p do

process w with p (may either lead to word match or failure state in p);

end
end
collectedTerms < collectedTerms U collect matching terms from word layer;
remove word node processors in failure state (word layer);
w <«
else
‘ W4 W + ¢
end
¢ + read next character of text (character layer);

end

collectedTerms < collectedTerms U collect matching terms from word layer;
foundEntities < do voting on collectedTerms (word layer);

return foundEntities;

3.4 Inflection Tolerance

As mentioned before, to accept different lexical variations of terms, e.g. induced by inflection,
we utilize information coming from connected ontologies as well as other language information
sources. Concerning the latter, we use a lemmatization table extracted from Language Tool®,
an open source proofreading software for several languages, which itself contains binary files
of Morfologik to look up part-of-speech data. Such entries look as follows:

kiinstlich kiinstlich ADJ:PRD:GRU
kiinstliche kiinstlich ADJ:AKK:PLU:FEM:GRU:SOL
kiinstlichem kiinstlich ADJ:DAT:SIN:MAS:GRU:SOL

They contain the inflected form, its lemma as well as declension information like word class,
case, number, gender, etc. We additionally used Wiktionary, a free wiki-based dictionary,
whose data® we extracted using DKpro JWKTL [18]. Nevertheless, there were still lots of
words not covered by any of these sources, especially compound words like Forschungszentrum

8 https://github.com/languagetool-org (uses https://github.com/morfologik)
9 https://dumps.wikimedia.org/ (dump file of 2016-07-01)
Onttps://dkpro.github.io/dkpro-jwktl/
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(research center). To counter this, we additionally implemented heuristics like longest suffix
matching to decompound words and use the inflected forms of the last part (if available).
In the case of Forschungszentrum not being in our database, the heuristic would first look
for the word orschungszentrum (fails), then rschungszentrum (fails), schungszentrum (fails),
etc., until finally finding zentrum and using its inflected forms, i.e. Zentrum, Zentrums
and Zentren. The matching part of the original word is then replaced with these inflected
forms as shown in Figure 3. The heuristic additionally expects a parameter indicating the
minimum length of the remaining suffix (e.g. five characters) to receive more meaningful
results. Our tool is thus able to handle yet unknown words to a certain extent without
user interaction. In this regard, let us revisit the aforementioned 576 variations of the term
DFKI. As also mentioned, most of them are grammatically not correct. Since we also want
to handle yet unknown words, especially compound ones, while keeping the user interaction
as low as possible (not asking for feedback), we decided to accept all variations obtained
as the Cartesian product of all inflected forms of each of a term’s words. We assume that
grammatically wrong variants do rarely occur in given texts and if they do, users will agree
with the entity being recognized despite the misspelling. Nevertheless, the question remains
whether this decision considerably increases the false positive rate. We will address this
in Section 4. To avoid actually harmful false positives of incorrectly inflected variants, we
exploit additional ontological information like the type of an entity. For example, the name
of a person tolerates far less variants than the name of a topic. Basically, we only allow

W
S

a possessive/genitive case at the end, like stated before. As a consequence, our NE
recognizer is actually not just a single MLFST, but a combination of several ones each having
a different configuration. Currently, there is one having higher and another one having
lower tolerance. The latter, for example, contains person names. There is also an option
to especially deal with acronyms: They do not only require exact matches, moreover all
characters need to be uppercase. To further avoid non-meaningful variants, we only use
adjective and noun information from the lemmatization table, which reduces ambiguities
when not having thorough NLP information. This is a compromise we can accept, since
labels more often contain nouns and adjectives than verbs.

When processing input text, the different MLFST operate in parallel. In the end, a voter
receives, assesses, filters and finally returns their results. Additionally, each MLFST has its
own internal voter which assesses all results simultaneously present in a processing rake. In
the current implementation, these voters follow a strategy of only keeping the longest match,
e.g. if the term personal information management is found in the text, the also matching
terms of personal information and information management would be discarded.

4 Evaluation

4.1 Setting

Besides finding out how fast our NE recognizer performs in practice, we were especially
interested whether our design decisions (see Section 3) would lead to a considerable increase
in false positives. We were thus looking for large amounts of German natural language texts
(prose) written by different people to test our approach. The German Wikipedia meets this
requirement but lacks ground truth data for the inflected forms present in these texts. We
therefore decided to only look at the wikilinks (see Figure 1, top section, blue words) and
take them as a silver standard: A human has annotated terms in the text (often in inflected
form) with the label of their respective Wikipedia article (typically in basic form). Figure 1
also shows that users themselves decide which terms they annotate: There are lots of entities
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(highlighted in green), which are not annotated although there is a Wikipedia article for
them. This is especially true for self-references, e.g. the term Aussagenlogik is not annotated
in “its own” article (i.e. the one about Aussagenlogik). Recognizers fed with such terms,
would nevertheless find them, which has to be considered when measuring precision.

Regardless of possible shortcuts, annotations are structured as follows: the term appearing
in the text and the name of the Wikipedia article it refers to (in the following also shortly called
the link) are written in double brackets separated by a pipe symbol, e.g. [[Hauser|Haus]]
(plural form of house appears in the text, whereas the article is labeled with the singular
form). Since inflection usually just changes one to four characters, the Levenshtein distance
(LD) between term and link can help us identifying samples we could use to evaluate our
approach. Note that independent term-link-combinations like [hometown |Eton] or adjective-
noun-combinations like [entscheidbar |Entscheidbarkeit] (decidable/decidability) are un-
desirably also covered by such an LD-based heuristic. On the other hand, this evaluation
approach offers millions of inflection samples (we ran our tests on 3.9M articles having 50.4M
annotations).

We downloaded German Wikipedia dump files'' and used 3.9M article names as a
basis for feeding our recognizers. Disambiguation information in brackets like in “Berlin
(Russland)” (a village in Russia sharing its name with the German capital) were removed
(this raises disambiguation issues as discussed later). We also removed number-, symbol- and
single-character-only labels, since they were not relevant for our investigations. As ontological
background information we used types'? coming from DBpedia, which were available for
about 0.5M entities. For types like person, city, film, etc., we applied a low tolerance strategy
(i.e. possessive/genitive case “s” is the only accepted variation), whereas all other ones were
treated with higher tolerance.

4.2 Evaluated Named Entity Recognizers

We evaluated our MLFST approach against three baseline methods. The first and most
obvious one, StemFST, was also implemented by us and uses the MLFST’s character layer
combined with the Lucene'® German Stemmer, which is based on [5]. The other methods are
the previously mentioned ones by Dlugolinsky et al. [8], who made two of their gazetteers
available online'*: one based on hash-map multi-way trees (HMT), and the other based on
first child-next sibling binary trees (CST'). Both produce the same results in terms of found
NEs, but differ in memory consumption and runtime performance.

After filtering and editing as mentioned in the previous paragraph, we had slightly above
3.3M article names of the German Wikipedia that we fed to all four NE recognizers. HMT
and CST take these terms without further changes. StemFST splits each term into words
and reassembles it after stemming them. Then it adds the altered term to its FST. MLFST
does the same but instead of stemming the words, it looks up (or tries to infer) their inflected
forms. Completely filled, the inner high-tolerance MLFST contained 8.5M character nodes
and 3.5M word nodes, the low-tolerance part kept 1M and 0.4M nodes, respectively.

"https://dumps.wikimedia.org/ (dump file of 2016-11-01)

2 https://downloads.dbpedia.org/3.9/de/instance_types_de.ttl.bz2
3https://lucene.apache.org/

Myttp://ikt.ui.sav.sk/gazetteer/
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4.3 Results

All computations were performed on a notebook having an Intel Core i7-4910MQ 2.9 GHz
CPU and 16 GB RAM, running on Windows 7 (64-bit).

HMT only needed 10.4 min for processing 3.9M articles (9.4B characters), while the
others needed 31.0 to 47.7 min (see Figure 5). Figure 6 shows that HMT trades memory
efficiency for speed, since it is the only recognizer passing the 1 GiB mark by needing 3.5
GiB. The others needed 0.72 to 0.96 GiB.

60 min 4 GiB
45 min 3 GiB
30 min - — 2 GiB
15 min — 1GiB
0 min - 0 GiB . .
& A A A & A A A
S S S
S @ @3‘9 é‘% S ¢ @\3 &
* ¥
Figure 5 Processing time. Figure 6 Memory usage.

4.3.1 Recall

Let us next consider recall: All recognizers reached values slightly below or above 70%.
Figure 8 additionally shows the results itemized by LD. If term and link match exactly (LD=0,
which is the case for 69% of all annotations), all recognition rates are above 92%!5. In LD
ranges of LD=1 to LD=4 (11% of all annotations), HMT/CST’s recall is close to 0%, whereas
MLFST still has rates of 79%, 66%, 36% and 8%, respectively. StemFST even has slightly
higher rates. Reaching recall near 100% should not be expected, since not all variations are
caused by inflection and their number decreases with increasing LD. For higher LD values
(LD>4, 21% of all annotations), all recognition rates are close to 0%.

4.3.2 Precision

Concerning precision, we already mentioned the problem of how to measure it adequately.
We decided to calculate multiple values: Po measures precision only for terms overlapping
with annotation positions, because only there we have “ground truth” data. As shown
in Figure 7, some found terms (purple highlighting) are not exactly matching the actual
annotation (blue word, highlighted in green as the only true positive). If terms are overlapping
with the annotation, we count them as a false positive. Py counts all terms not exactly

»,A commercial personal information management tool is used in the project.”

Figure 7 Example sentence to illustrate the different precision values.

5 errors in the dump and imperfect parsing caused a slight decrease (100% expected)
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amount (%) ®HMT/CST W MLFST m StemFST amount (%) m HMT/CST m MLFST m StemFST
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Figure 8 Recall itemized by Levenshtein Figure 9 Precision Pj itemized by the
distance of term and link. terms’ number of words (#w).

matching as false positives, especially also the non-overlapping ones (red highlighting). Since
disambiguation was out of this paper’s scope and there are labels belonging to more than 1000
instances (e.g. Jewish cemetery), it makes a large difference whether or not we additionally
count more than 1000 false positives for each true positive in a text. We thus introduce
P and PJ, which count multiple entities having the same label only once. Pg is 79% for
HMT/CST and 80% for MLFST, while StemFST only reaches 71%. Figure 9 additionally
depicts PQ itemized by the number of words a term consists of. For multi-word terms, all
approaches achieve values between 87% and 92%. There is a remarkable difference for single
word terms: Here, stemming seems to be too rough causing terms to lose their specifity
and StemFST to lose 14% compared to MLFST, which performs best having 74%. The
other overall precision values Po, Py and P} are shown in Figure 10. They are far lower
than P3 due to the aforementioned reasons. However, in a short experiment, in which
students annotated some randomly chosen articles manually, we observed values for Pj
that were similar to P¢, above. We thus have a slight indication that Py (depicted above)
heavily underestimates our algorithm’s precision. Finally answering one of our initial research
questions: the false positive rate of MLFST is not considerably higher (in some cases even
lower) than with the other recognizers.

4.3.3 Runtime Performance

Regarding runtime performance, MLFST and StemFST process between 3281 and 5048
characters per millisecond and are thus comparable to CST as illustrated in Figure 11.
HMT is about three times faster at the expense of memory consumption (see Figure 6). All
tested recognizers are by orders of magnitude faster than basic NLP pipelines. We tested
OpenNLP'® and CoreNLP using a basic pipeline consisting only of a tokenizer, sentence
splitter and part-of-speech tagger. Although no NER-specific analyzers like noun chunkers or
type classifiers were added yet, their processing time was already out of our targeted range.
Running the basic pipeline on all 3.9M articles would presumably have taken about 18 days
in the case of CoreNLP, for example.

nttps://opennlp.apache.org/
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Figure 10 Precision: P35, Po, Py, Pa. Figure 11 Processed characters per ms.

5 Conclusion & Outlook

In this paper, we presented an ontology-based NER approach that is comparably fast as
available high speed methods while outperforming them in the recognition of terms that
lexically vary slightly, e.g. induced by inflection. We were thus able to narrow the quality
gap to more sophisticated but also much slower NLP pipelines a bit more without losing
real-time capable runtime performance.

In the future, we plan to additionally incorporate StemFST into MLFST, since its recall
was slightly better for multi-word terms. Additionally, we could add more layers scanning
for patterns like phrases that indicate todos or appointments, Hearst patterns [9], etc. There
is also much potential for improving the language capabilities of our approach, e.g. improved
rules and heuristics (e.g. to infer inflections) or multi-language support. Last but not least,
we plan to incorporate disambiguation mechanisms by exploiting the explicated user context
available in our system.
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—— Abstract

Event detection is still a difficult task due to the complexity and the ambiguity of such entities.
On the one hand, we observe a low inter-annotator agreement among experts when annotating
events, disregarding the multitude of existing annotation guidelines and their numerous revisions.
On the other hand, event extraction systems have a lower measured performance in terms of
F1l-score compared to other types of entities such as people or locations. In this paper we study
the consistency and completeness of expert-annotated datasets for events and time expressions.
We propose a data-agnostic validation methodology of such datasets in terms of consistency and
completeness. Furthermore, we combine the power of crowds and machines to correct and extend
expert-annotated datasets of events. We show the benefit of using crowd-annotated events to train
and evaluate a state-of-the-art event extraction system. Our results show that the crowd-annotated
events increase the performance of the system by at least 5.3%.
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1 Introduction

Natural language processing (NLP) tasks span a large variety of applications [14], such as
event extraction, temporal expressions extraction, named entity recognition, among others.
While the performance of named entity recognition tools is constantly improving, the event
extraction performance is still poor. On the one hand, events are vague and can have multiple
perspectives, interpretations and granularities [16]. On the other hand, there is hardly a single,
standardized way to represent events. Instead, we find a plethora of annotation guidelines,
standards and datasets created, adapted and extended by human experts [33]. Although the
annotation guidelines are aimed to ease the annotation task, the inter-annotator agreement
values reported are still low, ranging between 0.78 and 0.87 [7, 33]. Current research [7, 33, 15]
acknowledges the fact that expert-annotated datasets could be inconsistently annotated or
could contain ambiguous labels, but there is no standardized way of measuring if they indeed
contain inconsistent or incomplete annotations.

In the natural language processing field, crowdsourcing is extensively used as a mean
of gathering fast and reliable annotations [29]. Although, typically, crowd annotations are
evaluated against experts annotations by means of majority vote approaches, more recent

1 Corresponding author

© Oana Inel and Lora Aroyo;
37 licensed under Creative Commons License CC-BY
2nd Conference on Language, Data and Knowledge (LDK 2019).

Editors: Maria Eskevich, Gerard de Melo, Christian Fath, John P. McCrae, Paul Buitelaar, Christian Chiarcos,
Bettina Klimek, and Milan Dojchinovski; Article No. 12; pp. 12:1-12:15

\\v OpenAccess Series in Informatics
OASICS Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


mailto:o.inel@tudelft.nl, oana.inel@vu.nl
mailto:loraa@google.com
https://doi.org/10.4230/OASIcs.LDK.2019.12
https://creativecommons.org/licenses/by/3.0/
https://www.dagstuhl.de/oasics/
https://www.dagstuhl.de

12:2

Validation Methodology for Expert-Annotated Datasets

approaches focus on capturing the inter-annotator disagreement [1] and the creation of
ambiguity-aware crowd-annotated datasets [12].

In this paper we present a data-agnostic validation methodology for expert annotated
datasets. We investigate the degree of consistency and completeness of expert-annotated
datasets and we propose an ambiguity-aware crowdsourcing approach to validate, correct and
improve them. We apply this methodology on the expert annotated datasets of events and
time expressions, namely TempEval-3 Gold (Gold) and TempEval-3 Platinum (Platinum),
which were used in the TempEval-3 Time Annotation? task at SemEval 2013. To show
the added value of employing crowd workers for providing event annotations, we use the
crowd-annotated events to train and evaluate a state-of-the-art event extraction system which
participated in the challenge. Therefore, we investigate the following research questions:
RQ1: How reliable are expert-annotated datasets in terms of consistency and completeness?

RQ2: Can we improve the reliability of expert-annotated datasets in terms of consistency
and completeness through crowdsourcing?
To answer these research questions we make the following contributions:
data-agnostic validation methodology of expert-annotated datasets in terms of consistency
and completeness;
4,202 crowd-annotated English sentences from the TempEval-3 Gold and TempEval-3
Platinum datasets with events and 121 crowd-annotated sentences from the TempEval-3
Platinum dataset with time expressions;
training and evaluation of a state-of-the-art system for event extraction with ambiguity-
aware crowd-driven event annotations.
We make available the crowdsourcing annotation templates for all experiments, the scripts
used for our validation methodology and the crowdsourcing results in the project repository?.
The remainder of this paper is structured as follows. Section 2 reviews related work in
the field of event extraction by focusing on automatic, crowdsourcing and human-in-the-loop
approaches. Section 3 describes the dataset and Section 4 introduces our data-agnostic
validation methodology. Section 5 presents the results of our data-agnostic validation
methodology for measuring the consistency and completeness of expert-annotated datasets.
Section 6 presents and discusses the results of our crowdsourcing experiments and the learning
outcomes. Finally, Section 7 draws conclusions and introduces future work.

2 Related Work

We review related work on event and time expression detection in three main areas: automatic
approaches (Section 2.1), crowdsourcing approaches (Section 2.2) and hybrid, human-in-the-
loop approaches (Section 2.3). We focus on the identification of linguistic mentions of type
event and time expression, as opposed to identifying named entities of type event and time.

2.1 Automatic Approaches

We review event and time expression detection systems that use domain-agnostic expert-
annotated datasets for training and evaluation, such as datasets following the TimeML [26]
specifications. This category includes the TempEval-3 dataset, that we use in the current
research. We only focus on the detection of events and time expressions, without looking
into event classification, time expression normalization or the relations between the two.

2 https://www.cs.york.ac.uk/semeval-2013/task1/index.html
3 https://github.com/CrowdTruth/Event-Extraction
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For event extraction the majority of the participating systems in the TempEval-3 Time
Annotation task used a supervised, knowledge-driven approach with various types of classifiers
such as Conditional Random Fields (JUCSE) [20], Maximum Entropy (ATT and NavyTime)
[18, 9] and Logistic Regression (ClearTK and KUL) [2, 19] and features such as morphological,
semantic, lexical, among others. The TIPSem system [23], the best performing system in the
previous challenge from the same series, outperformed all the participants with an F1-score
of 82.89 compared to 81.05 of the ATT1 [18] system on identifying the event mention. To the
best of our knowledge, the TIPSem [23] system and the CRF4TimeML [6] system (F1-score
of 81.87) are currently the best performing systems trained on TimeML datasets.

For temporal expression extraction the best performance in terms of F1-score was 90.32,
exhibited by both the NavyTime [9] and SUTime [10] systems. However, they both used
a rule-based approach without actually making use of the training data. The next best
performing systems on temporal expression extraction, with Fl-scores above 0.90, were
HeidelTime [31] and ClearTK [2], both using only expert-annotated data as training.

All the aforementioned systems have been evaluated on the TempEval-3 Platinum dataset,
an expert-annotated corpus [32]. Although potential ambiguity and errors have been identified
in this dataset in previous research [6, 33], the dataset has not been revised. As opposed to this
approach, we also evaluate the performance of the ClearTK [2] system with ambiguity-aware
crowd-driven event mentions.

2.2 Crowdsourcing Approaches

Crowdsourcing proved to be a reliable approach to gather large amounts of labeled data for
many natural language processing tasks such as temporal event ordering [29], causal relation
identification between events [5], event factuality [21], event validity [8], among others. As
researched [1] showed, disagreement in crowdsourced annotations can be an indication of
ambiguity, ambiguous classes of polysemy for event nominals were identified in [30] and
ambiguous frames in [12]. In [7], the authors present a crowdsourcing approach for identifying
events and time expressions in English and Italian sentences by asking the crowd to highlight
phrases in the sentence that refer to events or time. A different approach was taken in [21],
where the crowd had to validate one event, at a time, in a sentence. In all the aforementioned
approaches, the annotations of the crowd were evaluated against expert annotations.

In this research we combine and extend the approaches proposed in [7] and [21] by asking
the crowd to validate in each sentence a set of potential events and time expressions and
highlight the missing ones. Moreover, before running the main crowdsourcing study, we run
extensive small scale pilot experiments to identify the optimal crowdsourcing settings. Since
events and, in a smaller proportion, time expressions are highly ambiguous mentions, we
follow and apply the CrowdTruth disagreement-aware methodology [1], similarly to [12], to
aggregate and evaluate the crowd annotations. These annotations are then evaluated against
expert and also machine annotations. Furthermore, we use the crowd-annotated events as
both training and evaluation data for a state-of-the-art event extraction system from the
TempEval-3 challenge, namely ClearTK [2].

2.3 Hybrid and Human-in-the-loop Approaches

In NLP, hybrid human-machine approaches have been mainly envisioned on named entity
extraction and typing [15] and named entity extraction and linking [11]. The human-machine
hybrid NER system published in [3] focused on decomposing individual examples into either
examples that can be labelled by automatic tools or by the crowd. Hybrid approaches for
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event and temporal expression extraction also focused on combining various machine learning
approaches with human rules [25]. Although active learning approaches have been used for
building event or temporal expression extraction systems [4, 22|, the labels are still gathered
by means of expert annotators instead of crowdsourcing. In [21], however, the authors use
the crowd labels for training a supervised event extraction system.

Current hybrid approaches for event extraction focus on a predefined set of event types,
while our approach is suitable for general events. Similarly to [21], we use the crowd-labelled
events to train an existing state-of-the-art system for event extraction on the TempEval-3
corpus, but also to evaluate it.

3 Dataset

We focus our analysis on expert-annotated entities of type event and time expression in the
TempEval-3 Gold (Gold) and TempEval-3 Platinum (Platinum) datasets from the SemEval
2013 task called TempEval-3 Time Annotation. The Platinum dataset was used to test the
performance of the participating systems and the Gold dataset was used for the development
of the systems. A detailed description of these two datasets can be found in [27, 28, 32].
We used the TimeML-CAT-Converter? and Stanford CoreNLP [24] to split the documents
into sentences and tokens and to annotate the tokens with part-of-speech (POS®) tags and
lemmas. In Table 1 we show the overview of the Gold (G) and Platinum (P) datasets (DS),
i.e., the number of documents, sentences, tokens, events and time expressions (times). The
Gold dataset contains 256 documents which were split into 3,953 sentences and around 100k
tokens and the Platinum dataset contains 20 documents, 273 sentences and around 7k tokens.
The Gold dataset contains 3,604 events and 1,450 times, while the Platinum dataset contains
746 events and 138 times, and thus, 3.07 events and 1.27 times per sentence, on average.

Table 1 Overview of TempEval-3 - Gold (G) and TempEval-3 Platinum (P) Datasets (DS).

#Ann  #Ann Avg. Avg.
DS 7 7 7 Sent Sent 7 ,# #Events  #Times
Doc  Sent  Tokens . Events Times
Events Times per Sent  per Sent
G 256 3,953 =~ 100k 3,604 1,464 11,129 1,822 3.08 1.24
P 20 273 ~ Tk 243 106 746 138 3.06 1.30

Events and Times POS Tags Distribution: Similarly to [33], we looked at the POS tag
distribution of events and time expressions in the Gold and Platinum datasets. In both
datasets the majority of the events annotated are either verbs or nouns. Adjectives, adverbs
and, in a smaller proportion, prepositions are also annotated as events. The Platinum dataset
also contains 3 multi-token events composed of numerals. Regarding time expressions, around
half of the annotated ones are composed of multiple tokens with various POS tags such as
nouns, numbers, preposition, adverbs and adjectives.

Events and Times Tokens and Lemmas: Table 2 shows the number of distinct event and
time tokens and lemmas by considering as well their POS tags. On average, in the Gold
dataset an event token appears 3.86 times (between 1 and 993 times, i.e., the token “said”)
while an event lemma appears around 5.94 times (between 1 and 1,154 times, i.e., the lemma
“say”). In the Platinum dataset an event token appears on average 1.38 times and an event
lemma around 1.69 times. Regarding time expressions, tokens and lemmas appear on average
2.89 times in the Gold dataset and around 1.46 times in the Platinum dataset.

4 https://github.com/paramitamirza/TimeML-CAT-Converter
5 https://www.ling.upenn.edu/courses/Fall_2003/1ing001/penn_treebank_pos.html
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Table 2 Overview of Distinct Event and Time Tokens and Lemmas.

Events Times
DS Distinct Tokens Distinct Lemmas Distinct Tokens  Distinct Lemmas
Gold 2,883 1,871 630 623
Platinum 537 440 94 94

Sentences without Event and Time Annotations: As shown in Table 1, a fraction of the
total amount of sentences contained in the two datasets do not contain annotated events, i.e.,
349 in Gold and 30 in Platinum, or time expressions, i.e., 2,489 in Gold and 167 in Platinum.

4 Experimental Methodology

In this section we describe our data-agnostic validation methodology of expert-annotated

datasets in terms of consistency and completeness. The goal of our experimental methodology

is two-fold: (1) to measure the reliability of expert-annotated datasets for events and time ex-

pressions in terms of consistency and completeness and (2) to define an optimal crowdsourcing

annotation template to improve the reliability of expert-annotated datasets for events and

time expressions in terms of consistency and completeness. The two research questions

defined in Section 1 and the following hypotheses guide our experimental methodology:

H1.1 (consistency): Tokens are annotated with different types across datasets.

H1.2 (consistency): Annotation guidelines for events are not used consistently.

H1.3 (completeness): Occurrences of the same previously annotated event tokens or time
expression tokens are not annotated by experts.

H1.4 (completeness): Occurrences of the same previously annotated event lemmas or time
expression lemmas are not annotated by experts.

H2.1 (reliability): Asking the crowd annotators to motivate their answer increases the
reliability of their annotations.

H2.2 (reliability): Gathering event annotations from a large pool of crowd workers provides
reliable results in terms of F1-score when compared to expert annotators.

H2.3 (reliability): Crowd-driven event annotations are a reliable way of improving the
consistency and completeness of expert-annotated event datasets.

The first step of our methodology, described in Section 4.1, is guided by and extends previously

published work on consistency and completeness analysis of expert-annotated datasets of

named entities (location, organization, person and role) [15], of events in the TempEval-3

Gold, PropBank/NomBank and FactBank datasets [33] and of events and time expressions in

all TempEval-3 datasets [6]. The second step of our methodology adapts the crowdsourcing

approach proposed in [15] to improve, complete and correct expert-annotated datasets of

events and time expressions. We derive the optimal crowdsourcing annotation template by

experimenting with different annotation template independent variables, as described in

Section 4.2. Finally, we train and evaluate the ClearTK [2] state-of-the-art event extraction

system with crowd-annotated events, as described in Section 4.3.

4.1 Ground Truth Consistency and Completeness

We test hypotheses H1.1-4 by performing a headroom measurement on the consistency
and completeness of expert-annotated entities of type event and time in the TempEval-3
Gold and TempEval-3 Platinum datasets. For consistency (H1.1-2) we (1) check whether
an entity span is annotated with different types across datasets and (2) review the experts’
adherence to the annotation guidelines. For completeness (H1.3-4) we (1) verify for each
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event and time expression token and lemma the proportion in which it was annotated as an
event or as a time expression and (2) inspect the sentences without annotated events or time
expressions to verify whether they might contain missed mentions.

Table 3 Overview of Performed Pilot (P1 to P8) and Main (M1 & M2) Crowdsourcing Experi-
ments.

Input Data Crowdsourcing Template
Exp. Entity Entity Annotation Annotation
#Sent Type DS Values Guidelines Value
Event Experts (P) Explicit .
Pl 50 Time P & Tools Definition Entities
P2 50 Event p Experts (P) Explicit Entities + Motivation
Time & Tools Definition (NONE)
P3 50 Event P Experts (P) Explicit Entities + Motivation
Time & Tools Definition (ALL)
Event Experts (P) Implicit .
P4 50 Time P & Tools Definition Entities
P5 50 Event p Experts (P) Implicit Entities + Motivation
Time & Tools Definition (NONE)
P6 50 Event p Experts (P) Implicit Entities + Motivation
Time & Tools Definition (ALL)
p7 50 Event p Experts (G&P) & Explicit Entities + Motivation
Time Tools & Missing Definition (ALL)
PS8 50 Event p Experts (G&P) & Explicit Entities + Motivation
Time Tools & Missing Definition (ALL) + Highlight
Experts (G&P) & Explicit Events + Motivation
Ml 4202 Evemt G&P Tools & Missing Definition (ALL) + Highlight
. Experts (G&P) & Explicit Times + Motivation
M2 121 P
Time  G& Tools & Missing Definition (ALL) + Highlight

4.2 Crowdsourcing Experiments

We further test H1.3-4 through a series of pilot crowdsourcing experiments aiming to improve
the ground truth datasets for events and time expressions. We start with a set of 16 pilot
experiments (eight experiments for event annotation and eight for time expression annotation),
P1 to P8 rows as shown in Table 3, in which we experiment with the input data that the
crowd is requested to annotate and the design of the crowdsourcing template, similarly to
[17]. The role of these pilot experiments is to obtain the optimal annotation template design,
following H2.1-2. We run these experiments on the Figure Eight® platform, using level 2
workers from English-speaking countries, 7.e., UK, US, CAN and AUS, for each annotation
we pay ¢3 (for annotation value without highlight functionality) or ¢4 (for annotation value
with highlight functionality) and we ask 20 workers to annotate each sentence.

For each pilot experiment we used 50 sentences from the TempEval-3 Platinum (P)
dataset as input data. The crowd needs to validate or add, through highlight, entities of
type event or time expression. We vary the list of entities that the crowd needs to validate as
follows. In the first six pilot experiments (P1-P6 in Table 3) the crowd was asked to validate
only the entities annotated by the experts and returned by the systems participating in the

5 https://www.figure-eight.com
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In the following text:

Former President Nicolas Sarkozy was |informed | Thursday that he would |face | a formal |investigation | into
whether he |abused | the frailty of Liliane Bettencourt , 90 , the heiress to the LOreal fortune and France 's

richest woman , to |get| funds for his 2007 | presidential campaign .

Select ALL PHRASES, in the list below, that refer to events or actions in the TEXT
o Mouse-over the phrases in the list to see where they are located in the text.

Selected by me:
Informed Face Investigation Abused Get ‘Campaign Was For Funds

None Of The Above

Highlighted by me: (click to remove)

Presidential Campaign

Read the text once again, and highlight OTHER PHRASES in the text that you believe refer to events or actions.
o Toremove a highlighted event or action, click on it in the list above.

Tell us why do you think there are NO OTHER events or actions in the text.

Figure 1 Screenshot of the Main Crowdsourcing Template (M1) to Validate and Highlight Events.

TempEval-3 task. In P7-P8, we expanded the list of entities to be validated with potentially
missing entities such as (1) annotated entities in the Gold (G) and Platinum (P) datasets
and (2) any other entity that was annotated in other sentence, but not in the current one.

As part of the crowdsourcing template design we experiment with the annotation guidelines
and the annotation values. We request annotators to validate mentions that are both explicit
(phrases that refer to events or actions, or temporal expressions) and implicit (phrases
that refer to things happening in the past, present, or future, or that involve times, dates,
durations, periods, etc.). For the annotation value, we experiment with four options: (1)
validation of event or time entities, (2) validation of those entities with motivation (only
when there is no valid entity), (3) validation of those entities with motivation (regardless of
whether there are valid entities) and (/) validation of entities with motivation (regardless of
whether there are valid entities) and highlight of potential missed entities.

Main Experiments. We evaluate the outcome of the pilot experiments against the expert
annotations to derive the optimal crowdsourcing template in terms of performance (F1-score)
to validate, correct and improve datasets for events and time expressions. We run the
main crowdsourcing experiments on the entire dataset, with the optimal setup. The main
crowdsourcing experiments (M1 an M2, the last two rows in Table 3) have the following
setup: the input data consists of sentences and events or time expressions annotated by
experts, participating systems in the TempEval-3 task and potentially missed events or time
expressions; the crowdsourcing template uses explicit definitions and validation of entities
with motivation (regardless of whether there are valid entities) and highlight of missed
entities. Figure 1 shows the design of the crowdsourcing template for events. We run the
main experiments on the Figure Eight platform, using level 2 workers from English-speaking
countries. Each sentence is annotated by 15 workers and for each annotation we pay ¢4.
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4.2.1 Crowd Annotation Aggregation

We aggregate and evaluate the crowd annotations using the CrowdTruth approach for open-
ended tasks [13, 12]. First, we define the worker vector, i.e., the decision of a worker over an
input unit, 7.e., a sentence. The worker vector in our case is composed of all entities (either
events or time expressions) to be validated or have been highlighted for a given sentence and
the value “none” (capturing cases when there are no valid entities). Each component in the
worker vector gets a value of 1 if the worker selected the entity as valid and 0, otherwise.
The sum of all worker vectors for a given sentence results in the sentence vector. The worker
and sentence vectors are then used to compute the following ambiguity-aware metrics:
entity-sentence score (ESS): expresses the likelihood of each entity e (event of time
expression) to be valid for the given sentence s; ESS is computed as the ratio of workers
that picked the entity as valid over all the workers that annotated the sentence, weighted
by the worker quality; the higher the ESS value, the more clear e is expressed in s;
sentence quality score (SQS): expresses the workers agreement over one sentence s; SQ.S
is computed as the average cosine similarity of all worker vectors for a sentence s, weighted
by the worker quality and entity quality;
worker quality score (WQS): expresses the overall agreement of one worker with the
rest of the workers; WQS' is computed using cosine similarity metrics, weighted by the
sentence quality and entity quality;
entity quality score (EQS): being an open-ended task, FQS = 1.
These ambiguity-aware metrics are mutually dependent (i.e., they are computed in an
iterative dynamic fashion), which means that each aforementioned quality metric depends on
the values of the other two metrics. Thus, low quality workers can not decrease the quality
of the sentences, and low quality sentences can not decrease the quality of the workers.

4.3 Training & Evaluating the ClearTK Event Extraction System

We used the crowd-annotated events to train and evaluate the ClearTK” [2] event extraction
system reviewed in Section 2.1, that participated in the TempEval-3 challenge. The selection
of the system was made purely based on the availability of the code to easily retrain and
evaluate the models. ClearTK [2] uses BIO token chunking for event identification, using the
following features: token text, stem, part-of-speech, the syntactic category of the token’s
parent in the constituency tree, the text of the first sibling of the token in the constituency
tree and the preceding and following 3 tokens.

First, after gathering the crowd annotations for both the Gold and Platinum datasets,
we apply the aggregation and evaluation metrics presented in Section 4.2.1. Second, we
create multiple development (from Gold documents) and evaluation (from Platinum datasets)
sets by splitting the crowd-annotated events based on their entity-sentence score, i.e., for
every entity-sentence score threshold between 0 and 1, with a step of 0.05. Therefore, we
obtain 20 sets of development and evaluation datasets, each containing all the events with a
score higher than the respective threshold. Finally, we perform the following four types of
experiments to test hypothesis H2.3:

train the system on expert-annotated events and test it on expert-annotated events

train the system on expert-annotated events and test it on crowd-annotated events

train the system on crowd-annotated events and test it on expert-annotated events
train the system on crowd-annotated events and test it on crowd-annotated events

" https://github.com/ClearTK/cleartk
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For all the aforementioned experiments we did not fine-tuned the model’s parameters, but
we used the ones that performed the best in the TempEval-3 event-extent extraction task.

5 Consistency and Completeness of Expert Annotations

In this section we inspect the consistency and completeness of expert-annotated event and
time expression mentions in the TempEval-3 Gold and Platinum datasets, following the
hypotheses H1.1-4. First, we measure the consistency of the expert-annotated mentions
regarding the span of the mentions, the type of the annotated mentions and the adherence
to the annotation guidelines in Section 5.1. Second, we measure the completeness of the
expert-annotated events and times at the level of part-of-speech distribution and tokens and
lemmas and we analyze the sentences without annotated events in Section 5.2.

5.1 Consistency of Expert Annotations

The events annotated by experts in the TempEval-3 Gold (Gold) dataset consist of a single
token. Even when the event refers to a multi-token named event, such as “World War
II” or “Hurricane Hugo”, the experts only mark as event a single token, such as “war” or
“hurricane”. Interestingly, the TempEval-3 Platinum (Platinum) dataset contains multi-token
events composed of numerals, such as “$ 250”, “400 million”. These events are not consistent
with the latest annotation guidelines [28] (H1.2), since the events of type numeral should
be removed. An inconsistency identified in [6] shows that the Platinum dataset contains
the noun “season” annotated as event once, while in other sentences from the Gold dataset,
it is annotated as a time expression. Furthermore, we observe that the token “tenure” is
annotated as an event in the Gold dataset and as a time expression in the Platinum dataset.
Therefore, besides a mention type inconsistency, we also see an inconsistency across the
training and the evaluation datasets, proving H1.1. Another observation that we made is
that overlapping mentions of both type event and time expression are not possible. For
example, the word “election” was annotated as event in Platinum dataset, but in the Gold
dataset is treated as a time expression, in the word phrase “election day”.

5.2 Completeness of Expert Annotations

The completeness analysis follows the setup published in [33]. In the current research, we
build on top of this analysis and extend it on a new dataset — TempEval-3 Platinum — and on
a new entity type — time expression. Furthermore, we provide entity completeness statistics
on the sentences without expert annotated events.

5.2.1 POS Tags Distribution

We analyze the distribution of POS tags (as returned by Stanford CoreNLP) across the
events and times annotated by experts in the TempEval-3 Gold and Platinum datasets. For
the events annotated by experts in the Platinum dataset, we see consistent observations
with the ones published in Table 3 in [33]. Overall, in both datasets verbs have the highest
coverage as events (63.29% in Gold and 54.43% in Platinum). However, there is still a
significant number of verbs that were not annotated as events, such as the verbs “participate
or “follow”. The nouns annotated as events have a much lower coverage (7.89% in Gold

”

and 8.62% in Platinum). Interestingly, in the Platinum dataset, the rate of verbs annotated
as events is lower compared to the Gold dataset, but the rate of nouns annotated as events
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is higher than the Gold dataset. Since, on average, not more than 1% of the total amount
of adjectives, adverbs and prepositions were annotated as events by the experts in both
datasets, we assume they might introduce ambiguity.

In both datasets, around 50% of all the annotated time expressions consists of single
tokens of POS noun, numeral, adjective and adverb. While the rate of nouns and numerals
annotated as times in the Platinum dataset is almost equal, in the Gold dataset, there are
around 4 times more nouns annotated as time expressions compared to numerals. All the
multi-token time expressions are combinations of tokens having at least a noun or a numeral.

5.2.2 Tokens and Lemmas

Table 4 presents the overview of the potential inconsistencies encountered in the expert-
annotated events in the Platinum dataset, by looking at event tokens and lemmas across
all (ALL) POS tags and per individual POS tag. As in the analysis performed in [33], we
identify possible inconsistencies at the token level - not all instances of an event are always
annotated as events (e.g., the noun “apology” is annotated as event in 1 out of 6 cases, the
verb “keep” is annotated as event in 1 case out of 9). This type of inconsistency appears
for 74 distinct event tokens out of a total of 537 distinct event token - POS tag pairs (é.e.,
13.85% cases). Similarly, we also identify inconsistencies at the lemma level - not all lemma
instances of an event are always annotated as events (e.g., the noun “charge” is annotated as
event in 1 out of 5 lemma-based occurrences, the verb “say” is annotated as event in 63 cases
out of 65). There are 90 such distinct lemma-based inconsistency cases out of 440 unique
pairs event lemma - POS tag (i.e., 20.59% cases). The amount of inconsistencies at the level
of event lemma is higher than at the level of event token, which means that only certain
lemmas of a token are usually annotated as events by experts. Overall, the least amount of
disagreement is seen for events that are either verbs or nouns.

Table 4 Event Inconsistencies at the Level of Event Tokens and Lemmas in TempEval-3 Platinum.

Total Inconsistencies (%) Distinct Inconsistencies (%)

Token Lemma Token Lemma
ALL 287 (27.86%) 476 (39.04%) 74 (13.85%) 90 (20.59%)

VB 215 (28.25%) 388 (41.54%) 42 (11.26%) 53 (18.79%)
NN 66 (27.61%) 82 (32.15%) 27 (19.56%) 32 (24.24%)
JJ 5(19.23%) 5 (19.23%) 4 (20.0%) 4 (20.0%)
RB 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%)

Regarding time expressions, we observed that in the Platinum dataset year mentions
such as “1953”, “2010” are not annotated as time expressions by experts. Further, we looked
into the multi-token time expressions and computed how many times a mention was missed.
In the Platinum dataset, we found only two missed mentions, both at the level of token
and lemma, while in the Gold dataset we found 91 missed mentions at the token level and
105 mentions at the lemma level. Overall, 46 time expression mentions were not always
annotated out of 497 unique time expression tokens and 492 time expressions lemmas.

5.2.3 Sentences without Annotated Events

In Figure 2 and Figure 3 we plotted for each sentence without annotated events (in the
TempEval-3 Gold dataset and respectively, in the TempEval-3 Platinum dataset) on the first
y axis the number of tokens in each sentence (ordered) and on the second y azis (1) the total
number of verb POS tags contained in the sentence and (2) the total number of event lemmas
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inum Dataset without Expert Event Annota-
tions.

Figure 2 Overview of Potentially Missed
Events in Sentences from the TempEval-3 Gold
Dataset without Expert Event Annotations.

that were annotated in other sentences, but not the current one. We observe a positive
correlation between the number of verb POS tags contained in the sentences and the number
of annotated event lemmas in other sentences, which means that many of the verbs in these
sentences were actually tagged as events in other sentences. Even though the correlation
does not seem as strong for the sentences in the TempEval-3 Platinum dataset (Figure 3, we
believe this is due to the low number of sentences. Therefore, based on these observations
and the ones presented in the previous subsections, we re-emphasize the incompleteness in
the expert annotations, closely correlated to our hypotheses H1.3-4.

6 Results

In this section we report on the results® of the pilot and main crowdsourcing experiments in
Section 6.1 and the results of employing the crowd-annotated events to train and evaluate
an event extraction system in Section 6.2.

6.1 Crowdsourcing Experiments

In the 16 crowdsourcing pilot experiments we gathered in total 8,000 crowd annotations from
a total of 134 unique workers. The total cost of these pilots was equal to $624. We start by
evaluating the performance of the crowd in terms of precision (P), recall (R) and Fl-score,
in comparison with the expert annotations, in each pilot experiment. In Table 5 we see the
overview of this analysis. To compare the crowd annotations with the expert annotations,
we first applied the crowd aggregation metrics introduced in Section 4.2.1. As a result, each
entity (either event or time expression) validated by the crowd gets an entity-sentence score

(ESS) with values between 0 and 1, which shows the likelihood of that entity to be valid.

First of all, we observe that the crowd performs better when they are provided with explicit
definitions of the entities that they need to validate (see results for P1, P2, P3). Second, in
alignment with our H2.1 hypothesis and confirming it, we observe that when the crowd is
asked to motivate their answers, their performance is improved (see results for P3 and P6).

As described in Section 4.2, in P7 and P8 we increased considerably the list of entities to
be validated by the crowd. Furthermore, in P8 we also gave them the option to highlight

8 https://github.com/CrowdTruth/Event-Extraction
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Table 5 Crowd vs. Experts Performance Comparison on all Crowdsourcing Pilot Experiments.

Events Time Expressions
Thresh P R Fl-score #TP Thresh P R Fl-score #TP
P1 0.35 0.84 0.93 0.89 152 0.60 0.71 0.86 0.78 50
P2 0.15 0.79 1.0 0.88 164 0.50 0.67 0.86 0.75 50
P3 0.50 0.83 0.98 0.90 161 0.60 0.76  0.84 0.80 49
P4 0.40 0.84 0.95 0.89 154 0.65 0.73 0.82 0.78 48
P5 0.35 0.80 0.98 0.88 159 0.65 0.80 0.72 0.76 42
P6 0.45 0.84 0.95 0.89 157 0.60 0.79 0.81 0.80 47
P7 0.45 0.75 0.95 0.84 156 0.65 0.75 0.83 0.78 48
P8 0.50 0.73 0.93 0.83 155 0.75 0.78 0.77 0.78 45
1.0 1.0
—e— F1 Crowd - Events —e— F1 Crowd - Times
—e— Stdev Crowd - Events —&— Stdev Crowd - Times
0.84 W 0.8 M
8 0.6 1 e 0.6
8 2
ooa o o4
0.24 0.2
o 3456 7 8 91011121314151617181920 o 3456 7?9 1011121314151617181920
number of workers number of workers
Figure 4 Events Crowd F1l-score at the Figure 5 Times Crowd F1l-score at the
Best ESS Threshold for Various # Workers. Best ESS Threshold for Various # Workers.

potentially missing entities, i.e., entities that are not found in the validation list. However,
the crowd still performs well when compared to the experts. Even though the overall F1-score
slightly dropped, the total number of true positive entities remains almost the same. The
drop in Fl-score is due to the fact that the crowd finds more relevant entities than the
ones annotated by experts. Thus, we hypothesize that this is a viable and reliable way of
gathering missing entities and correct the expert inconsistencies. Therefore, based on these
observations, we ran the main experiment using the P8 setup.

Next, we focused on understanding what would be the optimal number of crowd annota-
tions needed per sentence, at the best performing E'SS threshold for the crowd. For each
number of workers between 3 and 20, we averaged their Fl-score for a total of 100 runs, by
randomly generating sets of [3:20] workers. In Figure 4 and Figure 5 we plot both the average
F1l-score and the standard deviation (stdev) among all the runs for the pilot experiment
P8, for events and respectively, time expressions. In both cases, we observe that around 15
workers the F1l-score of the crowd stabilizes and the stdev is negligible. Furthermore, this
observation aligns with our H2.2 hypothesis which says that enough annotations from the
crowd provides reliable results when compared to experts.

In the main experiments we gathered 63,030 crowd annotations from 160 unique workers
and the total cost of the experiments was $3,112, by running the setup of P8 with 15
workers, on the entire set of sentences. In order to see how the crowd compares to the expert
annotations, we again performed the evaluation of the crowd entities for every entity-sentence
score threshold. Thus, for time expressions we got the best performing F1-score of 0.70 at
thresholds between [0.65 and 0.90] and for events we got the best performing F1-score of
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0.81 at a threshold of 0.60. Overall, we see that these results are consistent with the ones in
the pilot experiments, even though the scale is much larger. Therefore, we acknowledge that
the crowd is able to provide consistent event and time expression annotations.

Table 6 ClearTK Fl-score when Trained on Crowd Events and Tested with Crowd Events.

Crowd ESS Test

Threshold 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70

0.30 | 0.824 0.806 0.783 0.75 0.721  0.697 0.669 0.649  0.623
0.35 | 0.797 0.798 0.798 0.786 0.764 0.744 0.72 0.699 0.674
0.40 | 0.766  0.783 0.797 0.799 0.791 0.778 0.765 0.745 0.72

0.45 | 0.738 0.769 0.797 0.818 0.823 0.81 0.802 0.79 0.768
Train | 0.50 0.71 0.747 0.779 0.814 0.828 0.827 0.829 0.815 0.796
0.55 | 0.687 0.727 0.761 0.799 0.821 0.826 0.83 0.819  0.804
0.60 | 0.658 0.698 0.735 0.776 0.802 0.816 0.826 0.824 0.819
0.65 | 0.639 0.681 0.721 0.764 0.79 0.807 0.820 0.822 0.819
0.70 | 0.596 0.638 0.673 0.716 0.747 0.771 0.791 0.800 0.805

6.2 Training and Evaluating with Crowd Events

We report on the results of the ClearTK event extraction systems, when trained and evaluated
on crowd-annotated events. It is important to acknowledge that for training purposes we
used the systems’ parameters that performed the best in the TempEval-3 task, and we did
not fine-tuned them to better fit our training data.

In Figure 6 we plotted the Fl-score of the system when trained on expert events and
evaluated on crowd events, for every event-sentence score (ESS) threshold. We can observe
that between the ESS thresholds [0.5:0.75] the system performs much better than when it
is evaluated on the expert events. The measured F1l-score of the ClearTK system in the
TempEval-3 task was 0.788, while the maximum achieved F1-score when evaluated on crowd
events reaches values of around 0.83. However, when we train the system on crowd events
and we test it on expert events, the performance achieved by the system is only almost as
good (0.77) as the reported Fl-score of 0.788. This happens due to the fact that the crowd
annotates events in a more consistent way, while experts, according to Section 5, are missing
potentially valid annotations. Finally, in Table 6 we show the results of both training and
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evaluating the ClearTK system on crowd events, for each ESS threshold between [0.30:0.70].
The results clearly indicate that the crowd event annotations are a reliable and consistent
way of providing event annotations (correlated to H2.3) - the crowd performs the best
when trained and evaluated at similar ESS thresholds. Furthermore, we observe that while
for training the best performing threshold could vary between [0.50:0.60], for testing the
threshold of 0.60 seems to provide the best and most consistent Fl-scores, up to 0.830.

7 Conclusion and Future Work

In this paper we proposed a data-agnostic validation methodology for expert-annotated
datasets and we showed its application on the case of events and, to some extent, time
expressions. We propose a set of analytics to measure the consistency and completeness
of such datasets and a crowdsourcing approach to mitigate these problems. We conducted
extensive pilot crowdsourcing experiments and we derived the optimal setup to gather event
and time expression annotations based on them. We showed that the crowd-annotated
events are a reliable dataset to train and evaluate state-of-the-art event extraction systems.
Furthermore, we showed that the performance of such systems can be improved by at least
5.3% when both trained and evaluated on crowd data.

As part of future work we plan to use the crowd-annotated events for (1) training and
evaluating a larger range of state-of-the-art event extraction systems, as well as (2) running
more extensive experiments such as fine-tunning the learning parameters based on the crowd-
training data and using different crowd event thresholds. Furthermore, we plan to investigate
the impact that ambiguous events have in training and evaluating event extraction tools.
Finally, we plan to replicate the experiment with time expressions and investigate the added
value of gathering crowd annotations for this mention type.

—— References

1 L. Aroyo and C. Welty. Truth is a lie: Crowd truth and the seven myths of human annotation.
AI Magazine, 36(1):15-24, 2015.

2 S. Bethard. ClearTK-TimeML: A minimalist approach to TempEval 2013. In * SEM, Volume
2: SemEval 2013, volume 2, pages 10-14, 2013.

3 K. Braunschweig, M. Thiele, J. Eberius, and W. Lehner. Enhancing named entity extraction
by effectively incorporating the crowd. BTW Workshop, 2013.

4 K. Cao, X. Li, M. Fan, and R. Grishman. Improving event detection with active learning. In
International Conference Recent Advances in Natural Language Processing, pages 72-77, 2015.

5 T. Caselli and O. Inel. Crowdsourcing StoryLines: Harnessing the Crowd for Causal Relation
Annotation. In Proceedings of the Workshop Events and Stories in the News, 2018.

6 T. Caselli and R. Morante. Systems’ Agreements and Disagreements in Temporal Processing:
An Extensive Error Analysis of the TempEval-3 Task. In LREC, 2018.

7 T. Caselli, R. Sprugnoli, and O. Inel. Temporal Information Annotation: Crowd vs. Experts.
In LREC, 2016.

8 A. Ceroni, U. Gadiraju, and M. Fisichella. Justevents: A crowdsourced corpus for event
validation with strict temporal constraints. In FCIR, pages 484-492, 2017.

9 N. Chambers. NavyTime: Event and time ordering from raw text. Technical report, Naval
Academy Annapolis MD, 2013.

10 A. Chang and C. D. Manning. SUTime: Evaluation in tempeval-3. In * SEM, Volume 2:
SemFEval 2018, volume 2, pages 78-82, 2013.
11  G. Demartini. Hybrid human—machine information systems: Challenges and opportunities.

Computer Networks, 90:5-13, 2015.



O. Inel and L. Aroyo

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

A. Dumitrache, L. Aroyo, and C. Welty. Capturing Ambiguity in Crowdsourcing Frame
Disambiguation. In HCOMP 2018, pages 12—20, 2018.

A. Dumitrache, O. Inel, L. Aroyo, B. Timmermans, and C. Welty. CrowdTruth 2.0: Quality
Metrics for Crowdsourcing with Disagreement. arXiv preprint arXiv:1808.06080, 2018.

A. Gangemi. A comparison of knowledge extraction tools for the semantic web. In ESWC
Conference, pages 351-366, 2013.

O. Inel and L. Aroyo. Harnessing diversity in crowds and machines for better NER performance.
In European Semantic Web Conference, pages 289-304, 2017.

O. Inel, L. Aroyo, C. Welty, and R.-J. Sips. Domain-independent quality measures for crowd
truth disagreement. DeRiVE Workshop, page 2, 2013.

O. Inel, G. Haralabopoulos, D. Li, C. Van Gysel, Z. Szlavik, E. Simperl, E. Kanoulas, and
L. Aroyo. Studying Topical Relevance with Evidence-based Crowdsourcing. In CIKM, pages
1253-1262. ACM, 2018.

H. Jung and A. Stent. ATT1: Temporal annotation using big windows and rich syntactic and
semantic features. In *SEM, Volume 2: SemEwval 2013, volume 2, pages 20-24, 2013.

O. Kolomiyets and M.-F. Moens. KUL: Data-driven approach to temporal parsing of newswire
articles. In * SEM, Volume 2: SemEval 2013, volume 2, pages 83-87, 2013.

A. K. Kolya, A. Kundu, R. Gupta, A. Ekbal, and S. Bandyopadhyay. JU_CSE: A CRF
based approach to annotation of temporal expression, event and temporal relations. In *SEM,
Volume 2: SemFEwval 20183, volume 2, 2013.

K. Lee, Y. Artzi, Y. Choi, and L. Zettlemoyer. Event detection and factuality assessment with
non-expert supervision. In EMNLP, pages 1643—-1648, 2015.

S. Liao and R. Grishman. Using prediction from sentential scope to build a pseudo co-testing
learner for event extraction. In IJCNLP, pages 714-722, 2011.

H. Llorens, E. Saquete, and B. Navarro. TIPsem (English and Spanish): Evaluating CRF's
and semantic roles in TempEval-2. In SemFEwval, 2010.

C. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard, and D. McClosky. The Stanford
CoreNLP Natural Language Processing Toolkit. In Association for Computational Linguistics
System Demonstrations, pages 55—60, 2014.

C. Min, M. Srikanth, and A. Fowler. LCC-TE: a hybrid approach to temporal relation
identification in news text. In Proceedings of the 4th International Workshop on Semantic
Evaluations, pages 219-222, 2007.

J. Pustejovsky, R. Knippen, J. Littman, and R. Sauri. Temporal and event information in
natural language text. Language resources and evaluation, 39(2):123-164, 2005.

J. Pustejovsky, J. Littman, R. Sauri, and M. Verhagen. TimeBank 1.2. Linguistic Data
Consortium, 40, 2006.

R. Sauri, J. Littman, B. Knippen, R. Gaizauskas, A. Setzer, and J. Pustejovsky. TimeML
annotation guidelines. Version, 1(1):31, 2006.

R. Snow, B. O’Connor, D. Jurafsky, and A. Y. Ng. Cheap and fast—but is it good?: evaluating
non-expert annotations for natural language tasks. In EMNLP, pages 254263, 2008.

R. Sprugnoli and A. Lenci. Crowdsourcing for the identification of event nominals: an
experiment. In LREC, pages 1949-1955, 2014.

J. Strotgen, J. Zell, and M. Gertz. Heideltime: Tuning english and developing spanish resources
for tempeval-3. In * SEM, Volume 2: SemFEwval 2013, volume 2, pages 15-19, 2013.

N. UzZaman, H. Llorens, L. Derczynski, J. Allen, M. Verhagen, and J. Pustejovsky. SemEval-
2013 Task 1: TempEval-3: Evaluating time expressions, events, and temporal relations. In *
SEM, Volume 2: SemFEwval 2013, pages 1-9, 2013.

C. Van Son, O. Inel, R. Morante, L. Aroyo, and P. Vossen. Resource Interoperability for
Sustainable Benchmarking: The Case of Events. In LREC, 2018.

12:15

LDK 2019






A Proposal for a Two-Way Journey on Validating
Locations in Unstructured and Structured Data

Ilkcan Keles

Aalborg University, Dept. of Computer Science, Denmark
ilkcan@cs.aau.dk

Omar Qawasmeh
Univ. Lyon, CNRS, Lab. Hubert Curien UMR 5516, F-42023 Saint-Etienne, France
omar.algawasmeh@univ-st-etienne.fr

Tabea Tietz

FIZ Karlsruhe — Leibniz Institute for Information Infrastructure, Germany
Karlsruhe Institute of Technology, Germany
tabea.tietz@fiz-karlsruhe.de

Ludovica Marinucci

Semantic Technology Laboratory (STLab), Istituto di Scienze e Tecnologie della
Cognizione-Consiglio Nazionale delle Ricerche (ISTC-CNR), Rome, Italy
ludovica.marinucci@istc.cnr.it

Roberto Reda

Department of Computer Science and Engineering, University of Bologna, Italy
roberto.reda@unibo.it

Marieke van Erp
KNAW Humanities Cluster, DHLab, The Netherlands
marieke.van.erp@dh.huc.knaw.nl

—— Abstract

The Web of Data has grown explosively over the past few years, and as with any dataset, there
are bound to be invalid statements in the data, as well as gaps. Natural Language Processing
(NLP) is gaining interest to fill gaps in data by transforming (unstructured) text into structured
data. However, there is currently a fundamental mismatch in approaches between Linked Data
and NLP as the latter is often based on statistical methods, and the former on explicitly modelling
knowledge. However, these fields can strengthen each other by joining forces. In this position paper,
we argue that using linked data to validate the output of an NLP system, and using textual data to
validate Linked Open Data (LOD) cloud statements is a promising research avenue. We illustrate
our proposal with a proof of concept on a corpus of historical travel stories.
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1 Introduction

Even today, most of the content on the Web is available only in unstructured format, and in
natural language text in particular. As large volumes of non-electronic textual documents,
such as books and manuscripts in libraries and archives, are being digitised, undergoing
optical character recognition (OCR) and made available online [12], we are presented with a
huge potential of unstructured data that could feed the growth of the Linked Data Cloud.?

To integrate this content into the Web of Data, we need effective and efficient techniques to
extract and capture the relevant data [5]. Natural Language Processing (NLP) encompasses
a variety of computational techniques for the automatic analysis and representation of
human language. As such, NLP can arguably be used to produce structured datasets from
unstructured textual documents, which in turn could be used to enrich, compare and/or
match with existing Linked Data sets. However, NLP systems are not without errors, and
neither is Linked Data. We therefore need to ensure that information contained in structured
datasets is valid.

This raises two main issues for data validity: Textual Data Validity, defined as the
validity of information contained in texts, and Linked Data validity, defined as the validity
of information contained in structured datasets, e.g. DBpedia or GeoNames. Textual data
validity corresponds to the case whether one is not sure regarding whether the text contains
correct or up-to-date information. Texts are not always written to be updated, for example
a travel diary of a person provides his/her experiences during a specific time period using
the information valid at that time. Unless particularly interested in providing a travel
guide for future travellers, authors often do not return to their original text to add updates.
For example, the updated location names remained unchanged in the text. By connecting
information in such a publication to more recently updated information, such as a gazetteer
that contains information on changes of location names, we can find out the place the author
mentions in the text. To illustrate, if the text contains the name of ‘Monte San Giuliano’, we
can infer that it corresponds to the contemporary location named ‘Erice’? On the other hand,
linked data validity corresponds to the case where the validity of the structured datasets is
under question since not all structured datasets contain correct information. For this reason,
by connecting a dataset to a text, for example to the original source material, statements in
a database can be checked with respect to the information provided by the text. A schematic
overview of this process is presented in Figure 1.

We propose that structured data extracted from text through NLP is a fruitful approach
to address both issues, depending on the case at hand: structured data from reliable sources
could be used to validate data extracted with NLP, and reliable textual sources could be
processed with NLP techniques to be used as a reference knowledge base to validate Linked
Data sets. This leads us to our definition of validity that covers both cases from an NLP
perspective: We assess the data element as valid

whenever an entity is extracted from a text and refers to an entity in a trusted Linked

Data dataset and the entity’s properties extracted from text are aligned with the trusted

dataset, or

when an entity is present in a structured dataset, refers to an entity described in a trusted

text and the entity’s properties are aligned with the information extracted from the

trusted text.

! Linked Open Data Cloud http://lod-cloud.net/ Last retrieved 10 January 2019
2 https://en.wikipedia.org/wiki/Erice Last retrieved: 10 January 2019
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Linked Data Validity Textual Data Validity
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Figure 1 Interplay between Linked Data Validity and Textual Data Validity where Linked Data
can be used to validate information contained in text, and information contained in text can be
used to validate information contained in Linked Data.

Trust in this sense refers to metadata quality (e.g. precision and recall) as well as intrinsic
data qualities [1].

In order to demonstrate this, we performed an analysis on a corpus of Italian travel
writings by native English speakers® to extract data on locations, and then matched the
extracted data with the two structured open data sets on geographic locations.

The remainder of this paper is structured as follows: Section 2 presents related work.

Section 3 presents the use case description, highlighting the issues with the current disconnect
between linked data and text. Section 4 concludes this work.

2 Related Work

Our proposed approach relies on using external knowledge bases in order to validate the
quality of locations’ named entities in historical travel writings, thus placing it in the realm
of entity linking [7]. Whilst entity linking can cover a variety of entity types, we focus on
location linking, which presents a host of problems specific to the geographical information
systems domain.

Existing approaches for identifying which location names refer to which localities are
summarized in [11]. The article describes the positional uncertainties and extent of vagueness
frequently associated with the place names and with the differences between common users
perception and the representation of places in gazetteers. The article focuses on approaches
from the search/information retrieval domain, which often cannot benefit from potentially
rich background information that linked data sources can provide.

A venture into location linking using semantic web resources is presented in [10]. In this
paper, Van Erp et al. propose an automatic approach for georeferencing textual localities
identified in a database of animal specimens using GeoNames,* Google Maps and the Global
Biodiversity Information Facility (GBIF) [8].

3 https://sites.google.com/view/traveluritingsonitaly/ Last retrieved 10 January 2019
4 https://geonames.org Last retrieved 10 January 2019

13:3

LDK 2019


https://sites.google.com/view/travelwritingsonitaly/
https://geonames.org

13:4

Validating Textual and Linked Data

An approach for historical entity linking is presented in [3]. Two use cases are presented:
1. Histpop: the Online Historical Population Reports for Britain and Ireland (1801 to 1937)
and
2. BOPCRIS: the Journals of the House of Lords (1688 to 1854).
A ranking system to validate the extracted places by taking advantage of GeoNames and
Wikipedia is presented. However, the authors do not make any assumptions about whether
the data in GeoNames or the sources from which they extract information is valid or not.
Ceolin et al. [2] propose an approach to address the uncertainty of categorical Web data.
They used Beta-Binomial, Dirichlet-Multinomial and Dirichlet Process models in order to
handle the validity issue. The authors focus on two validity issues, which are the validity of
multi-authoring (i.e. the nature of the web data) and the time variability. In this paper, we
address the general validity without focusing on the possible sources of invalidity.

3 Use case: Historical Travel Writings

In this section, we describe our use case through a corpus of historical travel writings which
we try to validate against several widely used knowledge bases.

3.1 Resource

We have chosen to work with a corpus of historical writings regarding travel itineraries named
as ‘Two days we have passed with the ancients... Visions of Italy between XIX and XX
century’ [9].5 We propose that this dataset provides rich use cases for addressing the textual
data validity defined in Section 1.

1. It contains 57 books that correspond to the accounts written by travelers who are native
English speakers traveling in Italy.

2. The corpus consists of the accounts of travelers who have visited Italy within the period of
1867 and 1932. These writings share a common genre, namely ‘travel writing’. Therefore,
we expect to extract location entities that are valid during the time of the travelling.
However, given that the corpus covers a span of 75 years, it potentially includes cases of
contradicting information due to various updates on geographical entities.

3. The corpus might also contain missing or invalid information due to the fact that the
travelers included in the dataset are not Italian natives, and therefore we cannot assume
that they are experts on the places they visited.

4. The corpus also contains pieces of non-factual data, such as the travelers’ opinions and
impressions.

To validate the locations from the travel writings corpus, we chose structured data
sources that deal with geographical entities: GeoNames* and DBpedia.® GeoNames is a
database of geographical names that describes more than 11 million location entities. The
project was initiated by geographical information retrieval researchers. The core database
is provided by official government sources and users are able to update and improve the
database by manually editing its information. Ambassadors from all continents contribute to
the GeoNames dataset with their specific expertise.

5 Ttalian Travel Writings Corpus https://sites.google.com/view/travelwritingsonitaly/ Last re-
trieved 10 January 2019
5 https://dbpedia.org
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In addition to a dedicated geographical dataset, we selected DBpedia, the structured
database based on Wikipedia, the crowdsourced encyclopaedia. The current version of
DBpedia contains around 735,000 places. Information in DBpedia is not updated live, but
around twice a year, thus, it is not sensitive to live information, e.g. an earthquake in a
certain location or a sudden political conflict between states. However, since working with
historical data in this case study and not with live events, we pose that it is reasonable
to include geographical information from DBpedia. An added feature of DBpedia over
Geonames is that it contains more contextual information about a location which may help
the validation process.

3.2 Approach

Textual data validity is difficult to separate from the information extraction process from text,
as in that process often background resources are also used. However, to validate an extracted
piece of information from text, we propose that deeper background knowledge is used than
is customary. Many approaches such as DBpedia spotlight [6] utilize some information from
the Wikipedia abstract as well as general information on the knowledge resource. Ideally,
multiple resources are used, as well as domain-specific resources and reasoning over the
domain, as laid out in [4].

Linked Data validity refers to the validation of Linked Data. To identify whether a
given RDF triple is valid or not, we propose to find evidence for a given triple in texts. We
propose to generate RDF triples from texts using an NLP pipeline, then match these to RDF
triple whose validity we aim to assess. If the information is consistent between the input
and extracted relations, we conclude that the RDF triple is valid according to the textual
data. Moreover, the proposed method can also be employed in order to find out the missing
information related to the entities that are part of the structured data set. For instance,
DBpedia contains an RDF triple (dbr:Istanbul dbo:populationMetro 14,657,434). However,
we have a document that is published recently that has a statement ‘The most populated
province was Istanbul with 15 million 29 thousand 231 inhabitants, constituting 18.6% of
Turkey’s population’” If we can extract the RDF triple (dbr:Istanbul dbo:populationMetro
15,029,231) from this text and compare it to the triple present in DBpedia, we can assess
that as of 31 December 2017, the population size of Istanbul was 15,029,231 and that the old
value is not valid anymore.

3.3 \Validating extractions

In the 57 books that comprise the travel writings on Italy corpus, 2,226 location entities are
annotated, but some locations are mentioned more than once, so we identified 903 unique
location strings.

We tried to automatically disambiguate each location name using GeoNames and DBpedia
knowledge bases based on string matching and DBpedia spotlight [6], respectively. Figure 2
displays the number of location entities, the number of entities linked using GeoNames and
the number of entities linked using DBpedia. As the graph shows, we only find links for fewer

than half the entities in either resource, with GeoNames having a slightly better coverage.

This indicates gaps in the linked data resources preventing us from using the linked data
resource to validate information from texts, or to further enrich them. It should be noted

" http://www.turkstat.gov.tr/PreHaberBultenleri.do?id=27587. Last retrieved 8 January 2019.
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Figure 2 Number of entities and entities linked from GeoNames and DBpedia.

here that we only look at recall here, and precision is not evaluated formally so the actual
number of correctly disambiguated entities is very likely lower.

An example of a recall issue is a mention of the ‘chapel of San Giuliano’, between ‘Val
di Genova’ and ‘Val di Borzago’® Many towns have chapels dedicated to Saint Julian, but
this is a particular church located in the hills north of Trento. On current-day maps, this is
called Rifugio San Giuliano, and neither the chapel, nor Val di Genova or Val di Borzago
occur in Geonames or DBpedia. Deep NLP could help create linked data that encodes this
information, although to georeference the exact locations, detailed maps, gazetteers and/or
GIS sources would still be needed.

A big issue related to precision is that some location names are not unique; in the corpus,
we find locations such as ‘Piazza’; which is used to denote the town square and can only be
disambiguated in the context of knowing which town the author is talking about.

Location names are also often reused. ‘Poggio’; for example, as it is mentioned in ‘Italian
Days and Ways’® probably refers to Poggio San Remo because nearby in the text Taggia
and San Remo are mentioned. However, in general Poggio can refer to many different places
scattered around the country.'”

In order to distinguish between different locations with the same name, entity disam-
biguation methods need to expand the context that they take into account and go beyond
sentence or paragraph barriers (as humans do). There are efficiency concerns here, as this
can be computationally expensive, but we consider this a prerequisite for true deep language
understanding.

An example of a location name that is both valid in only certain contexts and ambiguous
as to what it exactly refers to, is ‘Monte S. Giuliano’. In the travel writings corpus, this
location is described in ‘Diversions of Sicily’!! as ‘This mountain, formerly world-renowned

8 ‘Italian Alps Sketches in the Mountains of Ticino, Lombardy, the Trentino, and Venetia’ by Douglas
William Freshfield http://www.gutenberg.org/ebooks/45972. Last retrieved 10 January 2019

9 By A. Hollingsworth Wharton source: https://www.gutenberg.org/ebooks/44418 Last retrieved 10
January 2019

Onttps://en.wikipedia.org/wiki/Poggio Last retrieved 10 January 2019

1By H. Festing Jones source: https://www.gutenberg.org/ebooks/24652 Last retrieved 10 January
2019
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as Mount Eryx, and still often called Monte Erice, is now Monte S. Giuliano and gives its
name both to the town on the top and to the commune of which that town is the chief place.
According to Wikipedia,'? the town was named back to Erice in 1934, but as ‘Diversions
of Sicily’ was first published in 1909 and republished in 1920, the reversion back to the
old name was not in there. The history of name changes is not (yet) encoded in DBpedia,
GeoNames, or Pelagios'? although it is present in the the Wikipedia page listing renamed
places in Italy.'* Analysis of this page or deep text analysis of the Erice Wikipedia page and
its mention in the travel writings corpus could provide this.

)

4 Discussion and Conclusion

Textual documents are rich sources of information which due to their unstructured nature
cannot easily be validated or updated automatically. Alternatively, linked data may contain
invalid instances which can be checked with information coming from textual sources. We
posit that a combination of natural language processing and linked data provides interesting
opportunities for quality evaluation of both types of data.

In this paper, we proposed definitions for validity of textual data and Linked Data. We
illustrated different aspects of validity through an analysis of a corpus of travel writings from
the 19th and 20th centuries.

In our work, we focused on an analysis of validity issues of location names, which, whilst
most locations will stay inhabited for a while, names of towns change. We suggested a
combination of NLP and linked data can be utilised to check the validity of information as well
as difficulties for these approaches. Whilst combining NLP and linked data is not new, our use
case illustrates that this topic deserves more attention. In future work, aspects of validity for
different types of information can be investigated. We will connect our analyses to research
on trust and provenance on the semantic web, to assess and model trust and reliability.

Furthermore, we plan to extend our experiments by enriching the dataset with entity
links such that we can assess the precision and work towards automating data validation. As
our initial linking experiment showed that both DBpedia and GeoNames have insufficient
coverage for historical location names, we will consider more knowledge bases to compare with
and include other domains. We will investigate which properties and historical information
about the extracted locations are useful to further automate the validation process.
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—— Abstract

Identifying all names that refer to a particular set of named entities is a challenging task, as quite
often we need to consider many features that include a lot of variation like abbreviations, aliases,
hypocorism, multilingualism or partial matches. Each entity type can also have specific rules for
name variances: people names can include titles, country and branch names are sometimes removed
from organization names, while locations are often plagued by the issue of nested entities. The lack
of a clear strategy for collecting, processing and computing name variants significantly lowers the
recall of tasks such as Named Entity Linking and Knowledge Base Population since name variances
are frequently used in all kind of textual content.

This paper proposes several strategies to address these issues. Recall can be improved by
combining knowledge repositories and by computing additional variances based on algorithmic
approaches. Heuristics and machine learning methods then analyze the generated name variances
and mark ambiguous names to increase precision. An extensive evaluation demonstrates the effects
of integrating these methods into a new Named Entity Linking framework and confirms that
systematically considering name variances yields significant performance improvements.
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1 Introduction

State of the art Named Entity Linking (NEL) systems [14] link mentions of named entities
in textual content such as newspaper articles and tweets to the corresponding entities in
Knowledge Bases (KB). Many of these systems excel at identifying entities in the canonical
form presented in a Knowledge Base and some also accept variations (e.g., abbreviations,
alternative names), but most systems do not necessarily take into account name variance,
especially if it is not available in the target KB (e.g., DBpedia, Geonames). This limit-
ation significantly lowers recall, since name variances such as Joe Kennedy rather than
Joseph Kennedy, IBM Research or even only IBM for IBM Zurich Research Laboratory, and
SoCal/NoCal for Southern/Northern California are frequently used, especially in less formal
settings such as social media.

This article focuses on assessing the effect of name variance across domains, and introduces
the following strategies for addressing this problem:

(i) Obtain name variances by combining knowledge repositories. Blending KBs requires
aligning the entity identifiers used within them, triggering quality issues due to errors
caused by the necessary ontology alignment tasks [14]. However, this issue can be
avoided, if the links between KBs are exploited (e.g., by collecting name variants from
multiple KBs, but linking them to the most used KB). The approach presented in this
paper, therefore, uses graph mining to extract name variances and to integrate them
into the target knowledge base.

(ii) Algorithmic name variance generation derives name variances from existing names by
applying heuristics such as reducing the number of tokens (e.g. shorten IBM Zurich
Research Laboratory to IBM or IBM Zurich), changing token alignment (IBM Research
or IBM Laboratory), and substituting selected tokens with frequently used synonyms
(e.g. IBM Labs).

(iii) Name Analyzers focus on boosting precision by marking ambiguous name variances.
This paper discusses two name analyzer implementations: a) a heuristics entropy-based
algorithm where tokens known to belong to certain entity types (e.g., prefixes or suffixes
for organizations and locations, title for people, etc.) contribute higher entropy scores
which are used for identifying ambiguous names; b) a machine learning implementation
that uses support vector machines (SVM) and features that are inspired by the heuristic
algorithm.

The first two approaches are targeted at increasing recall, whereas the third one improves
precision. The reference implementation of the algorithms discussed in this paper draws
upon Recognyze Lite, a graph-based NEL framework.

The rest of this paper is organized as follows: Section 2 describes the state of the art
in graph disambiguation and the computation of name variance; Section 3 formalizes the
generation and enrichment of named entity graphs for graph disambiguation and presents the
architecture used to implement the suggested name variance strategies. Section 4 presents a
comprehensive evaluation of the impact of name variance on NEL and discusses these results.
The paper concludes with Section 5 which provides an overview of the presented and future
work.

2 Related Work

The state-of-the-art and open issues in NEL are described in the overview of the TAC-KBP
tasks each year [14]. Depending on the task and features that are used (e.g., strong or weak
typing and/or linking, classification or clustering evaluation, etc.), NEL tasks can be defined
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and evaluated in multiple ways as explained in [29], [10] or [14]. The most general situation is
called NERLC (Named Entity Recognition Linking and Classification) and involves detecting
not just the entities (NER), but also the links (NEL) and associated types (NEC) [14].

Knowledge Graph (KG) disambiguation is currently considered among the most effective
approaches towards NEL. Several graph disambiguation NEL tools have been listed among
the top performers in NLP competitions (e.g., TAC-KBP [14], OKE [19]): AIDA [11], HITS
[9], Babelfy [17], AGDISTIS [29] or the multilingual version of AGDISTIS called MAG
[18]. Competing approaches include statistical disambiguation (e.g., ADEL [21] or DBpedia
Spotlight [4]) and neural models (e.g., Ensemble Nerd [3] for NEL).

Almost all the NEL systems have to provide at least a basic algorithm (or alternatively
a set of features) for addressing the name variance problem. Some of the recently applied
methods include: query expansion [8], mention-entity similarity based on keyphrases or
syntax and entity-entity coherence (Milne-Witten) in AIDA [11], maximum entropy (ME) [22],
synset expansion in Sematch [32], string matching via Levenshtein distances [13], Knowledge
Base Embeddings [28], and ensemble neural networks [3]. Several systems that use hybrid
approaches have also been developed. The HITS system [9] uses a heuristic that includes
a rule-based approach for abbreviations, considers Wikipedia redirects for most common
aliases, and calls to Wikipedia search functions for less common name variants. The LIEL
system [26] uses language independent features like mention-entity pair features (text-based,
KB link properties, Wikipedia page titles, etc.) and entity-entity pair features (overlap, title
co-occurence, etc). All of these approaches struggle with missing abbreviations, names that
originate in other languages, partial matches, etc. Maximum entropy [22], has been applied
in Named Entity Recognition (NER) setups, therefore improvements on top of it might be
needed for NEL. Popularity prior [11] is not a good metric for new entities. Synset expansion
[32] can in theory help match almost all the name variance cases provided they are covered
by existing KBs which rarely happens in practice. Knowledge Base embeddings [28] are
dependent upon KB data quality.

Mining for name variants by combining modern KBs helps improving the coverage of

entities and their name variants, but a single KB rarely provides all the information we need.

DBpedia [16] does not contain special fields for name variants, but they can be collected from

different fields (e.g., dbp:wikiPageDisambiguates, dbo:wikiPageRedirects, dbp:acronym, etc).

Wikidata [6] has less factual triples for each entity than DBpedia since it has been curated
manually, but it provides more triples and many name variants for each entity (through the
“also known as” field). Wikidata is ideal for identifying named entities, whereas DBpedia
excels at obtaining additional information about a particular entity. JRC-Names [5] is a
multilingual KB that provides lists of entities and their name variants. It focuses mostly on
spelling variations and covers persons and organizations, but currently does not contain any
triples for locations. Geographical KBs (e.g., LinkedGeoData [27]) can also be considered
good sources of name variants, provided the users are only interested in locations and are
willing to combine the names from multiple fields and languages. Improving the coverage
of entities and their name variances is a good technique for improving NEL, but when the
entities or their name variants are missing from KB it might be best to use the entire Internet
as background knowledge as described in [1].

It has to be noted that the problem of name variances is not limited to NEL or Knowledge
Base Population (KBP) systems, but rather is also relevant to any field that requires matching
records or names such as ontology alignment, word sense disambiguation, data linkage or
slot filling tasks [12].
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3 Method

This section describes Recognyze Lite, a new NEL framework that focuses on increasing
recall through the use of name variance while mitigating its impact on precision. It provides
a formalization of the graph generation and enrichment problem covering the tasks of adding
name variances to the knowledge graph and using name analyzers for marking ambiguous
name variances. Recognyze Lite provides a flexible, multi-KB NEL system that, among
others, utilizes relations between entities from any given linked data source to disambiguate
between correct and false candidate mentions in an unknown text.

3.1 Graph disambiguation

Similar to Usbek et al. [29] we define our approach as follows: Given a knowledge base K as
a directed graph G = (V, E) with vertices V' and edges E. Recognyze Lite uses SPARQL
queries to obtain a sub-graph G’ = (V’, E’) with the following properties:

1. s € V' and o € V', where s refers to a resource and o either indicates a resource or a
literal (i.e. in this case a name used to identify a named entity)
2. for every pair (s,0) € E = Jp: (s,p,0) which is denoted to as an RDF triple in G'.

The named entity disambiguation process comprises multiple sub-tasks: (i) Directed
Acyclic Word Graphs (DAWGs) [25] provide fast text search within the input documents to
identify candidate entities by locating mentions of their name variances. (ii) A controlled
vocabulary is applied to search for potential affixes that hint on relevant entity types. (iii)
These affixes are then used to remove candidate mentions that do not match the type
implied by the affix. (iv) The remaining candidate entities are then linked using multiple
disambiguation algorithms in sequence. In this sub-task, the relations between the candidate
mentions, as well as the significance of a single mention are used to determine the best fitting
network of entities. (v) Finally, Recognyze Lite transforms the accepted entities into the
desired output format.

3.2 Name variance

Name variance is the problem of finding all the different names that represent a single entity
within a collection of text. In theory, enriching G’ with name variances improves recall,
whereas adding name variance related features to the NEL extraction pipelines improves
precision.

Several cases of variance have been described in the literature (e.g., [5] or [14]): (i) known
aliases (Robert Gailbraith, a psudonym used by J.K. Rowling; John Barron for Donald
Trump, Mahatma Gandhi for Mohandas Karamchand Gandhi) ; (ii) hypocorisms or common
aliases (Bobby for Robert, Liz for Elizabeth); (iii) abbreviations (JFK for both John F.
Kennedy and John F. Kennedy International Airpot); (iv) multilingual names (Austria can
have different names or spelling depending on the language: in German it will be Osterreich,
in French Autriche, or Ausztria in Hungarian); (v) partial matches (names of royal figures
often fall under this category; e.g., you will more often find links to Prince Charles instead
of Charles, Prince of Wales). Additionally, each entity type might have its own name
variance rules. People names can often include titles (Senator, Judge, etc.) or nicknames.
Organization names are often abbreviated through different methods that might involve:
classic abbreviations (e.g., NBA), cutting suffixes (e.g., Corp or Inc); removing country or
branch names (Sony Europe might often be referred to simply as Sony); combining parts
of words (e.g., Nortel instead of Northern Telecom). Locations have more problems with
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Figure 1 Name variance handling in Recognyze Lite: (1) combine name variants from multiple
datasets; (2) algorithmic name variants generation; (3) name analyzers (entropy heuristic or machine
learning (ML) based).

name variances than the other classes due to overlap and assimilation (e.g., people and
organization names often contain location references), but can still include place qualifiers
(e.g., N/JE/S/W, So for Southern); regional abbreviations (e.g., OH for Ohio); embeddings
or nested entities (e.g., New York Stadium); possessive names (e.g., Hawaii’s Waikiki); and
addresses (e.g., 221B Baker Street).

If we take entity typing (e.g., Person — PER, organization — ORG, location — GEO, etc)
into consideration, the variance problem can also include issues related to hyponyms and
hypernyms [15] or even meronyms [7].

Recognyze Lite addresses the name variance problem in two ways: (i) by combining name
variants from multiple datasets and (ii) by algorithmically deriving name variants from an
entity’s official names.

Name variances and the corresponding named entities are stored in a binary profile which
is build from the knowledge base used for grounding entities. Recognyze Lite constructs
knowledge graphs for NEL based on SPARQL queries that select relevant entity graphs
and may comprise multiple knowledge bases (Section 3.3.1) such as DBpedia, Wikidata and
GeoNames. A comprehensive preprocessing pipeline allows the analysis, manipulation and
addition of name variances (Section 3.3.2), and the identification of name variances that
would be harmful to the system’s performance (Section 3.4).

3.3 Name variance for improving recall

3.3.1 Name variance through additional knowledge bases

The first approach for enriching the original graph draws upon further knowledge bases K;
and the corresponding graphs (V;, E;) to obtain tuples (s, p;, 0x) where s is a resource in the
knowledge graph G’ (s € V') that is also available in knowledge base K; (s € V;). Adding
edges (s,o0x) € E; with relevant property types p; = {p1,...pn} and the corresponding name
variance oy € V; into G’ enriches G’ with these additional name variances.

LDK 2019
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Since such an approach might use SPARQL federation or similar technologies (e.g., RDF
slicing), it is important to assess its impact on scalability before deploying it into large
production systems.

3.3.2 Name variance through algorithmic name generation and
assessment

The second method draws upon an algorithm A that splits a literal o € V' from the RDF
triple (s,p, o) into tokens t; = {t1,...t,} that are then used to generate name variances
011«"021 and the corresponding RDF triples (s, p, 0,16), ..y (8,0, 0F") to be later integrated in
the knowledge graph G’.

A simple variance of A obtains (n — 1) name variances by providing substrings or = t1,
oz = t1to, ..., 0271 = t1tg...t,,_1 of the original name. The more advanced algorithm A’ also
(i) considers synonyms by generating name variances that replace tokens ¢; with synonyms
th t2 ..t and (ii) uses heuristics encoded in regular expressions to create name variances by
modifying and reordering tokens ¢;. Applying A" to the name “United States Department of
State”, for example, yields the additional name variances “U.S. Department of State” and “US
Department of State”. The pattern {Department of (\w+)/\$1 Department}, for instance,
generates the name variance “Commerce Department” from the initial name “Department of
Commerce”. Since in many cases the abbreviations are not necessarily available in the KBs,
a dedicated component is used for extracting such abbreviations directly from text such as
DBpedia abstracts, if they are available.

Some preprocessing steps that are typically applied include the following: i) noise - removal
of dashes, white spaces, parentheses, etc.; ii) abbreviation - for extracting abbreviations from
abstracts or long texts; iii) normalization - for normalizing the entity names; iv) tickers - for
detecting the company stock ticker symbols; or v) URL - removal of URLs.

3.4 Mitigating name variance’s impact on precision

Name variance per se tends to improve recall at the cost of precision. We, therefore, introduce
name analyzers, i.e. components that identify name variances which might be particularly
harmful to precision.

Name analyzers aim to balance the improved recall with precision by marking ambiguous
name variances, i.e. names that
1. have a high probability of clashing with common terms (e.g. Reading, Turkey, etc.)

and/or
2. may clash with terms from other entity classes (e.g. Carolina/LOC versus Carolina/PER).
More formally, a name analyzer for an entity type T is considered a function Nt : 0; — b
that provides a mapping of name variances o; to a binary value b indicating whether the
name is considered ambiguous or not. The disambiguation process uses this information and
may, for instance, require additional evidence prior to the grounding of ambiguous name
variances.

Since the evaluations discussed in Section 4 are focused on news articles, we assess
name variances for PER with a simple heuristic that requires at least one common English
first- or surname to be present within a candidate name. For GEO we employ a simple
dictionary-based list that removes names that clash with standard vocabulary.

The most challenging entity type in terms of assessing name variances are organizations
for which Recognyze Lite uses an entropy-based name analyzer, as well as a machine learning
approach.
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The next subsections introduce these two name analyzer implementations.

3.4.1 Entropy-based name analyzer

The entropy-based name analyzer has been inspired by research from [31] and computes
a heuristic entropy score that is used for assessing whether a generated name variances is
considered ambiguous or not.

In information theory the entropy H specifies the minimum number of bits needed to
encode sequences of random variables X produced by a probability distribution p. High
entropy values, therefore, also correspond to a high diversity of values x; € X obtained
from p.

The entropy-score heuristic presented in this paper draws upon these concepts by assessing
the degrees of freedom in creating valid organization names from the computed name variances
(i.e. answers the question of how many wvalid organization names can be created from the
available tokens). A high entropy score indicates that the name variance is very likely
unambiguous, a low score, in contrast, refers to ambiguous name variances.

Tokens that are known to be used in organization names, contribute a higher entropy
Hioken(t;) (e.g. Inc., Plc., AG etc.) than tokens that are not specific to company or
organization names. The heuristic also considers the number of token classes Hejagses (i-€.
abbreviation, name, legal form, etc.) used in the name variance. We compute the entropy of
a name variance {t;} that comprises n tokens {t1, s, ...t} as follows:

H{t) = feonss({t:}): | Heaso({t:}) + Hotasses({(t) + Y Hioken(ty)] (1)

tye{ti}

The initial entropy Hcase discounts case insensitive name variance, and the factor feonstr
eliminates name variances that violate syntactic rules.

0.0 if caseSens({t;})

2
—0.5 else. @)

Hcase({ti}) = {

fconstr({ti}) = (3)

1.0 else.

{0.0 if —~constr({t;})

These constraints enforce that name variants (i) contain at least two characters and (ii)
do not end with a connector or possessive form. This rule prevents broken names such as
“Zingg &” or “Society of”.

The obtained entropy measure ensures that names are unique enough to prevent ambigu-
ities with common terminology and phrases specific to the text’s language. A comprehensive
corpus of ambiguous and unambiguous name variances has been used to experimentally
determine suitable values for Heage({¢i}), Helasses({ti}) and Hioken(t;), to fine tune the heur-
istics for generating the entropy scores, and to determine the optimal threshold below which
name variances should be considered ambiguous.

3.4.2 Machine learning name analyzer

We use the Java implementation of libSVM? to create a name analyzer that draws upon
machine learning rather than heuristics for classifying name variants into ambiguous and
unambiguous ones. The machine learning component considers a total of 81 features such as

2 https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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morphological features (whether tokens are case sensitive, capitalized, all uppercase, contain
letters, punctuation, etc.), syntactical features (pronouns, prepositions etc.) and semantic
features (number of words mentions that refer to popular fist names, given names, trades,
locations, common dictionary terms in English, French or German, etc.). Since dictionaries
often also contain popular company names, a preprocessing step removes abbreviations (e.g.
BBC, CNN, etc.) and the names of Forbes 2000 companies to improve their usefulness for
distinguishing between common terms and potential company names.

The language-specific training corpus has been composed of (i) manually curated language-
specific lists of Fortune 1000 companies, and the largest Austrian, German and Swiss
companies that have been retrieved from Wikipedia, and (ii) additional 539 gold-standard
entries that have been automatically derived from unit test cases used in the development of
the name analyzer heuristic. A cross-validation and grid-search procedure yielded the best
results for a radial basis function kernel with C=8 and y=27°.

4 Experiments

The following section elaborates on datasets and tools used for the evaluations, the chosen
evaluation settings and the evaluation results.

4.1 Datasets and Evaluation Tools

Evaluations were performed with the Orbis scorer [20], because GERBIL [30] and the neleval
scorer [10] do not provide means for visually debugging results. The evaluation datasets have
been selected based on the following criteria: (i) they should be available in the format, and
(i) (where possible) have been use in recent evaluation tools or challenges such as GERBIL
[30] and TAC-KBP [14]. We have used two datasets included in GERBIL: N3 Reuters128
(news, multiple domains) [23] and OKE2015 (abstracts, biographies) [19].

Evaluations were performed on four state-of-the-art NEL systems which also provide
REST endpoints that allow the use of sophisticated evaluation frameworks such as GERBIL
and Orbis: DBpedia Spotlight [4], Babelfy [17], AIDA [11], and Recognyze Lite.

While we have tested different builds of the Knowledge Bases, the experiments described
in this section used DBpedia 2015-10, Wikidata 2016-08-01 and GeoNames 2016-02-26, we
preferred to use an older DBpedia version (2015-10) for the Reuters128 evaluation presented
in Table 1, since the data set itself was not updated since 2014 (one year before the respective
DBpedia version). This version or the one from 2014 are closer to the date when the data set
was created, therefore ensuring that we are not delivering any entities that were marked as
NIL (or not linked to the target KB) in the original data set, since they were not available in
DBpedia at that time.

Roth et al. [24] use Wikipedia link anchor text such as UNBRO to expand queries for
the corresponding entity (in this case United Nations Border Relief Operation). We apply
this approach to extract additional name variances from the Wikipedia 2017-12-01 dump
but only consider unambiguous link anchor text. The extracted name variances yield the
Wikipedia dataset® used in the evaluations.

Since entity spans are to some extend dependent on a gold standard’s annotation policy,
we use Orbis’ mention-based evaluation setting where a mention is considered correct if it (i)
is found within a span that overlaps the gold standard, and (ii) refers to the same named
entity as the overlapping gold standard annotation. For the gold standard sentence

3 Available at https://github.com/AlbertWeichselbraun/wikipedia-1link-extractor.
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1. “[Avco Corporation] has increased its profits by 10% in 2017.” where [Avco Corporation]
refers to dbr:Avco both the mention [Avco] and [Avco Corporation] would be considered
correct, if they refer to dbr:Avco.

2. The same is true for the overlapping mention [the Netherlands] from the sentence “.. the
[Netherlands] planted a record...” if it refers to dbr:Netherlands.

4.2 Evaluation Settings

The first set of evaluations demonstrates the impact of different name variance settings on
the NEL performance. The baseline setting does not consider any name variance, operates on
DBpedia only and solely uses the rdfs:label field for generating entity names. Setting (a) is
still limited to DBpedia but considers additional DBpedia properties such as foaf:name and
dbp:name. The (bl-b4) settings, draw upon multiple KBs with the intention to improve recall.

Nevertheless, the results for both the (a) and the (b1-b4) settings (Table 1) indicate that
just adding additional data fields and KBs without any evaluation of name variances might
even be counter productive.

Setting (c) builds upon the baseline by adding algorithmic name generation which yields
considerable improvements in terms of recall at the cost of precision. The (d1-d4) settings
apply algorithmic name generation to the additional KB only. The (el-e2) configurations
extend the baseline by introducing name analyzers although they are not that effective
without additional name variances and, therefore, only yield significant F'1 improvements
for the PER type. The best performing setting (f) combines the baseline with additional
properties, algorithmic name generation and Wikidata as a supplemental KB for which
algorithmic name generation has been enabled as well. The heuristic name analyzer ensures
a good balance between precision and recall.

Table 1 summarizes the evaluation results. We have used the R implementation of the
Wilcoxon rank sum test to verify whether a particular setting yields a significant improvement
at the p=0.05 significance level. Bold values indicate significant improvements, all other
values are either non-significant or losses.

The second evaluation serves to illustrate that considering name variance yields compet-
itive results. Table 2, therefore, compares Recognyze Lite’s performance to three popular
NEL services that offer publicly available APIs 4. AIDA, Babelfy and Recognyze Lite use
KG disambiguation techniques, while Spotlight uses statistical disambiguation. It has to
be noted that each service builds its entity graph differently, therefore, not only the NEL
algorithms, but also the differences between KGs can lead to variation in the results. AIDA
is based on Wikipedia and, therefore, operates on a substantially different KG than the
other tools. Babelfy uses the Babelnet KG and provides DBpedia links via the owl:sameAs
property. Spotlight and Recognyze Lite both draw upon DBpedia, although Spotlight is
fine-tuned for knowledge extraction tasks, whereas Recognyze Lite is optimized for NEL and
various domain specific extraction tasks (e.g., Slot Filling for the recognized entities).

The Recognyze Lite baseline (Table 1) which does not consider name variance yields
results that are on par with the other top systems in Table 2. Once the name variance
strategies proposed in this paper are activated, the resulting system clearly outperforms all
other approaches, as outlined in Table 2.

4 Since no recommended settings for performing evaluations on Reuters128 and OKE2015 datasets
have been published, we have dedicated approximately two days to experimental optimization of the
evaluation settings of all evaluated third-party tools.
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Table 1 Impact of name variance on the Recognyze Lite Named Entity Linking performance for
the Reuter128 dataset. Bold figures indicate statistically significant improvements over the baseline.

Setting LOC ORG PER All
P R R|P R F|P R FR|P R R
baseline |63 54 58 | 72 34 46 | 57 23 33 [ 66 39 49
(a)  additional properties |63 54 58 |71 33 45 | 57 23 33 | 66 38 49
(b1)  Wikidata 14 41 20|40 41 40 |12 38 19 |21 41 28
(b2)  Wikipedia 61 54 57 |69 33 45 | 58 25 35 | 64 39 48
(b3)  GeoNames 60 54 57 | 71 33 45 | 57 23 33 | 64 38 48
(b4)  baseline + (bl + b2 + b3) 14 41 21 |39 41 40 |12 38 19 |21 41 28

(c) algorithmic name generation ‘54 72 62 | 35 53 42 | 68 49 57 | 43 58 50

) name generation on Wikidata 52 54 53 |71 38 50 [ 89 26 36 | 61 42 50
) name generation on Wikipedia | 58 52 55 | 68 35 46 | 60 29 39 | 63 39 48
(d3) name generation on GeoNames | 48 53 51 | 70 33 45 | 57 23 33 | 58 38 46
) baseline + (d1 + d2 + d3) 46 53 50 | 70 38 50 | 61 30 40 | 58 42 49

name analyzer
(heuristic)
name analyzer

64 52 57 | 47 44 46 | 60 56 58 | 54 48 51

65 51 57 | 33 47 39 | 55 47 50 | 42 48 45

(machine learning)

(f)  baseline + (a, ¢, d1, 1) |53 70 61|61 52 57|60 56 58|58 58 58

4.3 Discussion

Many of the settings included in Table 1 shed light on pitfalls relevant to name variance for
NEL. When we designed Recognyze Lite, we proceeded incrementally, therefore expecting
better results for each setting. This has not always been the case. For instance, the setting
(bl) baseline+wikidata yields considerably worse results than the baseline profile. Initially
we suspected that this effect might have been caused by data quality issues within Wikidata
which is considered a relatively novel data source [6]. An analysis of the issue uncovered that
the quality of Wikidata is actually high and that it yields lot of name variants per entity.
This in itself is a problem as (i) gold standards usually consider a limited number of name
variants for each entity, and (ii) they rarely take into account partial matches [2].

Table 2 Comparison of the system performance on the Reuters 128 and OKE2015 corpora.

Corpus | System LOC ORG PER All
P R F|P R FA|P R F|P R Rk
AIDA 44 64 52 |76 29 42 | 50 49 50 | 53 43 47
Reuters | BabelNet 20 31 30 |47 16 24 |21 29 24 |32 22 26
128 Recognyze | 53 70 61 | 61 52 57 | 60 56 58 | 58 58 58
Spotlight 41 70 52 | 64 42 51 |47 22 30 | 50 49 49
AIDA 25 37 30 | 69 43 53 | 66 41 50 | 50 41 45
OKE BabelNet 21 35 26 | 67 40 50 |55 14 22 | 40 26 32
2015 Recognyze | 62 73 67 | 70 51 59 | 8 57 68 | 73 59 65

Spotlight 50 72 59 |8 50 62 |56 11 18 | 61 36 45
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Figure 2 Debugging name variance with Orbis.

By far the most common problem was related to ambiguous name variances introduced
by string splitting. Longer strings were often split into multiple entities (e.g., Canadian
Bashaw Leduc Oil and Gas Ltd was split into Canadian, Bashaw and Leduc). This might not
be an issue if the entity is a Person and some of the splits indicate actual roles, but if each
token references a different entity (e.g. West German Finance Minister Gerhard Stoltenberg
includes links to such ambiguous entities like dbr:West, _Texas, dbr:German, New_York
and dbr:Minister_(Catholic_Church)) or if there are any containment issues (e.g. Tezas
Gulf Coast is a part of Tezas), this name variance generation strategy yields results that
are similar to negative compounding. This observation triggered our research in Name
Analyzer heuristics and machine learning algorithms which addresses this problem. When
used in combination, both the algorithmic name generation and name analyzer components
perform considerably better than the baseline+wikidata precisely because they delivered less
ambiguous name variants.

DBpedia typing in itself can sometimes lead to issues, as often general terms like stream

or lake might be tagged with the associated entity types, even though they are not entities.

Another troubling case observed is the lack of a clear convention for embedded names
(e.g., Wells Fargo Alarm Services embeds the name of geographical entity), geographical
containment (e.g., Tezas Gulf Coast is a part of Texas) or inclusion of titles in the name
of entities (e.g., These problems have been
especially relevant to the Recognyze Lite Wikidata and name generation evaluations (d1)

chairman John Sandner vs John Sandner).

presented in Table 1.

The comparison presented in Table 2 aims at providing insights into the competitiveness
of the discussed name variance methods and an an assessment of whether other NEL systems
could benefit from it as well. Each tool has committed a different set of errors, although the
issue of ambiguous name variances due to the splitting of longer names was noticed in all
tools to some degree. Most of the systems (e.g., AIDA, Babelnet) also failed to correctly
identify all the name variants that belong to an entity (e.g., Avco Financial Services, Avco
Financial or Avco can refer to the same entity). In addition, they either do not take into
account abbreviations or they rarely get them correctly. In some cases, prefixes (e.g., country
abbreviations — U.S., U.K.) and suffixes (e.g., terminations like and Co., Ind. or GmbH)
have also created problems. Based on our analysis at least name analyzers and techniques

for abbreviations would be beneficial for improving the performance of all analyzed systems.

It has to be noted that in some cases there might not be a correct way to annotate
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a certain entity as illustrated in Figure 2. In this example from the OKE2015 data set,
the text Ottawa-Carleton Canadian Union of Public Employees can be annotated as (i)
Ottawa-Carleton, (ii) Canadian Union of Public Employees, (iii) Ottawa-Carleton Canadian
Union of Public Employees, or (iv) quite possibly with an even more expanded annotation
that also includes Local 4600 District Council. Similarly it can be argued that Ottawa’s
annual Walk for Peace should be an annotation that identifies a single recurring event. Since
the results also depend a lot on the annotation guidelines of each data set, we can argue that
these annotation guidelines should be openly accessible in a machine readable format (e.g.,
NIF, Turtle) in order to standardize evaluations and provide better comparisons between
tools. Nevertheless, it needs to be noted that name variance techniques will probably not
always be sufficient to address these kinds of errors, since often assigning all name variants
to the correct entities is also a coreference and clustering issue.

5 Outlook and Conclusion

Considering name variances in NEL tasks significantly improves system performance. The
research presented in this paper introduced three strategies for generating name variances
from linked data: (i) combining knowledge repositories, (ii) algorithmic name variance
generation, and (iii) name analyzers for identifying ambiguous name variances. As outlined
and discussed in Section 4 these three strategies need to be deployed in concert to be effective.
The use of multiple knowledge repositories or algorithmic name variance on their own does
not yield significant improvements since higher recall is usually offset by lower precision
or by negative effects on other entity types. Rigorous evaluations and drill-down analyses
allowed understanding these issues which in turn paved the way for the development of the
entropy-based name analyzer and the machine learning based name analyzer presented in this
paper. These