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Abstract
We study a variation of offline Dial-a-Ride, where each request has not only a source and destination,
but also a revenue that is earned for serving the request. We investigate this problem for the uniform
metric space with uniform revenues. While we present a study on a simplified setting of the problem
that has limited practical applications, this work provides the theoretical foundation for analyzing
the more general forms of the problem. Since revenues are uniform the problem is equivalent to
maximizing the number of served requests. We show that the problem is NP-hard and present a
2/3 approximation algorithm. We also show that a natural generalization of this algorithm has an
approximation ratio at most 7/9.
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1 Introduction

Due to their practical applicability, Dial-a-Ride Problems (DARP) have been studied from
the perspective of operations research, management science, combinatorial optimization, and
theoretical computer science. There are numerous variants of the problem, but fundamentally
all DARP variants require the scheduling of one or more vehicle routes and associated times to
satisfy a collection of pickup and delivery requests, or rides, from specified origins to specified
destinations. Each ride can be viewed as a request between two points in an underlying
metric space, with the ride originating at a source and terminating at a destination. These
requests may be restricted so that they must be served within a specified time window, they
may have weights associated with them, details about them may be known in advance or
only when they become available, and there may be various metrics to optimize. For most
variations the goal is to find a schedule that will allow the vehicle(s) to serve requests within
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11:2 Maximizing the Number of Rides for DARP

the constraints, while meeting a specified objective. Much of the motivation for DARP
arises from the numerous practical applications of the transport of both people and goods,
including delivery services, ambulances, ride-sharing services, and paratransit services.

We study offline DARP on the uniform metric (i.e. where the distance between any
pair of locations is the same for all pairs) with a single server where each request has a
source, destination, and revenue. The server has a specified deadline after which no more
requests may be served, and the goal is to find a schedule of requests to serve that maximizes
the total revenue. We furthermore assume uniform revenues, and refer to this problem as
URDARP. URDARP is thus equivalent to maximizing the number of rides served by the
deadline. Although this form of the problem has fewer practical relevance than more general
forms, it can be applied to urban settings where it is reasonable to assume that a driver
would like to serve as many requests as possible and these requests take roughly the same
amount of time to serve. Our motivation for analyzing this basic form of the problem is
that doing so would allow us to extend the analysis to more general versions, which have
more practical applications, unlike this simplest form. However, we found in the course of
our work that analyzing this basic form was challenging in itself. We found that even this
fundamental variant is in fact NP-hard, and its analysis elusive. We expect it will provide
the theoretical foundation for analyzing the more general forms of the problem.

In particular, we have found that any DARP algorithm for the nonuniform revenue variant
that greedily chooses one request at a time to serve can be at best a 1/2-approximation.
Lemma 1 in Section 2 details what happens when, for example, the greedy strategy is
based on largest revenue. We have found a similar outcome for the variant of DARP on
a non-uniform metric with uniform revenues. Lemma 2 in Section 2 details what happens
when the greedy strategy is based on shortest request.

We therefore consider algorithms that give preference to sequences of requests that are
“chained” together, i.e. such that each request in a sequence is served immediately after the
previous request of that sequence. More formally, a chain of requests is defined as a sequence
of requests such that (1) for all requests except the first, the source is the destination of
the previous request and (2) for all requests except the last, the destination is the source
of the next request. Specifically, we consider an algorithm we call twochain that gives
preference to requests that are in chains of length at least two. We focus on this algorithm
and URDARP because, with an understanding of this fundamental setting, we can then
work to break the barrier of 1/2 in the setting with general revenues.

In sum, the focus of this work is on offline URDARP (i.e. DARP with a single vehicle, on
the uniform metric, with uniform revenues). We begin by showing even this basic problem
is NP-hard by a reduction from the Hamiltonian Path problem. We then show that our
twochain algorithm yields a 2/3-approximation, and exhibit an instance where twochain
serves exactly 2/3 the optimal number of requests. Since twochain yields a tight 2/3-
approximation, with a matching lowerbound instance that is quite simple and clean, we
expected that the natural generalization of the algorithm, an algorithm we call k-chain,
would yield a k/(k + 1)-approximation. Surprisingly, it does not. We exhibit an instance of
URDARP where k-chain earns at most 7/9 times the revenue of the optimal solution. We
conclude with a discussion of how the (non polynomial-time) algorithm that greedily always
chooses the longest chain gives at most a 5/6-approximation.

1.1 Related Work
DARP has been extensively studied and there are numerous variations on the problem,
including the number of vehicles, the objectives, the presence or absence of time windows,
and how the request sequence is issued (i.e. offline or online). The 2007 survey The dial-
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a-ride problem: models and algorithms [8] provides an overview of some of the models and
algorithms, including heuristics, that have been studied. A decade later, Typology and
literature review for dial-a-ride problems [9] focuses on classifying the existing literature based
upon applicability to particular real-world problems, again including both algorithms with
theoretical guarantees and heuristics. To our knowledge, despite its relevance to modern-day
transportation systems, the version of the problem we investigate in this paper has not been
previously studied, neither for the uniform nor general metric space.

However, there are a few variants that have similarities to our version. Our DARP
variant is closely related to the Prize Collecting Traveling Salesperson Problem (PCTSP)
where the server earns a revenue (or prize) for every location it visits and a penalty for
every location it misses, and the goal is to collect a specified amount of revenue while
minimizing travel costs and penalties. PCTSP was introduced by Balas [3] and studied by
many others including Awerbuch et al. [2], who gave the first approximation algorithms with
polylogarithmic performance. Bienstock et al. developed a 2-approximation for a version of
PCTSP where there is a cost for each edge and a penalty for each vertex, and the goal is
to find a tour on a subset of the vertices that minimizes the sum of the cost of the edges
in the tour and the vertices not in the tour [4]. Blum et al. gave the first constant-factor
approximation algorithm for the Orienteering Problem where the input is a weighted graph
with rewards on nodes and the goal is to find a path that, starting at a specified origin,
maximizes the total reward collected, subject to a limit on the path length [5]. The online
variant of the PCTSP, where the cities arrive over time, has also been studied by Ausiello
et al. [1] who presented a 7/3-competitive algorithm.

The online revenue-maximization variant of DARP, where requests have non-uniform
revenue and a release time at which they become known to the server and the goal is to
serve requests so as to maximize total revenue by a specified deadline, was also studied for
the uniform metric in [7] and a non-uniform metric in [6], where Christman et al. presented
competitive algorithms with ratios 1/2, and 1/6, respectively.

2 Preliminaries

The input to URDARP is a uniform metric space, a set of requests, and a time limit T . Each
request has a source point and a destination point in the metric space, and a revenue, where
the revenues are uniform. A unit capacity server starts at a designated location in the metric
space, the origin. The goal is to move the server through the metric space, serving requests
one at a time so as to maximize the revenue earned in T time units, which, with uniform
revenues, is equivalent to maximizing the number of requests served. For an URDARP
instance I, opt(I) denotes an optimal schedule on I.

We refer to a move from one location to another as a drive. If a request is being served
then we refer to it as a service drive (sometimes referred to in the literature as a carrying
move). If the drive is not serving a request and solely for the purpose of moving the server
from one location to another we refer to it as an empty drive (sometimes referred to in the
literature as an empty move). We refer to a sequence of one or more requests that are served
without any intermediary empty drives as a chain and a sequence of two requests that are
served without an empty drive in between as a 2-chain.

We now provide two lemmas regarding a more generalized version of URDARP, where
the revenues are nonuniform; we refer to this variant as RDARP. By an analysis similar
to that of the online Greatest Revenue First (GRF) algorithm, studied by Christman and
Forcier [7], it can be shown that the simple greedy algorithm that repeatedly finds and serves

ATMOS 2019



11:4 Maximizing the Number of Rides for DARP

the highest-revenue request of those remaining is a 1/2-approximation for RDARP as well.
We now give the matching bound, showing that this greedy algorithm can yield at best a
1/2-approximation.

I Lemma 1. The approximation ratio of the greedy algorithm that repeatedly chooses a
maximum-revenue request to serve for RDARP is no greater than 1/2.

Proof. Consider an instance with x requests chained together each with revenue r, and x
individual requests, none of which are connected to other requests, each with revenue r + ε

for some small ε > 0. No requests start at the origin o. Let T = x+ 1. opt will serve all of
the x requests that are chained together, earning xr revenue. An algorithm that greedily
chooses one request at a time to serve will serve only the requests with revenue r + ε, and
can serve only bx/2c of them in time T , earning bx/2c(r + ε). J

We assume for the remainder of this work that revenues are uniform. We now show that
if we instead consider a non-uniform metric, the approximation ratio of a similar greedy
algorithm is at most 1/2.

I Lemma 2. The approximation ratio of the algorithm that greedily chooses the shortest
request to serve for DARP with uniform revenues on a non-uniform metric is no greater
than 1/2.

Proof. Let a, b, and c denote three points on a non-uniform metric space such that the
distance between a and b and b and c is T/k for some positive even integer k such that T
mod k = 0, and the distance between a and c is T/k − ε, for some small ε > 0. Let a be the
origin. Consider an instance on this space with k/2 requests from a to b, k/2 requests from
b to a, and k/2 requests from a to c. opt will alternately serve the k/2 requests from a to b
and the k/2 requests from b to a, i.e. as a chain of k requests. An algorithm that greedily
chooses the shortest request at a time to serve will serve only the requests from a to c while
spending T/k − ε time on an empty drive from c to a between each serve, thereby serving
k/2 requests in total. J

2.1 Hardness
While it was already shown in [6] that the problem of offline RDARP on a general metric is
NP-hard, we now show that even URDARP, where the metric is uniform and the requests
have uniform revenue, is NP-hard by reduction from the Hamiltonian Path problem. The
reduction proceeds as follows.

Given a directed Hamiltonian Path input G = (V,E) where n = |V |, build a uniform
metric space G′ with 2n+ 2 points (see Figure 1): one point will be the server origin o, one
will be a designated “sink” point t, and the other 2n points are as follows. For each node
v ∈ V , create a point v′ and a point v′′ in G′. Create a URDARP request in G′ from point
v′ to point v′′ for each v ∈ V , which we will refer to as a node request. Further, for each edge
e = (u, v) in E of G, create a URDARP request from point u′′ to point v′ in G′, which we
will refer to as an edge request. Additionally, for each v ∈ V , create an edge request from
v′′ to the designated sink point t in G′. Set T = 2n+ 1. Finally, make the server origin a
separate point that is one unit away from all other points.

I Lemma 3. There is a Hamiltonian Path in G if and only if 2n requests can be served
within time T = 2n+ 1 in the URDARP instance.
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Figure 1 An example instance G of the Hamiltonian Path problem where n = 5 (left), and its
corresponding instance for URDARP where T = 2n + 1 (right). Any Hamiltonian path on a graph
of n vertices has length n− 1, which would correspond to a sequence in the corresponding URDARP
instance of 2n− 1 requests (since a URDARP request is created for each vertex and each edge of
G). But note that here there is no Hamiltonian path in G, yet the URDARP instance still has a
sequence of requests of length 2n− 1 which starts from e′. The extra edges we add from each point
v′′ to t in the URDARP instance prevent such false positives by ensuring that any Hamiltonian path
in G will in fact correspond to a URDARP sequence of length 2n.

Proof. Let p = (v1, v2, . . . , vn) be a Hamiltonian Path in G. Construct the sequence of 2n
URDARP requests in G′ by the node request from v′1 to v′′1 , the edge request from v′′1 to v′2,
the node request from v′2 to v′′2 , the edge request from v′′2 to v′3, and so forth, through the
edge request from v′′n−1 to v′n, the node request from v′n to v′′n, and finally the edge request
from v′′n to the designated sink t. This sequence can be executed in time T = 2n+ 1 since it
requires one unit of time for the server to drive from the origin to v′1 and 2n units for the
remaining drives.

Conversely, consider a URDARP sequence in G′ of length 2n. Note that by construction
of G′, any sequence of URDARP requests must alternate between node requests and edge
requests, where any edge to the sink is counted as an edge request (and must be a terminal
request). Since destinations in G′ can be partitioned into the sink, single-primed points, and
double-primed points, we can thus analyze the three possibilities for the destination of the
final URDARP request.

If either the sink or a single-primed point is the destination for the final URDARP request,
the URDARP sequence must end with an edge request. The alternating structure ensures the
URDARP sequence begins with a node request, and thus contains exactly n node requests
and n edge requests. If a double-primed point is the destination for the final URDARP
request, the URDARP sequence must end with a node request. The alternating structure
ensures the URDARP sequence begins with an edge request, and contains exactly n edge
requests and exactly n node requests. Thus, the URDARP sequence always contains n node
requests. This ensures that the length n path in the original graph G includes all n vertices
in the original graph G, and thus the existence of a Hamiltonian Path. J

Due to the above reduction procedure along with Lemma 3, we have the following theorem.

I Theorem 4. The problem URDARP is NP-hard.

For the remainder of the work we focus strictly on URDARP (uniform metric, uniform
revenues).

ATMOS 2019



11:6 Maximizing the Number of Rides for DARP

3 Algorithms

We begin by presenting our twochain algorithm that is a 2/3-approximation for URDARP
(please see Algorithm 1 for details). The idea of this polynomial-time algorithm is that it
simply looks for chains of requests of length at least 2 whenever a drive is required. At each
time unit if there is a request that starts at the current location of the server, the server
will always serve that request (continuing the chain) rather than driving away to a different
request. We note that this subtlety makes the algorithm differ from the algorithm that
simply chooses any 2-chain to serve; the approximation ratio of this latter algorithm is an
open problem. In addition, the server is never “idle” in that if there are remaining requests
to serve that can be served before the deadline, the server will drive to serve one of them.

While the analysis of twochain we provide requires many detailed cases, we were
surprised to discover that simpler more elegant approaches all failed in subtle ways, indicating
to us the problem is more nuanced than what one expects at first blush. We believe that
the interplay between requests and the possibility for numerous criss-crosses of chains of
requests prevents simpler analyses. We note that our proof actually yields a guarantee of not
only 2/3 of the optimal number of requests, but instead 1/3(|OPT |+ T − 1), where T is the
time limit.

3.1 The TWOCHAIN Algorithm

Algorithm 1 The twochain algorithm.

1: Input: Set S of requests, time limit T , origin o
2: Set t := T

3: Let S′ denote the subset of requests (a, b) ∈ S where b is the source of another request
in S.

4: while t > 0 do
5: if there exists a request starting from o in S then
6: Choose one such request (o, b), with preference given to requests from S′.
7: Serve (o, b).
8: t := t− 1
9: Remove (o, b) from S (and S′ if (o, b) was in S′).
10: o := b, and update S′ based on the new S.
11: else if t ≥ 2 and requests remain in S then
12: Choose one such request (a, b), with preference given to requests from S′.
13: Drive from o to a, then serve the request (a, b).
14: t := t− 2
15: Remove (a, b) from S (and S′ if (o, b) was in S′).
16: o := b, and update S′ based on the new S.
17: else . no requests remain (that we have enough time to serve)
18: t := t− 1

Let S, T , and o denote the set of requests, time limit, and origin, respectively. Let
OPT (S, T, o) and ALG(S, T, o) denote the schedules returned by OPT and twochain,
respectively, on the instance (S, T, o) and let |OPT (S, T, o)| and |ALG(S, T, o)| denote the
number of requests served by OPT and twochain, respectively.

We begin by showing that in the special case where the deadline is more than twice the
number of requests, twochain is optimal.
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I Lemma 5. If T ≥ 2|S| then |OPT (S, T, o)| = |ALG(S, T, o)| = |S|.

Proof. By induction on |S|. If |S| = 1, then clearly twochain can serve the request if
T ≥ 2. If |S| ≥ 2, then within the first two time units twochain serves at least one request.
So there are at most |S| − 1 remaining requests to serve within T − 2 time. Since T ≥ 2|S|,
then by the inductive hypothesis, T − 2 ≥ 2(|S| − 1), so twochain can serve the remaining
requests within the remaining time. J

In the next lemma, we tackle the general case where the deadline T is tighter. We
prove a lower bound on what twochain earns, that will suffice for later showing it yields a
2/3-approximation.

I Lemma 6. Let m = |OPT (S, T, o)|. If T < 2|S|, then |ALG(S, T, o)| ≥ 1
3 (m+ T − 1).

Proof. Since T < 2|S|, S 6= ∅. Let k denote the number of requests in the first chain
served by twochain and denote this chain as (u0, u1), (u1, u2), . . . , (uk−1, uk). Let c denote
the number of drives twochain makes to get to the first request, that is, either c = 0
if there is a request starting at o and c = 1 if not. After twochain serves the first
chain, we are left with a smaller instance of the problem (Snew, Tnew, onew) where Snew =
S − {(u0, u1), (u1, u2), . . . , (uk−1, uk)}, Tnew = T − c− k, and onew = uk.

We proceed by strong induction on T . If T = 0, 1, or 2, then the lemma is trivially
true. If T ≥ 3, then since |S| > T/2, twochain serves at least one chain. We assume
inductively that |ALG(Snew, Tnew, onew)| ≥ 1

3 (|OPT (Snew, Tnew, onew)|+Tnew − 1) and will
show |ALG(S, T, o)| ≥ 1

3 (|OPT (S, T, o)|+ T − 1).

Case 1: k = 1.
Case 1.1: c = 1. Then there is no ride starting at o and the first chain has length 1, so

we know that there must be no 2-chains in S. Then all solutions require an empty
drive after each service drive, so |ALG(S, T, o)| = m = bT/2c ≥ T

2 −
1
2 and hence,

m ≥ 1
3 (m+ T − 1).

Case 1.2: c = 0. Then there is a ride starting at o but there is no 2-chain that starts at
o. Let OPT (S, T, o) return the path (o, v1), (v1, v2), . . . , (vT−1, vT ). Therefore (o, v1)
and (v1, v2) cannot both be rides. Then the path (v2, v3), . . . , (vT−1, vT ) has at least
m− 1 rides from S and therefore at least m− 2 rides from Snew = S − {(o, u1)}. So
the path (onew, v2), (v2, v3), . . . , (vT−1, vT ) also has at least m − 2 rides from Snew.
Thus |OPT (Snew, T − 1, u1 = onew)| ≥ m − 2. By induction, |ALG(S, T, o)| ≥
1 + 1

3 (|OPT (Snew, T −1, u1)|+ (T −1)−1) ≥ 1 + 1
3 (m−2 +T −1−1) = 1

3 (m+T −1).
Case 2: k ≥ 2. There are two subcases.
Case 2.1: Tnew ≥ 2|Snew|. In this case, by Lemma 5 we have |ALG(Snew, Tnew, onew)|

= |Snew| = |S| − k. So we have:

|ALG(S, T, o)| = k + |ALG(Snew, Tnew, onew)| = k + |S| − k = |S|

Hence, |OPT (S, T, o)| = |S| as well, so recalling that T < 2|S|, we have, as desired:

|ALG(S, T, o)| = |S| = 1
3 (|S|+ 2|S|) > 1

3 (|OPT (S, T, o)|+ T − 1).

Case 2.2: Tnew < 2|Snew|. Let the path P ∗ of length T + 1 − c be the path that
traverses OPT (S, T, o) starting from onew. More formally, if c = 0, P ∗ is
(onew, o), (o, v1), (v1, v2), . . . (vT−1, vT ). If c = 1, then since (o, v1) is not in S, P ∗ is
(onew, v1), (v1, v2), . . . (vT−1, vT ).

ATMOS 2019



11:8 Maximizing the Number of Rides for DARP

Let r denote the number of requests in (u0, u1), (u1, u2), . . . , (uk−1, uk) that are also in
OPT (S, T, o) and note that r ≤ k. So P ∗ has m requests from S and m − r requests
from Snew. Note that Tnew = T − c− k = (T + 1− c)− (k + 1) = |P ∗| − (k + 1).
We modify P ∗ to create a path P by deleting the last k + 1 drives from P ∗. Then
|P | = Tnew and P has at most k + 1 fewer requests from Snew than P ∗ so P has at least
m− r − (k + 1) requests from Snew. Hence, we have:

|OPT (Snew, Tnew, onew)| ≥ m− r − k − 1 (1)

There are two subcases.
Case 2.2.1: If −r + k − 1− c ≥ 0, then we have:

|ALG(S, T, o)| = k + |ALG(Snew, Tnew, onew)|
≥ k + 1

3 (|OPT (Snew, Tnew, onew)|+ Tnew − 1) by ind. hyp.
≥ k + 1

3 (m− r − k − 1 + Tnew − 1) by eqn.(1)
≥ 1

3 (m+ T − 1− r + k − 1− c)
≥ 1

3 (m+ T − 1)

which is the desired equation.
Case 2.2.2: If −r + k − 1− c < 0, then k − r ≤ c and there are two subcases.
Case 2.2.2.1: k = r. Please see the Appendix where we show that in all subcases of Case

2.2.2.1, P starts at onew, has at least m− r − k + 1 requests from Snew, and has length
Tnew. Thus:

|OPT (Snew, Tnew, onew)| ≥ m− r − k + 1 (2)

Then, since c = 0 or c = 1, we have:

|ALG(S, T, o)| ≥ k + 1
3 (|OPT (Snew, Tnew, onew)|+ Tnew − 1) by ind. hyp.

≥ k + 1
3 (m− r − k + 1 + Tnew − 1) by eqn.(2)

≥ k + 1
3 (m− 2k + 1 + T − k − c− 1) since k = r

≥ 1
3 (m+ T − c) ≥ 1

3 (m+ T − 1) since c = 0 or 1

So we are done with Case 2.2.2.1 and must now prove Case 2.2.2.2 to complete the proof.
Case 2.2.2.2: k 6= r. Recall that since k − r ≤ c, it must be that k = r + 1. Please see the

Appendix where we show that in all subcases of Case 2.2.2.2, P starts at onew, has at
least m− r − k requests from Snew, and has length Tnew. Thus:

|OPT (Snew, Tnew, onew)| ≥ m− r − k (3)

So we have:

|ALG(S, T, o)| ≥ k + 1
3 (|OPT (Snew, Tnew, onew)|+ Tnew − 1) by ind. hyp.

≥ k + 1
3 (m− r − k + T − k − c− 1) by eqn.(3)

= 1
3 (m+ T − 1− r + k − c)

= 1
3 (m+ T − 1− r + (r + 1)− c)

≥ 1
3 (m+ T − 1)

This completes the proof. J
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I Theorem 7. twochain gives a 2/3 approximation for URDARP.

Proof. We again proceed by considering two cases.
Case 1: T ≥ 2|S|: Then by Lemma 5, |ALG(S, T, o)| = |OPT (S, T, o)|, and we are done.
Case 2: T < 2|S|: Then by Lemma 6, |ALG(S, T, o)| ≥ 1

3 (|OPT (S, T, o)|+ T − 1).
As in Lemma 6, let m = |OPT (S, T, o)|. There are two subcases.

Case 2.1: Ifm < T , then |ALG(S, T, o)| ≥ 1
3 (m+T−1) > 1

3 (m+m−1). Since |ALG(S, T, o)|
is an integer, this implies |ALG(S, T, o)| ≥ 2m/3.

Case 2.2: If m = T , then an OPT (S, T, o) solution must be (o = v1, v1), (v1, v2), . . . ,
(vm−1, vm) where every drive must be a service drive, serving a request from S.
We use the same definitions of k, r, and c as in Lemma 6 and note that c = 0 in this case.
Denote the first chain served by twochain as (o = u0, u1), (u1, u2), . . . , (uk−1, uk). Note
that twochain would start with a service drive right from o because in this case there
is a 2-chain starting at o. If k = T = m then |ALG(S, T, o)| = |OPT (S, T, s)| so we are
done. If m = 1 or m = 2 then, k = m, so we are done. If m = 3 then k = 2 or 3, and in
both cases we have k > 2m/3, so we are also done.
So we consider the case where m ≥ 4 (so k ≥ 2) and k < m. After twochain serves
the first chain, the server is at uk and there is T − k time remaining, so in the smaller
instance of the problem, Tnew = T − k, and onew = uk.
Since |OPT (S, T, o)| = m, then |OPT (Snew, T + 1, uk)| ≥ m − r, since in time T + 1,
opt can drive from uk to the origin, and then follow the path of OPT (S, T, o) to serve
m− r requests (recall that r is the number of requests in OPT (S, T, o) that are also in
the first chain of ALG(S, T, o)). So recalling that Tnew = T − k, we have,

|OPT (Snew, Tnew, uk)| ≥ m− r − k − 1 (4)

And thus:

|ALG(S, T, o)| = |ALG(Snew, Tnew, uk)|+ k

≥ 1
3 (|OPT (Snew, Tnew, uk)|+ Tnew − 1) + k by Lemma 6

≥ 1
3 (m− r − k − 1 + T − k − 1) + k by eqn. 4

= 1
3 (2m) + 1

3 (−r + k − 2) ≥ 2m/3 unless k = r or k = r + 1

For the cases of k = r and k = r + 1, we follow the same steps we did for these cases in
the proof of Lemma 6 to modify the opt path.

Case k = r: Then by Case 2.2.2.1 of the proof of Lemma 6, we have
|OPT (Snew, Tnew, onew)| ≥ m− r − k + 1. So:

|ALG(S, T, o)| = |ALG(Snew, Tnew, uk)|+ k

≥ 1
3 (|OPT (Snew, Tnew, uk)|+ Tnew − 1) + k by Lemma 6

≥ 1
3 (m− r − k + 1 + T − k − 1) + k

≥ 1
3 (2m− 3k) + k since T = m and r = k

≥ 2m/3

Case k = r + 1: Then by Case 2.2.2.2 of the proof of Lemma 6, we have
|OPT (Snew, Tnew, onew)| ≥ m− r − k. So:

|ALG(S, T, o)| ≥ 1
3 (m− r − k + T − k − 1) + k

≥ 1
3 (2m− 3k) + k since T = m and r = k − 1

≥ 2m/3
We have shown that for all cases, |ALG(S, T, o)| ≥ 2m/3, so the proof is complete. J
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We now show that the approximation ratio of 2/3 for twochain is tight.

I Theorem 8. The approximation ratio of twochain for URDARP is no greater than 2/3.

Proof. Consider an instance with three requests in a single chain with no requests starting
at the origin o. Let T = 4. twochain may select the second and third requests of the chain
as its first two requests. For twochain to drive to and then serve the two requests takes
three time units. It then drives and runs out of time. On the other hand, opt starts at the
first request of the chain and completes all three requests by time T = 4. J

3.2 The k-CHAIN Algorithm
We now show that a natural generalization of twochain, which we refer to as k-chain (see
Algorithm 2) yields at most a 7/9-approximation. This polynomial-time algorithm (which is
exponential in the fixed k that is selected) proceeds analogously to twochain, but rather
than prioritizing requests that are the first in a 2-chain, instead it prioritizes requests that are
the first in a k-chain. One might expect that this algorithm yields a k/(k+ 1)-approximation
but we show that, surprisingly, there exists an instance of URDARP where k-chain earns at
most 7/9 times the revenue of the optimal solution.

Algorithm 2 The k-chain algorithm.

1: Input: Set S of requests, time limit T , origin o
2: Set t := T

3: For i = 1 . . . k, for each request r ∈ S, add r to Si if request r is followed by a chain of
requests of length i− 1. So r ∈ Si means r is the start of a chain of length i. Note that
if r ∈ Si then we also have r ∈ Sj for all j < i.

4: while t > 0 do
5: Let j be the highest value for which Sj has a request starting at o.
6: if j > 0 then
7: Choose one such request (o, b) from Sj and serve it.
8: t := t− 1
9: Remove (o, b) from S and update the sets Si for i = 1 . . . k as needed.

10: o := b

11: else if t ≥ 2 and requests remain in S then
12: Let j be the highest value for which Sj is non-empty.
13: Choose one request (a, b) from Sj .
14: Drive from o to a, then serve the request (a, b).
15: t := t− 2
16: Remove (a, b) from S and update the sets Si for i = 1 . . . k as needed.
17: o := b

18: else . no requests remain (that we have enough time to serve)
19: t := t− 1

I Theorem 9. The k-chain algorithm yields at most a 7/9-approximation.

Proof. In the input instance (see Figure 2) there is a chain of c+ k requests, for two positive
integers c and k, and the origin, o, is at the start of this chain. Denote these c+ k requests
as (v0, v1), (v1, v2), (v2, v3), . . . , (vc−1, vc), . . . , (vc+k−1, vc+k), so o = v0. In addition, for each
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Figure 2 An instance showing that the k-chain algorithm has approximation ratio at most 7/9.

point vi, for i = 1, 2, . . . , c, there is another pair of requests: one that leaves from vi to a
point not on the chain, call it v′i, and another that leaves from v′i and returns to vi, forming
a total of c loops each of length 2.

Let T = 3c. Then opt(S, T, o) = opt(S, 3c, v0) = 3c since opt can serve all the loops
“on the way” as it proceeds across from v1 to vc+k. I.e., the optimal schedule is

(v0, v1), (v1, v
′
1), (v′1, v1), (v1, v2), (v2, v

′
2), (v′2, v2), (v2, v3), . . . , (vc+k−1, vc+k).

On the other hand, Algorithm 2, which prioritizes chains of length k, may choose one
request at a time from the “spine” of this input instance, and end up serving all the requests
along the straight path first, rather than serving the loops along the way. In this event at
time c+ k it must then go back and serve as many loops (chains of length 2) as it can in the
remaining 3c− (c+ k) = 2c− k units of time, expending one unit of time on an empty drive
to the next loop after serving each loop. Hence:

|alg(S, T, o)| = c+ k +
⌊ 2

3 (2c− k)
⌋

And note that

lim
c→∞

|alg(S, T, o)|
|opt(S, T, o)| = lim

c→∞

c+ k +
⌊ 2

3 (2c− k)
⌋

3c = 7
9 . J

3.3 The LONGEST-CHAIN-FIRST Algorithm
We now provide a brief discussion of the greedy algorithm that serves the longest chain of
requests first, removing these requests from the instance, then serves the longest chain among
the remaining requests and removes these, and continues this way until time runs out. We
refer to this algorithm as the Longest-Chain-First (lcf) algorithm.

Implementation of this algorithm requires a solution to the longest trail problem, where
a trail is defined as a path with no repeated edges, i.e., a chain of DARP requests. Although
the longest trail problem is NP-hard [10, 11], a standard poly-time algorithm that simply
requires a topological sort on the vertices of the acyclic graph as a pre-processing step can
be employed for finding the longest trail in acyclic graphs. We use the term request-graph to
refer to the directed multigraph where each request is represented by an edge in the graph
and each vertex in the graph is the source or destination of a request. So if we consider the
space of inputs where the request-graphs are acyclic, we can employ the poly-time algorithm
for finding the longest trail in an acyclic graph to implement the greedy lcf algorithm.

It turns out that even when restricting to acyclic graphs, uniform revenues and a uniform
metric space, the lcf algorithm yields an approximation ratio of at most 5/6.

I Theorem 10. The approximation ratio of the lcf algorithm for URDARP on acyclic
request-graphs is at most 5/6.
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Figure 3 An instance showing that the lcf algorithm has an approximation ratio of at most 5/6.

Proof. Please refer to Figure 3. The instance depicts a request graph for which T = 8 and
the origin is one unit away from the source of all requests. An optimal solution is to serve the
top 3-chain followed by the bottom 3-chain for a total revenue of 6. The lcf algorithm may
instead start with (v1, v2), but then take (v2, v7), finishing with (v7, v8). lcf would then
require an empty drive to a remaining 2-chain, but after serving the 2-chain, there would be
no time left to drive to and serve any more requests, so lcf earns a revenue of only 5. J

We expect that in future work we will be able to prove that lcf does indeed yield a 5/6
approximation for URDARP on acyclic request graphs.
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A Appendix

We first show that in all subcases of Case 2.2.2.1 of Lemma 6, P starts at onew, has at least
m− r − k + 1 requests from Snew, and has length Tnew.

Case 2.2.2.1: If k = r then every request (ui−1, ui) is in P ∗, and in particular both
(uk−2, uk−1) and (uk−1, uk) are in P ∗. Either (uk−1, uk) is the last drive of P ∗ or it
is not.

Case 2.2.2.1.1: (uk−1, uk) is the last drive of P ∗. Then there is a drive (uk−1, y) immediately
following (uk−2, uk−1) in P ∗. There are three subcases.

Case 2.2.2.1.1.1: (uk−1, y) = (uk−1, uk) Then we delete the last k + 1 drives from P ∗ to
make P . Since the k + 1 drives include (uk−2, uk−1) and (uk−1, uk), which are not in
Snew, then P loses at most k− 1 requests from Snew and is a total k+ 1 shorter than P ∗.
So P has at least m− r − (k − 1) = m− r − k + 1 requests from Snew and has length
|P ∗| − (k + 1) = Tnew.

Case 2.2.2.1.1.2: (uk−1, y) 6= (uk−1, uk) and (uk−1, y) /∈ Snew. We make P from P ∗ as
follows. We first make P̂ from P ∗ by deleting (uk−1, uk) and replacing (uk−2, uk−1) and
(uk−1, y) by the shortcut (uk−2, y). So P̂ has at least m− r requests from Snew (since
none of the deleted requests are requests from Snew) and length two shorter than P ∗.
Then we make P from P̂ by deleting the last (k − 1) drives from P̂ . So P has at least
m− r − (k − 1) requests from Snew and length Tnew.

Case 2.2.2.1.1.3: (uk−1, y) 6= (uk−1, uk) and (uk−1, y) ∈ Snew. Note that uk−1 is not the
source of a request in S′new (those requests in Snew that start a 2-chain, as defined in line
3 of Algorithm 1) since if it were, twochain would have chosen that request instead of
(uk−1, uk) as the next request. So y cannot be the source of a request in Snew. Let (y, z)
be the next drive in P ∗ after (uk−1, y), and we know (y, z) is not in Snew. Then we make
P from P ∗ as follows. We first make P̂ from P ∗ by deleting (uk−1, uk) and replacing
(uk−2, uk−1), (uk−1, y) and (y, z) by the shortcut (uk−2, z). Then P̂ has at least m− r− 1
requests from Snew (since the only request from Snew P̂ lost was (uk−1, y)) and length
three shorter than P ∗. We then make P from P̂ by deleting the last k − 2 drives from P̂ .
So P has at least m − r − 1 − (k − 2) = m − r − k + 1 requests from Snew and length
|P ∗| − 3− (k − 2) = Tnew.

Case 2.2.2.1.2: (uk−1, uk) is not the last drive of P ∗ so there is a drive (uk, x) in P ∗. Note
that (uk, x) cannot be in Snew since if it were, then twochain would have served it after
(uk−1, uk) There are several subcases.

Case 2.2.2.1.2.1: (uk−2, uk−1) is the last drive of P ∗ and (uk−2, uk−1) = (uk, x). Then we
make P by deleting the last k + 1 drives from P ∗. Then P loses at most k − 1 requests
from Snew since at least 2 of the k + 1 drives (namely, (uk−2, uk−1) and (uk−1, uk)) are
not in Snew. So P has at least m− r − (k − 1) requests from Snew and length Tnew.

Case 2.2.2.1.2.2: (uk−2, uk−1) is the last drive of P ∗ and (uk−2, uk−1) 6= (uk, x). Then we
make P from P ∗ as follows. We first make P̂ from P ∗ by deleting (uk−2, uk−1) and
replacing (uk−1, uk) and (uk, x) by the shortcut (uk−1, x). So P̂ has at least m − r

requests from Snew (since none of (uk−2, uk−1), (uk−1, uk), and (uk, x) are in Snew)
and has length two shorter than P ∗. We then make P from P̂ by deleting the last
k − 1 drives from P̂ . So P has at least m− r − (k − 1) requests from Snew and length
|P̂ | − (k − 1) = |P ∗| − 2− k + 1 = Tnew.
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Case 2.2.2.1.2.3: (uk−2, uk−1) is not the last drive of P ∗ so there is a drive (uk−1, y) in P ∗
and (uk−1, y) = (uk−1, uk). Then we make P̂ from P ∗ by replacing (uk−2, uk−1),
(uk−1, uk) and (uk, x) by the shortcut (uk−2, x). So P̂ has at least m− r requests from
Snew and length two shorter than P ∗. We then make P from P̂ by deleting the last k− 1
drives. So P has at least m− r − (k − 1) requests from Snew and length Tnew.

Case 2.2.2.1.2.4: (uk−2, uk−1) is not the last drive of P ∗ so there is a drive (uk−1, y) in P ∗
and (uk−1, uk) 6= (uk−1, y) and (uk−1, y) /∈ Snew. Then we make P̂ from P ∗ by replacing
(uk−1, uk) and (uk, x) by (uk−1, x) and replacing (uk−2, uk−1)
and (uk−1, y) by (uk−2, y). So P̂ has at least m − r requests from Snew (since none
of (uk−1, uk), (uk, x), (uk−2, uk−1) and (uk−1, y) are in Snew) and length two shorter
than P ∗. Then we make P from P̂ by deleting the last k − 1 drives. So P has at least
m− r − (k − 1) requests from Snew and length Tnew.

Case 2.2.2.1.2.5: (uk−2, uk−1) is not the last drive of P ∗ so there is a drive (uk−1, y) in P ∗
and (uk−1, uk) 6= (uk, y) and (uk−1, y) ∈ Snew. Note that uk−1 is not the beginning of a
request in S′new, (since if it were, twochain would have chosen that request instead of
(uk−1, uk) as the next request. Thus y cannot be the start of a request in Snew. Either
(uk−1, y) is at the end of P ∗ or let (y, z) denote the next drive in P ∗ after (uk−1, y) and
observe that (y, z) is not in Snew. There are three subcases.

Case 2.2.2.1.2.5.1: (uk−1, y) is the last drive of P ∗. Then we make P̂ from P ∗ by replacing
(uk−1, uk) and (uk, x) by (uk−1, x) and deleting (uk−2, uk−1) and (uk−1, y). So P̂ has at
least m − r − 1 requests from Snew (since the only Snew request P̂ lost was (uk−1, y))
and length three shorter than P ∗. Then we make P from P̂ by deleting the last k − 2
drives from P̂ . So P has at least m− r− 1− (k− 2) = m− r− k+ 1 requests from Snew

and length Tnew = |P ∗| − 3− (k − 2) shorter than P ∗.
Case 2.2.2.1.2.5.2: (uk−1, y) is not the last drive of P ∗ so there is a drive (y, z) and (y, z) =

(uk−1, uk). Then to make P̂ from P ∗ we replace (uk−2, uk−1), (uk−1, y), (y, z), (uk, x) by
the shortcut (uk−2, x) . So P̂ has at least m − r − 1 Snew drives (since the only Snew

drive P̂ lost was (uk−1, y)) and length three shorter than P ∗. Then we make P from P̂ by
deleting the last k−2 drives from P̂ . So P has at least m− r−1− (k−2) = m− r−k+ 1
Snew drives and length Tnew = |P ∗| − 3− (k − 2) shorter than P ∗.

Case 2.2.2.1.2.5.3: (uk−1, y) is not the last drive of P ∗ so there is a drive (y, z) and (y, z) 6=
(uk−1, uk). Then we make P̂ from P ∗ by replacing (uk−1, uk), (uk, x) by (uk−1, x) and
replacing (uk−2, uk−1), (uk−1, y) and (y, z) by (uk−2, z). So P̂ has at least m − r − 1
Snew drives (since the only request from Snew P̂ lost was (uk−1, y)) and length three
shorter than P ∗. Then we make P from P̂ by deleting the last k − 2 drives from P̂ .
So P has at least m − r − 1 − (k − 2) = m − r − k + 1 requests from Snew and length
Tnew = |P ∗| − 3− (k − 2) shorter than P ∗.

This concludes all the subcases of Case 2.2.2.1 of Lemma 6. We now show that in all
subcases of Case 2.2.2.2 of Lemma 6, P starts at onew and has at least m− r − k requests
from Snew.

Case 2.2.2.2: k 6= r so it must be that k = r + 1. So all but one (ui−1, ui) from P is in P ∗,
thus at least one of (uk−2, uk−1) and (uk−1, uk) is in P ∗.

Case 2.2.2.2.1: (uk−1, uk) is in P ∗. There are two subcases.
Case 2.2.2.2.1.1: (uk−1, uk) is at the end of P ∗. Then to make P from P ∗ we delete the

last k + 1 drives (which include (uk−1, uk)). So we deleted at most k requests from Snew

from P ∗ (since (uk−1, uk) is not in Snew). So P has at least m − r − k requests from
Snew and length Tnew.
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Case 2.2.2.2.1.2: (uk−1, uk) is not at the end of P∗. Then there is a next drive (uk, x) in
P ∗. So we first make P̂ from P ∗ by replacing (uk−1, uk) and (uk, x) by the shortcut
(uk−1, x). So P̂ has length one shorter than P ∗. Note that (uk, x) cannot be in Snew

since otherwise twochain would have continued with a request after (uk−1, uk). So P̂
has at least m− r requests from Snew. Now we make P by deleting the last k drives from
P̂ . So P has at least m− r − k requests from Snew and length Tnew = |P ∗| − 1− k.

Case 2.2.2.2.2: (uk−1, uk) is not in P ∗, and therefore (uk−2, uk−1) is in P ∗. There are
several subcases.

Case 2.2.2.2.2.1: (uk−2, uk−1) is at the end of P ∗. Then to make P from P ∗ we delete the
last k + 1 drives (which include (uk−2, uk−1)). So we deleted at most k requests from
Snew from P ∗ (since (uk−2, uk−1) is not in Snew). So P has at least m− r − k requests
from Snew and length Tnew.

Case 2.2.2.2.2.2: (uk−2, uk−1) is not at the end of P ∗ and has a next drive (uk−1, y) that
is not in Snew. We first make P̂ from P ∗ by replacing (uk−2, uk−1) and (uk−1, y) by the
shortcut (uk−2, y). So P̂ has at least m− r requests from Snew and is one shorter than
P ∗. We then make P from P̂ by deleting the last k drives from P̂ . So P has at least
m− r − k requests from Snew and length Tnew.

Case 2.2.2.2.2.3: (uk−2, uk−1) is not at the end of P ∗ and has a next drive (uk−1, y) that is in
Snew and (uk−1, y) is at the end of P ∗. We first make P̂ from P ∗ by deleting (uk−2, uk−1)
and (uk−1, y). So P̂ has at least m−r−1 requests from Snew (since the only request from
Snew P̂ lost was (uk−1, y)) and length two shorter than P ∗. We then make P from P̂ by
deleting the last k − 1 drives from P̂ . So P has at least m− r − 1− (k − 1) = m− r − k
requests from Snew and length Tnew = |P ∗| − 2− (k − 1).

Case 2.2.2.2.3.4: (uk−2, uk−1) is not at the end of P ∗ so there is a next drive (uk−1, y) that
is in Snew and (uk−1, y) is not at the end of P ∗ so there is a next drive (y, z) in P ∗. Then
by the same reasoning as in subcase 2.2.2.1.2.5, we have that (y, z) is not in Snew. To
make P̂ from P ∗ we replace (uk−2, uk−1), (uk−1, y) and (y, z) by the shortcut (uk−2, z).
So P̂ has at least m− r − 1 requests from Snew (since the only request from Snew P̂ lost
was (uk−1, y)) and length two shorter than P ∗. We then make P from P̂ by deleting the
last k − 1 drives from P̂ . So P has at least m − r − 1 − (k − 1) = m − r − k requests
from Snew and length Tnew = |P ∗| − 2− (k − 1).

This concludes all the subcases of Case 2.2.2.2 of Lemma 6.
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