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—— Abstract

Artificial Intelligence ethics is concerned with ensuring a nonnegative ethical impact of researching,
developing, deploying and using Al systems. One way to accomplish that is to enable those Al
systems to make moral decisions in ethically sensitive situations, i.e., automate moral reasoning.
Machine ethics is an interdisciplinary research area that is concerned with the problem of automating
moral reasoning. This tutorial presents the problem of making moral decisions and gives a general
overview of how a computational agent can be constructed to make moral decisions. The tutorial is
aimed for students in artificial intelligence who are interested in acquiring a starting understanding
of the basic concepts and a gateway to the literature in machine ethics.
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1 Introduction

Artificial intelligence (AI) is concerned with the problem of using computation to automate
tasks that require intelligence [13]. Artificial intelligence, since 1956 when it was named and
established [35], has been increasingly contributed towards automating tasks that require
manipulation of information, production line tasks (robotics) and most recently pattern
identification and learning [15].

In a society, we all affect each other with our activities and decisions. Ethics (or moral
philosophy) is concerned with understanding and recommending right and wrong behaviours
and decisions [25]. The right decisions being characterised by taking into consideration
not only ones own interest, but also the interest of others [29]. The more computationally
automated tasks are used to complement or replace people’s tasks, the more concerns we
have to ensure that the resulting actions and choices are not only correct and rational, but
also do not have a negative ethical impact on society. As Rosalind Picard puts it “The
greater the freedom of a machine, the more it will need moral standards” [42]. AI Ethics is a
new, interdisciplinary, sub-field of Al that aims to address precisely this issue.

One way to ensure that AI has a non-negative ethical impact on society is to ensure
that we do have an insight into, and measures to control the impact AT has [22]. Various
different research approaches are being developed towards this end, in computer science,
but also in philosophy, organisational science, law etc. Algorithmic accountability studies
how to ensure that society and stakeholders can establish the right relationship with the
people who research, develop, deploy and use AT algorithms [53]. Transparency is concerned
with ensuring that the adequate type of information about how an Al system works is
made available to a given stakeholder [20, 54]. Fairness is concerned with ensuring that like
individuals and groups are treated alike by decision-making algorithms [17]. Explainable AT
is concerned with the problem of finding ways to extract information from AT algorithms
that justifies the choices that algorithm takes and use that information to adequately explain
that information to a given stakeholder [34, 28].
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Another way to ensure Al has a non-negative ethical impact is to consider that moral
reasoning is itself a cognitive task that we can consider automating. Machine ethics, or
artificial morality, is a sub-field in Al that is researching this approach. In general, machine
ethics is “is concerned with the behaviour of machines towards human users and other
machines” [5]. The problem of automating moral reasoning can be considered as a problem of
moral philosophy, whereas one is interested in questions such as: should machines be enabled
with ethical reasoning [24, 8], which norms should machines follow [33], can machines ever
be moral agents [16], etc. As a problem of computer science, machine ethics focuses on the
question of how to automate moral reasoning [6, 51].

Here we are concerned with the question of how to automate moral reasoning. Although
this problem, and machine ethics in general, have been raised since 2006 [5], it is an extremely
difficult problem that requires a lot of improvement in the state of the art in AI and moral
philosophy. We discuss the basic approaches in machine ethics, the advantages and challenges
of each. These lecture notes are structured as follows.

We start with Section 2 in which we discuss what is decision making and how decision-
making is distinguished from moral decision-making. Decisions are made by an agent. In
Section 3 we discuss what computational agents are, what does it mean for a computational
agent to be autonomous and what kind of moral agents can computational agents be. One
way to automate moral reasoning is to follow a specific moral theory. In Section 4 we give a
very quick overview of what is a moral theory and some of the more known moral theories
from moral philosophy. In Section 5 we discuss two general approaches to building artificial
moral agents, we discuss open research problems and challenges. In Section 6, we end with a
discussion on how to find out more about machine ethics, beyond the scope of this tutorial.

2 Moral decision making

Decision-making is a cognitive process that is studied from many disciplines including
cognitive science, neuroscience, psychology, and economy. Decision theory is a field which
studies the choices that an agent does (descriptive decision theory) and should (prescriptive
decision theory) make when faced with a formally specified decision problem [41]. Artificial
Intelligence typically follows the model of decision-making from economy since the goal
typically is to automate rational decision-making [45]. We summarise that model.
As [31] put forward, decision-making is taken to comprise of at least four steps:
1. identify the problem for which a decision needs to be made,
2. evaluate the objectives and preferences that apply,
3. analyze the decision problem and its constraints, and develop or identify the possible
options from which to choose,

4. choose from the identified options following some reasoning.

To put this into perspective, consider an example. In step one, I as an agent recognise
that T am hungry and that this is a problem. Next, I evaluate my objectives and preferences.
So my objective here are to stop being hungry which means get something to eat. My
preference would be to eat a hot meal but not cook and at the same time, to eat something
soon. Thus my problem becomes finding a place to buy food from. I now (step 3) have to
identify the constraints: how much I want to spend, how far I am willing to go and which
establishments are open today. These constraints help me make a list of possible restaurants
to choose from. In the last step I choose from among the alternatives using some type of
reasoning, like for example the closest and cheapest Indian food restaurant.
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Decisions are taken by an agent. In computer science artificial intelligence!, the require-
ment of what constitutes an agent is very low. Anything that has the ability to perceive
its environment through sensors and can act upon that environment through actuators is
considered to be an agent [45]. For a computational agent the environment is essentially a
data construct consisting of lists of information with “sensors” being various dynamic inputs
that change, add or remove data available to the agent. The source of that input can be an
actual device that measures aspects of the environment and converts it into data or it can
be a human inputting the data directly. An actuator is a device that produces motion and
changes a physical environment in that way. For a computational agent, the “actuators” are
its ability to change its own environment, namely its ability to alter data that is available to
not only themselves but also some other person or agent.

The difference between a computational agent and an embodied agent (such as a robot)
is perhaps best illustrated by considering as an example a program that plays chess. While
the chess playing program does not “see” a chess board, or physically move chess pieces, it
still plays chess which is considered an activity that requires intelligence. The environment
it works with is a digital representation of the chess board and the changes on it. What is
important in playing a move is not that the chess piece is physically moved on the board,
but to make the choice of which chess piece to move in order to win.

The problem identification, the evaluation of objectives, preferences and constraints that
apply is part of situational awareness and for most computational agents this is supplied
as data. Situational awareness is the perception of one’s environment, the events in that
environment with respect to time or space, internalisation and utilization of that perception
as information, and the projection of the future state of the environment and its elements.
The available options and their characteristics are often also made available with the agent
expected to do the evaluation of the options towards finding the optimal choice with respect
to the given objectives, preferences and constraints. While people are capable of reiterating
steps 3 and 4 of the decision-making process by identifying missing information and procuring
it, those same activities, as well as situational awareness in general, are a hard problem
in AT [45].

What is the difference between decision-making and moral decision-making? The difference
is in whose objectives, preferences and constraints we choose to apply. As we can see from the
four step model, decision-making is a process that only considers the objectives, preferences
and constraints of the agent that makes the decision. Moral decision making requires us to
consider the objectives, preferences and constraints of others. For example, when making
a list of options, the environmental impact of different food options can be considered.
Although I strongly prefer meat to tofu, I can choose to rank the vegan options over the
meat options because sourcing that food does not cause suffering to animals.

It is, of course, in general not clear how that information on the objectives, preferences
and constraints of others is to be sourced, to which extent it should be considered etc. In
moral philosophy, numerous different approaches to answering these questions for human
decision-makers have been discussed and we will give a brief overview of some of the dominant
ones in Section 4. In the next section, we will consider artificial moral agency: to which
extent can a computational agent make moral decisions given that they do not have full
agency to do so due to the lack of situational awareness and other constraints on information
processing capabilities.

1 Artificial Intelligence can be studying in other fields than computer science such as philosophy
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Before we move on, although it is not directly relevant here, for completeness, it is
important to mention the relationship between economy and moral philosophy. Rational
decision-making is studied in economy, whereas what are good and bad decisions is studied
in moral philosophy. One dominant perspective on moral decision making in economy is
that of Sen [46]. In economy, a decision problem is represented with a set of available
alternatives, and the agent’s preference order over those alternatives. The decision-making
process is then choosing the alternative that maximizes the expected utility for the agent.
Sen [46, 47] attempts to model morality by assuming morality to be an ordering over the
agent’s preference of alternatives, namely an ordering over orderings. So a moral decision is
then to choose which preference order over the available alternatives to follow.

Dietrich and List [21] also present a decision-theoretic consideration of moral decision
making. They show how to represent a moral theory in terms of two parameters: “(i) a
specification of which properties of the objects of moral choice matter in any given context,
and (ii) a specification of how these properties matter.” We discuss what moral theories are
in Section 4.

3  Artificial Moral Agents

Autonomy is the ability of an agent to govern itself, which includes its ability to identify
problems and make decisions to resolve them. Both [36] and [51], some of the pioneers of
machine ethics, observe that the extent to which an artificial agent would be able to do
moral decision-making depends on the extent of autonomy of the agent. We typically do not
talk about the autonomy of artificial agents, but the level of autonomy of a system, which
we then refer as an autonomous system. Before introducing the different types of artificial
moral agents that [36] and [51] have proposed, we introduce the levels of autonomy of an
autonomous system.

An autonomous system is a system, software or device alike, that is capable of some
degree of operation without human control. Systems that do not have autonomy are divided
into: controlled, supervised and automatic. Controlled systems are systems that have no
autonomy and require continuous human control to operate. An example of a controlled
system is the standard electrical iron for clothes: for the iron to be used, a person must hold
plug it in, hold it and move it. Supervised systems are systems that are capable of some short
periods of unsupervised activity, but require a human operator to both start and end that
period of activity. An example of a supervised system is the standard washing machine. A
person needs to load it and choose a program, and it operates without oversight executing the
washing program, and the human operator needs to unloaded after the program is completed.
Automatic systems are able to operate without any human supervision, but they can execute
only a very limited range of activities in a fully controlled environment: all their choices are
pre-programmed. An example of an automatic system is an elevator. It responds to a human
input in a specified way, but it operates (moves up, down, stops, opens and closes doors)
without the oversight of human operator.

Autonomous systems are systems that are able to operate without human oversight for
long periods of time, they are able to process signals from the environment, use them to
reason about their choices and actions, and be able to perform actions that have an effect on
the environment. In autonomous systems we discern, according to Parasuraman et al. [40],
ten levels of autonomy of decision and action selection (ranked here from high to low), listed
as follows.
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Figure 1 Degrees of artificial morality [51, Chapter2].

The system decides everything, acts autonomously and can ignore human input and
control

Informs the human about its choices only if it, the system chooses to do so

Informs the human about its choices only if asked

Executes its decisions autonomously/automatically and then necessarily informs the
human about the decision-making process

Allows the human a limited time to veto a decision made autonomously before execution,
or

Executes the decision only if the human approves it, or

. Suggest a decision (an alternative) to the human
. Narrows the selection of options to choose from to a human, or
. The system offers a complete set of decision/action alternatives, or

10.

The system does not make any decision-making, the human must make all the decisions
and actions.

Wallach and Allen [51] observe that the ability of computational agents to make moral

decisions is restricted by their autonomy and by their ethical sensitivity>. They offer a graph
of different types of artificial moral agency, which we reproduce in Figure 1.

moral significance of their actions lies entirely in the humans involved in their design and use”.

[61] define operational morality as the morality of the artificial agents for which “the

This means that the artificial agent itself does not make moral decisions, but (in matters
of morality) follows the instructions of a human operator. Functional morality is defined

2

[51] do not explicitly define ethical sensitivity, but it is understood that it refers to the ability of the
artificial agent to take into account the objectives, preferences and constraints of other when making
decisions.
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as the property of artificial agents who have the ability to make moral decisions without
direct instructions from humans. It is understood that this ability is contextual, namely
only applies under given circumstances. Full moral agency is the ability to have situational
awareness and fully autonomously make moral decisions.

[36] also offers a four tier distinction between artificial moral agents, but does not base it
explicitly on levels of autonomy or “ethical sensitivity” of the agent. Instead, he considers
choice making artificial agents whose operation affects others in society in a positive or a
negative way. For these agents he considers whether the agent uses moral choice relevant
information at all, and if it does whether it sources it itself or it is in some way provided.
[36] discerns: ethical impact agents, implicit ethical agents, explicit ethical agents and fully
ethical agents.

Ethical impact agents are artificial agents which by virtue of existing bring about positive
or negative impact on the lives of people. An ethical impact agent is an autonomous system
or an Al system that is a disruptive technology, namely it changes society, and makes life
better or worse for people in it by changing how certain tasks or operations are executed. An
ethical impact agent does not itself make moral decisions at all or considers the objectives,
preferences or constraints of others in its decision-making.

Implicit ethical agents implicitly do moral decision making. Namely, they are either fully
constrained from choosing unethical options or the options they are considering are made
available already evaluated with respect to how they affect the objectives, preferences and
constraints of others. The evaluation of what is right and what is wrong thus is performed
entirely by the human designers or operators of the artificial agent.

Explicit ethical agents do explicit moral decision making. This means that they are able
to evaluate if an option is more or less ethical than another, possibly by also sourcing their
own information for this evaluation. The degree to which they can perform moral decision
making, would of course depend on the limited abilities of the artificial agent and might
also be contextual. The evaluation of what is right and what is wrong is still by a large
extent determined by the information supplied by the human designers or operators, but the
artificial agent also contributes.

Fully ethical agents for Moor [36], just like for Wallach and Allen [51], are agents who
have situational awareness and fully autonomously make moral decisions.

The definitions of Moor [36] are not meant to be operational. It is in general very difficult
to evaluate the impact of an artificial agent, and also to draw a line to indicate which agents
have and which do not have such impact. A mobile phone can be considered an ethical
impact agent: it helps to solve crimes (a net positive impact) and it eases surveillance of
people (a net negative impact®). To be able to ascertain whether an agent is an implicit or
explicit moral agent one necessarily needs to have access to the agent’s programming. [23]
propose to refine the taxonomy of [36] towards making it more operational.

[23] propose that implicit can be considered those agents who engage in moral decision
making without using their own autonomy. For ethically sensitive contexts, implicit ethical
agents defer to the human operator, either directly or by accessing information made available.
Explicit ethical agents do use the autonomy they have to make moral decision. Both explicit
and implicit ethical agents thus have sufficient situational awareness to recognise that moral
decision making is needed. However, implicit agents, do not use their autonomy, even if it is
high. Their moral choices are either constraint or otherwise governed by a human operator.
In contrast, explicit moral agents do use the autonomy they have to make moral choices.

3 Personal opinion
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One idea on how to develop implicit or explicit ethical agents is having their moral choices
be governed by theories developed by moral philosophy. The alternative is that the artificial
agents are informed directly by a person or societies views on what is right and wrong, see
for example [39, 11, 44].

4  Moral philosophy

A detailed overview of moral philosophy is outside of the scope of this lecture. Perhaps
choosing which moral philosophy works to present and which to ignore in a short list, itself
is a moral choice. Instead we give a definition of what a moral theory is and what the main
types of moral theories have been considered in moral philosophy. Each of the theories have
strengths and weaknesses. Furthermore, every theory is developed to be applied by a human
agent.

Moral philosophy is considered to include three main areas of study: meta-ethics, norm-
ative ethics and applied ethics [25]. Meta-ethics is concerned with the concepts of right and
wrong themselves and how the validity of these concepts can be established. Normative
ethics is concerned with developing means to identify what are the right and wrong decisions,
actions, states of the world etc. Applied ethics is concerned with issuing recommendations
of what is the right thing to do for a specific person in a specific situation. An example
of applied ethics are the biomedical ethics rules that govern the conduct of, among others,
medical doctors [12].

In machine ethics, we are primarily interested in normative moral philosophy and the
moral theories developed within it. A moral theory is an explanation of what makes an
action right, or what makes an entity good [50]. It is a reasoning system that can be used to
establish the righteousness of an action or the goodness of an entity etc. The moral theories
that are concerned with the discerning between good and bad entities are called theories of
value, whereas those concerned with discerning between good and bad choices or actions are
called theories of obligation.

Many moral theories have been proposed. Vaughn [50] argues that for a theory of
reasoning about right and wrong to be usable, it needs to satisfy the following basic criteria.
It needs to be consistent with considered judgments and our moral experience. Considered
judgements are morally relevant preferences or decisions society has already made by carefully
considering the complexity of a given problem and the intended and unintended consequences
of alternative options. Our own moral experience vaguely describes what most people have
been raised to intuitively consider right or wrong in most situations, such as for example
stealing or betraying a confidence. Further, a moral theory should be useful in moral problem
solving and it should be coherent. Usefulness means that anyone can apply it to make moral
decisions, whereas coherence means that it should identify the same moral choices when
presented with the same problem features.

When a decision is made, three aspects of the decision can be considered to be most
relevant for identifying if that decision is good or bad. These are: the agent that makes the
decision (their intentions, objectives and incentives included), the decision itself and available
alternatives, and lastly the consequences of that decision.

Moral theories that put most relevance on the properties of the agent that makes the
decisions are called wvirtue theories. The theories which place most relevance on the decision
and alternatives are called deontological theories. Consequentialist theories deem that what
ultimately decides whether an action is good or bad is the consequences of that action.

6:7
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Virtue theories prescribe not how to make a decision but what intentions, objectives and
preferences, i.e. virtues, the agent should have in order to choose right. The moral conduct
of the agent emerges from their moral virtues. A virtue is a stable disposition to act and
feel according to some ideal model of excellence. A notable virtue theory is Aristotelian
ethics. Aristotle claimed that intellectual virtues can be taught but that moral virtues can be
learned only through practice. He argued that for an agent to be virtuous they have to aim to
achieve the golden mean which is finding a balance between two behavioural extremes. While
at first glance it may seem that virtue theories are not particularly suited for developing
artificial ethical agents, this is not necessarily the case. For example, [48] argues how virtue
ethics can be taken from theory to implementation.

Deontological theories prescribe that the righteousness of a decision should be based on
whether the chosen option is itself right or wrong under a series of rules, rather than on
who is executing it [2]. Deontological theories typically prescribe obligations, permissions,
prohibitions that the agent should follow when choosing between alternatives. Deontological
theories also prescribe ethical values or ethical principles that one should follow in order to
identify the right choices. In a very abstract way, they can be seen as providing heuristics
for what are the objectives, preferences and constraints of others that the agent should taken
into consideration during moral decision-making.

A notable deontological theory is Kantian ethics. Kant argued that reason alone leads us
to the right and the good. According to him, moral law is a set of imperatives one should
follow: hypothetical or categorical. A hypothetical imperative tells us what we should do if
we have certain duties (obligations), while a a categorical imperative tells us what we should
do regardless of our wants and needs. For example, [43] and [14] argue how Kantian ethics
can be used to develop artificial moral agents. It should also be noticed that deontic logic
has been developed to formalise reasoning about obligations and norms [26].

Consequentialist theories are perhaps the first thing that does come to mind when one
considered moral theories. These theories prescribe that a decision is moral if it is motivated
by assessing the consequences of the available options, namely what kind of states of affairs
they bring about [2].

The most notable consequentialist group of theories is utilitarian ethics. Utilitarianism
is the theory asserting that the morally right action is the one that produces the most
favourable balance of good over evil, everyone considered [50]. Act-utilitarianism is the
theory that the morally right actions are those that directly produce the greatest overall good,
everyone considered. Given that it is not always practical to assess the consequences of each
available alternative, sometimes rules can be developed to identify the actions that typically
have desirable consequences. Rule-utilitarianism is the theory that the morally right action
is the one covered by a rule that if generally followed would produce the most favourable
balance of good over evil, everyone considered [50]. Since utilitarianism essentially prescribes
quantifying the goodness of an action and reduces moral decision-making to maximising the
utility of an option, the idea that this moral theory can be implemented in an artificial agent
is not strange and has been considered early on, see for example Gips [27] and Anderson and
Andrson[4].

5 Top down and bottom up automation

How should one go about developing an artificial moral agent? The first choice is to asses to
which degree can we predict the moral decision-making problems that the artificial agent
is expected to handle and what is the impact of the choices that the agent will make on
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the environment. This assessment will inform us towards whether we need to build an
implicit or an explicit ethical agent. Beyond this choice, Wallach, Allen and Smit [52] argue
that artificial moral agents can be built either by following a top-down or a bottom-up
approach, not excluding hybrids of these two approaches as well. Top-down and bottom-up
approaches are typical heuristics in problem solving deployed in engineering. Both top-down
and bottom-up approaches can be executed for both implicit and explicit agents.

Following the top-down approach, a problem is iteratively broken down into smaller
problems until we reach a problem small enough that we know how to solve. The solutions of
those smaller problems combined constitute the solution of our original problem. Procedural
programming operates following the top-down approach, where an algorithm breaks down
the problem into a set of basic instructions that the computer can execute.

Following the bottom-up approach, we start by describing the features or criteria of
the solution of the problem. Different actions are then pieced together, possibly in a

trial-and-error fashion, until a solution is reached that satisfies the prescribed criteria.

Declarative programming operates following a bottom-up approach where we describe the

sought information or alternative by giving constraints and preferences that should apply to it.

Using the top-down to build an explicit ethical agent means answering the question: how
can we build the artificial agent to follow a given moral theory? To build an implicit agent
top-down means to answer the question: how can we follow a given moral theory to build an
artificial agent? Both explicit and implicit agent construction requires facing the challenge of
choosing a moral theory. Virtually all of the theories from moral philosophy can be difficult
even for people to follow. For each of them there exist examples of situations, called moral

dilemmas, in which the theory does not provide a satisfactory method to choose what to do.

The approach then is not to attempt to fully implement a moral theory, or expect that the
artificial agent will succeed in implementing it where humans have failed.

Building explicit top-down agents requires difficult AI problems to be solved, such as
situational awareness, prediction of consequences of ones actions. So it is the state of the art
in Al that is also a limitation to the abilities of artificial moral agents of this kind. Building
implicit top-down agents is somewhat more attainable, but requires that the agent is given a
pre-determine set of rules, built by a human operator following a moral theory, that they
should apply when making moral decisions. This in turn, is only possible when the human
operator can to a large degree predict the problems the artificial agents will face and the
choices that would be available.

The advantage of the top-down approach is that the resulting agent, whether implicit
or explicit, will follow a “tried and tested” theory. This makes it possible to test if the
agent is making the correct choices according to some theory. Top-down approaches are also
verifiable [19].

When building artificial moral agents, it is not sufficient to enable them to make moral
decisions. We need to also be able to prove that we have done a good job. We need to be
able to test whether the end behaviour we obtain is indeed ethical and correct with respect
to some specification of correctness. For top-down agents testing and verification is made
easier by knowing what their moral choices should be compared to. The top-down reasoning
of the agent also allows itself to be formally verified [19, 18].

The motivation behind the bottom-up approach in building artificial agents draws from
the observation that people typically make moral decisions without following a specific moral
theory. We have a sense of right and wrong which we have developed over years of interactions
with people, by observing how our decisions affect others and how we are affected by the
decisions of others. The bottom-up approach aims to enable an artificial agent to learn little
by little to discern right from wrong, emulating what people do.

6:9

AlIB 2022



6:10

Automating Moral Reasoning

To build a bottom up explicit ethical agent, one needs to figure out how to build an agent
that learns to behave morally. In contrast, to build a bottom up implicit agent, one needs to
figure out how to build an agent that given examples of right and wrong learns to identify
moral choices correctly.

The advantages of the bottom-up approach are, clearly that one avoids the problem of
choosing and implementing a specific moral theory. The approach is robust in the sense that
it does not run the risk of running into a situation for which a moral decision cannot be
made because the moral theory is under-specified. This robustness can also be a limitation
of the bottom-up approach. As agents learn the moral behaviour they may end up learning
something which we as humans do not recognise as moral. Examples are not hard to imagine,
but we have already been able to witness some of them. Consider for example Tay?. Tay
was a chatter-bot developed by Microsoft that was supposed to learn how to interact with
people on Twitter, but was taken down after “learning” to post offensive tweets.

A limitation for explicit ethical bottom-up agent is also the dependence of its success on
solving hard AI problems, just like the explicit ethical top-down agents. A specific limitation
of the implicit ethical bottom-up agents is that they require reliable examples of right and
wrong. This type of data is not readily available and it needs to be purposefully created. One
challenge to creating this data set is that it would be an expensive undertaking. Another
challenge is moral: who gets to supply the examples? How do we determine what are the
representative examples of teachers of right and wrong for machines?

This shortage of examples has caused that deep learning, despite being the driver of much
of the commercial success of recent AI [15], is virtually not used at all in machine ethics.
Jiang et al [30] can perhaps be considered an exception. Jiang et al. use deep learning to
build a question answering system that evaluates the morality of certain actions, however
this system is not meant to be used by machines but by humans. Examples of bottom-up
artificial agents either rely on symbolic learning, e.g., Anderson and Anderson [7] or on
reinforcement learning [38, 9, 1]. The challenge of taking the reinforcement learning approach
then becomes how to specify the objective function for the bottom-up artificial agent. This
opens up again the problems of who gets to supply this information.

Lastly, compared to the top-down approach, the bottom-up approach does not lend itself
as easy for testing and verification. What should the decisions of the artificial agent be
compared to? Two moral agents might make two different choices in a moral decision making
situation because they interpret the situation differently, and it is hard to claim that one
choice is moral and the other is not.

The Ethical Turing test has been proposed [3] as a possible way to asses whether the
artificial agent makes moral choices. This test would work as the original Turing test. An
artificial moral agent would be given examples of decision problems and its answers will be
compared to that of a moral philosopher or other expert in ethical decision making [7, 32].
Arguments have also been put forwards towards why the Ethical Turing test is not an
adequate approach to testing if moral behavior in an artificial agent has been attained [10].

6 Beyond this tutorial

In this tutorial so far we had not discussed specific examples of artificial moral agents. This
tutorial is not intended to be a systematic review of implemented machine ethics systems.
Two such reviews exist and the reader can consult [49] and [37]. A very practical reason for

1 https://en.wikipedia.org/wiki/Tay_(bot)
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avoiding discussing implementations of artificial agents here is that these implementations
vary vastly in the approaches they use and considerable background knowledge in various
reasoning and learning methods would be necessary to understand the implementations.
Throughout the text, however, numerous references are given to these specific systems and

the interested reader can follow them and explore them for learning more.

It has to be mentioned that a considerable challenge to learn and conduct research in

machine ethics is that research articles in machine ethics appear in a variety of Al venues, but
also in volumes in engineering, decision theory, organisation theory and of course, philosophy.
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