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Abstract
Semantic measure (SM) algorithms allow software to mimic the human ability of assessing the
strength of the semantic relations between elements such as concepts, entities, words, or sentences.
SM algorithms are typically evaluated by comparison against gold standard datasets built by human
annotators. These datasets are composed of pairs of elements and an averaged numeric rating.
Building such datasets usually requires asking human annotators to assign a numeric value to their
perception of the strength of the semantic relation between two elements. Large language models
(LLMs) have recently been successfully used to perform tasks which previously required human
intervention, such as text summarization, essay writing, image description, image synthesis, question
answering, and so on. In this paper, we present ongoing research on LLMs capabilities for semantic
relations assessment. We queried several LLMs to rate the relationship of pairs of elements from
existing semantic measures evaluation datasets, and measured the correlation between the results
from the LLMs and gold standard datasets. Furthermore, we performed additional experiments to
evaluate which other factors can influence LLMs performance in this task. We present and discuss
the results obtained so far.
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1 Introduction

Semantic measures (SMs) are metrics designed to compare entities according to their se-
mantics, i.e. their meaning [12]. SMs can be applied to units of language (e.g. words,
sentences, documents), concepts, or instances (as long as they are semantically categorized –
diseases, genes, geographical locations), and provide machines with the ability to estimate
the strength of the semantic relationship between semantic entities.

SMs are based on the analysis of semantic proxies from which semantic evidence can be
extracted, which must be somehow related to the meaning of the entity. For example, words
that appear frequently close to each other on a text corpus are more likely to be related that
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words that do not. The same can be observed for nodes on a knowledge graph which have
many and/or shorter connections between them.

Despite their undeniable subjective component, with personal and cultural background
playing their part in influencing our similarity appreciations, inter-human agreement on
semantic similarity rating is high – the literature reports levels of 73% to 89% [32].

The accuracy of SMs is usually measured through comparison with averaged values
reported by humans. This comparison is done by calculating the correlation between the
expected and the obtained values, which allows focusing on covariance rather than the
absolute values. If only the rank of the predictions is relevant, usually Spearman’s rank
correlation ρ is used; otherwise, Pearson’s linear correlation coefficient r. Many gold standard
datasets, typically composed of pairs of elements and their average semantic relation score,
have been compiled and published in the literature. The full list of datasets we used for this
work, too large to fit in this paper, is available online1.

Large Language Models (LLMs) are computational models, trained on large text corpora,
designed for text generation. LLMs are usually built using deep learning algorithms, such as
recurrent neural networks or transformer models. LLMs have gained significant attention in
the more recent years due to their ability to perform with high accuracy and performance
typical natural language processing tasks. The notoriety of LLMs started first with the
evolution of OpenAI’s GPT models, then with the release of ChatGPT [16, 19] and with the
development of open source models and models from other providers [21]. LLMs have been
used for such diverse tasks such as language translation, question answering, summarization
and text generation [11].

In this paper we present preliminary work we performed while attempting to answer the
question: Can LLMs be used to accurately predict semantic measure values? To answer
this we first tested how sensitive LLMs were to prompts variations (Section 2.1). Then we
measured the correlation of LLMs SM predictions with multiple human-generated annotations
(Section 2.2). Finally we tested whether LLMs had prior knowledge of the datasets and if
this knowledge could be used (Section 2.3). Section 3 analyzes the results obtained and
provides additional details about ongoing work.

2 LLM probing

Quick anecdotal experiments suggested that LLMs can predict semantic distance between
concepts. For example, when we asked ChatGPT [34] to attribute a numeric value between 1
and 10 to the semantic relatedness of the concepts computer and keyboard, it answered “8”,
a value which intuitively seems adequate.

In this section we describe several structured approaches for probing LLMs to un-
derstand the extend of their capabilities in predicting semantic measures. These were
implemented using the model providers APIs, taking advantage of the function call-
ing feature [26, 2, 23] to obtain structured results. The model providers included
were OpenAI [27] (gpt-3.5-turbo, gpt-4, gpt-4-turbo), Mistral [22] (mistral-large,
open-mixtral-8x22b) and Anthropic [1] (claude-3-sonnet, claude-3-opus). The mod-
els were picked from the highest score models from publicly available leaderboards [5, 18].
Google’s gemini models [9] and Cohere’s commandR [6] were considered but eventually
excluded due to limitations in their API.

1 https://github.com/andrefs/punuy-datasets/tree/v6.1.2

https://github.com/andrefs/punuy-datasets/tree/v6.1.2
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Table 1 Average correlation between LLMs and datasets using different prompts.
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2.1 Prompt variations
Prompt engineering refers to the methodologies and techniques for crafting the optimal prompt
for a given task. For evaluating how sensitive an LLM would be to different prompts, we asked
several LLMs (gpt-4-turbo, claude-3-opus, mistral-large and open-mixtral-8x22b)
to rate the pairs of a few datasets, using different languages (Portuguese and English),
semantic measures (similarity and relatedness), and prompt verbosity levels:
Pbasic is very succinct and asks the model to rate on a scale from 1 (min) to 5 (max),
Pscale provides an explanation for each value on the scale (see Listing 1),
Pws353 was adapted from the WS353 [8] dataset, and includes a more detailed explanation

of what the goal is,
Psl999 was adapted from the SimLex999 [14] dataset and includes examples of pairs of words

that are very similar or dissimilar,
Psurvey , developed by us to be used on a new Portuguese dataset we are currently building,

includes examples of pairs of words and their expected rating.

Listing 1 Truncated example of a Pscale prompt.
Indicate how strongly the words in each pair are similar in meaning
using integers from 1 to 5, where the scale means: 1 - not at all
similar , 2 - vaguely similar , 3 - indirectly similar , 4 - strongly
similar , 5 - inseparably similar .
Pairs of words:

- tap , knock
- bruise , split
- sell , market [...]

We repeated each query 10 times, then measured the correlation between the values obtained
and the values from the dataset (using Pearson’s correlation coefficient), and averaged them
for each prompt, measure type and language.

Table 1 presents the averaged results. We can observe that generally, the longer and more
detailed prompts obtain better results (Pbasic gets the worst results; Pscale results are a little
bit better and Pws353, Psl999 and Psurvey get the best results). The measure type seems to
have little to no impact on results. The results for prompts and datasets in English are better
than the ones in Portuguese. Due to constraints on the article size we could not include
the individualized results for each model. We could however notice that the performance
of the prompts did not always follow the global averages. For example, the mistral-large
model, for the Mturk287 dataset [30] (English, relatedness) obtained a correlation of -0.14
with Pbasic, 0.96 with Pscale and 0.34 with Pws353.

SLATE 2024
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Table 2 Confusion matrix for semantic similarity values for the MC30 subset.

LLM gp
t-

3.
5-

tu
rb

o

gp
t-

4

gp
t-

4-
tu

rb
o

cl
au

de
-3

-s
on

ne
t

cl
au

de
-3

-o
pu

s

m
is

tr
al

-l
ar

ge

op
en

-m
ix

tr
al

-8
x2

2b

M
C

30

R
G

65

W
S3

53

P
S6

5

LL
M

av
er

ag
e

gpt-3.5-turbo 0.94 0.94 0.94 0.94 0.87 0.91 0.92 0.89 0.89 0.90 0.90
gpt-4 0.97 0.96 0.97 0.92 0.93 0.93 0.94 0.91 0.94 0.93

gpt-4-turbo 0.93 0.97 0.91 0.95 0.92 0.92 0.89 0.93 0.92
claude-3-sonnet 0.96 0.89 0.89 0.90 0.91 0.88 0.90 0.90
claude-3-opus 0.92 0.91 0.94 0.94 0.93 0.94 0.94
mistral-large 0.90 0.89 0.88 0.91 0.89 0.89

open-mixtral-8x22b 0.86 0.84 0.81 0.88 0.85
MC30 0.97 0.95 0.95
RG65 0.91 0.96

WS353 0.92
PS65

2.2 Comparing results for MC30
Most existing SM datasets are created and never replicated. Their authors publish them and
frequently provide metrics such as the inter-annotator agreement, but rarely other researchers
get different annotators to rate the same pairs. A notable exception is the Miller and Charles
30 (MC30) dataset [20], whose pairs were included in other datasets, namely RG65 [31],
WS353 [8] and PS65 [29]. This provided us with the opportunity to compare how LLMs
perform against different groups of annotators, all rating the same subset of pairs. For the
pairs from MC30, we first gathered their scores from the four datasets. Then we asked
several LLMs to rate the same pairs, repeating the queries 10 times. Finally, we measured
the correlation between each LLM result and each dataset (using Pearson’s correlation
coefficient). The resulting confusion matrix is displayed in Table 2.

The average correlation between LLMs (the blue area of the table) is 0.92. The correlation
between the LLMs and the datasets (pink area) is 0.90, and the average correlation between
human-annotated datasets (yellow area) is 0.94. The fact that the LLM results correlate so
highly with human annotators is promising and supports the hypothesis that LLMs can be
used as a replacement for human annotators.

2.3 Prior knowledge of datasets
To assess the LLMs capabilities regarding semantic measures (Sections 2.1 and 2.2) we used
datasets described in the literature. These datasets are, almost with no exception, published
online and publicly available, either in the original paper, the authors website or, frequently,
replicated in third party web pages or repositories. LLMs have been known to occasionally
replicate data included in their training datasets, even leading to yet unresolved lawsuits,
such as OpenAI’s Codex reproducing publicly shared code [25] or ChatGPT reproducing
literary works [10]. This poses an additional challenge when interpreting the scores returned
by an LLM: do these scores actually encode some meaning or is the model just parroting
pairs and values which were included in its training corpora?

In order to determine whether the models had previous knowledge of SM datasets, we
devised 3 tests:
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1. Given the name and date of publication of the dataset, ask the model to provide a sample
of the pairs included in the dataset. Measure the percentage of correct pairs.

2. Given a sample of the pairs included in the dataset, ask the model to provide a different
sample of pairs. Measure the percentage of correct pairs.

3. Given a sample of pairs in the dataset, ask the model to rate their semantic relation
strength. Measure the percentage of values matching exactly the values in the dataset.

We repeated each test, for each model and each dataset, 10 times. Then we averaged the
results and built a heat matrix for each test, which can be seen in Figure 1.

DS Sample From DS Name shows that generally, the models are aware of a few datasets,
as they were capable of correctly producing pairs belonging to them when asked by their
name. MC30 [20], PS65 [29], RG65 [31] and WS353 [8] are the least surprising: not only they
are among the most well known and cited datasets, but they also overlap with each other, so
naturally their results are correlated. The high values for BG1000k [3, 24], MEN3000 [4],
SCWS2003 [15] and SL7576 [33] are harder to explain. Their size is above average, which
could explain the good results; however, other large datasets (e.g. WORD19k [7], TR9856 [17])
did not achieve the same kind of results.

The DS Sample From DS Sample results are more uniform: the models were generally
incapable of producing a sample of pairs from a dataset when given another sample. The
most noticeable trend here are the above average results for the model claude-3-opus.
These results could be explained by overlaps in datasets (the same pairs appearing in more
than one dataset). However, the only meaningful occurrence that we know of happens with
the previously mentioned pairs from MC30, and the datasets which contain them present
results which are not significantly different from the other datasets.

DS Values Exact Matches provided the lowest results. Generally the models did not
return values matching exactly the ones published in the datasets. The Atlasify240 [13],
MiniMayo [28], SimLex999 [14] and SL7576 [33] datasets obtained the best scores.

LLMs seem to have very low knowledge of existing semantic measures datasets. Other
than the few datasets which obtained the best results in DS Sample From DS Name, the
models were incapable of producing pairs and values matching the ones present in datasets.

3 Discussion and ongoing work

We have demonstrated that prompt variations have impact on LLMs results (Section 2.1).
The results obtained and described in Section 2 seem to indicate that LLMs can be used to
predict semantic measure values. LLMs results for the MC30 subset correlate very highly
with human annotators, as described in Section 2.2. This, however, should be taken with a
grain of salt as the datasets containing those pairs are included in the few datasets whose
name and content LLMs seem to be aware of, as shown in Section 2.3. We are currently
extending this work as follows:
1. We are evaluating the semantic measures predictions for multiple LLMs and multiple

datasets. The result will be a general measure of the correlation between LLMs predictions
and human annotations, which will allow us to determine if (and which) LLMs are suitable
to be used as a proxy for human judgement of semantic measures.

2. We are building a new gold standard dataset, focused on Portuguese affective words
annotated by university students. This will be an entirely new dataset, making it
impossible for it to have been included in the LLMs training corpora. Testing the LLMs
with this new dataset will produce results which are guaranteed to be independent from
prior knowledge.

SLATE 2024
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Figure 1 LLMs prior knowledge of semantic measures datasets.
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A repository containing the datasets and the open source code to access them is available
online2. The open source code we developed to query the models is still under development
and is also available online3.

If LLMs prove to be, in fact, a good measure of the wisdom of the crowd regarding
semantic measures, they can then be used in several tasks which traditionally required human
intervention or, at least, the use of human-generated datasets. For example, they can be
used to evaluate semantic measure algorithms, or even to replace them.
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