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Abstract
We conducted the RATE-Analytics project: a unique collaboration between Rabobank, Achmea,
Tilburg and Eindhoven University. We aimed to develop foundations and techniques for next
generation big data analytics. The main challenge of existing approaches is the lack of reliability
and trustworthiness: if experts do not trust a model or its predictions they are much less likely
to use and rely on that model. Hence, we focused on solutions to bring the human-in-the-loop,
enabling the diagnostics and refinement of models, and support in decision making and justification.
This chapter zooms in on the part of the project focused on developing explainable and trustworthy
machine learning techniques.
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1 Introduction

Banks and insurance companies try to make use of increasingly large volumes of customer-
related data as new in-house and external data sources become available for analysis. To seize
this opportunity, we conducted the RATE-Analytics project: a unique collaboration between
Rabobank, Achmea, Tilburg and Eindhoven University. The overall goal of this project was
to develop foundations and techniques for next generation big data analytics, facilitating the
development of a wide range of applications in banking and insurance. This includes, but is
not limited to: intrusion detection, transactions and insurance fraud detection, loan default
prediction, prediction of extreme (insurance) claims, and data-driven product development.

In the algorithms and use cases we studied, the overarching theme is to efficiently combine
(large amounts of) data and expert knowledge, where the (economic) cost of the former is
rapidly decreasing and the cost of the latter increasing. We, therefore, focus on the expert
in the loop, or the expert-algorithm interaction to define what a “good” algorithm is. We
bring three major data-science expertise areas into this multidisciplinary project: predictive
analytics, modern statistics, and visual analytics.
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8:2 RATE-Analytics: Next Generation Predictive Analytics

With this unique combination, we aim at breakthroughs in data-driven banking and
insurance, facilitating the development of more reliable, transparent, and responsible analytics
solutions and products.

In this chapter, we zoom in on the part of the project focused on developing explainable
and trustworthy machine learning techniques. We focus on solutions to bring the human-in-
the-loop, enabling the diagnostics and refinement of machine learning models, and support
in decision making and justification.

The remainder of this chapter is structured as follows: we describe the problem addressed
in Section 2. Next, in Section 3 we describe the consortium structure and way-of-working.
The results of the project are highlighted in Section 4 both from a technical, and collaborative
perspective. Finally, in Section 5 we conclude by discussing future prospects for the project.

2 Problem addressed

The RATE project addresses the problem of analyzing large volumes of customer-related data
in the banking and insurance industries. The various sources of data available at Achmea and
Rabobank contain a wealth of information about customer behavior and events. It would be
advantageous (academically, for society, and for Achmea/Rabobank) to develop automated
methods that take these data and analyze the possible benefits for customers of new finance
and insurance products. Concretely, we focus on the problem that existing techniques to
achieve this often lack transparency, explainability and trustworthiness. By involving the
human-in-the-loop, we can address this and enable the diagnostics and refinement of machine
learning models, and support in decision making and justification.

2.1 Challenges
The main challenge of existing data-driven approaches from the application perspective is the
lack of reliability and trustworthiness: if experts do not trust a model or its particular output
they are much less likely to use and rely on that model. This challenge is not unique for
finance and insurance: in many other areas issues such as trustworthiness, explainability, and
integration of expert knowledge play an important role. The RATE project provided, from
an academic perspective, a unique opportunity to work on these challenges for real-world
cases in a huge and complex domain, in close collaboration with the stakeholders.

Without a proper understanding of a machine learning model, there are several problems
that can occur in the data science pipeline that may go unnoticed (summarized in Figure 1).

• ML may be trained on unrepresentative data. For instance, it could be based on
biases, spurious correlations, and false generalizations [16]. As an example, recent work
has shown that the accuracy of commercial gender classification on dark-skinned females
is significantly worse than on any other group. This discrepancy was found to be largely
due to unrepresentative training datasets and imbalanced test benchmarks [4].

• ML may be using inadequate features. There may be sufficient and representative
data available, but the model could use this data in unexpected ways. Machine learning
is only able to ascertain correlation amongst features, and is not able to find causal
relationships. This is demonstrated in the wolf-husky problem introduced by Ribeiro
et al. [23]. The authors show an example of a husky and wolf classifier, that turns out
to detect the type of animal based on snow in the background of an image, instead of
looking at the animal itself.
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Figure 1 There are several problems that can occur in the data science pipeline that may go
unnoticed without a proper understanding of the behavior of a machine learning model.

• ML may have the wrong objective. Even if the model scores well on a test set with
any of the many performance metrics available (e.g., accuracy, precision, recall, F1), it
may still be trained to optimize the wrong objective, like trying to match doubtful labels.
Consider a fraud detection model in insurance. Since no ground truth information is
available about which insurance policies are fraudulent, models are typically trained with
labels from human fraud experts. In such a scenario, the machine may adopt any biases
the fraud experts may have, explicit or implicit. In addition, this model can only be
expected to match the human performance, not exceed it.

• ML may not be robust against concept drift. The test set generalization during
development may not match with future unseen data. This problem was the reason for
the failure of the Google Flu Trends model [5], which showed promising results, but
failed to predict flu trends in practice. This problem is wide-spread across real-world
applications of predictive analytics [26], and is very predominant in adversarial domains
(e.g., spam detection, fraud detection).

• ML may be subject to adversarial attacks. There is a surge of recent works showing
that models may be vulnerable to adversarial attacks. For instance, authors have shown
that a small perturbation in the input (e.g., a single pixel in an image or imperceptible
noise) can lead to unexpected, extreme changes in the output, often leading to absurd or
incorrect predictions [2, 20, 17].

2.2 Application areas
RATE-Analytics aims to address previously mentioned problems by supporting the under-
standing of complex machine learning models. The stakeholders can use machine learning
explanations for a wide variety of applications. We identified four main categories based on
discussions with data scientists at Achmea:

Commit2Data
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1. Diagnostics The model may not perform adequately, even though the model scores well
on a test set. It could be based on biases and spurious correlations [16]. Explanations
can highlight these issues such that experts can address these during model development.

2. Refinement Apart from identifying issues with the model, explanations can also help to
improve the model. Analyzing explanations for incorrect predictions can yield insights
into how to increase predictive accuracy [1, 24] or remove irrelevant features.

3. Decision support In high-stakes decision-making, where models make decisions that
have a critical impact on real people, it is not sufficient to base decisions on the prediction
score of the model alone. To qualitatively ascertain whether desiderata such as fairness,
privacy, and trust are met, explanations can help internal decision-makers to verify the
behavior of the model [13].

4. Justification Various external stakeholders may have questions about predictions by
the model. For instance, customers subject to predictions may request justification, or
authorities may request information to check compliance. The latter got more relevant
since the recent introduction of the GDPR’s “right to explanation” [14] and AI Act [15].

The results of the RATE-Anlytics project support data scientists in all these applications
through providing a better understanding of machine learning models.

3 Consortium structure

The academic contribution to the project consortium consisted of internationally recognized
experts in predictive analytics, visual analytics, and modern statistics who actively participate
in national (NWO, STW, COMMIT) and European projects and collaborate with industry.
This is a unique combination of three core data science areas in one project. Complementary
expertise relevant to the project includes health economics, applied microeconomics, financial
econometrics; regulation and technology; privacy, fundamental rights and Internet, and
cybersecurity. All project members have, in their own field, outstanding track records and
most have experience with multidisciplinary research. Besides this project, the collaboration
between TU/e and TiU is facilitated by their joint data science initiative, banking and
insurance being defined as a strategic area of interest. On the academic leadership side of
the project:

Mykola Pechenizkiy is chairing the Data and Artificial Intelligence cluster. He is leading
trustworthy and responsible AI research program.
Bas Werker has extensive academic leadership experience and currently works on various
projects on the interplay of statistics, financial econometrics and finance and insurance.
In particular, he’s involved in Netspar and the committee to provide longevity predictions
for the Dutch Actuarial Society.
Jack van Wijk was leading the visualization group at TU/e until 2022. His group has
done award-winning research on visualization. He has tight collaboration with industry
through joint projects, for instance with Philips, Thales, and with spin-off companies
MagnaView and SynerScope (not involved in the RATE-Analytics project). He was
scientific director of the Data Science Center Eindhoven (DSC/e) from 2018 to 2020.

To represent the application domain, RATE-Analytics involved two large financial insti-
tutions in The Netherlands to provide real-world, societally relevant use cases. This ensures
the research within the project generalizes and addresses a real need in industry.

Achmea is a leading insurance company in The Netherlands, providing various insurance
products, including life, health, and property and casualty insurance. Since the company
provides a significant social value, it is under heavy regulatory scrutiny. They have a
keen interest in solutions to help built trust in machine learning models.
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Rabobank is a Dutch bank that provides a range of financial services to individuals and
businesses. It is one of the largest banks in the Netherlands. Rabobank has a global
presence and operates in several countries around the world, offering a variety of banking
services including loans, savings accounts, and investment products. They are specifically
interested in fraud detection and predictive analytics for Know Your Customer.

In all steps along the process, Achmea and Rabobank were closely involved. The choice
of specific cases and problems to address was often based on discussions with experts at
these companies. For most projects, real-world data was provided to make sure our solutions
generalized to their application domain, and the solutions were tested in practice at these
companies. This provided actionable insights for the companies and strengthened the
motivation for the academic results.

It has become evident that meaningful application of machine learning-based solutions
across a wide range of considered and envisioned use cases requires certain explainability for
different stakeholders, including domain experts, data scientists, and customers. We zoom in
into visual analytics solutions we developed throughout the project that facilitated it and
and demonstrated further promise in valorization of research results.

4 Key results

To bring the human expert in the loop and address the lack of reliability and trustworthiness
of current approaches, we explored interactive visualization for machine learning. Each of
our works is motivated by concrete questions from data scientists at the industrial partners,
and each system has also been tested and applied in practice at projects within the company.
We learned that there is no silver bullet to solve all problems. Different perspectives require
different solutions, ranging from local explanation of single predictions to global explanations
of the entire model. Figure 2 provides an overview of how each perspective is addressed.

4.1 Technical results
We first designed and developed ExplainExplore [8]: an interactive explanation system
to explore explanations of individual predictions (i.e., local). For each explanation, it
provides context by presenting similar predictions, and showing the impact of small input
perturbations. We recognize many different explanations may exist that are all equally valid
and useful using traditional evaluation methods. Hence, we leveraged the domain knowledge
of the data scientist to determine which of these fit their preference. The local perspective
is particularly useful for decision support and justification applications. In a use case
with data scientists from the debtor management department at Achmea, we showed the
participants could effectively use explanations to diagnose a model and find problems, identify
areas where the model can be improved, and support their everyday decision-making process.
To ensure these contributions can be broadly applied, we also built a software library [6] that
enables interoperability with a wide range of different languages, toolkits, and enterprise
software.

Next, we proposed the Contribution-Value plot [9, 10] as a new elementary building
block for interpretability visualization, showing how feature contribution changes for different
feature values. It provides a perspective in between local and global, as the model behavior
is shown for all instances, but visualized on a per-feature basis. This perspective primarily
helps to diagnose unexpected model behavior. In a quantitative online survey with 22
machine learning professionals and visualization experts, we show our visualization increases
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correctness and confidence and reduces the time needed to obtain an insight compared to
previous techniques. This work highlighted that a small difference in feature importance
techniques can result in a large difference in interpretation, and warranted a follow-up
human-computer interaction contribution to characterize the data scientists’ mental model
of explanations [12], and explore the differences between existing techniques.

Finally, we designed and developed StrategyAtlas [11]: a visual analytics approach to
enable a global understanding of complex machine learning models through the identification
and interpretation of different model strategies. These model strategies are identified in our
projection-based StrategyMap visualization. Data scientists are enabled to ascertain the
validity of these strategies through analyzing feature values and contributions using heat maps,
density plots, and decision tree abstractions. This global perspective is especially beneficial
to diagnose and refine models. In collaboration with Achmea, we applied the system in a
real-world project for automatic insurance acceptance. This showed that professional data
scientists were able to understand a complex model and improve the production model based
on these insights. As computing the local feature importance values for an entire dataset is
computationally expensive, we complemented this work with an algorithmic contribution
called LEMON [7] to improve the faithfulness of explanation results, which enables us to
significantly speed up computations of StrategyMap projections.

Although the individual visualizations introduced our work are simple in nature, we have
shown that the visualizations combined form a strong visual encoding that enables data
scientists to gain an understanding of machine learning models which was not possible before.
This enables data scientists to diagnose, refine models, and support decision-making and
justification of predictions. Its not the individual visualizations, but the full picture - the
entire interactive workflow - that yields insights.

In addition to our interactive visualization contributions, we also studied how to deal with
data that is not independent and identically distributed, i.e. so-called non-IIDness. When
applying predictive analytics in real-world applications, complex behavior exhibits lots of
heterogeneity, including temporal dynamics and coupling relationships.

Effective anomaly detection in financial transaction networks is particularly challenging
because there exist collective fraudulent behaviors at the level of subgraphs rather than
individual nodes. A ring structure for money laundering and a tree structure for pyramid
schemes would be common examples. In practice it is difficult to decide which features are
more representative beforehand. We introduced a subgraph anomaly detection framework
that allows to preserve both the local structure of subgraphs and the global structure of entire
network by making use of global roles and local connections of nodes [22]. We demonstrated
on both synthetic and real-world financial transaction network datasets the effectiveness
of learning subgraph embeddings without requiring any prior knowledge and detecting
anomalous subgraphs. In [21] we proposed a novel way of employing attention-based deep
residual modeling approach that can effectively detecting anomalous nodes in attributed
networks [18] by capturing the sparsity and nonlinearity, reducing the adverse effect from
anomalous nodes and preventing so-called over-smoothing in representation learning. Our
experiments on several real-world attributed networks demonstrated the effectiveness of
detecting anomalies in these settings.

Commit2Data
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Learning from multiple time-series over an unbounded time-frame requires machine
learning techniques to continuously learn from data that evolves over time, exhibits concept
drifts. We explored ensembles learning frameworks that allow to capture changes in the
concepts [19]. One of challenges is that supervised learning for modeling such second order
dynamics is often not fully applicable since the true labels (e.g. default clients, fraudulent
behavior etc) become known with considerable delay. We studied the potential of employing
labelless concept drift detection, visual inspection, and explanation with use local feature
importance that is used for constructing a new representation allowing effective drift detection
while maintaining acceptable level of false positives [25].

All of the described work has the potential to be widely applied in various industries
and domains where machine learning is used. This includes other projects at Achmea and
Rabobank, but also other domains beyond the scope of RATE-Analytics. Especially in
high-stakes decision-making, where models make decisions that have a critical impact on real
people, it is not sufficient to base decisions on the prediction score of the model alone. To
qualitatively ascertain whether desiderata such as fairness, privacy, and trust are met, our
results can help to verify the behavior of models [13], through enabling understanding of
complex models. To reach these other domains, we made a promotional website1 containing
simple explanations of our work, along with conference presentations, online demos and
source code.

4.2 Collaboration results

The RATE-Analytics project has a rather unique positioning: aiming to advance the research
area of predictive analytics, and to have an immediate impact on its acceptance in the
industry. Apart from our academic contributions, the tight collaboration between universities
and industry proved most fruitful.

The researchers gave several presentations at Achmea and Rabobank. This includes data
science teams, senior management, innovation managers, and the Chief Information Officer
(CIO) of Achmea. These presentations contributed to the ongoing internal discussion on how
to use AI responsibly within Achmea and across all insurance companies in the Netherlands
(through the “Verbond Van Verzekeraars”).

It also enabled the industry partners to immediately incorporate and apply state-of-the-art
research. The debtor management department at Achmea used ExplainExplore to analyze
their model built to predict the effectiveness of a debtor contact strategy, and found that the
model used several attributes in the data they did not expect were relevant for the prediction.
This insight could helpt them refine their current model. Next, data scientists at Achmea
used StrategyAtlas with an automatic acceptance model for car insurances. They system
helped them realize their model did not detect bad actors and removed them, but rather
looked at the characteristics of good customers, which was contrary to their prior beliefs.

Conversely, Achmea and Rabobank provided relevant use cases for evaluating our ap-
proaches, such as the ones mentioned above. This provided the academic partners with a
strong motivation for the projects and evaluation of the published work.

1 https://explaining.ml. When offline, an archived version of the website can be found at https:
//web.archive.org/web/20230515141514/https://explaining.ml/.

https://explaining.ml
https://web.archive.org/web/20230515141514/https://explaining.ml/
https://web.archive.org/web/20230515141514/https://explaining.ml/
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5 Future prospects

Since the RATE-Analytics project aimed for developing generic technology, there is a potential
of utilizing the outcome of the project in other domains beyond banking and insurance. E.g.
the three core research problems we formulate are relevant to the area of big data in medical
diagnostics and predictive maintenance tasks in production industries.

In general, the results of this project can help companies to develop more reliable (high
detection rate), more cost-effective (helping human analysts with the right tools to deal with
typically large number of false alarms), and more transparent and interpretable analytics.

To explore this idea further, we applied and were granted admission to the NWO Take-off
programme (phase 1). Participation in this programme and the corresponding ¤40.000
subsidy will help us investigate the feasibility of a startup company to help businesses
understand and explain complex machine learning models. We will mainly focus on conducting
interviews with potential customers and end-users, to ascertain 1) if black box models are
indeed considered a problem, and by who; 2) which roles in the organisation are responsible
for the buying decision (decision-making unit); 3) if our solution sufficiently addresses the
customers problem (i.e., if our explanations can yield business value in practice), and 4) to
find commercial commitment from an initial launching customer.

The envisioned startup helps companies that conduct data science for high-stakes decision
making who want to understand machine learning models by 1) reducing the risk of (invisible)
unethical decisions, and 2) reducing the risk of non-compliance with current (GDPR) and
upcoming (AI Act) regulations that will restrict how companies can apply data science. This
startup enables us to continue developing our solutions in industry context, make available
our solutions to a broader audience, thus have a bigger impact on society, and offer Achmea
and Rabobank continued support and benefit from the RATE-Analytics project results.

The RATE-Analytics project provided several benefits to these valorization efforts. The
fact that the RATE-Analytics project addresses real problems in industry provides some
immediate problem validation, a key first step in the development of a startup company [3].
Next, because the research contributions were all evaluated in practice at the companies,
we could immediately assess the Technology Readiness Level (TRL) at grade 5. This is a
helpful method for estimating the maturity of technologies, and part of the NWO Take-off
application process.

To investigate the practical and commercial viability of our business model, we plan to
first identify potential customers. Next, through initial meetings with these customers we
plan to get early feedback on the current prototypes and business idea. While the current
prototypes have been validated in the expected customer segment at Achmea, we need to
make sure these prototypes are suitable for other customers too. We anticipate different
customers need different levels of detail, and the prototype needs tailoring for those specific
needs. Therefore, as a main work within this project, we plan to prepare a convincing and
understandable demonstration of our platform to be used as the basis for the future startup.

We are looking forward to developing and expanding our ideas and technology further.
The RATE-Analytics project, aimed at developing new technology in close cooperation with
companies from finance, was a crucial first step. We hope that next steps will lead to much
impact across a variety of application domains.

Commit2Data
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