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—— Abstract
Accommodating the dynamic and uncertain operational environments that are typical for aerospace
applications, our work focuses on robust fault detection and accurate diagnosis in the context of
Liquid Propellant Rocket Engines. To this end, we employ techniques based on learning temporal
properties which are then dynamically adapted and refined based on observed behavior. Leveraging
the capabilities of genetic programming, our methodology evolves and optimizes temporal properties
that are validated through formal methods in order to ensure precise, interpretable real-time fault
monitoring and diagnosis. Our integrated strategy enables us to enhance resilience, safety and
reliability when operating rocket engines — due to the proactive detection and systematic analysis
of operational deviations before they would escalate into critical failures. We demonstrate the
effectiveness of our method via a rigorous evaluation across varied simulated fault conditions, in
order to showcase its potential to significantly mitigate the fault-related risks in aerospace systems.
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1 Introduction

With the visionary goal to become the first climate-neutral continent by 2050 [17], the
FEuropean Union claims a global leadership role in the world-wide sustainability efforts. In
the European aerospace sector, we still see a strong need for new technology that allows us
to contribute to implementing this ambitious agenda. This need naturally fosters the advent
of reusable rocket technology, such as to minimize the ecological footprint and maximize
resource utilization. SpaceX’s Falcon 9 [32] exemplifies the feasibility of reusable launch
vehicles even today and illustrates a tangible path towards a more sustainable space sector.

The deployment of reusable rocket engines requires precise and dynamic control algorithms
for Liquid Propellant Rocket Engines (LPREs) that need to be capable of compensating
large and systematic deviations from expected behavior. In particular, intelligent control
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approaches must (a) choose the operating point considering component wear (life extension),
(b) robustly address internal and external disturbances, and (c) enable a seamless transition
between alternate operation modes — during different flight phases, but also to mitigate
issues.

Such intelligent control stands in contrast to classic rocket control designs though. Those
rely mostly on open-loop control or, at best, steady-state controllers (see [31] for an overview)
— requiring us to evolve our current concepts. Achieving intelligent control in a resource-limited
LPRE scenario naturally entails the integration of resource-optimal, quick, and resilient
monitoring and diagnosis systems. These systems must provide critical data by tracking
component wear, detecting anomalies, and identifying system faults that are paramount for
a comprehensive understanding of the current state of the entire system. This awareness is
essential for enabling effective closed-loop control with fault management capabilities.

In this paper, we focus on monitoring LPREs and investigate the applicability of learning
monitorable properties for fault detection. To that end, we develop and evaluate a property
learning-based approach for fault detection and isolation, leveraging temporal logic and
genetic programming techniques. Our contributions are as follows:

a multi-objective genetic programming approach for automatically learning fault detec-

tion/isolation properties in Signal Temporal Logic (STL),

its application to monitoring and diagnosing LPREs, enabling the detection and isolation

of various fault types, including sensor drifts, offsets, and mechanical failures,

a method for exploiting virtual sensing in the fault detection/isolation process,

a comprehensive evaluation of our technology.

We structured our presentation as follows: We start with an introduction of preliminaries
in Sec. 2. After discussing our approach and contributions in Sec. 3, we introduce the LPRE
control application (domain) in Sec. 4, in which we furthermore discuss our experiments
and evaluate the effectiveness of our methodology. A detailed analysis of the strengths and
weaknesses is provided in Sec. 5, followed by a discussion of related work in Sec. 6. Finally,
we summarize our main findings as well as outline future research directions in Sec. 7.

2 Preliminaries

In this section, let us introduce essential concepts and our notation. Covered topics include
the Signal Temporal Logic and the basics of monitoring as well as evolutionary algorithms.

2.1 The Signal Temporal Logic STL

Similar to the well-known Linear Temporal Logic (LTL) [30], Signal Temporal Logic (STL) [23]
enhances propositional logic with temporal modalities that allow us to reason about the future.
Unlike LTL, which requires the discretization of signals and time, STL allows direct reference
to continuous-valued signals and continuous real-time in formulae, making it particularly
interesting for real-time monitoring and analyzing signals from cyber-physical systems (CPS).
By leveraging STL, we can define and monitor nuanced temporal properties that are critical
for assessing a system’s behavior, ensuring that any deviation from the expected performance
is detected promptly. This is essential for maintaining the safety and reliability of rocket
engines in dynamic conditions, where even minor anomalies can have significant consequences.

Before defining a trace as aggregation of observed signals, we briefly introduce parts of
our notation. Let T and L denote the constants True and False, and let — denote negation.
A signal 7 defines for each point in time 0 < ¢ < T'(7) a real value, where the temporal
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horizon T'(7) of signal 7 may be finite (so that the execution ends at T'(7)), or infinite. For
continuous time, some signal 7 can thus be described by a function f. : Rg — R that maps
a (non-negative) point in time to some (real) signal value. While STL can operate in a
continuous domain, practical implementations often discretize time or restrict the signal
values to rational numbers for computational reasons.

In our work, we will consider (clocked) time series data with a finite temporal horizon —
which we will also refer to as a finite trace. Now, let us furthermore assume that we observe
for each point in time all the signal values in a single vector 7, such that we refer with (a)
IT to the entire trace (so to say the sequence of vectors for the individual time steps), (b)
7 = TI(t) to the signal vector at time ¢, (c) II; to the trace of signal ¢, (d) II;(¢) to the value of
signal 7 at time step ¢, and (e) II[j, k] to a partial trace that is restricted to the time interval
[4, k]. For a finite trace, we can thus define signals as finite sequences of signal values (one per
T(IT) 4+ 1 time steps), or as a function mapping each element in the sequence [0,...,T(7)] to
a value in R. Hereafter, for convenience, the length of a signal 7 will be denoted by len(r),
equal to T'(7) + 1. For an infinite temporal horizon and clocked time, we can define signals
and traces either as functions mapping from N to R or RI7! respectively, or as finite sequences
with a finite stem and an infinite loop (k,l loops) like in model-checking [12]. With this
notation, let us now define the syntax and semantics of STL:

» Definition 1. Let = f(II(t)) > ¢ be an atomic predicate that compares a function over
the signal values for some time step t to a real-valued constant c. With ¢ and 1 being STL
formulae, and I being one of the intervals (a,b), (a,b], [a,b), or [a,b] for two points in time
such that a < b, we can define the syntax of STL inductively as

=T |p|-pleny|oUry

» Definition 2. Let I; be the interval of an until operator applied at time step t. The
satisfaction of an STL formula ¢ as of Def. 1 by a trace 11 at time t is then defined as follows

t) = p iff () = ¢

e iff ~(I1(t) = ¢)

oAy i) o ATI(E) =

I(t) EeUry iff I eI st T(E') Eop AVE € [t, U] L") = ¢

As with LTL, we can introduce syntactic sugar that does not increase STL’s expressiveness
but improves its usability and intuitiveness. Prominent examples include the or ¢ V¢ =
(= A=), exclusive or ¢ B = @ A=)V —p A1, and implication ¢ = 1 = —p V¢ on the
logic level, and temporal operators like finally a.k.a. eventually for denoting Fy o = T Uy ¢,
or globally a.k.a. always for denoting G ¢ = —(F1 —p).

Let us stress that for our definitions we adopt a simplified view of having only a scalar
value per signal. It is easy to see that we can easily accommodate also multiple values for one
signal (this does not change 7), or modify the definitions such that signals can take values
other than reals numbers (affecting only u); e.g., a 64-bit data signal interpreted at the logic
or voltage level, can be split into individual signals for each data line. Please note that Def. 2
offers very simple STL semantics, with alternative ones discussed in the following subsection.

2.1.1 Monitoring STL: Bounded STL Formulae

Traditional offline verification methods, such as model checking or testing, enable comprehens-
ive analysis of a system’s behavior. Model checking, for instance, allows us to prove or falsify
properties expressed in some temporal logic for a system’s entire behavior. Testing involves
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stimulating a system with specific inputs (defined in test cases) and observing the resulting
behavior. In either case, we investigate complete executions or runs, i.e., the observable part
coined as trace. However, when monitoring a system at run-time, we only have a finite prefix
of an execution available. In contrast to implementations of a test oracle [29], we thus have
to implicitly or explicitly consider the entire set of executions that extend this prefix.

Consequently, monitoring not only entails different semantics of expressed properties [5,
29], but also presents the challenge that not all properties are indeed monitorable. A property
is positively monitorable if any satisfying trace can conclusively demonstrate this through a
finite prefix, while it is negatively monitorable if any violating trace provides such evidence
within a finite prefix. Safety properties, for instance (see [3] for a discussion of safety and
liveness), are negatively monitorable because any trace showing a bad event violates the
property, meaning that such events should never occur. Conversely, co-safety properties are
positively monitorable since a finite trace can affirm a positive event within its scope.

As for LTL [5], there are alternative semantics that are of special interest for monitoring
purposes, like the following quantitative one taken from [14]. The idea is that atomic
predicates do not evaluate to T or L, but to a real value, i.e., f(II(t)) — ¢ from g in Def. 1,
propagated along the entire formula. These quantitative semantics provide a robustness
measure p, which indicates the degree to which a signal satisfies a formula at a given time.

» Definition 3. The robustness p of an STL formula ¢ for a trace Il at time t is defined as:

p(T,10,t) = 4+
p(Il; > ¢, 11, t) = IL(t) —c
p(—p, 1L, t) = —plp,1L1)
P(<,01 A @27H7t) = min{p(<p1,H,t),p(<p2,H7t)}
u 1L, ¢ = i II,¢ i 11, ¢
p(p1Urp2, 11, 1) nax, min{p(p2, I, 1),t2r€n[;31) p(p1, 10, t2)}

With the latter concept outlined, we can now formalize the definition of STL monitoring.

» Definition 4. Let X' (resp., X) be the set of infinite signals (resp., finite signals), and
C(II), the set of completions of a given finite signal T1 € X over {0,...,t} C N, defined as
CI) ={lleX |I({t)=II(t) for allt’ €N, 0 <t < t}. STL monitoring is defined by the
function mon : X x STL — T, 1,7 s.t. mon(IL, @) returns T iff 11,0 = ¢ for all II € C(IT),
L iff IL O £ ¢ for all T1 € C(IT), equivalent to p(yp,11,0) < 0 for all 11 € C(I1), or ? otherwise.

Currently, there are no tools that support the monitoring of unbounded STL formulas
as defined in our work. However, bounded-time STL (bSTL), a specific fragment of STL,
supports monitoring in practical applications [26]. This is achieved by restricting the temporal
modality time interval I in bSTL to finite boundaries, specifically to I = [a, b], where a,b € N
are both finite. bSTL formulas are characterized by a temporal horizon H(¢), which quantifies
the maximum future time span necessary to evaluate the truth of the formula. For instance,
the formula ¢ =z > 3 Uy 3) © > 5 has a horizon of 3, indicating that its validation requires
data spanning at least three time units from the initial point of evaluation.

» Definition 5. Formally, the bSTL formula’s temporal horizon H : bSTL — N is defined
as: (1) H(T) = 0; (i) H(l; > ¢) = 0; (ii) H(=p) = H(); (iv) H(p1 N p2) =
max{H (¢1), H(p2)}; (v) H(p1 Upap) 92) = b+ max{H (p1) — 1, H(p2)}.

Furthermore, to address real-world monitoring scenarios, which require responsive system
behavior analysis where conditions may need to be evaluated at any given point across a
signal, we extend monitoring capabilities to apply to any suffix beyond the horizon.
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» Definition 6. bSTL monitoring operates through the function eb-mon : X x bSTL —
{T,L,?}, which relies on the function mon from Def. 4, and is defined as:

? if len(Il) < H(p) + 1
eb-mon(IL, )= { V' mon(I1[i,len(IT) — 1], )  otherwise
0<i<len(I) 1= H ()

This formulation ensures that a monitor can definitively issue truth values T or L, or
an undefined verdict 7 if the horizon has not yet been reached, thus safeguarding against
premature evaluations. The effectiveness of this extended monitoring is captured by the tool
rtamt [26], which supports practical implementation of bSTL monitoring for both discrete
and dense-time properties, facilitating robust and reliable system evaluations.

Fault detection in system monitoring typically involves identifying anomalies or operational
deviations that could lead to system failures. In the following, the concept of fault detection
grounded on the definitions provided in the existing literature on system verifiability and
monitorability [1, 21], is formalized as it is applied within the scope of our study.

» Definition 7. Given a set P of properties formulated in bSTL, a fault is detected on an
execution trace I € X at a time step i € N if there exists at least one fault property 1) € P
such that the monitoring function eb-mon(I1[0,],4) returns T. Here, X represents the set
of all considered (finite) engine run traces, and I1[0,i] denotes the prefix of the trace II from
the start up to the i-th time step.

This formalization captures the essence of real-time fault detection by leveraging the
temporal properties specified in bSTL, allowing for the proactive identification and subsequent
handling of system anomalies before they escalate into more severe problems.

2.2 Evolutionary Algorithms

Evolutionary Algorithms (EAs) are population-based metaheuristics inspired by natural
evolution, effectively addressing combinatorial optimization challenges by using historical data
to guide search efforts towards promising areas [16]. These algorithms involve a population
of individuals, each representing a solution to an optimization problem, evaluated through
a fitness function based on adaptation criteria. This fitness may be assessed via single- or
multi-objective approaches, depending on the problem’s complexity. The evolutionary cycle
advances through generations, with a selection mechanism favoring higher fitness individuals
for reproduction. Genetic operations such as crossover and mutation facilitate diversity and
prevent premature convergence by introducing variations. The process iterates until meeting
predefined criteria such as optimal fitness or maximum generation count.

This research specifically utilizes genetic programming (GP), a branch of EAs where
individuals are represented by means of computational trees evolving towards optimal
solutions over successive generations through tree-specific genetic operations. Additionally,
this study leverages multi-objective EAs to optimize multiple objectives simultaneously,
generating diverse Pareto-optimal solutions. This approach enhances solution exploration,
allows customization of the evolutionary process, supporting a detailed investigation into
optimal configurations for the extraction of complex properties in diverse scenarios. The
algorithm used in this study, as previously defined in [7], is implemented through DEAP
(Distributed Evolutionary Algorithms in Python), a versatile framework for rapid prototyping
of EAs [18]. Operationally, two sets containing nominal and anomalous finite traces are
processed, and a bSTL formula is subsequently derived to distinguish between these two
conditions. Below, we present the main implementation characteristics of this algorithm.
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Population and its Initialization. The population within our evolutionary algorithm frame-
work consists of individuals, each represented as a computation tree ¢ encoding a syntactically
correct bSTL formula. The population is generated using the genHalfAndHalf method from
DEAP, which adheres to guidelines established by Koza [20]. This method ensures diversity
in the tree structures by alternating between generating trees with uniform leaf depths and
trees where leaves may vary in depth.

Nodes of the Computation Tree. In the evolutionary framework, each node within a
computation tree can represent various structural and functional components of a bSTL
formula. Nodes primarily encapsulate constraints such as II; > ¢, where II; is a signal
identifier and ¢ is a constant. They can also represent complex bSTL formulas where the
outermost operator is temporal, for example, pU[, ¢, or Boolean expressions like ¢ V 1.
Here, ¢ and 1 themselves are bSTL sub-formulas, recursively structured as trees within
the main computation tree. Moreover, nodes may embody terminal values crucial for the
construction and evaluation of formulas such as: (7) interval bounds of temporal operators,
expressed as I = [a,b], where a,b € N and a < b; (i) signal identifiers IT;, with 1 < i < |TI|,
linking the formula directly to the specific components of a multi-dimensional signal; (#i7)
constants ¢, used within constraints, where each c is chosen from the domain Dom(II;) of
the signal component IT;. To facilitate the dynamic and ephemeral representation of values
such as constants and interval bounds, DEAP employs EphemeralConstants. These are
particularly useful for encoding values that are not fixed but need to be generated anew for
each instantiation of the tree, thus supporting a rich diversity in the evolutionary process.

Crossover. The crossover operation is a key genetic mechanism in evolutionary algorithms,
used to generate new individuals from existing parent solutions. In our implementation,
this process involves a one-point crossover technique facilitated by DEAP’s cxOnePoint
function. This function selects a random node within the computation tree of each parent and
exchanges the subtrees rooted at these nodes, thereby producing two offspring with combined
genetic traits from both parents. To manage the complexity of the resulting computation
trees and prevent bloat — a growth in program size without fitness improvement — a static
height limit of 17 is imposed on the offspring’s computation trees (DEAP’s staticLimit), once
again following Koza’s guideline [20]. If this limit is exceeded, the child is discarded and
replaced by a randomly selected parent. Similarly, the crossover process might occasionally
produce invalid individuals, especially in terms of computation tree’s horizon. Specifically, if
an offspring’s formula ¢ results in a horizon H(p) that exceeds the permissible range (i.e.,
H(p) > len(II)), this offspring is deemed non-viable and replaced by a randomly chosen
parent. This strategy ensures that only viable solutions with valid and effective genetic
configurations persist in the population for further evolutionary processing.

Mutation. Mutation in evolutionary algorithms introduces variability and helps explore
new genetic landscapes. In our implementation, two mutation operators are employed,
each selected with equal probability to modify individuals within the population. The first
operator, mutNodeReplacement, targets a randomly chosen node in the computation tree of an
individual and replaces it with another node that maintains the tree’s syntactical correctness.
The second operator, mutEphemeral, is designed to alter the value of a single constant in the
individual’s tree. Consistent with our approach to manage program complexity and avoid
bloat, the same staticLimit is applied to the height of the trees after mutation, mirroring
the constraints imposed during the crossover process. Post-mutation, it is crucial to verify
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the validity of the resulting individual. If the individual’s horizon or height does not align
properly with the problem’s constraints, the mutation is considered unsuccessful, and the
original pre-mutation individual is retained in the population, hence preserving the overall
quality and relevance of the evolving population.

Selection. To foster diversity within the population, our approach utilizes the elitist selection
strategy as outlined in NSGA-IIT [13]. This method incorporates reference points and niche
preservation principles, ensuring a diverse set of solutions by adequately covering all areas of
the Pareto front. For a detailed explanation of these concepts, readers are directed to the
foundational work by Deb et al. [13]. Finally, before mutation and crossover, elite individuals
from the previous generation are selected to form the elite set. This set is then added
to the next population, ensuring the persistence of high-performing individuals and their
contribution across the evolutionary process.

Termination Criteria and Extraction of Final Solutions. The termination criteria for our
evolutionary algorithm are twofold. First, an upper limit is set on the number of generations,
a standard practice in evolutionary computations to ensure the process concludes in a timely

manner. Second, we employ an early stopping strategy based on the hypervolume indicator.

This measure quantifies the volume covered by the Pareto front relative to a reference point
and gauges the diversity and quality of the solutions [8]. Termination occurs if there is
no improvement in the hypervolume over a predetermined number of generations. Once
the evolutionary process is completed, the final solutions are extracted by analyzing the
Pareto front. Initially, we filter this front to retain only those individuals whose formula ¢
achieves an accuracy over 0.5, thereby outperforming a random classifier. Among these viable
solutions, the individual contributing most significantly to the hypervolume — indicative of
its excellence in diversity and fitness — is selected for output.

Algorithm Hyperparameters. The configuration of hyperparameters for the evolutionary
algorithm (EA) utilized in this study was methodically determined through a grid search
approach, conducted on a synthetic dataset of binary labeled bSTL traces. These traces were

distinctively marked by a diverse assortment of formulas, representing two separate classes.

The optimal hyperparameters were selected as follows: population size was set at 100, after
evaluating a range from 50 to 1000; crossover probability was established at 0.7, with tested
values ranging from 0.5 to 0.8; mutation probability was dynamically set to 0.5/¢num_gen,
encouraging robust initial exploration of the search space, which tapers off to enhance
exploitation of promising solutions as generations progress; for this hyperparameter values
between 0.3 and 0.6 were tested; maximum generations was conservatively capped at 500
to ensure computational feasibility while allowing ample evolution within the population;
hypervolume early stopping was activated after 25 generations without improvement, with the
threshold tested at intervals from 10 to 50 generations; elite rate was set at 0.05, determining
the size of the elite set as 0.05 times the population size. This parameter governs the
proportion of the population considered elite, influencing the selection process by favoring
individuals associated to a higher hypervolume for reproduction. Additionally, a critical
hyperparameter specific to this EA implementation, which leverages bSTL and rtamt, is the
maz horizon. This parameter intuitively sets an upper boundary h on the horizon of the
formulas explored by the EA, leading to the following implications: formulas are restricted to
capturing phenomena that extend no more than h+ 1 time points; experimental observations
have shown that the computational demand of rtamt increases more than linearly with
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the horizon length of a formula. For the purposes of expediting experimentation, which
includes multiple runs to gather statistically significant results, the max horizon was set
to 15. Although this may appear restrictive, it remains adequate for extracting significant
and effective properties from the data, while also adhering to latency requirements typically
considered for control systems in LPREs. In more general applications, the appropriate maz
horizon should be determined by domain experts, considering the aforementioned factors.

3 Material and Methods

Let us now describe our genetic programming-based methodology for learning STL properties
that are capable of distinguishing between nominal and anomalous conditions, as well as the
salient characteristics of the simulated dataset employed in our evaluation.

3.1 Our STL Property Learner

As outlined in the introduction, we use a genetic programming-based property learner,
building on previous work discussed in Section 2.2. We extend this approach by employing a
multi-objective fitness function that we define as follows.

To evaluate an individual in the population, the set of STL traces X is first “partitioned”
into nominal (Xyeq) and anomalous (Xpes) traces. This partitioning is necessary to distinguish
between normal and faulty behavior, enabling the algorithm to effectively learn and optimize
properties that are sensitive to anomalies while minimizing false positives from nominal traces.
A multi-objective fitness function is then defined by using the rtamt monitoring algorithm
for bSTL. Formally, our first objective measures how good a formula ¢ is in discriminating
between nominal and faulty behavior traces.

» Definition 8. For each trace 11 € X and each formula ¢, the numerical counterpart

of eb-mon(I1, ) is the function NUM : {T,L,?} — {0,1} s.t. NUM (eb-mon(Il,¢)) =
1 if eb-mon(Il, ) = T, or 0 otherwise.

» Definition 9. The first objective measure, referred to as accuracy, is defined as follows:

> 1= NUM(eb-mon(Il,)) + >, NUM (eb-mon(Il, ¢))
IIE€X ey IeX;pos

|Xneg| + |XP05‘

ACC(Xnegv Xposa QD) =

It is worth noting that, in order to maximize Acc(Xpeg, Xpos, ), a formula ¢ should evaluate
to L on the nominal behavior traces and to T on the anomalous ones.

The second objective measures the robustness of the formula (normalized in the [0, 1]
interval) by means of bSTL quantitative semantics. As a preliminary step, at the beginning
of the execution of the genetic algorithm, every signal in X’ is normalized in the [0, 1] interval
so that p ranges between —1 and 1. This step is handled implicitly and it does not alter
the constant value ¢ of constraints II; > ¢ in the generated output formula, which are still
represented with their raw, non-normalized value.

» Definition 10. This second objective, the robustness, is defined as follows:

Kool + | Xpos| — max 10
| g| | Xpos| He%:"eg ogiglen(n)—l—H(@){p((p )}
+ X min {p(p, 11, 0)}

HeXpos 0<i<len(IT)—1—H(p)
2+ (|Xnegl + [Xpos|)

The third objective measures the recall of the formula, denoted as Rec, which quantifies
the ability to correctly identify all anomalous traces.

ROb(Xnegv Xp057 90) =
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» Definition 11. The recall is calculated as follows:
> NUM (eb-mon(I1, ¢))

HeX os
Rec(Xpos, ) = i

| Xpos|

In order to optimize Rec(Xpos, @), the formula ¢ should evaluate to T for as many traces in
Xpos as possible, effectively maximizing the detection of anomalous behavior.

The fourth objective measure, the specificity, evaluates the ability of a formula ¢ to
accurately reject anomalous behavior in nominal traces.

» Definition 12. The specificity is defined as follows:

> 1= NUM(eb-mon(I1, v))
IIEX eq

SpeC(Xnega 90) = |X ‘
neg

This measure is crucial for ensuring that ¢ maintains a high rejection rate of anomalous
conditions in traces classified as nominal, thereby minimizing false positives. The ideal
outcome for Spec(X,eq, ) is a value close to 1, indicating that most nominal traces are
correctly identified as such by .

The fifth objective measure, the parsimony, emphasizes the simplicity of the derived
formulas, aiming to minimize their complexity.

» Definition 13. The parsimony measure is defined as follows:

height(p)

P =1- —"
ars(¢) max height

In this context, the function height(y) takes a bSTL formula ¢ and returns a natural
number in Ny representing the height of the formula’s computational tree. The term maz
height refers to a predefined static limit on the height of the computational trees within
our genetic programming algorithm. This objective aims to minimize the complexity of
the formulas by favoring those with shorter computational trees, thereby enhancing the
understandability and efficiency of the derived models.

The sixth objective is the responsiveness which evaluates the promptness of a formula ¢
in reacting to changes in behaviors. Responsiveness is crucial for ensuring that the formula
not only discriminates and measures robustly but also reacts in a timely manner to deviations
from nominal behavior.

» Definition 14. The responsiveness is formally defined as follows:
H(yp)

Resp(p) =1~ mazx horizon

Here, H(y) represents the horizon of the formula ¢, and max horizon the maximum horizon
considered as defined in Def. 5. This metric aims to maximize the timeliness of the response
by minimizing the horizon length relative to the maximal allowed horizon, thereby ensuring
that ¢ is both effective and efficient in signaling anomalies.

To conclude, the seventh objective, the detection timeliness measure, quantifies the
relative delay in detecting the farthest anomaly within the anomalous traces in &},s. This
measure is critical in assessing the timeliness of ¢ in identifying anomalies, particularly in
systems where detection delays may compromise functionality or safety.

» Definition 15. Formally, the detection timeliness is defined as follows:

max {dect_point(Il, o)}

) MMeXpos
Time(Xpos, p) = 1 —

zme( pOs» QO) max {len(H)}
MeXx,

pos
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Figure 1 Simulated nominal run values for the engine under standard starting conditions.

In this definition, the detection point function, dect point(IL, ), determines the earliest
time point within a trace II at which the formula ¢ is satisfied.

» Definition 16. The detection point is calculated using the robustness measure p as follows:

dect_point(Il,p)= min  ({i > 0| p(p,I1,4) > 0} U {len(I1)})

0<i<len(II)

To maximize Time(Xpos, ), ¢ should ideally detect anomalies as close to the start of
each trace in X),,s as possible, thus ensuring minimal detection latency.

Since seven objectives are taken into consideration, no single best-performing solution can
be directly selected from a given population by means of the fitness function. Rather, a Pareto
front of optimal solutions can be identified, containing all non-dominated solutions.? Hence,
once the evolutionary process is completed, the final solution, maximizing the hypervolume,
is extracted from the Pareto front as previously described in Section 2.2.

3.2 Dataset

The dataset used in this work consists of transient state simulation of a representative
pump-fed rocket engine of expander-bleed type similar to the LUMEN engine developed and
tested by DLR Lampoldshausen [15, 33]. Each simulation was run for a total length of 60s
at a sampling frequency of 10 Hz. For a subset of runs, after a time of 15s a fault had been
injected. The faults considered were: a sensor drift, a sensor offset, a frozen sensor and a
leakage in the methane sub-system. To formally define the dataset utilized in our study, let
X represent the complete set of traces, where X = N U A; U Ay U Az U Ay. Here, N denotes
the set of traces simulated under nominal conditions, and A;, As, Az, and A4 represent the
traces corresponding to the sensor drifting, sensor offset, sensor frozen, and leakage faults,
respectively. Each subset A; captures the distinct characteristics of the respective fault type,
introduced to assess its impact on the system’s performance and detectability.

The dataset captures various signals from the engine, categorized into several groups based
on the type of measurement: pressure sensors measure the pressure inside the combustion
chamber, at the inlet of the fuel and oxidizer turbines, and at the outlets from both the fuel

2 A set S of solutions for an n-objective problem with fitness function f = (fi,..., fn) is said to be
non-dominated if and only if for each x € S, there exists no y € S such that (i) f; (y) improves f; (x)
for some ¢, with 1 < i < n, and (i7) for all j, with 1 < j <n and j # 4, f; () does not improve f; (y).
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Figure 2 Simulated run values for the engine under standard starting conditions with the injection
of faults: (a) sensor drift on MOV.m, (b) sensor offset on MOV.m, (c¢) sensor freezing on MOV.m, and
(d) leakage on methane side (BPV.pos). For each case, the fault is injected after 15 seconds.

and oxidizer pumps, including inlet and outlet pressures of the cooling system; temperature
readings are taken from the injected oxidizer and fuel and at the inlet and outlet of the
cooling system, as well as at the input of both turbines; valve positions are recorded for the
oxidizer control valve, fuel control valve, and the valves upstream of both turbines; finally,
the rotational speeds of both the fuel and oxidizer pumps are also monitored.

Specifically, the features include Chamber.Combustor.Ptot representing the total pres-
sure in the combustion chamber, Chamber.Combustor.f_red.Tup for the fuel injection
temperature, FCV.pos indicating the fuel control valve position, Chamber_Inj_red_dP_loss
and Chamber_Inj_oxy_dP_loss for pressure losses at fuel and oxidizer injection respect-
ively. Pump_Fuel.sh_in.n and Pump_0Oxid.sh_in.n measure the shaft velocity of the fuel
and oxidizer turbopumps. TFV.pos and TOV.pos reflect the positions of the turbine fuel
and oxidizer valves. Pressures at the inlets of fuel and oxidizer turbines are captured by
Turbine_Fuel.f1.P and Turbine_0xid.f1.P. XCV.pos logs the crossfeed control valve posi-
tion, while LOX_Inj.Pressure and Fuel_Inj.Pressure represent the pressures at the liquid
oxygen and fuel injection. BPV.pos denotes the position of the bypass valve, MOV.m measures
the mass flow of the main oxidizer valve, OCV.pos indicates the oxidizer control valve position,
LNG_tot.m represents the total mass flow of liquefied natural gas (LNG), MFV.m measures
the flow rate through the main fuel valve, and Bleed.m captures captures the LNG mass
flow that is not used for combustion.

These features were selected and analyzed to model the behavior of the propulsion system
under nominal conditions and to identify deviations indicative of potential faults. An example
of simulated values of these features for a nominal run of the engine under standard starting
conditions is depicted in Figure 1, while Figure 2 illustrates four instances of fault injections
performed on the MOV.m and BPV.pos features.

To rigorously evaluate the proposed methodologies for fault detection, the dataset X
was randomly partitioned into training and testing splits to ensure unbiased assessment
and validation of the learned properties. This split was done at the level of execution runs,
allocating 80% of the data for training and 20% for testing. Formally, the dataset X was
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divided into two subsets: |Xirain| =128, with |N| = 64, |A;|=|A2| =|A3| = |A4| =16, and
| Xiest | =32, with |N|=16, |A;|=|A2|=|As|=|As| =4. This structured approach to dataset
division ensures a balanced representation of both nominal and anomalous conditions across
the training and testing phases, providing a robust foundation for the evaluation of the fault
detection algorithms developed in this study.

4 Experimentation

Our evaluation of the genetic algorithm’s capabilities in distinguishing between nominal
and faulty operational states under various predefined scenarios showcases our approach’s
applicability in real-world applications, where the timely and accurate detection of faults
can enhance safety and operational efficiency significantly.

4.1 Experimental Setup

In the experimental setup, the genetic algorithm defined in Section 2.2 and 3.1 is employed
to learn monitorable temporal properties that are critical for the fault detection task. The
learning process is structured around three experimental cases, each designed to test various
scenarios of property learning, pertaining to different splits of the trace set Xirqin:
Anomaly vs. All: in this scenario, the genetic algorithm is run separately for each type
of anomaly (A;, Az, and Aj3) related to the MOV.m sensor, where each run aims to
learn a distinctive monitor encoded as a temporal property in bSTL that can detect the
specific fault. Formally, for each anomaly type A;, with ¢ € {1,2,3}, X,0s = A;, and
Xneg =N UUj 2 jeq1,2,3 Aj- This setup facilitates targeted learning for each fault type.
All vs. Nominal: the algorithm runs with X,,s = A3 U A2 U A3, encompassing all types of
anomalies, and X, = N, consisting of only nominal traces. The objective is to extract
a general property that differentiates any faulty condition from normal operations.
Anomaly vs. Nominal: similar to the first case, this setup runs the algorithm for each
anomaly type A;, but although, X, contains traces from A; for all i € {1,2,3}, and
Xpeq is exclusively composed of nominal traces in /. This configuration is intended to
refine the detection properties to distinguish specific faults directly from normal behavior.

These experimental designs are critical in validating the robustness and specificity of the
learned properties, ensuring that the fault detection system is both effective in identifying
various faults and efficient in differentiating these from normal operational states.

In each experimental scenario, the learning phase produces a pool of properties denoted as
‘P. These properties are temporal formulas derived through the genetic algorithm, designed to
effectively monitor and detect faults within the system. By integrating the rtamt monitoring
algorithm within the genetic algorithm’s fitness function, the properties in P are designed
to be runtime-verifiable. This design allows them to be evaluated on a finite prefix of each
execution trace, making them suitable for online monitoring. The efficacy of these properties
is subsequently evaluated during the testing phase, where their performance is critically
assessed. In this stage, the algorithm as of Listing 1 applies the learned properties to the test
dataset Xiest to validate their accuracy and reliability, a crucial step for verifying whether
the properties can correctly identify faults without excessive false positives or negatives.

Operationally, the algorithm initializes counters for nominal traces (nn), anomalous traces
(np), true positives (¢p), and false positives (fp) (line 2). It then iterates through each trace
in the test dataset, applying the learned temporal properties to detect faults as in Def. 7
(lines 3-21), determining whether each trace is correctly identified as faulty or nominal.
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Listing 1 Fault monitoring (testing phase)

input: non-empty pool P of formulas, test dataset XN
nn, np, tp, fp < 0, 0, 0, O
for ITe X
if LABEL(IL len(Il) —1) % faulty trace
np < np + 1
else % nominal trace
nn < nn + 1

end if
for 1<+ 0 to len(Il)-1
¥« IIfo, il

F < { veP | eb-mon(¥, ¥) returns true }
if F# empty % fault detected
if LABEL(IL,7) % true positive
tp < tp + 1

else % false positive
fp < fp + 1
end if
break
end if
end for

end for
P < tp / (tp + fp) % Calculate performance metrics, first Precision
R < tp / np % Recall
FAR < fp / nn % False Alarm Rate

F1 «< 2 x (P * R) / (P + R) % Fl-score
return P, R, FAR, F1

The function LABEL : X x N — {T, L}, is defined such that LABEL(IL,i) = L if IT €
N Vi < 150, and LABEL(II,4) = T otherwise. Intuitively, this function categorizes each trace
as either nominal (L) or anomalous (T), facilitating the classification and evaluation of the
test results. Here, 150 corresponds to the point in the signal where faults were injected,
which, in a general case, may vary across different runs of the system.

The calculated metrics — precision (P), recall (R), false alarm rate (FAR), and Fl-score

(F1) — provide a comprehensive quantitative assessment of the properties’ performance.

Precision (P) measures the accuracy of fault detection, recall (R) assesses the algorithm’s
ability to identify all relevant instances, the false alarm rate (FAR) indicates the frequency
of incorrect fault predictions among nominal traces, and the Fl-score (F'1) balances precision
and recall in a single metric.

This detailed evaluation ensures the robustness and specificity of the learned properties,
affirming the fault detection system’s effectiveness and efficiency in distinguishing between
normal and faulty operational states.

4.2 Experimental Results

Following the detailed description of the experimental setup, we now present and analyze
the outcomes of our experiments to showcase the performance of the proposed property
learning methodology. For each experimental scenario, a set of 10 trials was performed using
10 different random seeds to ensure the statistical robustness of the results. This led to 10
different pools of properties for each evaluated scenario.

The final experimental results are obtained by running the procedure from Listing 1 on
the test set Xjes¢- As summarized in Table 1, the results show that the Anomaly vs. Nominal
scenario achieved the best overall performance across all metrics, indicating a strong ability
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to detect distinct types of faults compared to normal behaviors with minimal false alarms.
This effectiveness is due to the targeted training approach, where properties were tuned to
distinguish specific anomalies from nominal traces.

On the other hand, the Anomaly vs. All scenario showed lower precision but very high
recall and FAR. This suggests that while the model is effective in identifying nearly all fault
conditions, it also misclassifies many normal operations as faults, leading to a high rate of
false alarms. This could be due to the inclusion of multiple fault types in the negative class,
which can complicate and reduce the effectiveness of the learning phase, as it contains a
diverse range of behaviors difficult to characterize within a single property.

The All vs. Nominal scenario yields intermediate performance compared to the others,
with moderate values across all metrics. This outcome results from the learned properties
needing to generalize across various types of anomalies, which leads to higher false alarm
rates than those observed in the Anomaly vs. Nominal scenario.

These insights are instrumental for refining the fault detection strategies, particularly
emphasizing the need for scenario-specific tuning of the learning process to enhance precision
and reduce false alarms, thereby making the fault detection system more reliable and
applicable in operational settings.

4.2.1 Extended Scenario: Fault Isolation

In this extended scenario, we focus on a simple fault isolation case. Specifically, this scenario
advances the Anomaly vs. Nominal setup by considering an additional fault type, A4 (methane
leakage), as X5, while maintaining nominal traces in X,e;, = N. Through this extension,
the genetic algorithm was tasked with learning properties able to effectively distinguish
methane leakage anomalies from normal operational states, culminating in a tailored pool of
properties optimized for this specific detection challenge.

Following this learning phase, we obtained two distinct pools of properties: Psens for
sensor-related anomalies (previously learned for traces in A;, As, and A3 associated with
MOV.m sensor’s anomalies) and Pleax for methane leakage anomalies in A4. Subsequently,
we embarked on an evaluative phase to assess how these properties, contained within Pgens
and Pieak, perform in classifying these two distinct sources of faults. For this purpose, we
applied a modified version of Listing 1 to the combined property pool P’ = Pyens U Pleak ON
the subset of all test traces with anomalies, X/, = {IT | 1T € Xyest AT & N}

We computed several key metrics to evaluate our performance. First, we consider accuracy,
defined as the number of correct detections divided by the total number of traces in X{.,. We
also measured the rate of missed detections which quantifies instances where no property in P’
is satisfied. Additionally, we assessed the rate of overlapping detections, which measures cases
where a trace simultaneously satisfies properties from both Pgsepns and Pleax. The experimental
results from this extended scenario demonstrate a high degree of accuracy, with an average
of 0.96 and a standard deviation of 0.03. The rate of missed detections, where neither type
of fault was identified, averaged at 0.01 with a standard deviation of 0.01. Furthermore,
the rate of overlapping detections, which indicates instances where both types of faults were
erroneously detected simultaneously, averaged at 0.04 with a standard deviation of 0.03.

Table 1 Summary of experimental results for each testing scenario.

Scenario Precision Recall FAR F1l-score
Anomaly vs. All 0.424+0.00 0.99+0.01 0.99+0.01 0.60 £ 0.01
All vs. Nominal 0.71 +0.05 0.88 4+ 0.06 0.34 +0.08 0.78 £ 0.05

Anomaly vs. Nominal 0.92+0.05 0.99+0.01 0.10+0.07 0.95+0.03
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These metrics underscore the robustness of the proposed solution in adapting to a new
fault isolation task and illustrate the model’s flexibility and effectiveness in differentiating
between types of faults that could occur within the system. Nevertheless, the potential of
this methodology to be applied in more complex, real-world settings where multiple faults
may occur simultaneously requires further validation through tailored experimentation.

5 Discussion

In this section, we delve into a comprehensive analysis of the experimental outcomes derived
from our research, addressing both the strengths and limitations of our approach. This
exploration aids in understanding the nuanced implications of our methodology and situates
our contributions within the broader landscape of fault detection technologies.

The results presented in this study underscore the efficacy of our property learning-based
approach in fault detection for LPREs. Particularly in the Anomaly vs. Nominal scenario,
our method exhibited exceptional precision and recall, highlighting its capability to effectively
pinpoint specific fault conditions. Such precise detection is crucial for minimizing operational
disruptions and enhancing system safety.

5.1 Strengths and Limitations of the Property Learning Approach

In the following, we present a detailed analysis of the strengths and limitations of our
property learning-based approach to fault detection. This evaluation aims to comprehensively
understand the potential impact and practical implications of our methodology within the
field, providing a balanced view of its practical applicability in real-world settings.

The primary strength of our method lies in its high specificity and sensitivity, particularly
notable in scenarios such as Anomaly vs. Nominal, where the method demonstrated precise
fault detection capabilities. The genetic algorithm’s adaptability allows it to tailor properties
specifically for different fault types and operational contexts, which is evident from the high
performance metrics achieved in targeted scenarios. Furthermore, the integration of the
rtamt monitoring algorithm facilitates real-time application, a critical feature for operational
settings where timely fault detection is paramount. This capability ensures that the learned
properties can be applied in real-time, providing timely detections crucial for operational
safety. Additionally, the interpretability of the learned properties enhances their usability,
making the approach more accessible to domain experts who can understand and trust
the detection logic. It is important to point out that the genetic algorithm at the core of
our proposed methodology can effectively be integrated in a preemptive failure detection
framework, as demonstrated in [7]. This further showcases the versatility of the approach
across various operational settings.

However, the complexity of the training process forms a notable challenge. The need to
encompass all potential fault scenarios in the training dataset makes the process resource-
intensive and potentially cumbersome. Furthermore, our approach faces generalization
challenges, as demonstrated by the elevated false alarm rates in scenarios requiring property
generalization across diverse fault types. This indicates a trade-off between specificity and
generalizability, highlighting the dependence on comprehensive, high-quality training data
for effective property learning. Due to the extensive resources required for the property
learning phase, this phase should ideally be executed offline. Once learned, monitoring of the
properties can occur in real-time and can be executed even on hardware with limited resources,
such as the control systems present in launch vehicles, ensuring operational feasibility in
critical applications. Additionally, in all anomalous traces considered for this study, a single
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Figure 3 Syntactic trees of two properties extracted from the property learning phase representing
(a) a MOV.m sensor fault and (b) a methane leakage.

fault is simulated while in a real-world scenario multiple faults may happen in parallel. This
aspect has not been investigated, and it may affect the capability of our solution to function
effectively under such conditions.

In summary, the adaptability and real-time application capabilities of our method provide
significant advantages for fault detection in complex systems. However, the training com-
plexity and challenges in generalization underscore the need for careful implementation and
dataset preparation to fully realize the potential of the proposed approach.

5.2 Interpretability

Interpretability stands as a critical dimension in the assessment of fault detection methods,
particularly when applying complex algorithms like genetic algorithms for property learning.
The properties extracted in this study underscore not only the method’s effectiveness but
also its transparency, essential for practical implementation and trust by domain experts.

Figure 3 presents two representative properties derived from the pool obtained during
the Anomaly vs. Nominal scenario, which exhibited the best performance metrics. These
properties are interpreted below, demonstrating the method’s ability to link observable
engine behaviors to potential underlying faults, making the solution both effective and
understandable.

The first property (Figure 3a) relates to the MOV.m sensor, crucial in measuring the mass
flow of the main oxidizer valve. The condition expressed in this property asserts that if the
temperature at the Chamber.Combustor.f_red.Tup remains above 381.23 K, while MOV.m
is simultaneously above 5.44Kg/s, a fault is likely occurring. This scenario suggests an
anomaly where high fuel mass flow does not lead to expected increases in temperature,
possibly indicating a sensor reading failure or calibration issue.

The second property (Figure 3b) concerns methane leakage, a critical safety hazard. This
property’s logic uses the temporal until operator, highlighting conditions that persist over
a specific period. It specifies that the pressure at the Turbine_Fuel.f1.P should remain
above 51.77 bar until the BPV.pos exceeds 0.25, indicating abnormal conditions likely due to
a leakage affecting a pipeline or manifold close to the bypass valve.

These examples illustrate how genetic algorithms help derive actionable insights from
complex data streams in real-time applications. The derived properties are not only high
performing but also provide clear, interpretable logic for domain experts. This interpretability
bridges the gap between automated fault detection systems and practical engineering ap-
plications, ensuring that the outputs are understandable and, hence, adoptable for practical
implementation in real-world applications.

Statistics from the Anomaly vs. Nominal scenario further highlight the effectiveness and
sensible application of the learned properties. Defined by properties with an average horizon of
5.37 (corresponding to 0.537's in our setup) and an average height of 4.60, the monitors cover
sufficient complexity to capture essential dynamics without overfitting, ensuring robustness
across different operational settings, while preserving their understandability.
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Figure 4 Empirical Cumulative Distribution Function (ECDF) of the mixture ratio relative
prediction error for the naive and fault detection-based virtual sensing solutions.

In order to enhance the intuitiveness of the generated properties, our genetic algorithm’s
objectives such as parsimony, responsiveness, and timeliness (as defined in Section 3.1) aim to
limit the size and temporal horizon of the generated properties. From a structural perspective,
let us point out that we can easily deduce from the STL syntax that there are at most two
sub-trees for any STL operator, so that there is a direct link between an STL formula’s parse
tree depth and the size of the formula — both associated with a property’s intuitiveness.
With the objectives, we thus aim at enhancing the properties’ interpretability indirectly (via
their structure). Currently, we do not employ an optimization stage that would consider a
user’s preferences though, which could be implemented, e.g., via rewriting the properties
during the generation or a posteriori. A future evaluation of the generated properties by
STL engineers in terms of interpretability, and deriving corresponding optimization options
(automatically or using a human in the loop) as well as evaluating their effectiveness and
efficiency will help us to further improve our concept’s usability aspects.

5.3 Virtual Sensing Optimization

Once a fault is detected and identified, leveraging this detection allows for the implementation
of various mitigation strategies to reduce the impact caused by the fault. One such strategy
involves the use of a virtual sensing model to replace faulty measurements.

We demonstrate this capability on an estimator for the mixture ratio — the ratio of
oxidizer to fuel within the combustion chamber — a critical factor in maintaining optimal
combustion efficiency and engine performance. This quantity is hard to measure directly
due the dynamic conditions during rocket operation. The XGBoost regressor [10] used for
the estimation is trained on nominal training data, Xiain N A, ensuring that it learns from
fault-free operational conditions, as discussed in [34].

In our experiment, two approaches were evaluated: (i) Naive, where the estimator utilizes
test data in Xj.s; that includes both faulty sensor readings and nominal runs without any
adjustments, providing a baseline performance measure; (ii) Fault Detection-Based, which
involves feeding the estimator with test data in Xz that has been adjusted based on real-
time monitoring of the engine’s operational traces, following the steps outlined in Listing 1.
Specifically, when a fault is detected by the monitoring algorithm, mitigation strategies
are applied within the if branch (lines 12-19) for the remaining timesteps of the run. In
this scenario, MOV.m sensor values are estimated using a virtual sensing model (another
XGBRegressor) that has been previously trained exclusively on the partition of nominal
training data Xipain NA. This approach aims to correct sensor data anomalies before they
are used in mixture ratio estimations, thereby enhancing the accuracy of predictions.
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The effectiveness of solution (i7) is supported by Figure 4, which compares the empirical
cumulative distribution functions (ECDF) of the mixture ratio prediction relative errors
for both (i) Naive and (ii) Fault Detection-Based approaches. The Fault Detection-Based
solution exhibited a clear improvement in prediction accuracy over the Naive one, highlighting
the benefits of integrating real-time fault detection with virtual sensing.

6 Related Work

Detecting anomalous behavior in CPS is a vibrant research domain. Machine learning and
deep learning are featured prominently in this field, due to their efficacy, even though the
resultant black-box models lack interpretability. Recent work highlights neural networks
which learn temporal relationships in the data in order to detect faults and failures in cloud
data centers [19], aero-propulsion systems [2], disk drives [2, 22] and electrocardiogram
(ECG) data [28]. To foster explainability and ensure that solutions are applicable to different
domains and contexts, recent approaches combining machine learning and formal techniques
have emerged. Specifically, [25, 6, 9] present STL property mining techniques, using genetic
algorithms, decision trees, and reinforcement learning to distinguish between different time
series data. Bartocci et al [4] provide a survey of 15 procedures covering template-based
and template-free, model-based and model-free, active and passive, and supervised and
unsupervised methods. According to their categorization, the method presented in here is
template-free, model-free, passive, and supervised, i.e. learning from labeled data.

Diagnosis in CPS is an established field that focuses on identifying the root causes of
system malfunctions, which is crucial for maintaining system reliability and safety. Notably,
[27] has contributed significantly to ML-based diagnosis, highlighting techniques that combine
machine learning with model-based approaches for effective monitoring and diagnosability
of CPS. Additionally, [11] has explored diagnostic methods specifically for assessing the
diagnosability of systems, ensuring that potential faults can be accurately detected and
isolated during system operation. Furthermore, [24] demonstrates the application of classifier-
based approaches in real-time fault detection scenarios. Unlike these cited works, which
primarily address diagnosability and model-based diagnosis, our approach integrates property
learning directly into the monitoring process, enabling both real-time fault detection and
subsequent diagnosis in a unified process.

7 Conclusions

In this work, we tackled the challenge of developing a multi-objective genetic programming
methodology that automatically learns STL properties for fault detection in LPRESs, effectively
distinguishing between nominal and faulty behaviors. This methodology was validated with
a comprehensive dataset simulating various fault conditions, ensuring the robustness and
accuracy of the learned properties.

The experimental results demonstrated the effectiveness of the proposed approach in
learning STL properties essential for run-time fault detection in LPRE control systems.
The high precision and recall in distinguishing normal from faulty behaviors ensure timely
and accurate fault detection, which is crucial for maintaining LPRE operational integrity.
Moreover, incorporating virtual sensing, guided by detected faults, significantly improved the
accuracy of critical parameter estimations, such as the combustion chamber’s mixture ratio,
underscoring our solution’s practical applicability. The interpretability of the learned STL
properties further enhances our approach’s value, making it both effective and accessible to
domain experts, thereby facilitating adoption in real-world aerospace applications.
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Future research avenues include developing models for nominal engine behavior to enable

(unsupervised) anomaly detection, evaluating cases with simultaneous faults in multiple
sensors to assess and improve the robustness in complex scenarios, and devising strategies to
minimize redundant physical sensors ensuring the operational functionality of the engine.
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