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—— Abstract

This paper presents a simulation-based approach for fault diagnosis in cyber-physical systems.
We utilize simulation models to generate training data for machine learning classifiers to detect
faults and identify the root cause. The presented processing pipeline includes simulation model
validation, training data generation, data preprocessing, and the implementation of a diagnosis
method. A case study with a dual three-phase e-machine highlights the results and challenges of
the simulation-based diagnosis approach. The e-machine simulation model provides a complex and
robust system representation, including the capability to inject inter-turn short-circuit faults. The
introduced validation procedures of the simulation model revealed limitations in signal similarity
and distinguishability compared to real system behavior. Based on the discovered limitations, the
overall best results are achieved by applying an Autoencoder model for anomaly detection, followed
by a Random Forest classifier to identify the specific anomalies. Further, the focus is on identifying
the affected e-machine phase rather than the exact number of faulty winding turns. The paper
shows the challenges when applying a simulation-based diagnosis approach to time-series data
and underlines the required analysis of simulation models. In addition, the flexible adaption in
the diagnosis strategies enhances the efficient utilization of cyber-physical system models in fault
diagnosis and root cause identification.
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Simulation-Based Diagnosis for CPSs - A General Approach and Case Study

1 Introduction

The automotive industry is experiencing a deliberate and long-planned transformation towards
electrified vehicles, primarily affecting the powertrain and safety assistance systems. When
vehicles are operated on the road, unsteady conditions and challenging environments may
be encountered. For instance, extreme temperatures, changing transportation loads, high-
speed driving, stop-and-go traffic, or even off-road driving. These scenarios can negatively
impact the lifetime of a powertrain system and even cause unexpected failures. To enhance
the reliability and safety of powertrain systems, it is important to address the component
design and the specification of the operational design domain during the early development
phase. In this context, fail-safe and fail-operational powertrain systems are mandatory to
improve reliability, safety, and performance. With a focus on electric machine components
of powertrains, research shows that most faults are related to issues with stator windings,
bearing faults, magnet demagnetization, unbalanced magnetic pull, and eccentricity faults
[3]. To give an example, a promising architecture for achieving a fail-operational design
is the dual three-phase e-machine [13]. This architecture can operate even under stator
fault conditions by appropriately adapting settings of power inverters, motor parameters,
and control algorithms [12]. However, stator winding faults, like inter-turn short circuits
(ITSC), can significantly impact motor performance, causing large currents and demagnetizing
magnets [2] and therefore require a fast identification and mitigation. Thus, it is essential to
identify the root cause of the failure in the system to take appropriate mitigation actions
or schedule maintenance before a critical scenario occurs. To address this challenge, we
propose a procedure using simulation models as virtual laboratories for generating normal
and fault-injected data to train robust machine learning (ML) algorithms for early anomaly
detection and root cause identification on real cyber-physical systems (CPS). For instance, an
abstracted conceptual framework of the procedure is presented in [23], focusing on detecting
bearing faults in wind turbine generators. Applying models for diagnosis in the classical
model-based diagnosis [20] is a powerful approach that enables reasoning about the system
behavior for systematically identifying faults or anomalies within complex systems. The
model-based diagnosis approach avoids the expensive part of simulation [25] by an abstract
representation of the system’s properties and conditions. A successful demonstration of
fault detection and root cause analysis by utilizing a model-based diagnosis on a CPS is
presented by Wotawa et al. [8]. However, formalizing the logical representation of a CPS could
be complex and challenging for dynamic behavior and a wide-ranged system’s operational
domain. A simulation-based approach could avoid the drawbacks since a deep knowledge of
the model and related properties is not required. Nevertheless, potential constraints are also
obvious because the simulated representation of real system behavior has to be as similar
as possible to guarantee a precise fault diagnosis solution. In this paper, we address this
challenge in a case study by training fault detection methods on simulated data to be tested
on real measured data of an electrified machine to assess how ML methods manage deviations
and gaps in the data. We introduce a comprehensive general approach encompassing the
initial model specification, an extended model validation methodology aimed at gathering
comprehensive information regarding potential applications, using the model to generate
simulation data, preprocessing techniques for the collected data, and finally, the training and
evaluation of ML-based fault classifier algorithms. Further, we take advantage of elaborated
insights and present a case study with a complex CPS, a dual three-phase e-motor model
capable of simulating a variation of stator issues in the context of short-circuit faults. With
this case study, we demonstrate the identification of possible limitations of simulation models
and introduce a potential fault detection method operated on real measured data.
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2 General Approach

In this section, we present an overview of utilizing simulation models to produce training data
for ML algorithms aimed at identifying unexpected behavior (faults) within the operational
domain of a CPS. The authors in [23] followed a similar approach to perform condition
monitoring and predict faults in rotating machine bearings based on relatively simple
simulation models validated on experimental data of a real system representation. Besides
statistical feature-based ML classifiers, convolutional neural networks were applied and
evaluated based on their performance in fault prediction. The authors claimed that a
purely simulation-data-driven approach cannot replace the experimental data. Kozovsky et
al. [14] evaluated another approach, utilizing an experimental hardware testbench of a dual
three-phase e-motor capable of injecting inter-turn short-circuit (ITSC) faults. The setup
was used to collect signal data on normal and faulty system behavior as a basis for ML and
Artificial Neural Network (ANN) classifier models for detecting and identifying ITSC faults
during system operation. The validation on different speed and load profiles showed 99.8 %
accuracy in detecting faults for the critical high-speed range above 800 rpm. A constraint of
the methods employed is that specific critical faults cannot be entirely tested on a real test
bench due to possible expensive system degradation or damage, leading to insufficient data
representation for these faults. Utilizing digital models within a simulated environment can
address the absence of data by generating synthetic training data for scenarios that are not
covered, such as fault-injected cases. In this paper, we follow the idea and utilize a simulation
model [13] of an electrical machine as discussed in [14] to train ML and ANN classifiers on
simulated data and evaluate the fault detection rate and time efficiency when applied to
real system measurements of the experimental testbench. The objective is to evaluate the
potential of utilizing generated training data generated with the simulation model to enhance
the fault detection accuracy of ML classifier models.

In [10], we present a basic methodological framework focusing on the processing pipeline
and its application. Figure 1 extends this processing pipeline to support more comprehensive
applications. The process starts with validating a CPS simulation model, using the gathered
information for the data generation, and applying preprocessing methods such as feature
selection and data extraction. Next, the data is used to train ML classifiers to detect system
faults during runtime. The utilized example in [10] was a simple DC motor capable of
injecting battery, torque, and motor faults. Due to the lack of real measurements, only the
concept was evaluated. With this paper, we make use of the framework presented in Figure 1
and assess the approach to a complex CPS with available real experimental measurements
of normal and faulty system conditions. It is important to mention that the algorithms
and methodologies outlined in the paper were specifically designed and tested to handle
time-series data gathered from respective CPSs. Further, we enhance the framework discussed
with the CPS models’ validation procedure to determine the similarity and distinguishability
between the simulation and real measured data. This process supports the identification of
constraints regarding the applicable operational domain of the CPS model.

The following description starts with an introduction to model generation, validation,
execution to generate training data, the preprocessing mechanism, possible state-of-the-art
classifier models, and an application with evaluation. The following definitions apply to the
overall description:

Simulated/Simulation Data - This refers to data generated by a CPS simulation
model within a simulation environment. It represents real-world scenarios but is created
artificially within a controlled virtual framework.
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Measured/Measurement Data - This term denotes data acquired from real hardware
systems under laboratory conditions. It involves the direct recording of observations from
physical components and applied software.
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2.1 CPS Model Specification

CPSs combine physical and computational processes. The physical components, like sensors,
actuators, and machinery, interact with computational elements, such as software, algorithms,
and communication networks, to bridge the gap between the physical and digital worlds.
CPSs are very prominent in different domains, including autonomous driving systems. In this
paper, we focus on a main component in the automobile sector, the e-motor (physical) with
speed controller algorithms (digital) and the application of fault detection methods (digital).
To develop and test new algorithms and methods for such systems, it is obvious that a real
physical system is not always applicable in terms of fast, reliable, cost-efficient, and safe
execution. Thus, representative simulation models are introduced, modeling the physical
component to be executed in a simulated environment. Although that approach comes with
limitations, in terms of covered operational domain and realistic behavior representation, it
is a fundamental process because it accelerates the development and improvement of applied
algorithms and software.

2.1.1 CPS Modelling Tools

In [16], the authors provide a broad survey about model-driven techniques and tools for
generating CPSs. However, an important argument is not included, the compatibility with
the Functional Mock-up Interface (FMI) standard [17] enabling generate Functional Mock-up
Unit (FMU) models. The FMI interface is essential for development since it enables the
usage of derived models in various environments and the connection of models generated
with different tools. Almost all of the mentioned modeling tools also provide a simulation
environment to perform the execution and tests. However, this comes with limitations
when developing methods, algorithms, and tools requiring a different basic environment. In
addition, standardized model formats such as FMI are a universal enabler for the execution
of model simulation runs without the use of the initial modeling tools. Instead, standardized
FMI libraries are utilized to simulate in co-simulation mode, which incorporates an integrated
solver and step-by-step execution. In the following description, we set the focus on Python
as the main programming environment since it provides an extensive database of libraries
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[24] for data processing and ML or ANN algorithms. We make use of the FMU simulation
framework [9] controlled via a Python interface based on the library called pyFMI [1]. The
framework has been developed to execute simulations of CPS models in co-simulation mode.
In addition, a user-friendly Python interface enables the loading, configuration, execution,
and interaction with the CPS during simulation runtime.

2.1.2 CPS Model Validation

Validation of developed models is essential since this process provides information about the
quality and usability of the generated data. We assume that at least measured data of normal
system operation for different configurations is available. A prerequisite of the validation
procedure is the execution of simulations for comparison. Therefore, we recommended copying
the behavior and configuration of the measured data and executing simulation scenarios. This
enables the assessment of the accuracy of representation in terms of behavior and dynamics,
validated against real data. In essence, we show examples of potential processing methods
for calculating similarity and distinguishability factors of different system configurations
and conditions, also described as fault classes. It must be noted that our focus is on CPS
with time series data output. Based on the output, we receive important information about
potential model limitations that have a negative impact on the diagnosis algorithm. For
the application of both methods, we suggest splitting time-series data into junks to avoid
long-lasting shifts or drifts with the drawback of missing information about certain sections.
However, the selected junks should display at least interesting behavior or shapes of the data,
such as transition phases when new inputs are set.

Similarity Factor

A requirement for calculating a similarity factor is data preprocessing, including feature
extraction, i.e., applying statistical methods and normalization. Normalization is important
for directly comparing individual features and resulting similarity factors. A detailed
description of the preprocessing is presented in Section 2.3 and in Algorithm 1. Figure 2
shows the application of several methods for a data snipped of time-series waveform type
compared to modified versions. We focus on different methods like dynamic time warping
(DTW) [26] [29], Euclidean distance, Manhattan distance, and Pearson correlation. The
resulting matrix shows different sensitivities to the data and their modifications. Pearson
correlation measures the linear relationship between two vectors of time series. Euclidean
and Manhattan compute the straight-line distance error between two vectors with different

approaches and are commonly used for comparing vectors or time series with regular intervals.

DTW distance calculation is a valid option for performing validation tests to receive a factor
about the similarity of data packages while accounting for tolerance of temporal distortions
like shifts, stretches, and compressions between two sequences. DTW has main advantages
when comparing time series with irregular intervals or different lengths. This aligns with most
assumptions on datasets since measured and simulated data may not consistently synchronize
with absolute accuracy. DTW distance in Figure 2 shows an overall good estimation of
similarity, also for a slight time shift, where other measures like Euclidean distance apply a
too-high weight on it. Pearson correlation could be used as an additional factor to estimate
the linear relation between the signals.
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Figure 2 DTW distance computation applied on time-series data with waveform behavior. The
figure shows an offset, phase-shift, and noise configuration and the corresponding DTW distance
computation for each. offset: 40.8, shift: +2, drift rate: +0.02, Noise: std dev 0.4.

Distinguishabliliity Factor

Another important method regarding ML classifier models is the distinguishability (or
isolation) factor of various fault classes. Thus, as mentioned earlier, the DTW method can
be applied to measured or simulated data to analyze how fault classes can be isolated from
each other. Figure 3 shows an example of multiple fault conditions in time-series data and a
computed DTW distance matrix, which estimates the variation between the different fault
conditions. Based on the matrix, we can argue that the classification of Fault 0 and Fault 1
can cause issues due to a relatively low factor compared to other data classes. The example in
Figure 3 only compares one signal of different fault classes, but for CPS, we have to consider
multiple signals of one class. Thus, we can also apply a dependent multi-dimensional DTW
[29], capable of computing a distance between multivariate sequences. A concrete application
is shown in the case study in Section 3.2.
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Figure 3 DTW matrix comparison between different fault configurations in the measured data
for Currents__Sub2[3]. A value close to 0 means highly matching, and increasing values mean a
deviation in the signals. The DTW matrix shows the signal for a load of 20 NM, a speed between
3000 and 3650 rpm, normal, and four fault configurations (F1 - F4). The data is standardized on a
Z-score.

2.2 Simulation Data Generation

The data generation process based on the derived simulation models must be specified in
detail before executing because the simulation runs may consume much time and performance.
Thus, key questions are noted to support establishing relevant scenarios with high coverage
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for the intended application of performing system diagnosis.

How is the normal operational domain defined within the context of the system?

What fault scenarios are known and documented?

What fault scenarios within the system can be efficiently replicated using the CPS model?

What fault scenarios are relevant to the CPS’s fault detection process?
Based on these considerations, we define an appropriate fault case catalog tailored to the
specified operational domain and the individual configuration setup. Simulation efforts may
rise significantly with the increasing complexity of dynamic systems models. Therefore,
countermeasures like discretization must be taken to reduce the number of simulation
traces. For example, we assume that an e-motor model with a continuous controllable speed
adjustment will result in an infinite number of traces to be recorded to capture the exact
behavior in the data. Since this approach is not applicable for time and storage reasons, a
discretization of speeds is required, which divides the speed profile into sections of interest,
as shown in Figure 4. The selection of appropriate ML or ANN methods covers, at least to a
certain extent, the missing areas between the selected discretization steps. The discretization

level can be adapted based on the final fault detection accuracy evaluation to improve that.

The next important step is elaborating scenarios and phases that represent a broad coverage

of the model operation. In Figure 4 we illustrate different phases to be considered if qualified

on the model output. We subdivide the parameter configuration into the following sequences:
Initial conditions: To prevent overfitting in the data, the initial process should use
different configurations for each simulation. If the model requires a specific ramp-up
phase, e.g., an e-machine to establish a required speed, it is suggested that these sections
be avoided by adapting the starting time of the observation recording accordingly.
Transition phases: The transition phases are important since they could initiate critical
scenarios or mask faulty behavior due to overproportional changes in the data compared
to the failure’s impact on the observation.
Temporal changes: For the data acquisition, it is important to cover temporal changes
and, depending on the required observation period, to adapt the sequence duration.
Equilibrium phases: The identification of when a system reaches an equilibrium phase
after a transition phase or a temporal change for early stopping or initiating new inputs is

essential. This will prevent overfitting on these sections for later classifier model training.

Sequential occurrence: The sequential injection of new inputs or faults is a good
approach to save simulation time and storage, even so, it should be minded that a failure
sequence should be injected in a normal system for correct representation, besides cases,
where detection of consecutive failures is required to predict the propagation of such.
Fault injection timing and duration: The timing and duration of fault injection
are important to maximize the scenario coverage. Our experience showed that a fault
should be injected into a normal system when it reaches the equilibrium phase of the
actual configuration (if applicable to the model). With this, scenarios of different faults
can be compared based on their impact on signal behavior. The scenarios can further be
improved in terms of coverage by setting different system or component states during the
presence of the fault.

It is clear that not all scenarios, for example, initialization of faults during each timestep
of a long-lasting transition phase, are achievable. However, a structured selection of scenarios
may overcome such limitations in combination with an appropriate classifier model. After
specifying the relevant phases, a parameter configuration is defined for an efficient training
data generation process. Annotated contextual information is required to achieve a labeled
training dataset. Therefore, configuration settings, system states, and conditions are logged
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Figure 4 Identification of phases in signals and observations of a CPS.

together with the observed system inputs and outputs when executing simulations. For
execution of simulations, we utilize the tool [9]. It provides an interface to extract a data
package with the collected input and output data and the corresponding label information
in a time-series format.

2.3 Data Preprocessing Methods

Before applying a classifier algorithm, the generated simulation training data requires
preprocessing to extract features to determine different configurations and failure modes in
the data. Based on the received data, corresponding methods are applied as discussed in [4],
where the authors describe a comprehensive review of the overall procedure starting from data
cleaning, reduction, scaling, transformation, and partitioning. When following this structure,
the initial task is the cleaning procedure, which is mainly separated into two topics, value
imputation and outlier elimination. Since we use generated simulated data, this step can be
neglected. The data reduction is applied to the rows by resampling at equal sampling rates or
removing duplicate sections within the same configurations. Alternatively, it can be applied
to columns, which the authors in [4] divide into three domains, the expert knowledge feature
selection, the statistical feature selection, and the feature extraction methods for computing
enhanced data properties. The feature selection based on domain expert knowledge shall
be preferred if applicable. However, with an increasing number of measured signals, the
computed statistical method supports identifying correlated signals and provides information
about the variance in the dataset. Another important task is the application of feature
extraction techniques to generate new features through linear or nonlinear methods. The
analysis of linear data patterns can be achieved by using statistical techniques and Principal
Component Analysis (PCA) [5]. Both approaches simplify complex information by combining
or transforming data in linear ways. Another approach is nonlinear feature extraction,
which has the advantage of minimizing the potential threat of information loss when new
features are extracted based on identified patterns in the dataset. Such a method are, e.g.,
autoencoders (AE) [28]. Regardless of whether PCA or AE is used for complexity reduction,
the statistical method remains an appropriate and simple preprocessing step for feature
extraction and data size reduction. Since we focus on the time-series domain, implementing
a moving time window method is reasonable for computing statistical values like the mean,
Root-Mean-Square (RMS), variance, and others. Since RMS is relevant for the case study
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presented later, its definition is provided as RMS = 1/% >oi, %, where z; represents the
individual values, and n denotes the total number of values. Data normalization is essential
to generalize each feature equally to receive a homogeneous dataset. In [22], the authors
discussed several normalization methods that imply scaling or transforming data to highlight
the impact on simple ML classifier performances. The results showed that Z-score and Pareto

Scaling performed well for most tested datasets based on the full and selected feature set.

The authors also stated that choosing the proper normalization method depends on the
quality of the dataset. When using distance-based classifier algorithms, noise or outliers can
lead to stronger responses with a negative impact on the performance.

The last step references the labeling of preprocessed data for the later supervised learning
algorithms. Therefore, it is important to define clear labels as integer values representing
different contextual information. This approach should be considered for classifiers with
single- and multi-output predictions.

2.4 Classifier Models

Shakiba et al. [21] provide comprehensive research and evaluation on ML algorithms focusing
on solving fault diagnosis problems in the domain of electrical power systems. The survey
supported our selection process for the most appropriate models regarding applicability and
straightforwardness in implementation, which are the Decision Tree (DT), Random Forest
(RF), k-Nearest Neighbor (k-NN), and Multi-Layer-Perceptron (MLP). In addition, we will
discuss a simple design of an unsupervised Autoencoder (AE) [27] in the later introduced
case study. In general, AEs support dimensionality reduction, feature learning, time series
forecasting, or anomaly detection based on their model design. For anomaly detection, AEs

are trained on normal system data to predict the reconstruction of a given observation.

An anomaly is detected when the reconstruction error between the learned behavior and
observation exceeds a defined threshold. Although this approach does not provide information
about the root cause of a fault, it improves a fault detection method by identifying unknown
and unexpected system behavior. This led to the idea of utilizing an AE for anomaly

detection in combination with an ML classifier to overcome the limitations of both options.

A concrete implementation of the idea is presented in Section 3.5 and Algorithm 2. In this
paper, we focus on 1D vector data of m feature values as input for the models. We do not
consider a time sequence of n samples and m features as input for the ML classifiers or
the AE.

3 Case Study

In this section, we present an application of the general approach based on a case study
comprising a dual three-phase machine. First, we provide a brief introduction to the model
and specifications. Second, we follow the processing pipeline, starting with the CPS model
validation by calculating the similarity between the simulated and measured data and the
distinguishability of several investigated system conditions. Next, we discuss the simulated
data generation and the preprocessing implementation to prepare the data for the diagnosis
part, followed by the concrete application of an AE for anomaly detection and an ML
classifier for fault identification in real measured data. Finally, we discuss the results and
show potential applications, drawbacks, and limitations.
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3.1 CPS Model Background and Specifications

According to [18], common faults in electric drives are related to stator winding faults. These
faults account for 36% for low-voltage and up to 66% for high-voltage machines. Stator
winding issues arise due to insulation stress, material degradation, vibrations, temperature,
and high voltage stress. The most typical fault is an inter-turn short-circuit (ITSC), which
usually initiates as a single-turn short-circuit and spreads rapidly to the entire winding,
resulting in a ground fault. This causes a severe emergency and consequently forces an
operational stop. The study focuses on dual three-phase electric motors operating under
different ITSC faults. The primary goal is to evaluate a diagnosis algorithm to detect these
faults in the time-series domain during runtime using synthetic-generated data within a
simulated environment. Specifically, we want to validate if and to what extent simulated
data can be used to detect faults with root cause analysis on real measured data. Thus,
we utilize the dual three-phase e-motor model as introduced by [13]. In addition to the
proposed simulation model, real hardware measurements, including I'TSC fault-injected data,
are accessible. Details of the simulation model and the experimental hardware setup are
presented in [15], [13], and [14]. Table 1, and 2 provide an overview of the specifications,
available signals, and selected operational domain for the diagnosis procedure evaluation.
The system’s controller is designed to align the actual rotational speed, wyecn, With the
reference rotational speed, wy.f, by adjusting the control signals, which are the voltages in
DQ coordinates. These adjustments directly impact the measured currents in the phases.
Further, the model can simulate various faults focusing on I'TSCs with different configurations,
as shown in Table 3. We divide the addressed ITSC faults into two schemas: Fault 1-6,
which provides information on the affected phase and the number of shorted turns in the
winding, and Phase Fault A and B, which categorizes faults based solely on the affected
winding phase. The authors of the model used Matlab Simulink [6] as a modeling tool and
provided an exported FMU model in co-simulation format to fit into our developed FMU
simulation environment [9].

Table 1 Dual three-phase e-motor parameters and configuration.

Configuration Parameter [ Range | Unit
Nominal configuration
DC voltage 200 \
Max. continues motor current 107 A
Winding resistance 6.5 ms2
Winding inductance 180 uH
Nominal speed 8000 rpm
Maximum speed 10500 rpm
Nominal power 30160 w
Number of pole pairs 10
Test setup

Test speed range 0 to 5000 | rpm
Test load torque 0-35 Nm

Table 2 Dual three-phase e-motor measurement output signals.

CPS Signal Name Reference Name Unit Symbol
Speed Mechanical Speed__mech rpm Wmech
Speed Reference Speed_ Reference rpm Wref
Current Subsystem 1 (A, B, C) Current__Subl ([1], [2], [3]) A Lo, L1, Lic
Current Subsystem 2 (A, B, C) Current_ Sub2 ([1], [2], [3]) A Ioa, Inp, Inc
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Real Measured Data

As already mentioned, we have two models, the real hardware and the simulation model.
Both provide currents and voltages of each subsystem and phase, resulting in six different
currents. Also, currents and voltages in DQ coordinates are accessible. We decided to focus
on phase currents, I14, I1p, I1c, I24, I2p, and Io., which can be easily measured even in already
existing systems. Another signal considered is the system’s measured rotational mechanical
speed Wpecn. The torque load 7 is not measured with the hardware setup. Instead, an
average target torque is provided as additional information, which is later used to evaluate
the applied diagnosis methods. All signals are recorded at a sampling rate of 10 kHz. The
setup provides a fault injection interface capable of simulating ITSC faults, as shown in
Table 3. The available measured data has the following configuration:

stepwise increasing wy.y changes from 10 rpm up to 4700 rpm,

the stagnant duration for each w,.s is 1.0 seconds,

torque load 7 from 0 Nm to 35 Nm with a stepsize of 5 Nm,

normal and fault system conditions (see Table 3),

total execution time is 54.0 seconds for each configuration.
We received a total number of 56 measured cases, each lasting 54.0 seconds and including
information about Ii4, I1p, I1c, 124, I2p, I2¢, and wpeen. In addition, configuration settings,

like the reference speed wyy, injected fault condition, and actual load factor 7 are stored.

The data packages are stored as Matlab .mat format files, each with a size of 25 MB. The
measured data packages are publicly accessible on Zenodo [11].

3.2 CPS model validation

For the presented case study, we have access to an extended set of real measurement data
for the normal and different ITSC fault injection scenarios. To achieve a precise comparison,
we extract the different applied configurations from the measured dataset to reproduce a
similar dataset within the simulated environment. With the presence of the two datasets,

measured and simulated, we initiate a procedure to validate similarity and distinguishability.

Both metrics are separated into a visual and calculated part. For the visual part, a graphical
representation of signals is plotted to display obvious discrepancies like offsets, shifts, delays,
or inaccurate behavior. We use the DTW distance method based on the Python library [29]
for the calculated part. The configuration of the datasets shows a stepwise increasing wy. ¢
(from 100 to 4400 rpm) where each step is held for approximately 1.0 seconds until the next
reference speed wy.s is set. For the CPS validation, we use these speed steps as discretization
levels for the different stages of the data to split into subsamples, for example, see Figure
4. With this, a meaningful DTW can be calculated, and an implication on speed effects is
achieved. An essential part is data preprocessing, which extracts features that show relevant

Table 3 Dual three-phase e-motor inter-turn short-circuit fault configurations.

Normal Description Shorted turns | -

Fault 0 Normal operation of a system 0/7 Fault 0
Turn Fault | Description Shorted turns | Phase Fault
Fault 1 ITSC in phase B in sub-system 2 | 1/7 Fault B
Fault 2 ITSC in phase A in sub-system 2 | 2/7 Fault A
Fault 3 ITSC in phase B in sub-system 2 | 3/7 Fault B
Fault 4 ITSC in phase A in sub-system 2 | 4/7 Fault A
Fault 5 ITSC in phase B in sub-system 2 | 5/7 Fault B
Fault 6 ITSC in phase B in sub-system 2 | 6/7 Fault B
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information about the different system conditions (faults). Because the different ITSC faults
cause an amplitude change in the corresponding currents, a moving time window with the
statistical RMS computation is applied to reveal the deviations. Since the measured currents’
waveform frequency is linear increasing with wy,ecn, we might not be able to extract the
relevant information (RMS amplitude) for low wypecp, if the time window is selected too small
and does not cover at least one full period. On the other hand, selecting a too-large time
window is problematic for high wy,ecn, where we might miss important information. Thus,
we introduce the adaptive time window based on the actual w,.¢ to cover a defined number
of periods in the data (see Algorithm 1, with n,ees = 10 for the motor specific pole pairs,
Nperiods = 3 for three periods and nsgmpiing = 10000 for 10 kHz frequency data recording).
In the upper right corner of Figure 5, the different windows for the selected discretized wy. ¢
values are shown, and Algorithm 1 provides details about the concrete implementation.

Similarity Visualization & Measurement

Figure 5 illustrates a similarity computation between the measured and simulated data. The
first two plots show the signal data for I, Iop, and Io.. The left plot shows the original data
and the right plot shows the preprocessed data with the adaptive moving time window and
RMS and Z-score normalization. The adaptive window mechanism is based on the discretized
speed value w5 and the stepsize As is 100 (see Algorithm 1). The plots reveal obvious
correlation issues regarding amplitude peaks during speed changes and the response behavior.
The data shows an acceptable convergence when a static speed phase is reached. The seven
plots below illustrate the DTW distance matrix of each signal based on 7 and wypecn factors.
The white boxes indicate the data represented in the corresponding discussed signal graphs.
From the plots, we measure an increasing offset drift together with increasing wyecn between
the measured and simulated data signals of Iy, and Is.. But a more stable and accurate
representation is measured for Is,. The overall analysis of the current signals for a normal
operation shows an acceptable representation with a low DTW distance between 0.6 and
3.6 with a trend towards higher wy,ccp. For the individual fault data comparison, we see
an increasing DTW distance at areas with high 7 (30 - 35 Nm) and wyecn (3000 to 44000
rpm). Also, areas with a 7 between 0 and 5 Nm and wyecp, above 1500 rpm indicate a lower
similarity for some signals. The overall DTW distance for fault conditions is between 0.08
and 6.12. The DTW distance values as numbers do not provide direct information but act
as indicators of lower similarity in areas or segments within overall higher averaged values.

Algorithm 1 Preprocessing algorithm.

Input: Raw data Draw = {(X,Y)rg.5q - - - (X, Y)ry, 5, } with n samples, k different 7 and [ different classes (0 =
normal system, 1-l = faulty system). As as step size for moving time window method (MTW), nyes is the pole
pairs, Nperiods is the captured periods, nsampiling is the raw data sampling frequency , F' list of features, L list of
labels, metric a list of statistical methods.

Output: Datapackage D with labels and RMS normalized features and normalization parameters N

1: function PREPROCESSING(D;qu )
2: X,y « me(TOH’“l’gg*l)

3 Aw(wref) = mef*"poles
periods in waveform data (currents)

> extract F' and L data from raw data for all k 7 and all | system classes f

* Nperiods * Msampling | > time window related to wyey to capture nperiods

4: Xstats — MTWo,( Xy, Aw(wrey), As, F,metric) VX, € X(wrey) > wres extracted from data to
compute corresponding Aw and Xstats With nstats = A5 samples and np = len(F) * len(metric) features

5: Ystats < MTWo_,,(ys, As, L) > L labels with As with nssats = x5 samples

6: Xstats,norm, IN <= normalization of Xgtats > N normalization parameters

7 return D < Xstats,norm, Ystats, IV

8: end function
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Figure 5 DTW comparison between simulated and measured data for each feature of Fault 2.

Low values indicate similarity and high values indicate deviation. The DTW matrix shows three
signals, each for 7 from 0 to 35 Nm and wimecn from 1000 to 3650 rpm. The signals in the upper
graphs represent 7 20 Nm and wy,ecn, from 1000 to 3650 rpm. The data is normalized with a Z-score.

Distinguishability Visualization & Measurement

The distinguishability factor verifies whether and how strong the system conditions (normal
or faulty) differ in shape and offset within the measured, simulated, or between the data
types. In Figure 6, we present the distinguishability results computed on the reference of
measured data compared with the equivalent conditions in the simulated data. The system
conditions start from normal (Fault 0) to Fault 1-6. We utilize the multi-dimensional DTW
algorithm presented in [29] for the calculation. The results show the computed DTW distance
in correlation with wy,ecn. Each line represents the DTW distance between the reference
measured fault state and all other simulated fault states. The results reveal a very similar
behavior of features for low wyeer, (< 500 rpm). Hence, fault detection might not be possible
for scenarios where wy,ecn is below 500 rpm. The first plot in Figure 6 compares the measured
normal operating system with all other simulated fault states. The shadows represent the
minimum and maximum values for the different applied loads 7. The results show that
normal measured system behavior can be distinguished from simulated faulty scenarios with
a relatively good estimation, except for Fault 1, which overlaps with high similarity in the
behavior. Fault 1 is the weakest ITSC fault because only one shorted turn in the winding is
simulated. Thus, we can conclude that Fault 1 will lead to classification issues in the later
applied ML models. Further, Fault 2 shows a weak distinguishability from Fault 4. The
same applies to Fault 3, Fault 5, and Fault 6. Important to mention is that the plots reveal
a relatively high distinguishability between faults located at winding phases A and B.

3.3 Simulation Data Generation

This section explains the simulation data generation process based on the CPS model. The
target is to receive labeled datasets with broad scenario coverage, including normal and
faulty system behavior representations. To achieve that, we adhere to the following positions:
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Figure 6 DTW distinguishability between measured (reference) and simulated normal and Fault

1-6 data for all features combined. The features are used on 7 0 - 35 Nm (shadowed area indicates
min and max values) and wmeer from 100 up to 4400 rpm. The data is normalized with Z-score.

Definition of operational domain: We focus on the test setup as defined in Table 1
for a speed range from 0 to 5000 rpm and a load from 0 to 35 Nm.

Discretiation of parameters: Since the model offers two main continuous parameters,
the wy..¢, and applied 7, we discretize them to reduce the number of required simulation
runs, aiming to maintain high scenario coverage despite the reduction in simulation runs.
For wy.f, we apply a simple step function to receive a value range between 100 and 5000
rpm with a stepsize of 100. For 7, we apply a step of 5 Nm for a value range of 0 to
35 Nm.

Specification of important phases and scenarios: This process involves a clear
definition and outline of essential phases and scenarios crucial for understanding and
testing a system. During the model validation, we already noticed that the simulation
model contains a delayed response when representing the dynamics of the currents after
a wres change. Selecting a suitable period for simulating each wy.f step is necessary to
account for this effect. This includes the transition phase (wys is changed), the temporal
change phase, and the equilibrium phase. An illustration of these sections was previously
presented in Figure 4. We simulated 2-second scenarios for each w,.¢. With the selected
period, we cover the whole transition and temporal change phase and a part of the
equilibrium phase, but to a moderate extent to avoid overfitting.

Simulation configuration and execution: The simulation framework and model
specification setup comprises the specific conditions, initial states, input states, and
simulation parameters definition to represent real-world scenarios and generate meaningful,
accurate outputs. The defined operational domain and the consideration of explored
system phases enable extracting information about the affected parameters and their
value range to cover a large set of scenarios for the data generation process. The collected
outputs are the currents I and wpecn. The labels (classes) are integer values related
to normal operation (0) and the ITSC faults (1-6). Multiple simulations are executed
based on all relevant combinations of the parameter values as initial states, so we do not
consider a fault injecting during runtime. Only the reference w,.s is adjusted to iterate
through the discretized range at intervals of 2.0 seconds. Each simulation configuration
generates outputs with a sampling rate of 10 kHz and a total time of 100.0 seconds. The
simulation framework, as presented in [9], is utilized, serving as a robust platform to
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execute simulations and generate the labeled output data. We generated 56 scenarios (7
0 - 35 Nm and Fault 0 - 6), each with a simulation time of 100 seconds and a file size of
242 MB. Approximately 280 hours were required to simulate the full data package by
utilizing the computer setup®.

3.4 Data Preprocessing Method

The preprocessing method is important since it significantly impacts the performance of
the applied diagnosis methods. As discussed in Section 2.3, we follow the guided structure,
beginning with feature selection, feature extraction, data normalization, labeling, and
partitioning. For the dual three-phase model, we select the currents (I) and rotational speed
(Wmeeh). We apply the statistical method RMS to extract features from the given data

packages, which already showed reasonable results during the distinguishability validation.

Other methods like mean, variance, or slope do not produce valuable features because the
system behavior for the fault conditions is mainly represented as amplitude changes in the
currents. A specific size of a data window is required to calculate the RMS. Thus, the
discretized speed sections represented as wy.y are utilized to calculate the time window to
keep it constant for specific sections (see Algorithm 1). A stepsize As of 100 samples is
used to move the window through the time-series data to minimize duplicates and reduce
the sample size. Because of a manageable number of available features, PCA and AE do
not provide benefits in terms of dimensionality reduction, in fact dimensionally reduction
even results in lower accuracy for the fault classification. For the normalization, the Z-score
method is applied. All preprocessing steps performed on the simulated data are also applied
to the measured data, but with the difference that according to a real system structure, each
timestep update is separately received. To apply the moving time window approach, the
data is collected until the required window size for the given wymecn is acquired. The time
window procedure follows the first in, first out principle. The stepsize As is used as a trigger
to initiate a diagnosis on equally distributed intervals. When a diagnosis is triggered, the
statistical method RMS is computed, and the normalization of the results is performed on
scaler parameters as utilized for the simulation data. This enables a general valid scaling
with equalized weighted features. Details are shown in Algorithm 3 from lines 3-9.

3.5 Classifier Models

In total, three datasets are available for evaluating the ML classifiers. The datasets include
the simulated training data, the measured test data, and the simulated test data, which
is a simulated copy of the measured test data. Table 4 shows different classifier models
utilized on three options, either solely simulated or measured data or the interesting part
simulated training data and measured test data. The ML model accuracy is evaluated
on cross-validation with a test data split of 30 %. The results show that models trained
on measured data are applicable to classify the normal and every single fault with high
accuracy. This highlights the potential of measured data for fault identification and clearly
demonstrates the effectiveness of the preprocessing method, as it enables accurate fault
detection. We see a low prediction accuracy for the identification of the exact shorted turn
fault when using simulation data for training and measured test data. However, detecting a
fault-affected phase (Fault A or B) can be done with a high accuracy of 98% for RF models

! We use a MacBook Pro (2021), Apple M1 Pro, 16 GB memory, macOS Ventura 13.2.1, and Python 3.9.
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Table 4 ML classifiers tested on simulated, measured, and both options. wmecn ranges from 500
to 4400 rpm and 7 from 0 to 35 Nm. Faults 0-6 are used. Grid Search (GS) is used with cv=5
and a test data split of 30 %. ML model default parameters [19] with adaptions for GS: DT: max
depth=[50, 100, 200]; RF: n estimators=[100, 150, 200]; k-NN: n neighbors=[1,3,10,50,100]; MLP:
hidden layers= [(30,), (30,10,30), ...], alpha=[0.0001 - 0.01], solver=[adam], activation=[relu, tanh)].

Teain] Tost | Model F 0,1-6 F 1-6 F 0,A,B F A,B
Z- min- Z- min- Z- min- Z- min-
score max score max score max score max

RF 0.874 0.876 0.905  0.905 0.949 0.948 0.985 0.984

k-NN | 0.872 0.854 0.936 0.924 0.908  0.903 0.979 0.976
DT 0.834 0.839 0.859  0.860 0.923 0.924 0.968  0.967
MLP 0.975 0.944 0.995  0.999 0.983  0.970 0.999  0.998

Sim. Sim.

RF 0.919 0.919 0.910 0.910 0.998  0.998 0.999  0.999

k-NN 0.920 0.910 0.912  0.900 0.998  0.996 0.999  0.999
Meas. | Meas.

DT 0.881 0.881 0.871 0.872 0.991 0.991 0.996  0.996

MLP 0.984 0.973 0.973  0.969 0.996  0.998 0.998  0.998

RF 0.429  0.427 0.478 0.488 0.834 0.832 0.982 0.982

k-NN 0.451  0.446 0.505  0.502 0.809  0.800 0.952  0.945
DT 0.365  0.367 0.422  0.416 0.823  0.826 0.932  0.933
MLP 0.435 0.333 0.455  0.448 0.850  0.854 0.963 0.976

Sim. Meas.

and both normalization methods. Having this in mind, and the fact that the normal data
generated by the CPS model is represented with an acceptable similarity to the real system,
a tradeoff to the initial planned diagnosis approach is made by leveraging an unsupervised
Autoencoder (AE) model for anomaly detection [27] in combination with a Random Forest
(RF) classifier. Algorithm 2 provides details about the implementation of the AE and RF
methods, and Algorithm 3 shows the application on measured data. The AE configuration
consists of an encoder and a decoder. The encoder compresses input data using a single dense
layer with linear activation. The decoder reconstructs the original input from the encoded
representation using another dense layer with linear activation. During training, simulated
data is used as the training dataset, while measured data is used for validation. The model
minimizes the mean squared error between the input and its reconstruction. An anomaly is
detected if the reconstruction error (RE) between the input and the predicted reconstruction
exceeds a threshold. The threshold is derived by utilizing the RE of normal measured data
(lines 7-11). Lines 7-11 show the wyecn, dependent threshold function calculation. The RF
model is trained on simulated fault data comprising labels A and B.

3.6 Results

In this section, we show details about the results of the AE implementation for anomaly
detection in combination with an RF classifier (default configuration with estimator n =
200) to detect the faulty phase in the dual three-phase e-machine. The data preprocessing
uses RMS as a feature and Z-score for normalization. Figure 7 shows the prediction accuracy
of the complete application tested on measured data with normal and Fault 1-6 behavior
for 7 from 0 to 35 Nm and wi,ecp from 500 to 4400 rpm. We achieve a 100 % accuracy rate
in identifying normal system behavior. Only minor undetected or misclassified anomalies
exist for Faults 2-6 and 7 below 5 Nm. Detecting anomalies for Fault 1 proves challenging,
as noted with the distinguishability factor. However, at speeds wy,ecp, higher than 1200
rpm and loads 7 greater than 15 Nm, high prediction accuracy is also achieved for Fault
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Algorithm 2 Diagnosis Methods.

Input: Simulated preprocessed annotated data Dgs and measured preprocessed annotated data Dps. Threshold

factor r to tune the sensitivity of anomaly detection.
Output: Trained AE model A, threshold ©(wrey), trained ML model M

1: function TRAIN D1AGNosIS METHODS(Dg, D)
2: Xsq < Ds . > extract normal simulated data for all 7
(To—k-f0)

3 Xs,,ys, < Dg > extract fault injected simulated data for all 7
f f (o k- f151)

4: Xnmn < D > extract normal measured data for all T
0 (T k- fo)

5: A + trained AE anomaly detection model on X, and validated on X,

6 Compute threshold on measured data: X, = A(Xy) VXu € Xumg(wrep) > where X, is a matrix with n

samples and m features, w represents a feature in Xz,
7 Compute RE: e, = RMSE(X., X.)

8: Compute threshold: O, = pe,, + 7 0c,, > threshold dependent on w and factor r
9: with: pe, = MEAN(e) , 0e, = STD(ey)

10: Compute cubic polynomial coefficients using ¢ = f(O,,,w, 3)

11: Create polynomial function ©(w) = fpoiy1D(c) > the function ©(w) returns the ©,, based on w
12: M <« trained ML classifier model on X5, , ys,

13: return A, ©(w), M
14: end function

> RE is the reconstruction error

Algorithm 3 Diagnosis Application.

Input: Measured test data Dy, = {XMTOJ0 .. .XMTk‘fL .

model M, normalization model Ng fitted on simulated data
Output: Diagnosis ¥;

1: procedure DIAGNOSE APPLICATION(D .., , metric, Aw, As, Ng)

2: Load A, O(w) and M

3: Xm < Dty > X holds all raw feature observations
4: for i < Aw to length of X3 — 1 by 1 do

5: Xa, = XMy pyi

6: if i mod As =0 then

7 Tstats metric(XAi) > apply feature extraction by computing metric for each feature in Xa,
8: w mean(XAi,meCh) > extract the window data of feature wyecr and compute the mean
9: Zstats,norm — N(Xstats) > compute normalization with Ng parameters
10: D = DIAG(Zstats,norm A, O(w), M) > execute diagnosis approach
11: end if

12: end for
13: end procedure
14: function DIAG(XStat3,7Lo7‘ma wv A7 @(UJ), M)

Trained AE model A, threshold ©(w), trained MLP

15: Zstats,norm With shape (1,ng) > np = length(features) * length(metric) and 1 sample
16: w is the actual measured rotational speed
17: = A(Zstats,norm) > predict the feature values for normal data

182 if R,E(i,fstats,normr) > @(E) then

> anomaly detected, fault identification

19: J = M(Zstats,norm) > apply RF to predict fault class
20: if ¢ probability > 60% then DIAG = j§ > ¢ holds the phase fault code § € {A, B}
21: else DIAG = unknown fault

22: end if

23: else DIAG = normal > no anomaly detected
24: end if

25: return DIAG
26: end function
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1. The highlighted section in Phase Fault A and B provides a detailed view of the fault
state, Wmeen (1500 - 1700 rpm), 7 (0 - 15 Nm), and the reconstruction error observed for a
normal system, Fault 1, and Fault 2 injected systems. The red tags indicate where the AE
missed detecting an anomaly (false negatives), while the yellow tags denote cases of false
classification by the RF model. The confusion matrix provides a summary of the overall
classification outcomes. Based on this, we conclude that employing this approach is suitable
for wpeen from 500 to 4500 rpm. While the tests are conducted solely up to rotational speeds
of 4500 rpm, the data indicates that the algorithm can be effectively applied at even higher
speeds when utilizing the actual simulation model. Regarding time performance, we see
disadvantages compared to the system’s relatively high sampling frequency in the diagnosis
process. Due to the adaptive moving time window method, a specific sampling window is
required for different w,ecn. Windows for low speeds of around 500 samples represent 0.05
seconds for a sampling frequency of 10 kHz. For higher speeds, the value decreases below
0.01 seconds. This timeframe is only relevant to ensure the window fully covers a fault. The
implementation of the AE is not optimized in terms of speed performance, thus a prediction
takes 0.018 seconds. The RF model is relatively fast, with a prediction time of 0.004 seconds.
Consequently, a diagnosis takes 0.022 seconds plus the active window when executed!.
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Figure 7 Diagnosis results with an anomaly detection (AE) and sequentially applied RF classifier
model trained on Fault Phases A and B. Measured data with normal and Fault 1-6 with 7 0 to
35 Nm and wpmecn 500 to 4400 rpm is used as test data.

4 Conclusion

In conclusion, our paper presents a comprehensive simulation-based approach to diagnose a
CPS. We utilize simulation models of the CPS to generate training data for ML classifiers
applied for fault detection with root cause analysis. Our general approach comprises various
stages, beginning with model validation, simulation data generation, data preprocessing, and
finally, the implementation of fault detection models. In our case study, which focuses on a
dual three-phase e-machine, we demonstrated the challenges of this approach. Measurements
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of a real system under various conditions, including normal operation and operation with an
active inter-turn short-circuit, are used to evaluate the implemented methods. A detailed
simulation model offers a powerful and complex system representation including the capability
to simulate inter-turn short-circuit faults. The presented preprocessing method enables the
extraction of details from the observed signals by applying an adaptive moving time window
to calculate the root-mean-square. In the CPS model validation procedure, limitations in
terms of signal similarity and distinguishability between the measured and simulated data
are revealed. Thus, the focus is on detecting the affected phase rather than the exact number
of shorted turns in each phase as initially planned. It is worth mentioning that the detection
of the affected phase is also important because selecting a valid mitigation strategy initially
depends on identifying the specific phase. However, the diagnosis information about fault
severity (shorted winding turns) is beneficial for adapting the chosen mitigation parameters
to achieve a more fine-tuned risk reduction. As a result, an AE for anomaly detection is
implemented to ensure the identification of unexpected behavior. A positive detection initiates
a second layer, an ML classifier (RF), to identify the faulty phase. The approach shows
high accuracy in anomaly detection of the phase with the shorted turns, except for single
shorted-turn faults, which indicate a weak distinguishability with normal operation. Thus,
no anomaly can be detected for low torque loads. Besides that, the faulty phase classification
provides almost 100 % accuracy for load torques greater than 5 Nm and rotational speeds
ranging from 500 to 4400 rpm. Although the implementation has drawbacks in diagnosis
time, it is worth considering due to potential implementation improvements. Also, assuming
scenarios where an electric machine operates within a moving vehicle, immediate mitigation
may not be possible, allowing more time for diagnosis. In future work, we plan to include a
severity factor of the detected and classified anomaly to extract additional information to
identify a connection to the number of shorted turns.
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