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Abstract
Modern deep learning methods have long been considered as black-boxes due to their opaque decision-
making processes. Explainable Artificial Intelligence (XAI), however, has turned the tables: it
provides insight into how these models work, promoting transparency that is crucial for accountability.
Yet, recent developments in adversarial machine learning have highlighted vulnerabilities in XAI
methods, raising concerns about security, reliability and trustworthiness, particularly in sensitive
areas like healthcare and autonomous systems. Awareness of the potential risks associated with XAI
is needed as its adoption increases, driven in part by the need to enhance compliance to regulations.
This survey provides a holistic perspective on the security and safety landscape surrounding XAI,
categorizing research on adversarial attacks against XAI and the misuse of explainability to enhance
attacks on AI systems, such as evasion and privacy breaches. Our contribution includes identifying
current insecurities in XAI and outlining future research directions in adversarial XAI. This work
serves as an accessible foundation and outlook to recognize potential research gaps and define future
directions. It identifies data modalities, such as time-series or graph data, and XAI methods that
have not been extensively investigated for vulnerabilities in current research.
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1 Introduction

Ever since the wide adoption of machine learning (ML), the scientific community has
striven for ways to make decision-making processes based on artificial intelligence (AI)
transparent, creating the field of explainable AI (XAI) [92, 46]. Transparency is critical
for maintaining accountability, especially in high-risk scenarios like autonomous vehicles
encountering obstacles or medical AI systems determining patient treatments. Stakeholders –
including professionals utilizing AI (e.g., physicians), end-users affected by AI decisions (e.g.,
patients), and AI developers – benefit from understanding AI-based decisions.
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The increased adoption of XAI methods is driven in part by the need to enhance compliance
with regulatory frameworks such as the General Data Protection Regulation (GDPR) [82]
and the EU AI Act [83]. The GDPR preserves the “right to explanation” [54], encouraging
organizations to provide understandable reasoning behind AI-driven decisions related to
personal data. Similarly, the EU AI Act mandates transparency and human oversight for high-
risk AI systems. Beyond compliance to regulations, XAI fosters trust among stakeholders,
enhances the detection of biases or inaccuracies, and aligns with ethical principles such as
fairness and accountability. Additionally, XAI aids continuous improvement by enabling
developers to refine models based on insights from comprehensible decision-making processes.

Despite these advantages, adversarial ML (AdvML) [56, 89, 70] has become increasingly
prevalent in XAI research, raising concerns regarding trustworthiness, robustness, and
security [80]. This trend underscores the importance of scrutinizing XAI for potential
vulnerabilities that adversarial attacks might exploit. While XAI aims to make AI systems
more transparent and fair, the misuse of explainability can paradoxically be harnessed to
amplify attacks on AI systems, posing threats such as evasion and privacy breaches.

Our study makes several significant contributions. We present a systematic categoriz-
ation of the XAI attack surface, drawing insights from a comprehensive review of over 70
publications. This categorization helps in understanding and addressing the vulnerabilities
inherent in the application of XAI. By providing concrete examples from scientific literature,
we highlight specific risks associated with XAI usage. The categorization organizes attacks
according to classes of XAI methods and their application domains, enabling readers to
identify relevant attack vectors quickly. We discuss several aspects for the secure and robust
development of AI systems incorporating XAI along the AI lifecycle. These considerations
shall support the mitigation of the introduced vulnerabilities of XAI. Lastly, our work serves
as a foundation for recognizing potential research gaps and defining future directions. It
identifies domains and XAI methods scrutinized for vulnerabilities, guiding further investiga-
tion into countermeasures against documented attacks. It also highlights areas with scarce
published attacks, suggesting potential novel attack vectors for exploration.

To the best of our knowledge, the provided information reflects the status up to March
2024. We incorporated papers from surveys on the robustness and reliability of XAI against
attacks [15, 23, 77] and included notable papers from major ML conferences and journals,
leveraging their citation networks to identify other relevant works.

The rest of the paper is organized as follows: Section 2 describes the background and
positioning of our work within existing surveys on XAI, privacy and AdvML. Section 3
presents an overview of the attack landscape surrounding XAI, focusing on attacks on XAI
and XAI-enhanced attacks. We discuss how our work can identify new attack vectors and
research gaps, providing practical insights for different stakeholders of AI systems. To
mitigate vulnerabilities of XAI methods, we examine certain aspects connected to the secure
development of AI systems utilizing XAI in Section 4. Finally, Section 5 concludes the paper
with an outlook.

2 Background

Here, we provide a brief introduction to the methodology in AdvML and XAI. Readers
familiar with basic concepts of these can skip to Section 3.
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2.1 Notation

Based on Baniecki and Biecek [15], we adopt a simplified notation for our work. We mainly
focus on supervised classification tasks where a model fθ : X 7→ Y , parameterized by θ, maps
a d-dimensional input x from the feature space X ∈ R to probability scores for each possible
class c ∈ [C] as a C-dimensional vector in Y ∈ [0, 1]C . The predicted class is determined by
selecting the class index with the highest probability. For simplicity, we will refer to the
prediction model as f . Let x ∈ X represent the input vector for which we seek to explain
the prediction f(x). Consider an explanation function g(·, ·), where both the model f and
x serve as inputs, yielding varying outputs depending on the underlying XAI method. To
facilitate the categorization of the attack surface, we use specific symbols: → denotes a
change in the given object, e.g., a small perturbation in the input: x → x’; ≈ and ̸= denote
similarity between two values, e.g., similar predictions f(x) ≈ f(x’) or input features x ≈ x’
and dissimilarity, e.g., different explanations g(f, x) ̸= g(f, x’), respectively.

2.2 Explainable Artificial Intelligence

Similar to ML, XAI is a particularly wide field of research. Thus, in this section, we step
back to detail the scope considered in our work. We emphasize that we do not attempt to
summarize the field of XAI and refer the reader to surveys on the topic [3, 21, 26, 40, 115, 91].

XAI has found utility across various domains, including regulatory audits [57], cyberse-
curity [89], drug discovery [52] or model debugging [47].

Different XAI methods can be categorized based on different perspectives (Figure 1).
Firstly, we distinguish between intrinsic explainable ML models and analyzing the model’s
outcome after training (post-hoc XAI methods). Intrinsic explainable ML models, like
decision trees or attention-based neural networks, generate explanations concurrently with
predictions [10]. In contrast, post-hoc explanations involve XAI methods applied at inference
(e.g., Local Interpretable Model-agnostic Explanations (LIME) [87] or Gradient-weighted
Class Activation Mapping (Grad-CAM) [93]). Secondly, XAI techniques can be classified as
model-specific or model-agnostic. Model-specific methods are tailored to explain one specific
model or a model group, while model-agnostic approaches can be applied to any ML model.
The latter analyze feature importance without accessing internal model information such as
weights. Examples include LIME [87], Shapley Additive Explanations (SHAP) [67], Saliency
Map [51], Grad-CAM [93] or counterfactual explanations [105]. Local explainability focuses
on why a specific decision was made for a single prediction instance. In contrast, global
explainability offers insights into the overall decision-making process for the entire dataset.
Local post-hoc feature attribution, can be obtained using perturbations-based XAI methods
like Shapely values [67]. Specifically for tabular data, these allow to explain individual
predictions in a model-agnostic manner. Contrary, gradient-based [68] and propagation-
based [11] local post-hoc XAI methods, summarized as backpopagration-based methods in
this work, e.g., Grad-CAM [93] or saliency maps [51], are specific to neural networks. Those
methods leverage the principles of gradient descent to attribute importance to input features,
necessitating access to the internals of the model f . Counterfactual examples are a popular
approach that shows how much a specific input feature needs to change to alter the prediction
outcome. Complementary to local explanations, global explanations summarize consistent
patterns in model predictions across the data, such as feature importance and feature effect
visualizations (e.g., partial dependence plots). For deep neural networks, concept-based
explanations [43] relate human-understandable concepts to predicted classes, such as how a
“stop sign” prediction is influenced by the presence of an octagon shape in an image.

SAIA 2024
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Figure 1 An overview diagram showing the categorization of XAI in different aspects. Adopted
from Zhang et al. [116].

In this study, we focus on post-hoc explanation methods, which offer the advantage
of being versatile and applicable to a wide range of models. Additionally, the separation
between the learning task and explaining its outcomes allows for evaluating threat models
for the XAI method independently of the learning task. However adversaries could exploit
this disparity between model’s inference and explanation, leading to discrepancies between
reported predictions and explanations.

2.3 Adversarial Machine Learning
AdvML has emerged over the last 20 years as a critical research area. One major goal
of advML is to – unnoticeably – alter the model’s behaviour. The most explored class of
attacks focuses on the vulnerabilities of ML models to malicious inputs, known as adversarial
examples [16, 31]. These adversarial inputs are strategically crafted with the intent to
fool a model into misclassification, thereby posing significant threats to the reliability and
trustworthiness of AI systems deployed in real-world. Adversarial examples can manifest
across various data modalities, including text, tabular data, and images. For instance, in text
data [7], adversaries may manipulate input text to introduce subtle changes like misspellings,
and swapping words or characters [90]. Similarly, in tabular data [16, 12], adversaries may
tamper with specific features to alter model predictions, whereas in image data, adversarial
patches or pixels, unrecognizable by humans, added to input images can cause models to
misclassify them [19, 102]. Various techniques have been developed to generate adversarial
examples effectively. These techniques include gradient-based methods such as the Fast
Gradient Sign Method (FGSM) [37], iterative approaches like Projected Gradient Descent
(PGD) [71], and optimization-based methods like the Carlini & Wagner (C&W) attack for
images [20]. Possible defenses include augmenting training data with diverse examples, model
regularization [39], such as dropout and weight decay, and distillation [81], which involves
training a more robust “teacher” model on original data and using its predictions as soft
labels to train a “student” model.

In addition to adversarial examples, adversaries can exploit other attack vectors to
compromise ML models. Backdoor attacks involve injecting malicious triggers or patterns
into training data, leading to targeted misclassifications during inference [25]. These attacks
typically involve poisoning the training data to ensure that the adversarial model remains
indistinguishable from the desired one. Moreover, various poisoning attacks have been
proposed targeting different adversarial goals, including decreasing classification accuracy or
causing targeted misclassifications to evade detection. We refer to [27], for a comprehensive
systematization of poisoning attacks and defenses related to model predictions.
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Figure 2 Overview of our holistic approach combining XAI, privacy breaches, and AdvML
compared to existing surveys.

Privacy attacks and model stealing attacks pose additional threats, compromising the
integrity and security of AI systems. Privacy attacks seek to extract sensitive information
from models [80], while model stealing attacks involve reverse-engineering model architectures
or parameters using predictions or access to black-box APIs [78]. For a detailed overview of
privacy attacks and defense strategies, readers are directed to the work of Rigaki et al. [88].

2.4 Comparison to Existing Surveys

Many surveys have categorized different XAI methods for ML methods and provided guidance
in selecting suitable techniques for desired explanations, e.g., [3, 21, 26, 40, 115, 91], while
others summarized issues related to model and data privacy in AI systems, e.g., [77, 33, 23,
15, 73] or reviewed problems related to AdvML, e.g., [70, 16, 27, 89].

Some existing surveys cover the intersection between two of the aforementioned categories
(Figure 2). On the intersection between XAI and AdvML, Ferry et al. [33] examined the
interplay between interpretability, fairness, and robustness, whereas Baniecki et al. [15]
surveyed adversarial attacks on model explanations and fairness metrics, offering a unified
taxonomy for clarity across related research areas and discussing defenses against such
attacks. Noppel et al. [77] summarized attacks designed to subvert explanations based on
their objectives, e.g., preserving or altering explanations, formalized notions of adversarial
robustness in the presence of explanation-aware attacks, and presented a taxonomy of existing
defenses. Charmet et al. [23] focused on adversarial attacks targeting XAI methods within
the cybersecurity domain. They explored various attack vectors and proposed defensive
strategies to maintain the fairness and integrity of XAI models. Mishra et al. [73] focused on
the robustness of XAI and attacks against it. They unify existing definitions of robustness
of XAI, introduce a taxonomy to classify different robustness approaches as well as some
pointers about extending current robustness analysis approaches so as to identify reliable
XAI methods. To the best of our knowledge, Nguyen et al. [75, 74] are the first to summarize
in-depth the knowledge in the intersection between XAI and privacy AI. However, these
papers only present partial coverage of the entire safety and security landscape surrounding
XAI. We note, that there are works on the intersection between privacy AI and AdvML, but
this is not the focus of this work.

SAIA 2024
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Figure 3 Attack surface against XAI systems. Trained model f predicts class label y for input x.
g represents a post-hoc XAI method deriving an explanation of the input sample. Attacks can be
directly against explanations (green) or XAI knowledge can be used to enhance privacy attacks or
attacks against predictions (blue).

Our contribution

Our survey presents an in-depth examination of evasion and privacy breaches related to XAI,
diverging from previous work by its comprehensive nature and addressing the full spectrum
of possible attack vectors. We delve into the underlying principles, methodologies, and
taxonomies, while also mapping out potential trajectories for future research. Especially, our
work goes beyond the individual matching of defenses to specific attacks, as seen in previous
studies [15, 23]. Instead, we comprehensively discussed several aspects for the secure and
robust development of AI systems incorporating explicit XAI considerations along the AI
lifecycle. These considerations shall support the mitigation of the introduced vulnerabilities
and evolving threats of XAI.

3 Attack Landscape Surrounding XAI

While prior efforts focused predominantly on the robustness and reliability of XAI [73, 15, 77],
attacks on predictions [70, 27] or XAI in AdvML [66], our work distinguishes itself by also
focusing on the misuse of explainability to amplify attacks on AI systems. Broadly, the
attack surface can be categorized into attacks on XAI and XAI-enhanced attacks (Figure 3).
The robustness of post-hoc XAI methods and their vulnerability to adversarial examples is
addressed in the context of attacks on explanations. On the other hand, when XAI is used to
enhance attacks on AI systems, such as altering model predictions or compromising model
privacy, these attacks fall into the category of XAI-enhanced attacks.

Table 1 and 2 lists attacks across both categories, specifying the application domain e.g.,
computer vision using image data, and the type of attacked XAI e.g., local vs. global or
backpropagation-based vs. perturbation-based.

3.1 Attacks on XAI
We proceed to specify different types of attacks that alter explanations. We use the terms
evasion attack and model manipulation based on the attack point.
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3.1.1 Evasion Attack on XAI
In this scenario, an adversarial example, based on a benign inference input, is crafted to
manipulate the explanation without impacting the prediction of a deployed AI system:

x → x’ =⇒

{
g(f, x) ̸= g(f, x’)
f(x) ≈ f(x’)

Here, the adversarial example x’ is constructed so that its explanation matches a target
explanation, while maintaining the prediction model’s f output [31, 35]. Note that the target
explanation differs from the original explanation of x. For instance, in medical imaging, an
attacker could alter an AI-interpreted CT image, changing the highlighted region indicative
of malignancy or benignancy of cancer while preserving the diagnosis. This could mislead a
radiologist in selecting biopsy locations, potentially compromising patient care and outcomes.

3.1.2 Model Manipulation on XAI
In this scenario, the attack involves manipulating the prediction model f or the local post-hoc
explanation model g. In model manipulation of f, such as weight manipulation, fine-tuning
through an expanded loss function [30, 44] or poisoning of training data [113], the altered
model f’ generates different explanations for the same input data x, while maintaining similar
predictions (e.g., [44, 30, 76]):

f → f ′ =⇒

{
g(f, x) ̸= g(f ′, x)
f(x) ≈ f ′(x)

Further, neural networks can have backdoors triggered by specific input patterns to
retrieve original explanations [104, 76]. A few works also consider how original or manipulated
explanations can be used to cover an adversarial change in the model’s prediction such as
misclassifications [76]. This can be used to, e.g., disguise fraudulent activities in a financial
fraud detection system. For instance, in a financial fraud detection system using LIME or
SHAP, an attacker could manipulate the neural network’s weights to disguise fraudulent
transactions as legitimate. This manipulation alters the explanations to make fraudulent
activity appear normal, justifying decisions that label fraudulent transactions as legitimate.

Similarly, by manipulating the local post-hoc explanation model g, the altered model
g’ produces different explanations for the same input data x, despite identical predictions
by f [60]: g → g′ =⇒ g(f, x) ̸= g′(f, x)

While the majority of attacks are on local XAI methods, a few specifically target global
XAI [60, 13, 18, 14, 62]: g → g′ =⇒ ∀x ∈ Xg(f, x) ̸= g′(f, x).

3.1.3 Observation
The majority of proposed attacks on explanations assume prior knowledge about the model’s
architecture, weights, and the XAI method used. For evasion attacks, attackers need access
to the model’s parameters to craft adversarial examples effectively, typically using gradient-
based methods to modify inputs, changing explanations without altering predictions [44, 35].
Such attacks can be executed by individuals with significant technical expertise, such as AI
developers or malicious insiders with model access. The same level of knowledge and access
is necessary for model manipulation attacks, involving altering the model, XAI method, or
leaving a backdoor in the model. Although generally less technically equipped, sophisticated
end users with malicious intent might exploit available tools and methods to perform attacks
if they can gain sufficient access to the model [29].

SAIA 2024
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When considering the implementation of XAI methods, it is crucial to evaluate the
advantages and disadvantages of local and global approaches. Local explanations provide
insights into individual predictions, useful for case-by-case assessments, but are susceptible to
adversarial manipulation, leading to significant global impacts on model behavior [44, 30, 76,
9]. Global explanations offer a comprehensive view of the model’s decision-making process
but can also be manipulated to affect local explanations [60, 13, 59]. Improving detection
mechanisms for one type of explanation could enhance detectability across the board [55, 35].

Generally, research on attacks aiming to alter only the explanation while preserving the
prediction, such as XAI-washing or fair-washing, is sparse. We found most works studying
perturbation- and permutation-based XAI methods, whereas only few exist on concept-
based explanations [18], counterfactual explanations [100], and interpretable models like
decision trees [62]. Additionally, explanations for language models based on text [98, 22, 50],
graphs [63], and time-series data like audio [45] remain underexplored. Understanding the
robustness of post-hoc XAI models to adversarial attacks in real-world applications based
on underexplored data modalities is crucial. In healthcare, text data from patient records,
graph data from molecular structures, and time-series data from patient monitoring systems
are commonly used. In finance, transaction data, customer feedback, and network analysis
for fraud detection are critical.

3.2 XAI-enhanced Attacks on Predictions
XAI methods can be exploited by adversaries to enhance attacks on AI systems. In XAI-
enhanced attacks on predictions, adversarial examples are crafted using additional knowledge
from XAI methods to fool AI models into making inaccurate predictions while maintaining
similar explanations:

x → x’ =⇒

{
g(f, x) ≈ g(f, x’) ∨ g(f, x) ̸= g(f, x’)
f(x) ̸= f(x’)

Here, the primary goal is to make the model produce wrong predictions with consistent
explanations, unlike evasion attacks where the focus is solely on altering explanations.
Attackers may also aim to change both predictions and explanations to fully disguise the AI
system [58], though this is more detectable due to changes in the model’s behavior.

For XAI-enhanced adversarial example crafting, gradient-based or perturbation-based
explanations are used for images or tabular data to identify important pixels or features.
Perturbations are added only to these areas to deceive the classifier, maintaining a high attack
success rate with fewer pixel changes and reducing the optimization space and redundancy
of local perturbations [41, 53, 64, 114, 2, 65]. This makes these attacks more efficient and
less resource-intensive. Furthermore, with additional knowledge from XAI methods, XAI-
enhanced attacks are also possible in black-box settings without any knowledge of the target
model and its coupled interpreter[2, 58, 112] in contrast to white-box settings, where the
attacker has full knowledge of the model [1, 53, 64]. Abdukhamidov et al. [2] demonstrated a
transfer-based and score-based technique using a microbial genetic algorithm, achieving high
attack success with minimal queries and high similarity in interpretations between adversarial
and benign samples.

Observation

XAI-enhanced attacks on predictions pose a critical concern for AI providers due to their
increased feasibility and lower execution barriers compared to attacks on explanations. We
found studies across different data modalities, including image [41, 53, 64, 65, 114, 112, 1,
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2, 8, 42], tabular [58], textual [107, 22], and graph data [24, 63, 108]. However, time-series
data, including audio in natural language processing or sensor data from vehicle systems
or patient monitoring in ICUs, remain underexplored. Overall, the potential for using XAI
knowledge to enhance evasion attacks is promising but largely untapped. Although there is
a substantial body of literature on the subject of evasion attacks, including work on training
data poisoning, backdoor attacks and adversarial example crafting, our focus remains on
XAI-enhanced attacks. A review of the literature revealed no previous studies in this field,
indicating that this represents an as yet unidentified threat.

3.3 XAI-enhanced Attacks on Privacy
With the growing use of XAI methods, new vectors for privacy breaches in AI systems
emerge. This section covers three primary categories of XAI-enhanced attacks on privacy:
model inversion, model extraction, and membership inferences. These attacks leverage the
additional information provided by explanations to enhance their efficiency and effectiveness.

3.3.1 Model Inversion
Model inversion attacks aim to reconstruct input data from model outputs, potentially
revealing sensitive information about individuals in the training set. For example, a gender
recognition scenario, an attacker might use XAI-enhanced model inversion to reconstruct
facial images from the outputs of a gender classification model (prediction and explanations),
leading to unauthorized re-identification and privacy violations. These attacks typically
assume a black-box scenario with query-access only, where the attacker receives model
predictions and explanations for a given instance x. Studies have shown that explanations
from backpropagation-based methods (e.g., Gradient, Grad-CAM) can significantly improve
reconstruction accuracy compared to using predictions alone [117, 32, 69].

Zhao et al. [117] demonstrated enhanced model inversion attacks using XAI-aware model
inversion architectures, such as multi-modal, spatially-aware CNNs. They found vulnerability
varies by explanation method as they provide different levels of additional information:
LRP < Gradient < CAM < Gradient x Input. Duddu et al. [32] showed that sensitive
attributes can be inferred from model explanations and predictions, even when not explicitly
included in input or outcome. Attacks were more successful using backpropagation-based
explanations like SmoothGrad or IntegratedGradients compared to predictions alone. Luo et
al. [69] focused on feature inference attacks using Shapley value, demonstrating significant
advantages over prediction-only attacks in reconstructing private model inputs.

3.3.2 Model Extraction
Model extraction attacks aim to steal the functionality of a ML model by creating a surrogate
model that mimics the target model’s decision behaviour. Typically, the target model is
deployed through an API, providing the attacker with black-box access. These attacks involve
three steps: (1) collecting or synthesizing an initial unlabeled dataset, (2) querying the target
model with inputs, and (3) training a surrogate model using the attack dataset annotated by
the target model. It is often assumed that the attacker has an auxiliary dataset following
the same distribution as the target model’s training data. XAI-enhanced model extraction
attacks additionally leverage explanations of queried instances. For example, in the financial
sector, an attacker could use XAI-enhanced model extraction to steal a proprietary credit
scoring model, undermining the original model owner’s competitive advantage by replicating
the sophisticated decision-making process.

SAIA 2024
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Milli et al. [72] demonstrated that gradient-based explanations reveal model information
more efficiently than traditional label-only queries. Their experiments showed that achieving
95% accuracy required only 10 gradient-queries, receiving predictions and explanations,
compared to 1000 label-only queries for a convolutional model (CNN) on MNIST. Yan et
al. [111] introduced XAMEA, an explanation-guided model extraction attack, achieving a
25% reduction in required queries for CIFAR-10 compared to traditional methods. They
found Grad-CAM explanations posed the greatest risk of privacy leakage. Aïvodji et al. [5]
focused on model extraction attacks using counterfactual explanations, showing an attacker
could achieve over 90% fidelity with only 250 queries, significantly outperforming baseline
attacks without explanations. Their findings underscored that counterfactual explanations
enable high-fidelity and high-accuracy model extractions even under limited query budgets.
Wang et al. [106] proposed DualCF, a querying strategy that greatly reduces the number of
required queries for model extraction. Their method sequentially queries the target model
with counterfactual explanations, achieving better agreement scores and lower sensitivity to
sampling procedures compared to baseline methods.

3.3.3 Membership Inference
Membership inference attacks (MIAs) pose a significant threat by allowing adversaries to
determine if specific data points were part of a model’s training set. This can be particularly
problematic in critical areas like healthcare, where sensitive information could be inferred
without consent. For instance, an adversary could query a hospital’s ML model for rare
disease diagnosis and determine whether specific individuals’ medical records were used in
training.

MIAs typically assume a black-box scenario with access to model predictions and ex-
planations. They aim to predict the membership status of data points within the attack
set. XAI-enhanced and prediction-only MIAs use two main strategies: threshold-based
and reference model-based attacks [96]. Threshold-based attacks rely on output variance,
assuming training set data points yield lower variance in predictions and explanations due to
the model’s familiarity with the data. Reference model-based attacks use shadow models
to simulate the target model’s behavior and derive membership inference thresholds. This
method assumes access to similar data and knowledge of the model’s architecture and
hyperparameters.

Shokri et al. [96] pioneered investigating using model explanations for inferring private
information about training data. They proposed a threshold-based attack using prediction
and explanation variance, revealing significant privacy risks with backpropagation-based
explanations in tabular datasets, but not in image datasets. They attributed this to fluctuating
gradient variance. While it is entirely possible that perturbation-based methods are vulnerable
to membership inference, the authors conjecture that this is not the case. Pawelczyk et al. [84]
highlighted privacy risks from algorithmic recourse, introducing counterfactual distance-
based attacks that infer membership without auxiliary data or model details. These attacks
excelled with overfitting models and high data dimensionality. Goethals et al. [36] introduced
explanation linkage attacks, where adversaries use quasi-identifiers from counterfactual
explanations to re-identify individuals by linking with background information. They also
proposed k-anonymous counterfactual explanations to mitigate these risks.

3.3.4 Observation
XAI-enhanced privacy attacks significantly increase the effectiveness and efficiency of model
and data privacy breaches, making them more feasible in real-world scenarios. These attacks
require minimal prior knowledge and model access and reduce the number of queries needed
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for successful breaches. The effectiveness of MIAs varies by data modality, with tabular
and high-dimensional data being more susceptible [96]. Additionally, backpropagation-based
methods are more vulnerable to MIAs than perturbation-based methods [96]. Counterfactual
explanations pose significant risks for both MIAs and model extraction attacks [5, 106, 84, 36],
although no work has been found addressing model inversion using counterfactual explanations.
Research gaps exist in studying XAI methods’ vulnerability in MIAs for tabular data and
model inversion attacks using counterfactual explanations. Current model inversion studies
focus primarily on tabular data [32, 69], with no work on textual data.

3.4 Practical Applications of the XAI Attack Vector Classification Table

The application of XAI methods can have a significant impact on a system’s security and
safety. Depending on the system at hand and the implemented XAI method, different attack
vectors may apply. Tables 1 and 2 provide an overview of published attacks against XAI and
XAI-enhanced attacks against AI systems, extending Baniecki et al.’s work [15].

The tables arranges studies by data modalities, groups of XAI methods, and attack
types (privacy, prediction, and attacks on XAI). More granular attack subcategories further
describe the type of attack presented in the referenced works. Table 1 covers the topic of
computer vision, while the papers introduced in Table 2 deal with graphs, textual, numerical
and time-series/audio data.

These tables serve multiple stakeholders: Developers can identify potential vulnerabil-
ities early in the design and development stage. By understanding specific attack vectors
associated with different XAI methods, they can proactively implement countermeasures
and design more secure models. Section 4 shall support the development of secure and safe
AI systems leveraging XAI. Users gain insights into limitations and risks associated with
system explanations, recognizing potential compromises or errors [17]. An overview of attacks
based on explainability methods equips evaluators with the necessary knowledge to conduct
thorough and informed risk assessments and later on perform targeted vulnerability testing
to verify the system’s robustness against these kind of attacks. Researchers can identify
knowledge gaps, explore new attack vectors, develop novel defense mechanisms, and enhance
existing XAI methods.

4 Aspects of XAI Attack Mitigation

Our comprehensive analysis of potential attacks on and enhanced by XAI should not deter its
use but rather highlight latent risks. Despite these risks, however, explainability offers such
significant benefits that it should not be dispensed with. Under certain circumstances, it
may even be necessary to use XAI methods in order to improve adherence with transparency
obligations, such as those stated in the EU AI Act [83].

In the following, we present aspects connected to the responsible implementation and
use of XAI methods throughout the first phases of the AI life cycle in accordance with
ISO/IEC 22989 [49]. For the phases from inception to verification and validation, specific
considerations are highlighted in order to mitigate potential risks and ensure the secure and
safe use of XAI (Figure 4).
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Figure 4 Aspects for the secure development of AI systems incorporating XAI along the AI life
cycle.

Requirements Analysis and Specification of Explainability

In inception, assessing the necessity and benefits of explainability is crucial. The superior
reason for integrating methods for explainability into a system is creating transparency for
different stakeholders, providing insight into the system’s general functionality or specific
model operations. It is an important step to be clear in advance about the requirements coming
from various sides that need to be fulfilled. For example, these requirements may originate
from regulation (e.g., Article 13 of the EU AI Act [83]), adaption of standards and best-
practices (e.g., Microsoft’s Responsible AI Standard [28]) or business goals. Subsequently, the
identified requirements must be specified regarding use case (including used data), the planned
system architecture and environment. The goal is to formulate concise requirements for
explainability, so that only the required level of transparency is provided and no unnecessary
information is disclosed.

XAI Impact on Risk Analysis

The integration of XAI into a system can introduce new risks and potential attack vectors,
significantly affecting risk analysis. While XAI enhances transparency and trust in AI systems
by providing clear and interpretable insights, it also necessitates a thorough reassessment
of security vulnerabilities and risk management strategies. One primary risk introduced by
XAI is the potential exposure of the model’s inner workings to adversaries. XAI methods
reveal how models make decisions, inadvertently disclosing sensitive aspects like feature
importance and decision pathways. This transparency can be exploited to launch targeted
attacks (Section 3.2). Thus, detailed insights provided by XAI necessitate robust security
measures to protect the model from exploitation. Additionally, XAI techniques can increase
the risk of privacy attacks (Section 3.3). This is particularly concerning in applications
involving personal or confidential data, such as healthcare or financial services. The enhanced
interpretability offered by XAI can make it easier for attackers to infer training data and thus
private information. Corresponding privacy-preserving techniques shall be considered. The
integrity of the explanations themselves is another critical concern. If explanations can be
manipulated (Section 3.1), the trustworthiness of the entire AI system can be compromised.
Attackers might alter explanations to hide malicious activities or to falsely assure users of
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the model’s reliability. The potential attack vectors depend on the selected XAI method
and the domain the system is operating in. Table 1 and Table 2 provide a state-of-the-art
overview of potential attacks based on various XAI methods in different domains to support
the risk analysis process.

Despite these challenges, integrating XAI can enhance overall risk management by provid-
ing clearer insights into model behavior and decision-making processes. This transparency can
help identifying potential biases and vulnerabilities within the model, enabling more effective
mitigation strategies. By understanding how models arrive at their decisions, organizations
can implement targeted defenses against specific risks and continuously monitor and improve
the AI system’s security posture.

Selection and Implementation of XAI and Countermeasures

As mentioned, implementing XAI methods introduces further risks and attack vectors
based on the information obtained by these methods. Therefore, mitigating these threats
requires balancing transparency with security. Providing too much detail in explanations
can expose the model to various attacks, while insufficient transparency can undermine
XAI’s purpose, which is to build trust and understanding. Striking the right balance
involves carefully selecting suitable methods to provide necessary insights without disclosing
sensitive information that could be exploited. The XAI method should be chosen strictly
based on the determined requirements for the type and extent of explainability needed.
The explanations themselves can be a target for tampering. Ensuring the integrity and
authenticity of explanations through cryptographic techniques like digital signatures can
help verify that the explanations have not been altered and are legitimate [95]. Furthermore,
explainability methods can inadvertently expose sensitive aspects of the “explained” AI
model, such as proprietary algorithms or business logic. Role-based access controls can
ensure that only authorized personnel view detailed explanations, protecting intellectual
property and sensitive information. Employing robust adversarial training techniques can
also help the model resist adversarial attacks based on or enhanced by XAI.

Testing of XAI

Initial testing should focus on verifying the introduced requirements for XAI. Test cases shall
ensure that only necessary information is published, but that explanations are still effective.
Therefore, testing XAI has to be conducted especially from the viewpoint of the target group
of the explanations. Additionally, vulnerability testing shall be conducted with regard to
XAI-related attacks, e.g., as listed in Table 1 and Table 2. Research for state-of-the-art
attacks should always be carried out and relevant attacks are to be incorporated in the
vulnerability testing activities.

5 Conclusion

As XAI methods move from research to practical applications, concerns about malicious use
and adversarial attacks have increased. This work provides a comprehensive overview of
security and robustness issues in XAI, categorizing research on adversarial attacks targeting
ML explanations and the exploitation of explainability to enhance attacks on AI systems. Most
studies focus on predictive models using imaging and tabular datasets with backpropagation
and perturbation-based XAI techniques. Further research is needed on adversarial attacks
in other data modalities, such as language, graphs, time series, multimodal systems, and
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explanations for reinforcement learning agents and transformer-based generative AI like large
language models. Additionally, this review highlights the need to evaluate vulnerabilities in
intrinsically explainable ML architectures, such as decision trees and attention-based neural
networks, and how their explanations could enhance attacks.

Practically, integrating XAI into AI systems requires awareness of its dual-edged nature.
While XAI offers benefits like compliance, user trust, and system debugging, it also introduces
security risks that must be mitigated to ensure the safe development and deployment.
Therefore, the integration of XAI into AI systems requires a thorough assessment of the
potential risks and corresponding countermeasures. XAI methods should be selected carefully
to ensure explanations are informative without revealing sensitive information that could
facilitate attacks on the AI system.
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