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—— Abstract
As the quest to go back to the Moon and beyond continues, preparation for such critical missions relies
in part on the use of immersive technologies. Especially, Virtual Reality (VR) unique affordances
allow to simulate scenarios in a convincing digitally recreated space. But the potential of VR is not
limited to solely emulating real-world environments. Indeed, some works from the Human-Computer
Interaction (HCI) community explored new ways to collaborate virtually by inhabiting the same
virtual representation, namely an avatar. Taking this paradigm further, one could offer new ways
to collaborate between an immersed VR user and an external supervisor being granted access to
the virtual environment by way of non-immersive devices like a computer or a smartphone. The
non-immersed user could for instance inhabit some body parts of the VR user’s avatar to benefit
from unique viewpoints and leverage mutual spatial awareness, as well as social interactions, alike
a symbiotic relationship that benefits both actors. Therefore, this paper introduces our on-going
research project exploring this new paradigm of symbiotic co-embodiment as a tool leveraging social
presence during supervised embodied sessions in VR. It especially discusses how this paradigm could
benefit human spaceflight, both in mission preparation and during spaceflight.

2012 ACM Subject Classification Human-centered computing — Virtual reality; Human-centered
computing — Collaborative interaction
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1 Introduction

The efforts from the space sector are turned toward Humankind return to the Moon. The
National Aeronautics and Space Administration (NASA)’s Artemis program [8] plans to have
crew landing on the Moon as early as mid-2027. Institutions and private companies have
historically relied on terrestrial analogues to prepare for space missions [5]. But technology
has evolved since the Apollo era, and analogues limitations in terms of emulating specific
features of the mission environment can now be overcome thanks to immersive technologies.
Virtual Reality (VR) Head-Mounted Displays (HMDs) have the ability to accurately simulate
situations with respect to the audiovisual features of the mission concept, such as lighting
conditions or object physics. Nevertheless, VR is a complex medium on its own that needs
to be carefully controlled to make the most out of it. Especially, as it is oftentimes used for
design reviews, learning or training purposes, user experience must be taken into account to
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Symbiotic Collaboration

make the simulation as seamless as possible. Therefore, user-induced perceptual illusions
like presence [15] or the Sense of Embodiment (SoE) [17] towards the virtual body must be
observed as factors that could increase the fidelity of the simulation and in turn the relevance
of VR as a spaceflight preparation tool [11].

Design reviews and training use cases are deemed highly relevant to spaceflights prepara-
tion. In this context, the immersive simulations used may support the supervision of the
sessions in a cross-platform collaborative way. Indeed, it is common practice to have users
immersed in a virtual scenario whereas an external collaborator operates the simulation from
a desktop or mobile station. Such settings could benefit investigating new collaboration
paradigms like co-embodying the same virtual body [12] to leverage training and social
aspects of the collaborative experience [30]. Even if co-locating users in the same body shows
promising applications [18], the impact of knowing and sensing that another is inhabiting
one’s own virtual body remains underexplored. Moreover, cross-platform supervision may
benefit from an operationalization of co-localization principia and associated evaluation. We
therefore propose the symbiotic collaboration paradigm in which a VR user shares her /his
avatar with a non-immersed supervisor. The presence of the supervisor within the VR user
virtual body would be signified through haptic stimuli to enhance cooperation and mutual
understanding. The study we forward would focus on the experience of the VR user in a
sense that they experience a one-way co-embodiment situation whose implications need to
be understood before being operationalized.

This paper first introduces the relevant literature. Then, the concept of haptic-enhanced
symbiotic collaboration is presented before introducing a unique haptic gear meant to
foster the symbiotic relationship. A preliminary study evaluating operational aspects of
the hardware is thoroughly reported. Then, it introduces the follow-up user study that is
meant to provide insights with respect to this new paradigm and its impacts on the VR user
experience. We finally present relevant perspectives for Human spaceflight when applying
the proposed paradigm, before wrapping up our discussion.

2 Collaborating in Mixed Reality

2.1 Embodied Experiences in Immersive Realities

EXtended Reality XR technologies find a well suited use case for design review and training
purposes. This tendency is even more salient in the context of VR experiences, mainly due to
its advanced sensorimotor contingency features. The latter facilitates “an inclusive, extensive,
surrounding, and vivid illusion of virtual environment” to the users [26]. As presented in
the opening of this document, VR is a complex medium on its own. It induces perceptual
illusions among users that are referred to as qualia (singular: quale), defined as “a subjective
and internal feeling elicited by sense perceptions” [25].

For instance, being immersed through VR technologies elicits among users a subjective
experience of presence, meaning the sense of being there in the virtual space [15, 29]. Slater
introduced two orthogonal components to presence, namely Place Illusion (PI) and Plausibility
Tllusion (PsI), that are sine qua non conditions for the users to experience events happening
to them in the virtual place as if they were real [27]. This authenticity of the simulation is
what drives new training practices in using immersive technologies.

In addition, the users may interact with the digitally recreated space through a virtual
representation commonly referred to as an avatar. Experiencing an avatar as being one’s
own body is conceptualized as the Sense of Embodiment (SoE) in VR [17]. Kilteni et al.
proposed a framework of the SoE made of three dimensions: Self-Location, denoting “one’s
spatial experience of being inside a body” (distinct from being in the virtual world) ([17, 9]);
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Agency, signifying the sensation of having complete motor control over the virtual body,
which also encompasses the intention of actions ([7, 16]); Body Ownership, referring to the
self-attribution of the virtual body [28, 19]. Developing a SoE may appear critical in some use
cases. For instance, Gorisse et al. [13] showed that users with increased ownership towards
their avatar where more likely to protect their body integrity.

Therefore, presence and the SoE appear as two major qualia, on top of every immersive
experience, that should be carefully considered when designing for practical use cases in the
context of human spaceflights and beyond.

2.2 Supervising Immersive Experiences

As mentioned above, VR could be a perfect ground for design reviews or training activities.
But such use cases often involve a supervision setting, in which users are rarely to be left
alone with the simulation. Indeed, the aforementioned use cases would imply that one or
more operator supervises the immersive session, usually using non-immersive setups for
practicality. A concrete example of such practice can be observed when using standalone VR,
applications that can be monitored thanks to external device screen mirroring features, but
that only gives access to the VR user’s viewpoint. Some tailored applications go further by
providing the supervisor with interaction means, and even a virtual representation. However,
collaborating with non-immersed users has been reported to create occlusion problems and
peripersonal space invasion in collaborative settings [22]. More specifically, a literature review
of collaborative virtual environments proposed by Derouech et al. [10] may support the claim
that avatar representation tend to be understudied in this context, even if the number of
papers considered for the review was limited based on the inclusion criteria (n = 44).

Still, a concrete benefit that arises when making the remote supervisor part of the
simulation is the potential emergence of a sense of social presence [6, 30, 25], encompassing
the sense of “being there with another” [6]. Leveraging this quale may benefit positive
communication outcomes, like persuasion among others [21]. However, when the supervision
is operated through a cross-platform setup, the inherent asymmetry between devices and
associated virtual representations may limit non-verbal communication. This latter point is
exemplified by Olin et al. who designed the mobile user’s avatar to signify their inability to
use hand tracking and object manipulation by making its hands static [22].

All things considered, there may be alternatives to these methods to leverage collaboration
and non-verbal communication in a supervision context, by taking advantage of devices
affordances.

2.3 Co-locating Users in the Same Avatar

At the frontier of the virtual and real worlds, Piumsomboon et al. [23] explored the question
of the supervisor representation through an innovative Mixed Reality (MR) collaboration.
Their application allowed for a local trainee in Augmented Reality (AR) and a distant
supervisor in VR to collaborate in real-time. They notably reported that having the remote
supervisor embodied in a 360° camera mounted on the VR user’s shoulder is well appreciated
by the latter. This indicates promising benefits for multiscale collaboration with the remote
user in close vicinity of the local user. The concept of virtual co-embodiment is crystallizing
such an approach. It was recently introduced by Fribourg et al. [12] as “a situation that
enables a user and another entity (e.g., another user, robot, or autonomous agent) to be
embodied in the same virtual avatar”. In most virtual co-embodiment settings, two VR, users
share control over the same avatar. The use of such paradigm shows promising perspectives
for motor skills training [18].
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Figure 1 Concept of the features for the symbiotic avatar in the follow-up experiment. The
symbiont would have at least two key positions, on the shoulder and on the hand. The shoulder-
mounted location would offer a 360°-viewpoint, whereas the camera on the hand would be fixed to
allow the VR user to drive the symbiont’s attention.

Yet, lot of work on co-embodiment focuses on the impact of control distribution over the
virtual body [12, 32, 18, 14]. There is therefore room to investigate the sole fact another is
co-inhabiting once own avatar. This may especially appear critical as, to the best of our
knowledge, the impacts of co-embodiment on the SoE or social presence are yet unknown.
Studying such impacts would require first to make users aware someone is inhabiting their
body. Venkatraj et al. [32] provided initial insights about mutual awareness cues in their
co-embodiment experiment as they operationalized the perceptual cross paradigm through
haptic vibrations. It consisted in triggering a vibration when both users hand locations
overlapped in space. Even if this attempt yielded a negative effect with respect to perceived
agency, the result must be considered carefully as the users were not aware of the vibration
feedback signification. Moreover, haptics may be beneficial to co-embodiment on the social
presence aspect, like when passing objects to each other, or when the haptic communication
supplements the verbal one [21].

Finally, the literature would benefit from a first attempt that could lead to operationalize
co-embodiment for cross-platform applications. Indeed, as presented in Subsection 2.2,
providing the non-immersed operator with an independent virtual representation may cause
collaboration issues. Then, making the non-immersed user inhabit the VR user’s avatar may
help bridge the gap between their device interaction possibilities. Still, the consequences on
qualia from the VR user perspectives are still to be explored.

3 Exploring Haptic-enhanced Symbiotic Collaboration in VR

3.1 The Symbiotic Collaboration Paradigm

In an effort to investigate an innovative way to collaborate between a VR user and non-
immersed supervisor, we propose a new collaboration paradigm, namely the symbiotic
collaboration paradigm. It would consist in providing the illusion of a spatially co-located
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non-immersed supervisor, further referred to as symbiont, to the VR user, further referred to
as the host. This paradigm is inspired by the co-embodiment one in ways that are explained
in the remaining of this section. However, for the first iteration of symbiotic collaboration, we
convoke a significant difference between both concepts by preventing shared control between
the host and the symbiont. Initial design considerations are as follows:

The host should have full control over the body: as a consequence, the symbiont
would not have agency over parts of the host’s virtual body. However, from the host
perspective, she/he may perceive not being in full control of the avatar due to the co-
located symbiont in some body parts. On that point, we claim the symbiotic collaboration
paradigm requires particular attention.

The host should always be aware of the symbiont position: the main characteristic
and cornerstone of the concept we propose is to solely signify the presence of the symbiont
user to the host, audio visually and through haptics. By doing so, the symbiont would
be provided with unique viewpoints of the host perspective, which leads to the next
requirement.

The symbiont should be able to freely navigate between body parts: the
available migration location should also be communicated to the host to leverage mutual
understanding. One could for instance think of a shoulder mounted viewpoint on the
host’s shoulder that would give a co-located 360° panorama [23], or a viewpoint in one
hand to give access to close-ups. At any moment, the host would be aware of the body
part inhabited by the symbiont.

The host and symbiont should be able to interact in a diegetic way: finally,
providing the symbiont with specific viewpoints, and signifying them to the host with
adequate cues, would enable innovative interactions. For examples, one could equip the
avatar shoulder with a representation of the 360° camera and embedded speakers that
would spatialize the symbiont audio source. Additionally, figuring a screen and speakers
in one of the avatar’s hand palm would enable live discussion between both collaborators.

Following the aforementionned requirement, we illustrated on Figure 1 a concept of
what a symbiotic avatar may look like in the context of the VR experiment we tease on
Subsection 3.3. The concept of symbiotic collaboration is hypothetically well positioned to
foster collaboration between the host and the symbiont. Even so, it is still conjectural and
initial prototypes for such features should contribute to the validation of its advantages and
exploration of its limits.

3.2 Haptic System Design and Evaluation

Prior to any evaluation of this new paradigm, it may benefit from the careful design of
a device that could help signifying the presence of the symbiont user to the host, namely
a “position-aware feedback mechanism” [32]. We designed a haptic device as a candidate
to fulfill this goal. The active haptic prop we designed shall be attached to the arm with
three key points: on the shoulder, on the back of the hand, and lastly close to the elbow.
Each of the aforementioned positions is associated with a cluster of three vibration motors
(see Figure 2). Then, each cluster is wrapped between two layers of textile that are sewed
together and then to a shoulder patch, a elbow strap and a fingerless glove. An Arduino
board provides independent controls for the different clusters. Finally, on top of the active
haptic feedback capabilities, the physical hardware may provide additional passive haptic
sensations, more specifically the sensation of wearing the gear on the arm for instance.
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Figure 2 Pictures of the hardware equipped (a) and of a naked (b) and skinned (c) motors cluster.
Each motors has a 10-mm diameter and the cluster a 50-mm one.

3.2.1 Preliminary assessment

A preliminary experimental evaluation was undertaken to assess the capabilities of our system
to successfully draw attention over the selected locations. For this purpose, we led a user
study during which participants experienced different vibration patterns and had to report on
the location where they sensed it on a schema representing a human arm (see background on
Figure 3b). As mentioned in the device description, the three primary sources of vibrations
were located on the hand, forearm-elbow, and shoulder. Each participant experienced three
times the vibrations coming out of these independent sources in a randomized order, resulting
in nine trials for these patterns.

Additionally, this preliminary study was also a testbed for patterns that may signify a
smooth transition from the symbiont between locations. To this end, we made either the
hand and elbow sources, or the elbow and shoulder sources vibrate at the same time and
asked our participants to report whether they felt a stronger vibration toward one of the two
sources on the same arm schema. Again each participant experienced three times each of
those two patterns in a randomized order. To sum this up, the possible vibration patterns
that could be activated through the study were:
= Single: hand
Single: elbow
Single: shoulder
simultaneous: hand-elbow

simultaneous: elbow-shoulder

Finally, we also made the three sources vibrate in a sequential ascending (hand, elbow,
shoulder) or descending (shoulder, elbow, hand) pattern and the participants were asked to
order the sources following the experienced pattern. This directionality test gave only one
failed trial among all participants, resulting in 99.1% success rate.
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Figure 3 Average distances to the mean point per vibration source (a) and associated heatmap
(b). Vibrations’ origins are represented by white circles.

Measures

A schema of a human arm (see background on Figure 3b) was displayed as a 1920 x 1080p
picture on a tactile screen and participants clicks coordinates in pixels were collected.

Participants

In total, 19 people (4 females, 15 males), aged 21 to 44 years old (M = 29.2, SD = 7.20),
participated in the experimental study. Researchers and engineers from our laboratory
(N = 13), as well as master students (N = 6) were hired for this early evaluation of the
haptic device.

Results and discussion

The first part of the analysis focused on comparing the different vibration sources with respect
to the subjective perception of the stimuli. Thanks to the point coordinates (n = 3 x 19)
participants reported as being the origin of the vibrations using the dedicated touch-screen,
we computed a mean location for each source (hand, elbow and shoulder). We then computed
the distance between the self-reported points and the mean point as a measure of data
dispersion. As the datasets failed the normality test, we performed a non-parametric
tests. Friedmann’s test showed the vibration source location has a significant effect on the
computed source dispersion (x?(2) = 27.7, p < .001). Conover’s pairwise post hoc comparisons
with a Bonferroni correction showed that the dispersion for the hand source (M = 28.7p,
SD = 15.9p) was significantly lower than for the shoulder (M = 52.1p, SD = 34.2p,
T(112) = 4.12, p < .001) and elbow sources (M = 63.0p, SD = 36.2p, T'(112) = 5.83,
p < .001) (see Figure 3a). No significant difference was observed between the elbow and
shoulder sources. The heatmap on Figure 3b highlights that participants localized more
precisely the stimulus origin on the hand than on both the shoulder and the elbow. Most
importantly and as expected, the participants were able to localize quite well the origin of
the vibrations they experienced.

For the second part of our analysis, we considered the simultaneous activation of two
vibration sources. Mean designated locations for the hand-elbow and elbow-shoulder patterns
were calculated and allowed for computing the distance of participants’ reported points to
these mean locations. This allowed us to investigate wether a polarization would occur when
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Figure 4 Average distances to the mean point for simultaneous sources (a) and associated
heatmaps (b)(c).

activating two clusters at the same time. A Student’s T-test revealed no significant differences
between both patterns with respect to the reported source dispersion (see Figure 4a). However,
the heatmap on Figure 4c revealed that the participants perceived the vibrations as originating
more strongly from the hand rather than from the elbow. Similarly, the heatmap on Figure 4b
revealed that the participants perceived the vibrations as originating more strongly from
the hand rather than from the elbow. This is a strong indicator in favor of an experimental
setup in which the elbow should not be considered as a primary location for the symbiont,
but rather a relay position for signifying the movement of the symbiont between the hand
and shoulder through ascending and descending vibration patterns. One reason for these
observations may be found in the stronger sensitivity of the hand.

In addition we collected qualitative insights from our participants that raised important
design considerations. Indeed, 3 participants spontaneously reported that the fact of hearing
the shoulder vibration source stronger than the elbow one during simultaneous patterns may
have influenced their answers. For instance, one participant mentioned “the sound can be
confusing when interpreting vibrations, especially when it comes from the shoulder which
is close to the ear”. Another reported that “the sound of the vibrators, especially near my
shoulder, can give me more sense of vibrations near my shoulder, and make me ignore the
vibrations near the elbow”. We thus need to acknowledge this feedback when developing
the follow-up cross-platform collaborative experiment, especially as this may interfere with
spatialized audio sources in the virtual environment.
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3.3 Follow-up Experiment

Building up on our hardware assessment, we plan to conduct a follow-up user study in order
to compare the symbiotic collaboration paradigm to a regular cross-platform supervision
situation, further referred to as the control condition. By doing so, we aim at investigating
whether a symbiotic paradigm between a VR user and non-immersed one foster collaboration
and the social presence. In addition, we aim at characterizing the impact of such symbiotic
relationship on the experience of the VR user. The collaboration methods will be compared
according to two conditions: an omniscient presence of the non-immersed supervisor, and
a symbiotic collaboration situation in which the non-immersed user’s presence would be
suggested to the VR user through audio-visual cues, and through our haptic device. A
concept of the symbiotic paradigm implementation is illustrated on Figure 1.

A virtual scenario is being designed in which the experimenter, acting as the supervisor,

will guide participants immersed in the VR simulation in completing complex assembly tasks.

At the end of each condition, the VR user will have to answer questionnaires assessing their
physical presence, sense of embodiment, and social presence as well as items translating how
they identify with the avatar in the different configurations. Semi-structured interviews will
ultimately be conducted to collect insights about participants experience of the collaboration
setup.

4 Perspectives for Human Spaceflight

Space missions are usually articulated around Concepts of Operations (ConOps) defined by
Beaton et al as “the instantiation of operational design elements that guide the organization
and flow of personnel, communications, hardware, software, and data products involved in
a mission concept” [2]. ConOps are therefore concerned with organizing human resources,

hardware and software into coherent operations while managing inter-organizational frictions.

When it comes to preparing, testing operations, but also training teams to the latter,
institutions, like NASA or ESA, as well as private companies, have historically relied on

analogue terrains and facilities that features one or more aspects of the actual environment.

Natural analogues are oftentimes selected for their geological and environmental proximity
with the mission location [1, 3, 5], whereas facilities may be built to emulate specific
features of with greater control [5, 31], like reduced gravity using the buoyancy principle
for instance. What is mainly seeked when using analogues is a high fidelity with respect
to one or more features of the mission environment to support increased evaluation and
training of the crews. Fidelity is defined by Silva-Martinez et al. as the degree to which
it “replicates a real-world, built-environment from the user’s perspective by considering
form, function and user-interaction” [24]. A prominent example of analog facility is the
LUNA building [31], recently inaugurated in Cologne, that is operated by the European
Space Agency (ESA) and the German Aerospace Center (DLR). However, analogues may not
recreate all desired conditions of the mission. Therefore, eXtended Reality (XR), and more
specifically Virtual Reality (VR), has appeared as a low-cost but rather well suited solution
to simulate complementary aspects of the mission location, like objects accurate physics
or lighting conditions. In this context, LUNA is planned to integrate XR capabilities [31]
that could leverage the advantages of the analogue terrain which constitutes a relevant test
ground for innovate XR collaboration paradigm applied to space missions. Possible use cases
are described in the following sections.
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ConOps Review and Training

Preparing ConOps or training crews for these operations often requires a form of supervision
from one or more experts outside of the simulation. This question is arising whether it is
a rehearsal in an analogue or in an immersive virtual environment. In this context, the
use of VR, in combination with physical mockups replicating actual hardware, has already
demonstrated advantages for ConOps evaluation. Indeed, Dufresne and Nilsson et al. [11]
reproduced a well-known and extensively debriefed Apollo 12 ConOp in VR. Subject matter
experts invited to take part to the experiment reported an increased fidelity when interacting
in the VR simulation with mockups, which resulted in a feedback closer to the one provided
by the Apollo 12 crew during mission debriefing. One could then advocate for the acceptance
of haptic-enhanced symbiotic collaboration as a relevant add-on when evaluating ConOp in
VR by hypothetically leveraging the synergy and understanding between the non-immersed
operator and the VR user.

Nevertheless, applications of the symbiotic collaboration paradigm to training situations
may not appear as evident. The fidelity of the simulation with respect to real-world conditions
is undoubtedly crucial when training for specific ConOps. Besides, negative training caused
by inaccurate simulations may have consequences for the astronaut’s safety during the
mission. As a matter of fact, including a symbiotic collaboration feature in training settings
can be difficult when we advocate for a diegetic integration of a concept that may not be
perceived plausible with the simulation content. Yet, such feature may not be deemed to
remain activated all way through the training session. One could save it for specific rehearsal
sessions before training to proficiency. More interestingly, one may also transpose the concept
into real life. In fact, real-world applications may not be considered science fiction, as the
following section discusses it.

In-Mission Perspectives

Astronauts are not alone when performing an Extravehicular Activity (EVA), as these
operations are the most critical and risky when it comes to spaceflight. Indeed, distant
operators and support teams are assisting the astronauts in their tasks, while additionally
providing social contact through constant communications. Moreover, remote operators have
likely access to a video stream from the astronaut’s view point. It has even been reported
that astronaut attached camera to their arms [20]. In this context, we believe that the
symbiotic collaboration paradigm could easily be transposed to real-world situations with the
relevant hardware provided to astronauts. Such hardware could for example be embedded in
their spacesuits. It may provide a deeper interaction between the remote supervising team
and the local astronaut performing some operation. During activities that could last hours
on the surface of harsh planetary bodies like the moon, providing astronauts with a constant
and perceptible presence may also contribute to their emotional well-being.

On another note, offline Artificial Intelligence (AI) assistants are expected to provide
support for astronauts during long duration missions [4]. Consequently, one could take the
symbiotic collaboration paradigm one step further by embodying the AI assistant directly in
the astronaut’s suit, enabling for a new interface that would foster the synergy between the
human user and the AL
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5 Conclusion

As a conclusion, this paper introduced the symbiotic collaboration paradigm and its forwarded
applications. This innovative collaborative solution may show great possibilities in fostering
social presence, not only in virtual settings, but also maybe in real-world use cases. Enhancing
the symbiotic co-embodiment situation using haptic stimuli is expected to take the experience
to greatness with respect to users’ perception. For this purpose, we designed and preliminary
assessed an arm-mounted hardware that showed promising perspectives for the follow-up
experiment. In particular, it demonstrated its ability to suggest smooth transitions between
the symbiont’s viewpoints embedded in the arm. This new paradigm and the forwarded
benefits it may bring could be well suited for virtual design reviews and VR training
applications, which are of paramount importance to the space exploration industry. If the
concept is taken beyond the virtual applications, one may consider using the haptic hardware
for in-flight applications to leverage social experiences during long space missions. Ultimately,
one may couple such paradigm with AI embodied agents to foster collaboration and the
astronauts’ on-field experience.
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