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Abstract
The Artemis program and upcoming missions to Mars mark a new era of human space exploration
that will require new tools to support astronaut autonomy in the absence of real-time communication
with Earth. This paper investigates the role of voice-based intelligent personal assistants (IPAs)
in future crewed space missions. Through semi-structured interviews with astronauts (n=3) and
spaceflight experts (n=12), we identify key user-centered design requirements for IPAs in this uniquely
constrained and safety-critical environment. Our thematic analysis reveals core requirements for
flexibility, reliability, offline capability, and multimodal interaction. Drawing on these findings, we
outline design guidelines for next-generation IPAs and discuss how technologies such as retrieval-
augmented generation (RAG), knowledge graphs, and augmented reality should be combined to
support flexible, reliable, and multimodal IPAs for future human spaceflight missions.
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1 Introduction

Amidst a surging interest in human space exploration, ambitious programmes aiming to
establish a sustained human presence on the Moon are now underway, with crewed missions
to Mars projected to follow soon after [43]. The nature of these missions represents a shift
not only in distance and duration, but also in the complexity and level of autonomy required
from astronauts.

Historically, astronauts operating in Low Earth Orbit or on the lunar surface relied on
relatively rudimentary tools such as printed checklists while benefiting from uninterrupted,
real-time supervision by ground control [33, 31, 18, 28, 21]. In contrast, future missions
will involve operations of unprecedented complexity, including the assembly of surface
infrastructure and in-situ resource utilisation, placing significant cognitive and physical
demands on the crew.

These challenges are further increased by communication constraints. The Artemis lunar
programme, for example, is targeting the Moon’s south pole, an area prone to recurring
blackouts due to topographical shadowing and orbital libration, making reliable contact with
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Earth difficult [48, 19, 8, 17, 23]. Similarly, during future Mars missions, astronauts will
experience latencies of up to 42 minutes in round-trip communication with Earth [24]. In
such contexts, autonomy is not a supplementary feature but a mission-critical necessity.

To support this autonomy, voice-based intelligent personal assistants (IPAs) are attracting
growing attention in the space domain. These systems promise hands-free, naturalistic
interaction and could serve as intermediaries between astronauts and a wide range of
operational systems. Thanks to advances in artificial intelligence, IPAs may be able to
provide assistance even in dynamic or time-sensitive scenarios.

Prototypes, such as METIS [6], which supports ground control, CIMON tested on the
International Space Station (ISS) [13] or CORE [5], designed to aid astronauts during
long-term missions, point in this direction. Yet, their development has largely prioritised
technological feasibility, with limited focus on their human-centered aspects, such as usability
and other user requirements in the context of future human spaceflight [6].

In this work, we examine IPAs not merely as retrieval interfaces but as collaborative
systems supporting astronaut autonomy under constrained and safety-critical conditions.
The study is guided by the following research question: What are the core user-centered
requirements for IPAs in future space missions beyond Low Earth Orbit?. Drawing on semi-
structured interviews with astronauts (n=3) and domain experts (n=12), we explore the
core requirements for IPAs in future space missions. Our findings point toward the need for
flexible, reliable, and locally deployable (offline) multimodal systems capable of adapting to
evolving operational demands.

In addressing the central research question, we present the following contributions: 1) A
qualitative analysis of IPA requirements derived from interviews with astronauts and space
experts. 2) The identification of four central themes: flexibility, reliability, offline availability,
and multimodal feedback, each contextualised within specific operational scenarios, and lastly
3) initial directions on how to target each theme from a technical standpoint, using knowledge
graphs (KGs), Retrieval Augmented Generation (RAG), and Augmented Reality (AR) cues.

2 Related Work

Over the past decade, IPAs have become increasingly relevant to space exploration, par-
ticularly as voice interfaces mature and onboard computing capabilities improve. Early
deployments in low Earth orbit, such as CIMON (see Figure 1), have laid the groundwork
for their potential use in future missions.

CIMON, launched to the International Space Station in 2018, was one of the first artificial
intelligence-powered assistants tested in space [13]. Based on IBM Watson, it supported basic
voice interaction and experiment assistance but relied on internet connectivity and could
not function autonomously. Its successor, CIMON 2, included minor improvements such as
facial recognition and sentiment (i.e., analysis of emotional tone) detection, but remained
rooted in narrow artificial intelligence principles, offering limited adaptability or learning
capabilities [38].

More recently, Amazon’s Alexa was integrated into the Artemis I mission as part of a
technology demonstration, signaling commercial interest in extending voice assistants to the
space domain [1]. Similarly, the AI4U assistant, developed using reinforcement learning, is
being tested under Mars analogue conditions with the aim of future International Space
Station deployment [42, 34, 45]. While promising, AI4U requires extensive pre-training and
has yet to be validated in real operational settings.
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Figure 1 CIMON, an early example of an intelligent personal assistant deployed aboard the
International Space Station. It served as a proof of concept for voice interaction in microgravity but
was limited by its reliance on narrow AI and Earth-based processing.

Other approaches, such as METIS [6] and CORE [5], integrate RAG and KG technologies
to enable more structured and reliable information delivery. These systems represent a
departure from earlier rule-based assistants and reflect growing interest in generative models.
However, existing work has largely focused on feasibility rather than usability. Questions of
trust, explainability, and interaction under communication constraints remain underexplored.

Within the human-computer interaction community, there is a growing recognition of
the need for more user-centered approaches to artificial intelligence design, particularly in
safety-critical or resource-constrained environments. Prior work in aviation, healthcare, and
remote operations has shown that trust, explainability, and multimodal feedback are essential
to support effective human-AI collaboration [27]. However, these findings have yet to be
fully applied to the spaceflight context, where procedural rigidity, environmental constraints,
and isolation introduce additional design challenges.

With this study, we aim to help lay the groundwork for closing this gap. Through
interviews with astronauts and domain experts, we examine IPA design not only as a
technical challenge but as a human-centered one. In doing so, we contribute a perspective
grounded in astronaut experience and operational realities, offering a foundation for the next
generation of IPA systems in human spaceflight.

3 Methodology

3.1 Participants
For this study on IPAs for future human spaceflight missions to the ISS, Moon, and beyond,
we selectively invited experts from a range of disciplines related to space operations and
planetary exploration. Participants were recruited via purposive sampling based on their
expertise in astronaut operations, training, or space technology development. Invitations
were extended through professional networks, institutional affiliations, and referrals. The
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final sample included 15 domain experts, among them 3 active astronauts with a combined
total of approximately 900 days in space and over 20 hours of extravehicular activity (EVA)
on the ISS (see Table 1).

In addition to astronauts, the group included engineers with mission planning and crew
training experience, instructors supporting astronaut training and EUROCOM operations,
and scientists involved in lunar and Martian field studies. All participants reported prior use
of conversational agents such as Alexa, Siri, Google Home, or ChatGPT, and several had
direct experience with CIMON, the AI assistant deployed on the ISS.

Table 1 Summary of participant demographics. Areas of expertise are self-reported.

Role Gender Job Title Area of Expertise
Astronaut 1 F Astronaut Human Spaceflight, EVA
Astronaut 2 M Astronaut Human Spaceflight, EVA
Astronaut 3 M Astronaut Human Spaceflight, EVA
Engineer 1 M Aerospace Engineer Aerospace Engineering, Astro-

naut Training
Engineer 2 F Engineer Human Factors and Ergonomics
Engineer 3 M VR/AR Software Engineer VR/AR Software Engineering
Engineer 4 M In-Space Manufacturing Special-

ist
In-Space Manufacturing

Engineer 5 M In-Space Manufacturing Special-
ist

In-Space Manufacturing

Instructor 1 M Astronaut Training and Simula-
tions Support

Training and Simulations of EVAs

Instructor 2 M Astronaut Training and Simula-
tions Support

Training and Simulations of EVAs

Instructor 3 F Training and EUROCOM Special-
ist

Training and EUROCOM

Scientist 1 F Research Fellow Machine Learning
Scientist 2 M Lunar Scientist Lunar Science, LUNA Facility,

Aerospace
Scientist 3 M Physicist Physics, EUROCOM Crew Sup-

port
Scientist 4 M Space Radiation Shielding Spe-

cialist
Space Radiation Shielding

3.2 Procedure
Participants were invited to take part in semi-structured interviews conducted in a quiet room
at our lab at the European Space Agency’s European Astronaut Centre (ESA-EAC). All
participants provided informed consent prior to the interviews. The interviews lasted around
30 minutes. A pre-formulated interview guide was used to ensure consistency across sessions,
while still allowing room for follow-up questions and deeper exploration of interesting topics
raised by the participants. We observed that thematic saturation was reached by the 13th
interview, with no new themes emerging in the final two sessions. The interview questions
focused on the following areas:

What are the essential requirements that IPAs must fulfill to be used in future space
operations?
What are the critical shortcomings of existing IPAs, such as Alexa, Siri, Google Home,
and CIMON, that could hinder their effectiveness in space operations?
Do the requirements for IPAs vary between missions to the ISS, the Moon, Mars, or
extended-duration spaceflight? If so, how?
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The interview guide was based on previous work in human-computer interaction, IPAs,
and extreme environment operations (e.g., spaceflight, military). It was reviewed by two
domain experts to ensure relevance and clarity. When participants raised unanticipated
points, we asked follow-up questions to explore those aspects in more detail.

All interviews were conducted by a member of the research team familiar with the topic of
space systems and human-agent interaction, which helped establish rapport and contextual
understanding. Each session was audio-recorded and transcribed verbatim by the research
team.

3.3 Data Analysis
We conducted a thematic analysis following the six-phase approach described by Braun and
Clarke (2006) [9]. This method was chosen for its flexibility and suitability in identifying
patterns and meanings across qualitative datasets. The process included familiarization with
the data, initial code generation, theme identification, theme review, theme definition and
naming, and final report production.

Two researchers independently coded the transcripts using a manual approach (without
software assistance). Code themes were initially developed inductively from the data, without
relying on any pre-existing coding frame. After independent coding, the researchers met to
compare their respective findings, resolve discrepancies through discussion, and consolidate
them into a shared coding scheme. This collaborative process served as an informal approach
to establishing inter-coder agreement, ensuring that themes were consistently and accurately
represented.

Emergent themes were iteratively refined and synthesized into a coherent thematic
structure that captured the key insights and challenges regarding the deployment of IPAs in
human spaceflight contexts.

4 Qualitative Findings

4.1 Flexibility
The interviews highlighted the importance of flexibility in IPA systems, emphasizing the
need for adaptability across a wide range of tasks and contexts. This included not only
practical applications such as checklist completion, suit monitoring, and navigation, but also
the ability to modulate behavior based on different scenarios, emergencies versus routine
tasks, and user preferences. Participants repeatedly pointed out that IPAs should offer a
degree of personalization and responsiveness to unforeseen situations.

Scientist 4 envisioned a system that supports dynamic adaptation: “A personalized
setup... that is also flexible depending on the activity.”

Instructor 2 framed adaptability in terms of learning from astronauts’ training perform-
ance: “If you know you will operate with someone, you will train with this person, spend some
time with them, and adapt. At the moment, we’re only adapting the way we’re communicating
with and treating astronauts. We don’t adapt procedures, for example. But procedures could
be adapted using AI. During the training it might learn: ‘Hey, this crew member is always
struggling with this one step.’ So when the crew member reaches this step, they could be
shown a video of him or her performing it during training. Operationally, that could be very
useful.”

A recurring theme was the need for a flexible communication style. Participants wanted
to be able to tell the assistant how to behave. Engineer 4 noted that astronauts may prefer
concise instructions: “Not verbose, or like very quick.”

SpaceCHI 2025
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Instructor 3 reflected on the possibility of training the AI to adapt emotionally: “Your
Alexa you can also train to be more emotional or more rational. If you keep shouting at your
Alexa and cursing at it, it also becomes very...[unfiendly]. But if you say ‘Hey, how are you
this morning?’, then Alexa also starts responding in a more friendly, emotional, human kind
of way.”

This personalization extended into entertainment and well-being. Engineer 5 described
the importance of tailoring the assistant’s tone and content to the user’s mood and context:
“It’s super personal. Some people really love it if they get jokes every five minutes. Others
just want military-style instructions, without being bothered by any side-talk. Some might
find it useful if their heart rate is up and somebody plays classical music. But others might
think, ‘Stop this and let me work.’ That’s something the AI could do for you or offer you.”

While some participants were open to emotionally adaptive responses, many expressed
discomfort with AI systems that mimic human behavior too closely. Scientist 1 and
Engineer 4 raised concerns about systems attempting to simulate personalities or emotional
intelligence without sufficient realism.

Scientist 1 shared: “I always find it super creepy when you try to make something more
human-like. You know, these kinds of things where it looks too close to being real, but the
technology is not good enough. I think because AI is the only thing that, no matter what, is
trained on a subset of data. Whereas a person can take in all the information, and it’s also
culture. It’s not flexible.”

Engineer 4 recounted his experience simulating AI characters: “My friend and I pretended
to give our character to ChatGPT, but then you could always tell it was simulated. It wasn’t
real. I would find that unnerving. Unless the AI is extremely good at fooling me or really
consistent in its answers, I would rather not have a personality. It needs to be consistent, or
it takes away the immersion.”

Engineer 5 echoed this sentiment, preferring machine-like behavior over human mimicry:
“It would probably be a computer-style voice rather than pretending to be human. Right now,
it is pretending to be human with feelings and emotions. If the AI knows you’re stressed, it
will change its voice level like a human would. That feels wrong to me. It reads my heart rate
and talks to me calmly. But if I’m relaxed and it knows I’m an hour behind schedule, it talks
differently again. That might feel wrong, although maybe with time, I would get used to it.”

Although a few participants valued social and emotional cues in voice interaction, the
majority favored a more neutral, logical assistant, especially in high-stakes or emergency
contexts. Scientist 1 summarized this view: “If you’re actually in a life-threatening situation,
you want precise answers. It’s okay not to be joking around too much.”

Overall, participants emphasized that flexibility should not only address task support
but also adapt to user preferences, emotional context, and operational demands. However,
this flexibility should be implemented with care to avoid overstepping into unrealistic or
unsettling human imitation.

4.2 Reliability
The importance of IPA’s reliability consistently surfaced as another key theme in the interview
study. Drawing from their first-hand experience with AI deployments such as CIMON aboard
the ISS and commercial systems like Alexa or ChatGPT, many participants expressed
skepticism about the current technological maturity of AI assistants in spaceflight contexts.

Engineer 1: “Everything we’ve tried so far worked very poorly. Technologically, some of
the solutions that we’ve used were of the classical type, where you had to train the system to
recognize your voice. And even then, the performance was not great, because the system itself
was really limited in computational power... It was consistently terrible. [...] If you have a
solution for operational use, it needs to work 100% of the time.”
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This sentiment was echoed by another participant with engineering responsibilities for
in-mission operations:

Engineer 2: “In space operations, things have to work. Not six times out of ten, not
seven times out of ten – but ten times out of ten. If it works, then sure, but it needs to work
reliably and consistently every single time.”

Several participants emphasized that current AI assistants often fail to meet those
standards, citing issues such as long response times, unexpected behaviors, and inaccurate
outputs. These shortcomings were viewed as particularly problematic in safety-critical
settings such as EVAs.

Instructor 1: “The problem is, for the time being, if you’re completely relying on such
an artificial intelligence assistant, you still have some unexpected behaviours. [...] I’m not
sure if I would put an AI assistant immediately in a [safety] critical environment, like an
EVA or Moon exploration. I would rather put it in a support function, until it’s really reliable
in the response.”

Scientist 1 added that the narrow training scope of most IPAs makes them ill-suited
for complex, dynamic environments, suggesting that human crew members are still more
capable of holistic judgment.

There was also a strong preference for human communication over AI in situations where
ground contact remains viable, such as on the ISS. Participants highlighted the value of
interpersonal trust, shared context, and linguistic nuance, all of which are difficult to replicate
in human-AI interaction.

Instructor 2: “For an ISS EVA we have immediate direct communication. I’m sure
the crew would always want to talk to their capcom, because they know them, they’ve trained
together. [...] Why would you not talk to someone on the ground and go to the AI? There
would just be no advantage, it would only introduce a risk of miscommunication.”

Taken together, these insights suggest that while IPAs may play a supportive role in
routine or non-critical tasks, current limitations in their reliability and predictability preclude
their use as a substitute for trusted human interaction, especially in mission-critical scenarios.

4.3 Offline Availability
The necessity for astronauts to operate independently from terrestrial mission control
centers likewise emerged as a crucial requirement across interviews. Participants consistently
emphasized that, in the absence of real-time communication, particularly during missions to
the Moon’s far side or Mars, intelligent personal assistants must be fully functional offline.

Instructor 3 pointed out that the relevance of an IPA depends strongly on the mission
context: “It largely depends on where your EVA is taking place. If it’s on ISS, then maybe
not. But if you’re on Mars, you’d probably need something like this, because you won’t have
real-time communication with the mission control centre.”

Engineer 1 raised technical concerns about embedding IPA systems directly into EVA
suits, especially the challenge of implementing reliable AI locally without relying on Earth-
based servers: “But how do you do that (integrating the AI assistant in the suit)? Because
then you will need to implement the AI locally, it will need to be either in-suit, or it would
have to be on a spacecraft. But ideally in suit, how do you implement something like that in
suit?”

Beyond connectivity, the issue of hardware viability also surfaced. Engineer 1 noted
the limitations imposed by energy consumption and computational power, particularly for
radiation-hardened environments. Similarly, Astronaut 2 emphasized the importance of local
control for mission-critical data and functionality:

SpaceCHI 2025
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Astronaut 2: “I want to have [local] control. I don’t want to have to ask the mission
control centre, for example, to toggle information in my visor. Because I might not even have
a connection to the mission control centre. So all this data, all this functionality, I want to
have with me.”

In scenarios such as lunar far-side EVAs or deep cave exploration on Mars, crew members
may need to retrieve localized fault diagnosis procedures or verify oxygen reserve levels
without ground input. Throughout the interviews, multiple participants pointed out that
in such cases, a failure of the IPA could risk the life of the crew. The assistant must thus
support autonomous access to important procedural and diagnostic content.

Together, these perspectives underscore that offline operation is not merely a convenience
but a mission-critical necessity. They point toward a need for self-contained, resilient, and
locally executable IPA systems that can support astronauts autonomously under constrained
conditions, without relying on cloud-based processing or external control infrastructure.

4.4 Multimodality: Combining Audio and Visual Information

Most participants described voice interaction with an AI assistant as intuitive and hands-free,
particularly well suited to the operational realities of space environments. Scientist 4, for
example, drew inspiration from science fiction portrayals and explained: “I would prefer to
talk... I wouldn’t like to have a lot of texts to read when you can just say it.”

However, several participants emphasized that relying solely on audio communication
could be limiting, especially during tasks that require situational awareness or procedural
clarity. The addition of visual information, either on displays or through AR, was described
as important for maintaining efficiency and safety.

Astronaut 1 noted the risk of reducing information to the audio channel: “I think that
I would not give up augmented reality. You know, voice can be an option to switch features
on or off. But it might not always be safe [for more complex tasks] because you completely
lose situational awareness if you are just waiting for a voice to respond to you.”

Engineer 4 highlighted the benefit of visual content for quick reference: “I’d rather be
able to scan what it says.”

Engineer 3 emphasized the value of visual aids during procedural work: “You need
procedures displayed somewhere... to show you the next three steps.”

Astronaut 3 envisioned an IPA that could integrate voice commands with augmented
reality elements to support lunar surface operations: “Maybe you have Siri with you and you
tell her to put up the map for today’s spacewalk, or the road to the next point. Then I would
say, ‘Hey, can you put up in my head-up display a projection of the track?’ And later, ‘Okay,
now it’s in the way, I don’t want to see it anymore. You can take it off.’ Things like that.”

These perspectives suggest that while audio-based interaction may serve as the primary
modality for AI assistants in space, it should be complemented by visual output. This is
particularly important for navigation, spatial orientation, and procedural tasks. AR displays
were widely seen as a promising solution for presenting such information in a non-intrusive
and context-aware manner.

Together, these four themes reflect a shift in how IPAs must be conceptualized within
human-systems integration for space: not as convenience tools or as full replacements for
human tasks, but as flexible, reliable, multimodal, and offline-capable systems designed to
actively support astronaut-centered autonomy and decision-making during missions.
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5 Discussion

This study examined the requirements and limitations of IPAs for future human spaceflight
missions beyond Low Earth Orbit. Based on insights from 15 domain experts, including
3 astronauts, we identified four key requirements: flexibility, reliability, offline availability,
and multimodal feedback. These differ meaningfully from terrestrial IPA use cases and
are grounded in specific operational contexts such as EVAs, anomaly response, life support
monitoring, and navigation.

Table 2 Comparison of IPA systems across four key criteria derived from expert interviews:
offline availability, flexibility, reliability, and multimodal feedback.

System Offline Avail-
ability

Flexibility Reliability Multimodal
Feedback

CORE Offline with
local LLM,
RAG and KG

Dynamic ad-
justments via
vector database,
and knowledge
graph

Designed for
transparency
and robustness

Combine audio
and AR overlays

METIS Offline with
local LLM,
RAG and KG

Dynamic ad-
justments via
vector database,
and knowledge
graph

Designed for
transparency
and robustness

Text only

CIMON Not offline,
cloud depend-
ence

Fixed interac-
tion scripts

Tested in con-
trolled ISS set-
ting, limited ro-
bustness

Audio and
screen-based
interaction

Alexa (Artemis I) Not offline, re-
quires cloud con-
nectivity

Rigid, rule-
based structure

Demo only, not
reliable for mis-
sion use

Audio only

AI4U Some offline
capacity with
trained modules

Learns tasks dur-
ing analog mis-
sion training

Early stage, no
long-term reliab-
ility shown

Audio only

5.1 Flexibility in Dynamic Operations

Overall, the study participants expressed a strong preference for IPAs that are highly
adaptable in managing tasks whilst catering to a wide range of user needs during future
human spaceflight missions. In contrast to terrestrial settings, where assistants support
routine activities, future missions will demand on-the-fly adjustments to task sequences,
unexpected procedural deviations, and adaptive communication styles.

For example, during an EVA, an astronaut may need to reprioritize steps in a checklist or
receive contextual guidance for an unforeseen problem. Current rule-based IPAs are limited
in these situations. Therefore, the participants suggested that there is a need for assistants
that can understand intent, dynamically restructure procedures, and shift between brief,
directive responses and more detailed explanations based on situational or personal needs.

Similar requirements have already been elaborated in other domains. For instance, in an
effort to enable Unmanned Aerial Vehicles to better handle unpredictable mission scenarios,
Keneni et al. advocated replacing traditional rule-based AI with a hybrid approach that
integrates neural networks and fuzzy logic into a single system [20].

SpaceCHI 2025
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In the context of flexibility, prior work on human-systems integration (HSI) has mostly
emphasized dynamic function allocation and adaptive control between human and automated
systems [15, 35]. These approaches often focus on high-level decisions about when to delegate
tasks or shift roles based on cognitive workload or mission state, giving the system a specific
degree of flexibility depending on the situation. While valuable, this system-level framing
partly differs from the type of flexibility highlighted in our study. As there is a difference
between adaptable automation, where the human explicitly controls how automation is
applied, and adaptive automation, where the system itself changes its behavior in response
to inferred user or task states [11].

In our study, the participants described a need for interaction-level flexibility, namely,
IPAs that actively adapts within tasks and requests to user preferences, communication
styles, and situational needs, not only to the level of astronaut autonomy. Rather than
passively taking over tasks, the IPA must respond to astronaut intent, restructure procedures
dynamically, and provide multimodal feedback in a way that enhances and extends, rather
than replaces, astronaut autonomy and active decision making, which would represent a form
of adaptable automation, enhanced by adaptive elements that respond to inferred intent or
context.

This aligns with findings in prior HSI studies, showing that adaptable automation leads
to better task performance and reduced workload [11]. Given the safety-critical nature
of spaceflight, astronauts may prefer the perceived control offered by adaptable systems,
aligning with their desire to direct IPA behavior in context-sensitive ways (e.g., choosing
terse vs. verbose feedback, or manually initiating a procedure switch).

Design Guideline 1. IPAs for spaceflight should primarily implement adaptable automation
that allows astronauts to manually adjust task flow, modulate interaction style, and influence
system behavior in real time. Rather than taking over all decision-making, the assistant
should support astronauts by enabling control over task sequences (e.g., skipping, reordering
steps) and tailoring feedback (e.g., short vs. detailed explanations, communication style).
Rather than replacing astronaut autonomy, adaptable support should be complemented by
selective elements of adaptive automation, such as context-sensitive suggestions, provided
they remain transparent and user-overridable.
From a technical standpoint, this could be achieved by integrating a GPT-based language
model with a graph retrieval-based framework like GraphRAG [14] as well as steering
vectors to for example adjust the language models tone based on the astronauts needs and
preferences [22]. Such a system would allow the assistant to retrieve and adjust mission
plans on the fly, adapt its interaction style to individual preferences, and support procedural
changes without relying on real-time communication with Earth.

5.2 Reliability in Safety-Critical Contexts
Reliability was consistently suggested as one of the most important requirements for the
use of IPAs in human spaceflight missions. Participants drew attention to past frustrations
with unreliable assistants such as CIMON or Alexa, noting delays, misinterpretations, or
incorrect outputs. In high-risk operational settings, such failures are not just inconvenient
but potentially safety-critical. While users on Earth can fall back on human support when
digital assistants fail, astronauts in deep space must rely solely on the system, making the
error tolerance effectively zero. As such, participants emphasized that trust is a prerequisite
for use. This aligns with prior research, which shows that trust in automation is closely tied
to intended usage [12].
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Participants also highlighted the importance of explainability, commonly defined as “the
ability for the human user to understand the agent’s logic” [37, p.678]. Our research suggests,
that being able to understand where a recommendation is coming from, how confident the
system is, and what reasoning underlies its output could help astronauts to calibrate their
trust in the IPA. This, in turn, helps avoid overreliance, while also ensuring that astronauts
are not dismissing correct recommendations due to a lack of confidence in the system. These
findings are supported by previous work on human-agent teaming and trust calibration
[2, 37], and align with NASA’s ethical guidelines for AI use, which state that “Solutions must
clearly state if, when, and how an AI system is involved, and AI logic and decisions must be
explainable” [30, p.3].

Design Guideline 2. In safety-critical space environments, trust and explainability are
essential for effective human-agent collaboration. Astronauts must be able to understand and
verify the assistant’s responses, especially when no human fallback is available. IPAs should
therefore provide clear explanations, indicate confidence levels, and make the origin of their
recommendations understandable to support explainability and trust calibration.
From a technical standpoint, this could be achieved by grounding IPA outputs in structured,
verifiable knowledge sources, such as KGs and by integrating RAG architectures [14, 26].
These approaches connect the generative capabilities of LLM models with reliable content
and support explainability by showing astronauts where the output is coming from.

5.3 Offline Availability for Autonomous Operations

Participants stressed that an IPA tailored for space missions would need to function offline,
citing the need for local autonomy and reliability as key reasons. The connection between
an AI system’s accuracy and its perceived trustworthiness is well established [25], and is
further amplified in safety-critical contexts [46]. During operations on the Moon’s far side or
on Mars, communication with Earth will be delayed or unavailable, resulting in a situation
where IPAs will have to operate fully offline and deliver reliable functionality without any
external humans support (e.g., from mission control centres).

Under such conditions, a system’s trustworthiness will inevitably be even more dependent
on its perceived reliability. IPAs that fail or degrade under communication constraints could
not be relied upon in critical operations. As such, the IPA must be resilient, self-contained,
and capable of delivering consistent performance regardless of external connectivity.

Design Guideline 3. In environments where real-time communication with Earth is not
possible, such as during Mars missions or lunar operations in shadowed regions, IPAs must
function autonomously to support astronaut decision-making and task execution. This requires
full offline operability, ensuring that core capabilities remain available even without external
support.
From a technical standpoint, this can be achieved by deploying optimized, hardware-efficient
LLMs that utilize reasoning (e.g., Magistral [32]) and combine them with reasoning over
knowledge graphs [7]. These approaches allow advanced IPA systems to run locally on
wearable or embedded computing platforms, maintaining functionality in communication-
constrained conditions.
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5.4 Multimodal Feedback for Situational Awareness
The participants explained that relying only on audio information could reduce performance,
for instance, when astronauts are hands-busy or have limited visual focus, additional output
modes become critical. This observation aligns with Multiple Resource Theory [49], which
suggests that human attentional capacity is limited and can be supported by distributing
information across multiple sensory channels. Accordingly, multimodal interaction has been
found to improve spatial orientation [10], safety [44], as well as learning performance of
users [40]. AR technology integrated into the astronaut helmet could in this sense allow
astronauts to quickly scan instructions, interpret navigation data, or check system diagnostics
in a spatial, safe, and intuitive manner, reducing cognitive effort compared to relying on
voice or text alone.

Participants described scenarios where audio feedback alone led to confusion or missed
instructions. The combination of spoken dialogue with visual overlays could reduce cognitive
load and could therefore support better situational awareness. Visually seeing the next three
checklist items while hearing confirmations could also create redundancy and therefore reduce
the chance of error.

Design Guideline 4. IPAs should integrate with AR systems to provide layered, context-
aware information that shows spatial cues, diagnostics, or mission timelines. These should
be linked to the underlying knowledge base, allowing astronauts to explore connections or
clarify specific items visually. We would furthermore recommend a combination of different
modalities, such as voice and sounds, written text, and visual AR output, to enhance the
intuitive understanding of data, to reduce cognitive load, and to create redundancy, especially
in safety-critical scenarios. Yet, a critical balance should be achieved to only provide the
astronaut with necessary and supportive cues to ensure situational awareness and to balance
workload.

5.5 Tensions and Trade-offs: Balancing All Four Themes
Our findings, however, do not only show four identified requirements (flexibility, reliability,
offline availability, and multimodal information) that should all be fulfilled for space-related
IPAs, but also a tension between each of them. Fulfilling one could introduce additional
friction for another requirement, requiring a balance between the identified factors.

For instance, participants expressed a strong preference for assistants that can dynamically
respond to changing mission conditions or user needs (flexibility). Yet, making the assistant
more flexible in its responses could create a higher risk of wrong or unexpected answers
affecting its reliability.

Similarly, offline availability was framed as a non-negotiable requirement for missions
beyond Low Earth Orbit. However, the need to operate without access to cloud-based
resources raises questions about how to support and enhance explainability when the assistant
cannot access external databases or justification mechanisms to allow for a high degree of
flexibility.

We likewise came across instances of ambivalence surrounding the assistant’s interaction
style. While the idea of a conversational agent that adapts emotionally to user stress or mood
was welcomed in theory, many participants voiced discomfort with systems that attempt to
mimic human behavior too closely. This was especially the case in situations involving risk
or time pressure, where predictability and control took precedence over social or affective
engagement.
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Moreover, the integration of visual and auditory modalities was seen as critical to support
astronaut performance in cognitively demanding environments. Yet this combination also
introduces the risk of sensory overload if not carefully calibrated to task demands. The
challenge lies not only in offering multiple channels of information but in ensuring that these
are presented in ways that enhance rather than compete for user attention, while ensuring
reliability of the system that in an ideal scenario could also react to as many novel situations
as possible based on its database while also being available offline.

Therefore, all themes can be seen as important factors that should be in balance with
each other to balance competing goals. A one-size-fits-all approach is unlikely to succeed.
Instead, systems must be context-aware, adapting their behavior to the astronaut’s current
needs and situation, workload, and environment while individually adjusting the specific
requirement based on its importance in the given situation or mission.

5.6 Toward Human-Centered IPA Design for Spaceflight

To summarize, our findings indicate that future IPAs designed for space exploration must
explicitly address the requirements of flexibility, reliability, offline availability, and multimodal
interaction. The presented insights from astronauts and domain experts emphasize these
important design criteria, exceeding the capabilities of traditional rule-based systems and
narrow AI. Only the presented approaches (see related work) shown by METIS [6] and
CORE [5], integrating KGs [7], generative AI (GPT models) [32], RAG [26], and, for instance
AR, could be technical approaches to fulfill the requirements identified in our study (shown
in Figure 2). Overall, our study reaffirms the importance of a human-centered approach to
space technology development, what we define as a balanced astronaut-oriented design [4].
This approach prioritizes the astronaut’s perspective first, while iteratively involving all
relevant stakeholders in a co-design process. Rather than retrofitting existing AI systems for
extreme environments, IPAs should be co-designed with the end-user in mind, focusing not
only on technical feasibility but on the real operational needs, constraints, and preferences
of astronauts. Following this approach could also help with balancing trade-offs between
the different requirement themes that emerged during the study, for example, because it
enables iterative feedback from astronauts during the design process, developers can tailor
the assistant’s interaction style (flexibility) to different task contexts without compromising
trust (reliability), even in offline conditions where fallback options are limited.

6 Conclusion and Future Work

Our work underscores the importance of IPA technologies for future space missions, particu-
larly those beyond low Earth orbit, where crews will face complex tasks, high uncertainty,
and limited access to ground control. Through semi-structured interviews with astronauts
and space experts, we identified key design challenges for conversational agents in this
environment and proposed solutions grounded in recent advancements in natural language
processing.

Our proposed technical approach centers on a flexible IPA capable of adapting to different
tasks and interaction styles, supported by GPT models. Unlike narrow AI systems, these
models offer advantages in reasoning, creativity, and handling unforeseen scenarios. Equally
important is system reliability, which directly shapes user trust and engagement. To address
this, we recommend integrating RAG and knowledge graph technologies, enabling transparent,
verifiable outputs during critical operations, such as shown with METIS [6] and CORE [5].
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Figure 2 Example integration of GPT, RAG, KGs and AR.

Table 3 Design considerations for intelligent personal assistants in spaceflight, organized by core
user needs, mission-specific constraints, and actionable recommendations.

Theme Representative
Use Cases

Spaceflight-
Specific Challenges

Design Recom-
mendations

Flexibility EVA procedures, an-
omaly handling, dy-
namic checklists

Requires real-time
adaptation without
ground control input

Support task reprior-
itization, interaction
personalization, and
flexible procedure
handling through
adaptable and se-
lectively adaptive
automation

Reliability Life support queries,
system diagnostics,
checklist execution

Failures may impact
safety; no fallback to
human assistance in
critical moments

Ensure consistent,
explainable outputs
grounded in trusted
data; integrate con-
fidence levels and
traceable reasoning to
aid trust calibration

Offline Availability Lunar far-side EVAs,
Mars surface op-
erations, habitat
troubleshooting

Communication black-
outs and latency limit
support from mission
control

IPAs must operate
autonomously with
locally embedded
knowledge, optimized
models, and robust
decision-making cap-
abilities

Multimodal Feedback Navigation, mainten-
ance workflows, pro-
cedural training

Audio-only feedback
limits situational
awareness during
hands-busy tasks

Combine voice with
visual cues (e.g.,
AR overlays, helmet
HUDs) to support
spatial understanding,
reduce cognitive load,
and enhance safety
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Offline availability is another essential requirement. Given the communication constraints
of lunar and Martian missions, IPA systems must operate autonomously and efficiently without
cloud connectivity. Advances in compact, hardware-efficient language models support the
feasibility of such offline systems. Finally, to support situational awareness, we propose
combining voice-based interaction with visual information presented through AR, allowing
astronauts to interpret complex content such as checklists, navigation instructions, or system
diagnostics more intuitively.

Looking ahead, our future work focuses on evaluating and refining the CORE system
through applied experimentation and user studies. Specifically, we aim to explore the
following directions:

We will integrate the system into a high-fidelity simulation of an Artemis mission. Domain
experts will perform EVA scenarios within a virtual reality environment modeled on the
Moon’s south pole, augmented with AR overlays for navigation and procedural support.
We will assess performance across different task contexts and system variants, such as
KG plus RAG versus GPT only, or with versus without confidence scores.
We will investigate optimal strategies for distributing content across visual and auditory
channels. This includes identifying which types of information, such as procedures, alerts,
or spatial data, are most effectively conveyed through voice or visual displays to minimize
cognitive load.
We will evaluate the robustness of the speech recognition component in acoustically
challenging conditions and across diverse speaker profiles. This includes testing and
potentially integrating models such as Whisper [36], with a focus on accuracy and
responsiveness during simulated EVA activities.
We will extend the system with computer vision capabilities to support real-time monit-
oring of both the environment and astronaut activity. This includes hazard detection and
geological analysis. Detected features will be visualized through AR overlays to assist
decision making in operational settings [39, 16, 3, 47, 29, 41].
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