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Abstract
The Burrows-Wheeler Transform (BWT) is a fundamental string transformation that, although
initially introduced for data compression, has been extensively utilized across various domains,
including text indexing and pattern matching within large datasets. Although the BWT construction
is linear, the constants make the task impractical for large datasets, and as highlighted by Ferragina
et al. [26], “to use it, one must first build it!”. Thus, the construction of the BWT remains a
significant challenge. For these reasons, during the past three decades there has been a succession
of new algorithms for its construction using techniques that work in external memory or that
use text compression. In this survey, we revise some of the most important advancements and
tools presented in the past years for computing large BWTs exploiting external memory or text
compression approaches without using additional information about the data.
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1 Introduction

The term “big data” has become widely used, encompassing a variety of data types. Genomic
data is one of the most prominent forms of big data, due to its size, complexity, and
impact [65]. The advancements in high-throughput sequencing technologies have resulted in
an unprecedented expansion of genomic databases, which are expected to soon reach sizes
of hundreds of terabytes. The scale and complexity of these datasets present significant
challenges in terms of data storage, access, and processing.

One of the primary tasks when working with such large datasets is the construction of
efficient indexes, which facilitate fast data retrieval and enable a variety of applications in
genomics research. Until the early 2000s, the standard solutions for this task were the suffix
array or the suffix tree. However, these approaches quickly become intractable as the text
grows. Ferragina and Manzini solved this limitation with their FM-index [27], a succinct
self-index2 with suffix array functionality. Then, Lam et al. [41] noticed that the FM-index
is efficient in performing pattern matching of short sequences with few mismatches over
large genomes. This functionality led to the creation of popular bioinformatic tools such as
bwa [46] and bowtie [42] based on the FM-index, and since then its use has been extended
to other applications such as de novo assembly [62], variant detection [43, 60] and sequence
compression [35, 61, 33, 31].

The main component of the FM-index is the Burrows-Wheeler transform [12], a string
transformation introduced in the Data Compression field by Michael Burrows and David
Wheeler in 1994. It is a reversible transformation that rearranges the symbols of a string w

over an alphabet Σ, possibly increasing the runs of identical symbols. This structure enables
compressing the original string using simple algorithms, such as Run-Length Encoding (RLE)
followed by Move-to-Front (MTF) and Huffman coding (as employed in bzip2 compressor),
see [1] for further details.

Since the sequencing process generates a collection of sequences, each representing a read,
it introduced challenges in how to represent, process, and analyze these sequence collections.
Applying the BWT to each sequence individually could not capture the features among the
different sequences, and hence, there emerged a necessity to extend the BWT to sets of strings.
Moreover, the need to analyze multiple genomes together has recently emerged to study the
complete genetic diversity within populations [18]. Here, we consider the extension of the
Burrows-Wheeler transform to a string collection, in which a distinct end-marker symbol is
appended to each string (see [14, 15] for a survey about the different BWT variants). When
an end-marker symbol is appended to each string, there are no strings in the collection that
are prefixed by other strings. Such a transform applied to a string collection is also known in
the literature as multi-string BWT3 [23, 8]. Over the years, a multitude of strategies and
tools have been introduced to build the BWT and the multi-string BWT, whose efficiency
may be dictated by particular needs (e.g. input alphabet, redundant data, available resources,
knowledge of a reference string).

In-memory algorithms to compute standard single-string BWTs are linear but do not
scale to large inputs with multiple strings as, in those cases, they might not be able to fit
everything in RAM (e.g., SAIS [56] and its BWT variant [57]). A possible solution is to
keep large portions of data on disk and bring them back to RAM and caches whenever the
BWT algorithm requires it. This strategy reduces the space usage in fast memory levels

2 A data structure that encodes a text and an index for it in space proportional to the text size
3 In [15], the same transform is called Multidollar-EBWT.
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considerably, but comes with a cost: While accessing caches requires nanoseconds in most
modern computer architectures, accessing data from disks (aka I/O) requires milliseconds.
This difference is the so-called I/O bottleneck, which amounts to a factor of 105−6 [34, 25],
and makes it necessary to adapt in-memory algorithms to minimize I/Os. An alternative
solution is to keep the data in compressed form to fit more information in less space. This
technique reduces the number of I/Os but requires extra time to compress and decompress.
In addition, it is necessary to adapt the algorithm to make it compression-aware. In practice,
disk-based and compression-aware algorithms are not incompatible and are often combined
in the literature.

In this survey, we explore BWT construction algorithms that address the scalability
problem by using techniques that work in external memory or by exploiting text compression
approaches. We have selected some of the most representative algorithms from these two
categories. Those that work in external memory (Section 3) must address the challenge of
making the best possible use of the available RAM, minimizing and optimizing operations
on external memory, avoiding random disk accesses. Optimal I/O volume when working
with a set of strings of total size N is O(N) bytes which is never achieved to the best of
our knowledge. The ordering of suffixes necessary to compute BWTs and suffix arrays is in
general carried out with bucket sort algorithms that write data to disk in sequential order,
and it is often implemented in a virtual way, ordering indices instead of the actual structures.
Some of the algorithms approach the problem by computing partial BWTs, which could be
either BWTs of substrings or BWTs of subcollections or BWTs of suffixes of fixed lengths or
up to fixed lengths.

We first present bwt-disk [26] (Section 3.1), an external memory approach that works on
a single input string. We then present BCR and BCRext [5] (Section 3.2), (semi-)external
algorithms, which, although not competitive for collections of long strings stand out due to
their simplicity, making them a good choice for sets of strings over any alphabet with limited
lengths and for building BWTs with a reduced, possibly minimum, number of runs [13, 15].
In Section 3.3, we present eGSA [49], which works best with an amount of RAM significantly
larger than the input size and it is extremely efficient, but requires a comparatively large
amount of disk space, even though it has good I/O costs. In Section 3.4, we present eGap [23],
which slightly improves on the I/O costs of eGSA and is faster when less RAM is available,
also thanks to a specific heuristic. Finally, in Section 3.5, we present BWT+LCP [8], which
has the same asymptotic complexity as eGap with no heuristic and fixed size alphabet.

In Section 4, we consider algorithms of the second class that leverage compression
techniques that exploit the high repetitiveness of the input. This way more of the input fits
in memory as close as possible to the CPU for faster processing, and repetitions in the input
are eliminated. The risk, though, is introducing a significant overhead when strings must be
decompressed for access. The art in designing these algorithms is finding compression schemes
whose structure actually enhances the BWT computation process instead of hindering it.

We present in Section 4.1 Big-BWT [11], which takes as input a single string and performs
a pre-processing step that encodes the input building a dictionary and a parse (prefix-free
parsing). This strategy for building the BWT works well when the dictionary and the
parse generated are much smaller than the input string. Finally, in Section 4.2, we present
grlBWT [22], which joins the two worlds as an algorithm that uses both external memory and
compression techniques. It maintains data in compressed form throughout the computation
to reduce space usage and repetitions.

Manzini’s Festschrift
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2 Preliminaries

Let Σ be a finite ordered alphabet of size σ. A string S = S[1..n] over Σ of length |S| = n is a
sequence of n characters (or symbols) from Σ, where S[i] denotes the ith character of S, and
S[i..j] denotes the substring S[i] · · · S[j], for i ≤ j. By convention S[i..j] = ϵ if i > j, where
ϵ is the empty string. Any substring of S of the form S[1..i], 1 ≤ i ≤ n, is called prefix, and
any substring of the form S[i..n], 1 ≤ i ≤ n, is called suffix. Let S be a string of length n − 1
over Σ and $ be a special character, which is not in Σ and is lexicographically smaller than
any other character in Σ. Throughout this paper, we consider S with the special character
(referred to as end-marker) appended to it, such that S[n] = $.

For any two strings S and T , we define the lexicographic order S ≺ T if S is a proper
prefix of T , or if there exists an index 1 ≤ i ≤ min{|S|, |T |} such that S[i] < T [i] and for all
j < i, S[j] = T [j].

We consider S be a collection of k strings, S = {S1, . . . , Sk}, where Sj [1..nj − 1] is a
string over Σ and Sj [nj ] is the end-marker $j , for any j. The total number of characters in S
is N =

∑k
j=1 nj . By definition, the end-markers $j are not appearing elsewhere in S1, . . . , Sk

and are smaller than any other character in S1, . . . , Sk. In addition, we assume that the
end-markers $j are sorted according to the input strings4, i.e. $i < $j , if i < j.

We use the disk model of computation, which has two levels: a small but fast memory of
M bits (i.e., RAM) and a slow but unbounded memory (i.e., disk). Given an input of size n,
a procedure runs in RAM using words of Ω(log n) bits that can be manipulated in constant
time. Additionally, the procedure can transfer B bits between memories (I/O operation).
We express the space complexity in bits and the I/O cost as the number of data transfers.
Additionally, we express the logarithms of base two as log.

Suffix array and LCP. Let S be a string of length n−1 over Σ and S[n] = $. The suffix array
sa of S [50] stores the permutation of {1, . . . , n} listing the starting positions of the suffixes
of S in increasing lexicographic order, i.e., S[sa[i]..n] ≺ S[sa[i + 1]..n], for all 1 ≤ i < n.

The generalized suffix array (GSA) of the collection S = {S1, S2, . . . , Sk} is the array
of N pairs of integers (t, j), corresponding to the lexicographically sorted suffixes Sj [t, nj ],
where 1 ≤ t ≤ nj and 1 ≤ j ≤ k.

The longest common prefix array lcp stores the length of the longest common prefix (LCP)
between lexicographically consecutive suffixes, i.e., lcp[i] = LCP(S[sa[i − 1]..n], S[sa[i]..n]),
for all 1 < i ≤ n, and lcp[1] = 0 for convenience.

Burrows-Wheeler Transform (BWT) and Multi-string BWT. The Burrows-Wheeler
Transform (BWT) [12] is a reversible text transformation that given as input a string S

produces a permutation of its characters: the output string bwt is obtained by concatenating
the characters that circularly precede the lexicographically sorted suffixes of S, i.e.

bwt[i] =
{

S[sa[i] − 1] if sa[i] > 1,

S[n] if sa[i] = 1.

The reversibility of the BWT is guaranteed by the following two properties [12]. Let F

be the string formed by lexicographically sorting the characters of S,
for all i = 1 . . . n, the character F [i] circularly follows the character bwt[i] in the string S;

4 In order not to increase the alphabet size, typically tools use the same character in the BWT output
string, such as $, to represent all distinct end-markers. Each end-marker’s index can be stored separately.
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for each c ∈ Σ, the kth occurrence of c in bwt corresponds to the kth occurrence of c in F .
In particular, if bwt[i] = c, then the position j in F corresponding to that c-occurrence
is given by C[bwt[i]] + rank(bwt[i], i), where C[c] is the total number of characters in S

that are smaller than c and rank(c, i) is the number of occurrences of character c in the
substring bwt[1..i].

The function described above that maps character occurrences from bwt to F is known as
LF-mapping [27]. The LF-mapping yields a permutation of the positions 1, 2, . . . , n which
forms a single cycle over all positions.

▶ Example 1. Given the string S = CATGATGATA$ of length 11, the BWT output
string is bwt = ATGGC$TTAAA. The LF-mapping yields the following permutation(

1 2 3 4 5 6 7 8 9 10 11
2 9 7 8 6 1 10 11 3 4 5

)
.

Historically, the BWT was extended to a collection of strings by Mantaci et al. [51]
(EBWT), where cyclic rotations of the input strings are sorted5 without appending any
end-marker to the input strings. Here, we consider the generalization that append to each
input string in the collection a different end-marker and computes the transformed string by
lexicographically sorting the suffixes of the input strings, as done for instance by [5, 24, 22].
Therefore, we define the BWT extended to a collection of strings bwt(S), multi-string BWT,
as a permutation of the N characters in S1, . . . , Sk obtained by concatenating the characters
circularly preceding the lexicographically sorted suffixes of S1, . . . , Sk.

Since each Sj is terminated by an end-marker symbol, the bwt(S) can be defined in terms
of the generalized suffix array (GSA). In particular, gsa[q] = (t, j) if the q-th smallest suffix
of the strings in S is Sj [t, nj ]. So, for i = 1, . . . , N ,

bwt(S)[i] =
{

Sj [(t − 1)] if gsa[i] = (t, j) with t > 1 ,

$j if gsa[i] = (t, j) with t = 1 .
(1)

Equivalently, one can define bwt(S) in terms of suffix array sa1···k of the concatenated
string S1 · · · Sn (see [23, 24], where it is denoted bwt1···k) i.e.

bwt(S)[i] =
{

Sj [sa1···k[i] −
∑j−1

h=1 nh − 1] if
∑j−1

h=1 nh + 1 < sa1···k[i] ≤
∑j

h=1 nh ,

Sj [nj ] if sa1···k[i] =
∑j−1

h=1 nh + 1 .
(2)

Note that both definitions in Equations (1) and (2), as well as the EBWT, are such that
each input string cycles on itself. In fact, the two definitions above are equivalent, but we
chose to present both of them because they imply different constructions. In presenting each
algorithm we will refer to the definition that inspired the algorithm’s strategy.

Finally, the multi-string BWT is reversible by definition: one can reconstruct the collection
with the strings sorted according to their original order given the fact that the end-markers
in bwt(S) are distinct [5, 6]. In addition, differently from the BWT applied to a single string,
the LF-mapping associated with the multi-string BWT defines a permutation of the positions
1 through N that can be decomposed into k cycles, one for each string in the collection.

5 In this case, one needs to use the ω-order defined in [51].

Manzini’s Festschrift
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▶ Example 2. Let S be the collection {AGCGT$1, TCAAC$2, CGCAA$3}. The
multi-string BWT according to Equations (1) and (2) is given by bwt(S) =
TCAACCA$1AGT$3GCACG$2. The LF-mapping yields the following permutation(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
17 9 4 5 10 11 6 1 7 14 18 3 15 12 8 13 16 2

)
,

which can be decomposed into 3 disjoint cycles: (1 17 16 13 15 8) (2 9 7 6 11 18) (3 4 5 10 14 12).

Induced suffix sorting (ISS). Induced suffix sorting (ISS) [40, 37, 56] is a recursive technique
that deduces the lexicographical order of suffixes in S starting from a subset of partially
sorted suffixes. One of the most popular variants of this idea is SAIS [56], a linear-time
algorithm to calculate the suffix array [56, 48, 55, 47] and the BWT [57, 3, 9, 22].

Each recursive level i of SAIS receives a string Si[1..ni] (Si = S and Σi = Σ when
i = 1) and returns the suffix array sai of Si. The algorithm classifies the positions of
Si into two types: L-type or S-type. A character Si[j] is L-type if Si[j] > Si[j + 1] or if
Si[j] = Si[j + 1] and Si[j + 1] is L-type. On the other hand, Si[j] is S-type if Si[j] < Si[i + 1]
or if Si[i] = Si[j + 1] and Si[i + 1] is S-type. By definition, S[n] = $ is S-type. Furthermore,
Si[j] is LMS-type (leftmost S-type) if Si[j] is S-type and Si[j − 1] is L-type. A substring
Si[j..j′] is an LMS substring if Si[j] and Si[j′] are LMS-type.

Every suffix Si[j..n] whose starting position Si[j] is LMS-type is also a local minimum
S[j − 1..n] ≻ Si[j..n] ≺ Si[j + 1..n]. SAIS exploits this fact and performs three linear-time
scans of Si to induce from Si[j] a partial sort of the suffixes starting within Si[j′..j − 1],
Si[j′] being the preceding LMS-type symbol. In this survey, this process is called ISS pass.

For any position j′ ∈ [1..n], let nextLMS(j′) > j′ be the smallest integer such that
Si[nextLMS(j′)] is of LMS type, or nextLMS(j′) = ni if j′ = ni or there are no LMS-type
positions after j′. Additionally, let T be the set of strings over Σi that label the sequences
Si[j′..nextLMS(j′)]. For two strings X[1..nx], Y [1..ny] ∈ T , their LMS order ≺LMS is

X ≺LMS Y ⇐⇒


ny < nx and X[1..ny] = Y ,

or
X ≺ Y.

(3)

Let OX ⊂ [1..n] be the set of integers such that each j ∈ OX corresponds to some
Si[j..nextLMS(j)] = X. The relation X ≺LMS Y implies that for any pair j ∈ OX and
j′ ∈ OY , it holds Si[j..ni] ≺ Si[j′..ni]. The ISS pass places the suffixes of Si starting at
positions in OX contiguously in the rth range sa[sX ..eX ] of sa, where r is the ≺LMS rank of
X among the elements of S. Thus, the suffixes in sai[sX ..eX ] are lexicographically smaller
than the suffixes in sai[sY ..eY ] if X ≺LMS Y . However, this sorting is partial because the
relative order of the elements within sai[sX ..eX ] and sai[sY ..eY ] is still unknown.

SAIS now replaces the LMS substrings in Si by their ≺LMS ranks to create a new string
Si+1[1..ni+1], with ni+1 ≤ ni/2, which passes as input to the next recursive level i + 1 to
calculate sai+1. When the algorithm returns to level i from level i + 1, it performs another
ISS pass. However, this time it uses the information in sai+1 as the starting point for the
induction, and thus the output of the pass becomes sai. If i > 1, SAIS returns sai to the
previous level sai−1, otherwise it finishes.

Each new Si+1 is at most half the size of Si. Consequently, the total cost of the algorithm
is O(n) time and O(n log n) bits of working space. SAIS can also be easily adapted to
compute the generalized suffix array gsa of a string collection S [48].
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Karp-Rabin fingerprint. The Karp-Rabin (KR) fingerprints method [38] is a rolling hash
technique that associates strings with integers. The KR fingerprints for all the substrings of
length w of a string S of length n can be computed in O(n) time.

Run-length encoding. A run in a string S is a maximal substring consisting of repetitions
of only one character, i.e. ce for some c ∈ Σ and e ≥ 1. The run-length encoding (RLE) of a
string S encodes any run ce in S by a pair (c, e).

Grammar compression. This technique consists of computing a small context-free grammar
that generates only the string S[1..n] [39, 16]. A grammar G = (Σ, V, R, I) is a tuple where
Σ is the alphabet of S, V is a set of nonterminal symbols, R is a relation V × (Σ ∪ V )∗

describing the set of rewriting rules, and I ∈ V is the start symbol. Each nonterminal
b ∈ V has a replacement X[1..x] ∈ (Σ ∪ V )∗ encoded by a rule b → X[1..x] ∈ R. Given
two strings wa = A[1..q]·b·B[1..b], wb = A[1..a]·X[1..x]·B[1..b] ∈ (Σ ∪ V )∗, wb rewrites wa

(denoted wa ⇒ wb) if b → X[1..x] exists in R. The expansion exp(b) ∈ Σ∗ of b ∈ V is the
string resulting from successive rewrites w1 ⇒ w2 ⇒ . . . ⇒ wk with w1 = b and wk = exp(b).
Expanding the start symbol I produces exp(I) = S[1..n]. Grammar compression algorithms
create one rewriting rule b → X[1..x] for every nonterminal b ∈ V , so there is one possible
sequence of rewrites that starts in b and ends in exp(b).

3 Disk-based strategies

When the data to be indexed exceeds the capacity of internal memory, external-memory
algorithms become necessary to handle inputs efficiently. These algorithms are specifically
designed to minimize random access and optimize disk I/O operations, as accessing external
storage is significantly slower than accessing RAM. They typically rely on techniques such
as sequential scans, buffering, and external sorting to process data in manageable chunks
while reducing disk seek times. Efficient external-memory algorithms are crucial for indexing
massive datasets where internal-memory approaches would be impractical due to space
constraints.

3.1 bwt-disk [Ferragina et al., 2012]
The algorithm bwt-disk6 [26] is an external memory algorithm that constructs the BWT for
a (single) input string S of length n, without first building the suffix array for the complete
string. It operates using only M words of RAM and n bits of disk space, in addition to the
disk space needed to store the input and the output. Moreover, all data on disk is accessed
exclusively through sequential scans.

The algorithm partitions the input string S[1..n] into consecutive blocks of length m =
Θ(M), such that S = S⌈n/m⌉S⌈n/m⌉−1 . . . S2S1. Each block Si represents a substring of S

with length m, except possibly the last substring S⌈n/m⌉, which may be shorter if n is not a
multiple of m. The bwt(S) is computed through ⌈n/m⌉ passes, one for each block, which are
processed backwards, from S1 to S⌈n/m⌉. The key idea is that, during each pass h + 1, only
the characters of Sh+1 need to be inserted into bwt(Sh . . . S2S1) to obtain bwt(Sh+1 . . . S2S1),
and the relative order of suffixes from Sh . . . S2S1 remains unchanged.

6 An implementation is available at https://people.unipmn.it/manzini/bwtdisk/

Manzini’s Festschrift
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In Example 1, suppose S = CATGATGATA$ is partitioned into blocks of length m = 4.
Then, we have S1 = ATA$, S2 = GATG and S3 = CAT . Initially, bwt(S1) = AT$A is
computed in internal memory, and bwt(S2S1) will be obtained by sequentially inserting each
character of S2 into bwt(S1).

For each pass h + 1 (for h = 1, 2, . . . , ⌈n/m⌉ − 1), the algorithm loads from disk Sh+1Sh

into a string buffer s[1..2m]. Also, an auxiliary bit array, called gt, is assumed to be stored on
disk, indicating whether each suffix in Sh . . . S2S1 is greater than the suffix Sh . . . S2S1 itself.
The part of gt referring to the suffixes starting in Sh is loaded to the bit array gth[1..m] in
internal memory.

Continuing from Example 1, at pass h + 1 = 2, we have the string buffer s = S2S1 =
GATGATA$ and gt1 = [0, 1, 0, 0].

Then, the pass h + 1 proceeds through the following four steps.
In Step 1, the suffix array sa[1..m] containing the lexicographic ordering of the suffixes

of S[1..n] starting in block Sh+1 (extending up to the last character S[n]) is computed in
internal memory, without accessing any character of Sh−1 . . . S2S1 on disk. To do that, the
suffixes are compared using their prefixes stored in s[1..2m], whenever the comparison of
two suffixes exceeds position s[m + 1], the algorithm uses the corresponding value in gth to
determine their relative order. For example, given two suffixes starting at positions i and j

of Sh+1, with i < j, if s[i..m] is lexicographically smaller (or greater) than s[j..j + m − i],
then the suffix starting at i is smaller (or greater) than the suffix starting at j. Otherwise, if
s[i..m] = s[j..j + m − i], their relative order is determined by the corresponding bit stored in
gth[j − i + 1].

In Example 1, at pass h + 1 = 2, the resulting suffix array for S2, sa = [2, 4, 1, 3],
is computed using only the string buffer. Therefore, the suffix ordering in S2S1 is:
ATGS1, GS1, GATGS1, TGS1.

In Step 2, the array bwtint[1..m] is computed given sa[1..m]. For each i = 1, . . . , m, the
value of bwtint[i] is set to Sh+1[sa[i] − 1] if sa[i] ̸= 1; otherwise, bwtint[i] is assigned the
special character #, which does not appear in S. Note that bwtint[1..m] is not the actual
BWT of the substring Sh+1, as the suffixes of Sh+1 extend up to the last character S[n] and
their relative order may differ.

Continuing from Example 1, at pass h + 1 = 2, bwtint = GT #A is computed from sa[1..4]
and S2 = GATG.

In Step 3, the algorithm computes a counter array, gap[1..m], which gives in gap[j] how
many suffixes of Sh . . . S2S1 lie lexicographically between the suffixes in positions sa[j − 1]
and sa[j] from the current block Sh+1. This counter array is computed in O(n) time with a
single scan over Sh . . . S2S1 using n extra bits of gt and an o(m)-bit data structure supporting
constant time rank queries over bwtint. At Step 3, the algorithm also computes the content
of gth+1 for the next pass as a by-product of the computation of gap.

Again, in Example 1, at pass h + 1 = 2, we have gap = [3, 0, 0, 1], since three suffixes
from S1 (namely $, A$, and ATA$) are smaller than the first suffix of S2, and the suffix
TA$ from S1 is smaller than only the last suffix of S2.

Finally, in Step 4, the algorithm merges bwt(Sh . . . S2S1) with bwtint to create for the
next pass bwt(Sh+1Sh . . . S2S1). To do that I/O-efficiently, the algorithm uses the counter
array gap, such that, for i = 1, . . . , m, gap[i] characters from bwt(Sh . . . S2S1) are copied to
bwt(Sh+1Sh . . . S2S1) followed by the value bwtint[i + 1]. Whenever a character $ or # is
retrieved from bwt(Sh . . . S2S1) during this process, it is replaced by the last symbol Sh+1[m]
in bwt(Sh+1Sh . . . S2S1).
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In Example 1, at the end of pass h+1 = 2, gap[1] = 3, then the first three values of bwt(S1)
are retrieved (namely AT$) and copied to bwt(S2S1) as ATG directly to disk. Then, the
value in bwtint (namely G) is copied to bwt(S2S1), together with the next two values in bwtint
(namely T and #) as gap[2] = 0 and gap[3] = 0, resulting in ATGGT#. Finally, gap[4] = 1
and the last value from bwt(S1) (namely A) is copied to bwt(S2S1) and the last value from
bwtint (namely A) is copied as well, yielding the final result: bwt(S2S1) = ATGGT#AA.

Theoretical costs. The running time of bwt-disk is O(n2/M), for a (single) string S[1..n],
from a constant alphabet, using M⌈log n⌉ bits of RAM. The algorithm executes O(n/M)
passes over Θ(n) bits of disk data, using n bits of disk working space. The total number of
I/Os is O(n2/(MB log n)).

3.2 BCR and BCRext [Bauer et al., 2013]
In this section we describe the core of a strategy for constructing the BWT of a string
collection S = {S1, . . . , Sk} according to the definition in Equation (1), which considers the
strings in a circular way so that the symbol preceding the suffix Sj [1..nj ] is the end-marker of
the string Sj (i.e., $j). The heart of this strategy is common to two algorithms, named BCR
and BCRext, introduced in [5] and part of the BEETL library7. BCR works in (semi-)external
memory, whereas BCRext works in external memory.

The common strategy does not require linearizing the strings in S by concatenating them
and does not require explicitly computing the GSA. Rather, it builds the BWT incrementally
in m steps, where m is the length of the longest string in S (including the end-markers)
by exploiting the basic properties of the BWT and the LF-mapping. The basic idea is to
left-align (or, equivalently, right-align) all the strings in S and, by scanning all the strings in
S right-to-left at the same time, to incrementally construct the partial BWT of suffixes of S
with length at most h + 1 ≤ m, with h = 0, . . . , m − 1.

For simplicity, in this description, we assume that all the strings have the same length
m and they are right-aligned. So, at each iteration only suffixes of the same length are
considered. Both algorithms build the bwt(S) in m steps. At each step h = 0, . . . , m − 1,
they build a partial BWT, denoted bwth(S), containing the BWT of suffixes in S of length
up to h + 1.

Since we consider distinct end-markers and $i < $j if i < j, then it is easy to verify that
bwt0(S) is obtained by concatenating the last symbol of each string Sj in the same order as
the strings appear in the collection: bwt0(S) = S1[n1 − 1]S2[n2 − 1] . . . Sk[nk − 1].

For each step h = 1, . . . , m − 2, both algorithms simulate the insertion of all suffixes of
length h + 1 in the list of sorted suffixes, i.e., insert all symbols (circularly) preceding the
suffixes of length h + 1 at the correct positions into bwth−1(S) in order to obtain bwth(S).

In the last step h = m − 1, the k end-markers are inserted at the correct positions into
bwtm−2(S) and bwtm−1(S) = bwt(S) is obtained.

At the iteration h > 0, let pj−1 be the position of the symbol c = Sj [nj − h] in
bwth−1(S). To insert the symbol Sj [nj − h − 1] preceding the suffix Sj [nj − h, nj ] in
bwth−1(S), we compute the position pj using the LF-mapping (we omit details for space
reasons): pj = C[c] + rank(c, pj−1), where C[c] is the number of symbols lexicographically
smaller than c in bwth−1(S), rank(c, pj−1) is the function that returns the number of
occurrences of c in the prefix bwth−1(S)[1, pj−1].

7 https://github.com/BEETL/BEETL
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By using Example 2, the base case of BCR/BCRext consists in concatenating all symbols
preceding the suffixes $1, $2, $3 obtaining bwt0(S) = TCA (because the partial sorted suffixes
is: [$1, $2, $3] since $1 < $2 < $3). Then, they simulate the insertion of the T$1, C$2, A$3
suffixes into the partial sorted suffix list by inserting the symbols G, A, A preceding the
T$1, C$2, A$3 respectively suffixes into bwt0, resulting in bwt1 = TCAAAG. The process
continues by simulating the insertion of the suffixes GT $1, AC$2, AA$3 into the sorted suffix
list, then inserting the symbols C, A, C preceding the GT$1, AC$2, AA$3 suffixes in order
to obtain bwt2(S). And so on. In the last step, they simulate the inserting of the suffixes
AGCGT$1, TCAAC$2, CGCAA$3 and insert the symbols $1, $2, $3 in the partial BWT
bwtm−1(S) = bwt(S).

If the strings have different lengths, an end-marker is inserted when the longest suffix of
a string in S is reached, and then no further symbols of that string will be inserted in the
following iterations.

Note that, in practice, neither algorithm needs to explicitly append end-marker symbols to
the strings, since they will only be inserted last and the symbols concatenated in bwt0 follow
the input order. Moreover, to avoid exponential growth of the alphabet, both algorithms
write the same end-marker symbol in the BWT output string, but they can store and output
the index associated with each end-marker in a separate file. This is particularly important
for decoding. An interested reader can refer to [5, 6].

In order to reduce the I/O operations, both algorithms split each partial BWT bwth−1(S)
in σ +1 files Bh−1(t), where Bh−1(0) contains the symbols preceding the suffixes consisting of
only the end-marker symbols and Bh−1(t) contains the symbols preceding the lexicographically
sorted suffixes of S of length at most h − 1 and starting with ct ∈ Σ.

The difference between the two algorithms lies in the data structures they employ, and
therefore in the strategy they adopt to insert symbols incrementally.

In fact, BCR needs a data structure to keep track of each symbol to be inserted, the index
of the sequence to which it belongs, and the position where each symbol was inserted in the
previous iteration. Once the positions at which the new symbols are to be inserted have
been updated, BCR needs to sort this information so that, at iteration h, it can insert the
symbols into each of the Bh−1 files sequentially.

BCRext computes and updates the positions where new symbols are to be inserted in a
similar way to BCR, but it keeps this information in auxiliary files and the strings themselves
are sorted externally by using the least-significant-digit radix sort. So it uses a negligible
workspace. At the start of iteration h, the suffixes of length h − 1 of S are assumed to be
ordered, this ordering being partitioned into external files Fh−1(1), . . . , Fh−1(σ) according to
the first symbols of the suffixes of length h − 1. Files Ph−1(1), . . . , Ph−1(σ) are such that
Ph−1(s) contains the positions of the suffixes in Bh−1(s), ordered the same way.

In [20], the authors show that BCR can be augmented in order to compute the LCP array
and the generalized suffix array.

Moreover, in both algorithms the collection S is considered ordered by using the input
order, but one can modify them so that one can use a different ordering for the strings in S
to reduce the number of runs in the output of the BWT (see [19, 44, 6, 13, 14]).

Theoretical costs. BCR is performed in O((k +σ2) log N) bits of memory, with a worst-case
time complexity of O(m(N + sort(k))), where sort(k) is the time taken to sort k integers
and O(Nm log(σ)) I/O (bits). Whereas BCRext uses O(σ2 log(N)) bits of memory, with a
worst-case time complexity of O(kN) and O(Nm log(σ) + N log(N)) I/O (bits).
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3.3 eGSA [Louza et al., 2017]

The algorithm eGSA8 [49] works in external memory and computes the (generalized) BWT
for a string collection S = {S1, . . . , Sk} of total length N according to the definition in
Equation (1), with each string Sj ∈ S having the same end-marker $ for computational
efficiency. The algorithm works in two phases, as follows.

Phase 1. The collection S is partitioned into sub-collections S1, S2, . . . , Sm based on the
available memory, such that each Sx has size less than ⌊M/4⌋, where M denotes the number
of available words in RAM. For each sub-collection Sx, the arrays gsax and lcpx are computed
in internal memory and stored to disk. The authors used gSACA-K [48] combined with
Φ-algorithm [36]. Together, these algorithms run in linear. As each value gsax[i] = (t, j)
and lcpx[i] are written to disk, the corresponding bwtx(Sx)[i] and a substring of length p

of the suffix Sj [t, nj ], denoted as prex[i], are computed and written to disk. In particular,
prex[i] gives a prefix of Sj [t, nj ] when combined with previous values and it is used to reduce
external memory accesses in Phase 2.

In Example 2, suppose the input collection S is partitioned into two sub-collections
S1 = {AGCGT$1, TCAAC$2} and S2 = {CGCAA$3}, with prefix size p = 2. First,
gsa1 = [(1, 5), (2, 5), (2, 2), (2, 3), (1, 0), (2, 4), (2, 1), (1, 2), (1, 1), (1, 3), (1, 4), (2, 0)] and lcp1 =
[0, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 1] are computed in internal memory. While each pair gsa1[i] and
lcp1[i] is written to disk, the corresponding values in bwt1(S1) = TCCA$ATGACG$ and
pre1 = [$$, $$, AA, AC, AG, C$, CA, CG, GC, GT, T$, TC] are obtained and stored on disk
as well. Next, gsa2 = [(3, 5), (3, 4), (3, 3), (3, 2), (3, 0), (3, 1)] and lcp2 = [0, 0, 1, 0, 1, 0]
are computed in internal memory, and the values of bwt2(S2) = AACG$C and pre2 =
[$$, A$, A$, CA, GC, GC] are obtained and stored on disk in the same way.

Phase 2. The computed arrays of S1, S2, . . . , Sm are merged with the help of a binary
heap and internal memory buffers designed to reduce string comparisons on the disk. Let
gesax = ⟨gsax, lcpx, bwtx, prex⟩ be the computed arrays of Sx. Each gesax is split into
rx blocks of b elements, except possibly the last block, ensuring that one block of each
gesa1, gesa2, . . . , gesam can simultaneously fit internal memory. Initially, the first block of
each Sx is loaded from disk to a buffer Bx[1, b]. The heading element of each Bx is inserted
into a binary min-heap H. For i = 1, 2, . . . , N , the smallest suffix, say from Bx, is removed
from H, and the value of bwt(S)[i] is written to an output buffer O of size d. Whenever O

is full, it is written to the disk. Then, the next element from the same block buffer Bx is
inserted to the heap. Whenever a buffer Bx is empty, the next corresponding block in gesax

is loaded from disk to Bx.
In Example 2, considering the block size b = 3, we have the following initial

blocks in the buffers B1 = [⟨(1, 5), 0, T, $$⟩, ⟨(2, 5), 0, C, $$⟩, ⟨(2, 2), 0, C, AA⟩] and B2 =
[⟨(3, 5), 0, A, $$⟩, ⟨(3, 4), 0, A, A$⟩, ⟨(3, 3), 1, C, A$⟩]. We assume there is enough internal
memory to hold B1 and B2 simultaneously. The heading elements ⟨(1, 5), 0, T, $$⟩ and
⟨(3, 5), 0, A, $$⟩ are inserted into the heap H.

Note, however, that each heap comparison during Phase 2 may require accessing strings
in disk randomly. To reduce disk accesses, the following strategies are presented.

8 An implementation is available at https://github.com/felipelouza/egsa
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For each sub-collection Sx a string buffer W x of maximum size s is used to store a prefix
of the heading suffix from Bx in internal memory. Therefore, whenever a suffix from Sx,
say gesax[i] with gsax[i] = (t, j), is inserted into H, if lcp[i] = 0 then W x = prex[1, p] · #,
otherwise, W x = W x[1, hi] · prex[1, p] · #, where hi = min(lcpx[i], hi−1 + p) and # is an
end-of-buffer marker. In this way, a starting portion of Sj [t, nj ] is already loaded into W x

when it is compared with other suffixes in H. If # is reached, Sj is accessed in disk. Also, if
hi + p > s the prefix is truncated and the next substrings are accessed from disk.

Continuing from Example 2, when the elements compared in H are ⟨(2, 2), 0, C, AA⟩ from
B1 and ⟨(3, 4), 0, A, A$⟩ from B2, their string buffers W 1 = AA# and W 2 = A$# provide
enough information to decide that the smallest suffix comes from B2 (without accessing
the disk) and bwt(S)[i] = A is added to the output buffer O. The next element from B2,
⟨(3, 3), 1, C, A$⟩, is inserted into the heap H. The prefix W 2 is updated by considering that
the current element from B2 shared one symbol in common with the previous one, resulting
in W 2 = AA$#.

Another strategy is the usage of the LCP between nodes in H to avoid string comparisons
in heap insertions. Let X from Bx be the root of H and nodes Y and Z its children, if the
LCP between X and the next element from Bx is larger than the LCP between X and Y ,
and the LCP between X and Z, the next smallest value of H comes from buffer Bx. Also, if
the LCP between X and the next element from Bx is smaller or equal to the LCP between
X and Y , the comparison between their corresponding suffixes can start from the minimum
LCP value. The LCP values in H are updated as nodes are swapped and can be used to
speed up suffix comparisons as well.

In Example 2, again when the elements ⟨(2, 2), 0, C, AA⟩ from B1 and ⟨(3, 4), 0, A, A$⟩
from B2 are compared in H, the LCP between the corresponding nodes in H is computed
and stored. Subsequently, the node representing B2 is removed from H, and the element
⟨(3, 3), 1, C, A$⟩ is inserted. Since the LCP between the new element from B2 and the
previous one is equal to 1 and the LCP between the corresponding nodes in H is also equal
to 1, the next comparison in H between the elements from B1 and B2 may start from the
second symbol of W 1 and W 2. In particular, this suffix comparison will require accessing
the disk, as W 1 is a prefix of W 2.

Finally, eGSA also induces suffixes as each gesax[i] is removed from H, with gsax[i] = (t, j).
Whenever bwtx[i] > Sj [t] the suffix Sj [t − 1, nj ] will be induced. To do that, the value x is
inserted into a (queue) induced buffer Ic, with Sj [t − 1] = bwtx[i] = c. Each induced buffer
Ic, with c ∈ Σ, is written to disk as it gets full. Then, when the first suffix starting with c is
the smallest value in H, the induced values in disk and in Ic are used to decide which heading
element of the blocks is the smallest in H and send it to the output buffer, with no string
comparison. As these values are sent to O the corresponding nodes in H are consumed.

In Example 2, when the element ⟨(1, 5), 0, T, $$⟩ from B1 is the smallest in H, the suffix
S1[4, 5] = T$ will be induced. To do that, x = 1 is inserted into the induced buffer IT .
Then, when the first suffix starting with T becomes the smallest in H, the heading element
⟨(1, 4), 0, G, T$⟩ from B1 is send directly to the output buffer, without string comparison.

Theoretical costs. The running time of eGSA is O((N log N/M)maxlcp), where maxlcp is
length of the longest common prefix between suffixes of the input strings. The total number
of I/Os is O((N log N/M) max |Si|), where max |Si| is the length of the longest string in the
collection.
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3.4 eGap [Egidi et al., 2019]
The algorithm eGap9 [23] is an external memory algorithm for the computation of the BWT
of a collection of strings S = {S1, . . . , Sk}, with Si ≠ Sj for i ̸= j. The algorithm works in
two phases, first using the available RAM to compute in memory the BWTs of subcollections
of S, and then merging the results into the final BWT.

Phase 1. eGap uses the optimal linear time algorithm gSACA-K [48] for the first phase; the
size of the subcollections is determined based on the available memory, taken in input. The
gSACA-K algorithm is used to compute the suffix array for subcollections, from which, by
Equation (2), the multi-string bwt(S) is obtained.

Phase 2. The second phase is based on the gap algorithm [24], in turn derived from an
earlier algorithm by Holt and McMillan [32]. The ideas from gap are used to merge the
BWTs of the subcollections.

For simplicity of exposition, we describe here the algorithm when merging single-string
BWTs, but the same algorithm can merge multi-string BWTs. The latter is important
because it allows to adopt a multi-stage strategy in which the BWTs computed in Phase 1
are merged in successive rounds.

The merging phase does not need to access the original strings but requires only their
BWTs bwtS1 , . . . , bwtSk

. It works iteratively sorting the bwtSλ
symbols according to prefixes

of increasing lengths of their contexts: after iteration h, they are sorted according to the
length-h prefixes of their contexts. The original BWTs are not explicitly sorted during the
iterations, but the algorithm produces a recipe for performing the merge: the final iteration
yields a length n, k valued vector Z such that Z[i] = λ iff the i-th entry of bwt(S) is from
bwtSλ

(i = 1, · · · , N ; λ = 1, · · · , k).
More formally, let Z(h) be the approximation of array Z after iteration h, with Z(0) =

1n12n2 . . . knk . Then the following property holds:

Property Z. For λ1, λ2 ∈ {1, . . . , k}, λ1 < λ2, and i = 1, . . . , nλ1 and j = 1, . . . , nλ2 the i-th
λ1 precedes the j-th λ2 in Z(h) iff Sλ1 [saλ1 [i], saλ1 [i]+h−1] ⪯ Sλ2 [saλ2 [j], saλ2 [j]+h−1]. ◀

For instance, assume that we are merging the three BWTs of the strings of Example
2. The BWTs are bwtS1 = T$1GACG, bwtS1 = CCAAT$2 and bwtS3 = AACG$3C. Then,
Z(2) = [1, 2, 3, 3, 2, 3, 2, 1, 2, 2, 3, 1, 3, 1, 3, 1, 1, 2] which corresponds to a partially merged bwt
TCAACCA$1ATGG$3ACCG$2, where the suffixes are ordered only by their length two
prefixes. For instance, the twelfth and thirteenth character are G$3 as opposed to $3G in
the final bwt(S) since their suffixes both start by CG and G comes from bwtS2 whereas $3 is
from bwtS3 .

Array Z(h) is obtained through a sequential scan of Z(h−1) together with bwtS1 , . . . , bwtSk
.

The array Z(h) is partitioned into σ buckets, one for each character of the alphabet. This is
achieved through the array C[1, σ], where C[c]10 is defined as the number of occurrences of
characters smaller than c in bwt(S). Therefore C[c] marks the beginning of the c-bucket in
Z(h), whose first entry is Z(h)[C[c]]. When scanning Z(h−1), if Z(h−1)[i] is λ, the algorithm
looks at the next character in bwtSλ

: if it is c, then it stores λ in the next free position of

9 An implementation is available at https://github.com/felipelouza/egap/
10 In [23] the array C is denoted F .
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bucket c in Z(h). So, continuing the example above, the character C bucket of Z(3) will be
22331. Notice that now the twelfth character will be $3 since its suffix is prefixed by CGC

and the thirteenth character will be G, since its suffix starts with CGT .
From Property Z, it follows that Z(h) can be logically partitioned in blocks corresponding

to sets of bwt(S) symbols whose contexts share the same length-h prefixes. An additional bit
array B keeps track of these blocks: B[i] ̸= 0 iff a new block starts at Z(h)[i]. When all entries
of array B are non zero, Z(h) will not change in subsequent iterations and it is the required
array Z. In our example, at the last iteration Z = [1, 2, 3, 3, 3, 2, 2, 1, 2, 3, 2, 3, 1, 3, 1, 1, 1, 2].

Then, a sequential scan of Z and bwtS1 , . . . , bwtSk
allows to write the characters of bwt(S)

in sequential order. Back to our example: bwt(S)[0] is the first from bwtSZ[0] = bwtS1 ,
so it’s T ; the second is the first from bwtSZ[1] = bwtS2 (it’s C); then we have an A from
bwtSZ[2] = bwtS3 ; and then the second character from bwtS3 (again an A) since Z[3] = 3.

The k input BWTs are read from disk and never moved to memory.
Phase 2 of eGap actually only uses two copies of array Z to store Z(h) for all values of h:

namely, Zold and Znew, whose roles are swapped at each iteration. They can be maintained
in external memory, since access to each bucket of Zold and Znew is sequential.

In [24, Lemma 5], it is proven that if B[i] is set to 1 at iteration h, then Z(g)[i] will not
change any more at any iteration g ≥ h + 2. Since the roles of Zold and Znew are swapped,
starting at iteration g, processing Zold[i] to compute Znew[i] will be useless. So we define an
array Bx to keep track of entries that will not change again: if at iteration h the algorithm
finds that B[i] = 1, then Bx[i] will be set to 1 as well. Any sequence of 1s in Bx defines
an irrelevant range that can be skipped in the subsequent processing. So, at each iteration,
irrelevant ranges are sequentially read from file to skip them, and new irrelevant ranges are
sequentially written to file. Since maintaining and skipping ranges has a cost, only ranges of
a significant size (according to a configurable parameter) are considered.

Computing the LCP. The eGap algorithm can also compute the LCP of the input collection.
This is done in two steps: during Phase 2, if at iteration h, B[i] = 1 and Bx[i] = 0, a pair
⟨i, h − 2⟩ is written to file Fh−2 to record that lcp1···k[i] = h − 2 (then Bx[i] is set to 1).
Notice that in file Fh−2 all entries are ordered according to their first components. In an
additional third phase of the algorithm, the entries from all temporary files Fh are merged
using a standard external memory multiway merge.

Theoretical costs. We analyze costs assuming a fixed size alphabet. Phase 1 of the algorithm
runs in total time O(N), splitting the input into subcollections of size ≈ M/9, if M is the
available RAM.

Without skipping the irrelevant ranges, Phase 2 would require maxlcp (the maximum
LCP value) sequential scans of O(N) items. By skipping irrelevant ranges, the overall
amount of data directly read/written by the algorithm is O(N avelcp) items where avelcp is
the arithmetic average of the entries in the LCP array. On the other hand, skipping irrelevant
ranges causes an overhead in terms of blocks; so the overall cost of Phase 2 can be bound
above by O(N maxlcp) sequential I/Os.

RAM usage is flexible. In Phase 1, the larger the memory used, the fatser the algorithm.
Phase 2 uses a negligible amount of RAM, but also a semi-external version that uses O(N)
bytes of RAM was implemented.

The overall cost of Phase 3, to sort the LCP entries, is O(N logK maxlcp) sequential I/Os,
since it requires O(⌈logK maxlcp⌉) rounds (where K is a configurable parameter), each one
merging K LCP files by sequentially reading and writing O(N) bytes of data.
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3.5 BWT+LCP [Bonizzoni et al., 2021]

The BWT+LCP algorithm [8], implemented in a prototype called bwt-lcp-em11, has similar-
ities with BCR/BCRext [5] (Section 3.2) and uses ideas from [32], but proposes a different
strategy.

The paper [8] uses a specific definition of suffixes that, contrary to the definition adopted
in this survey, does not include the end-marker when counting the length of a suffix. So
a suffix can have length 0 and in this case it is not the empty string but it consists of the
end-marker. We chose here to use a notation that agrees with this choice, for the sake of the
reader who wants to delve into the details of [8]. To avoid confusion, in the following we will
call these suffixes no$-suffixes.

The algorithm works in two distinct phases.
It first computes partial multi-string BWTs, and then merges the BWTs to the final

BWT, making largely use of external memory.
The partial BWT12 bwt=j only takes into account no$-suffixes of length j. Notice the

difference from the partial BWTs bwtj of BCR (Section 3.2) that are relative to all suffixes
of lengths up to j. Also notice the difference from eGap (Section 3.4) where the partial BWTs
computed in the first phase are complete BWTs of subcollections.

Phase 1. The partial BWTs are computed with the support of positional representations of
the input strings: these are arrays Ti such that element Ti[j] is the i-th character from the
end of string Sj , without the end-marker $. The end-marker is added as a first character to
each string. So T0 contains all last characters of the strings.

The first partial BWT bwt=0 contains the concatenation of the last characters of each
string, since it is the BWT of length 0 no$-suffixes (i.e. suffixes consisting only of the
end-markers), and so is identical to T0.

To produce bwt=j from bwt=j−1, for each j = 1, · · · , ℓ (where ℓ is the maximum length
of the strings), a radix sort is used, ordering the strings from the rightmost character. In
this phase array Tj must be kept in main memory since it is accessed in random order. The
sorting is implemented using arrays Ni (i = 1, · · · , ℓ). At the beginning of the j-th iteration,
Nj [i] = h if bwt=j+1[i] must be read from string Sh. As Nj is scanned, characters from the
required strings are read: if character c is read from string Sh, it is appended to bwt=j which
is under construction and h is appended to the bucket for character c. The concatenation
of all buckets, ordered according to the alphabetical ordering of the characters, is the new
Nj+1. The array N0 is trivially initialized as N0 = 12 · · · k.

Let’s consider again the strings of Example 2. To show how Phase 1 works, let’s see
how bwt=4 is obtained from N3 = 231 and T4. Notice that T4 = ATC since it contains the
5th character from the end of each string, not counting the end marker. According to N3,
the first character must be read from string 2, so the first character of bwt=4 is T . At the
same time, the first index in the T bucket is 2. The second character must come from S3
(it is C, and bucket C gets a 3), and the third from S1 (it is an A and bucket A gets a 1).
So bwt=4 = TCA and N4 = 132, as the concatenation of the buckets for A, C and T in
alphabetical order.

11 https://github.com/AlgoLab/bwt-lcp-em
12 In [8] the partial BWTs are denoted bwtj , and the maximum length is k. We use here the “=” in bwt=j

to explicitly distinguish these partial BWTs from the partial BWTs bwtj computed in BCR.
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Phase 2. When all partial BWTs bwt=j have been built, they are merged to the final BWT.
Notice that the ordering of each partial BWT will be preserved in the merge, since length-j
no$-suffixes are already correctly ordered relative to each other.

The merge is first carried out virtually building an array I that describes how the merge
must be carried out. Specifically I[j] = h if the j-th element of the final BWT is the character
preceding a length-h suffix. Therefore, to construct the output BWT, element j will be taken
from bwt=h.

To build I, the no$-suffixes of different lengths must be ordered. I is approximated in
successive iterations, and the no$-suffixes are ordered starting from their last characters and
using a radix sort algorithm.

Precisely, at iteration j, an approximation Ij is computed from Ij−1. The initial I0
trivially proposes to concatenate all the partial BWTs in increasing order of the suffix lengths,
that is I0 = 0|bwt=0|1|bwt=1| · · · ℓ|bwt=ℓ|.

Then, at iteration j, Ij is scanned sequentially, and for each i, if Ij [i] = h then the next
character c is read from bwt=h. If it is not the end-marker, the length h + 1 is appended to
the c-bucket. The $-bucket is fixed as a sequence of 0s, since the suffixes starting with the
end-markers are no$-suffixes of length 0. Then Ij+1 is the concatenation of all buckets, in
alphabetical order of the characters.

Let us see this in our running example: the partial bwts are: bwt=0 = TCA, bwt=1 =
AAG, bwt=2 = CAC, bwt=3 = CGG, bwt=4 = TCA and bwt=5 = $1$3$2. Scanning
I0 = 031323334353, since I0[0] = 0, the first character is from bwt=0 = TCA. Then the
character is T , and so bucket T gets as first index I0[0] + 1 = 1. The second character
is again from bwt=0, since I0[1] = 0; it is a C and thus bucket C gets as first index
I0[1] + 1 = 1. All buckets are filled continuing in this fashion, except that when an end
marker is encountered, it is disregarded: so, for instance, nothing is done for I0[15] = 5, since
the first character of bwt=5 is $1. Finally, the concatenation of all buckets in alphabetical
order yields I1 = [0, 0, 0, 1, 2, 2, 3, 5, 1, 3, 3, 4, 5, 2, 4, 4, 1, 5]

From the final I, bwt(S) is computed as it is done in eGap using the ar-
ray Z, except that here the partial bwts bwt=j are used. In our example, I =
[0, 0, 0, 1, 2, 3, 2, 5, 1, 3, 4, 5, 3, 4, 4, 2, 1, 5]. The first three characters of bwt(S) are TCA

from bwt=0, since I starts with three 0s. Then we have an A which is the first character of
bwt=1, since I[3] = 1, and so on.

Computing the LCP. As implied by the name, the BWT+LCP algorithm [8] can also
compute the LCP array of the input sequence collection. This is done during the second
phase: as the array I is computed, at each iteration, the algorithm keeps track of the
longest prefixes locally encountered at each location, by inspecting the corresponding BWT
characters.

Theoretical costs. For a fixed size alphabet, the algorithm runs in O(Nmaxlcp) time, where
maxlcp is the maximum LCP value, when the alphabet is constant and memory addresses
can be stored in a single memory word. It uses O(k + M + log maxlcp) main memory (where
M is the maximum length of the input strings) and requires O(Nmaxlcp) I/Os.

4 Strategies exploiting compressibility

Another way to scale the computation of large BWTs is to apply a lightweight compression
scheme on top of the text to produce a small data representation from which we derive the
BWT. This strategy has several advantages: (i) the compressed representation fits smaller
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memories that are closer to the CPU, so the transmission of data is more efficient. We
need fewer bits of satellite information on top of the text (i.e., less RAM and disk usage),
and (ii) the deduplication of strings via compression avoids redundant BWT computations.
Overall, if we use the correct tools, this approach reduces both time and space. However, it
also has some pitfalls. A greedy compression scheme (like Lempel-Ziv or RePair) greatly
reduces space usage, but also imposes considerable overhead, overcoming the whole purpose
of compressing. Moreover, the compact data representation we produce must follow some
structure that facilitates the computation of the BWT, otherwise decompressing the strings
every time we require to operate over them makes things more inefficient.

In this section, we present algorithms that exploit the repetitiveness of the text to compute
the BWT.

4.1 Big-BWT [Boucher et al., 2019]
Boucher et al. [11] introduced a pre-processing technique, called prefix-free parsing, to
compute the BWT for a (single) highly repetitive input string S of length n in O(n) time.
The rationale behind this technique is to apply a simple compression scheme as to exploit
the string repetitiveness, and then to compute the BWT from the encoded string. The
pre-processing step generates a dictionary and a parse of the input string, and it is effective
if both the dictionary and the parse together are much smaller than the original input
string. In this case, indeed, the BWT computation executed in internal memory is more
resource-efficient. The Big-BWT tool13 implements this technique.

Experiments showed that the size of the parse is typically the most demanding component
for very large and repetitive inputs. Thus, in order to reduce the memory requirements,
recursive prefix-free parsing has been recently introduced in [58], where the prefix-free parse
is applied to the parse generated by prefix-free parsing the input string.

In the following we outline the key phases of the BWT computation via prefix-free parsing
and highlight the properties of this technique.

Parsing phase. The main idea of the parsing phase is to divide the input string S into
overlapping phrases of variable length that will constitute the dictionary. More precisely,
the string considered is #S$w, where S is the input string of length n over Σ, # and $ are
end-markers, and w ≥ 1 is a fixed parameter.

In order to parse #S$w, let E ⊆ Σw be a set of strings of fixed length w over Σ (called
trigger strings) augmented with # and $w. The dictionary D comprises all the strings d

such that (i) d is a substring of #S$w, (ii) exactly one prefix of d is in E, (iii) exactly
one suffix of d is in E, (iv) no other substring of d is in E. The sequence of dictionary
phrase occurrences that form #S$w is the parse P, in which each phrase occurrence is
encoded by a meta-character given by the lexicographic rank of that phrase in D. Then,
PFP(S) = (D, P), where D is lexicographically sorted and P is composed of characters that
correspond to positions in D. For instance, let S be the string in Example 1, w = 2, and
trigger strings given by AT , # and $2. Then, D = {#CAT, ATA$$, ATGAT}. The parse of
#S$2 is #CAT ATGAT ATGAT ATA$$, which results in P = [0, 2, 2, 1], when using the
lexicographic rank to identify phrases in D.

In Big-BWT [11], D is iteratively built through a one-pass over #S$w using a Karp-Rabin
hash function and a parameter p. The trigger strings are implicitly found by passing a sliding
window of length w: wherever the KR fingerprint of the content of the current window is 0

13 https://gitlab.com/manzai/Big-BWT
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modulo p, a trigger string is found. Then, the current phrase terminates at the end of the
window, and it is added to the dictionary (recording also the phrase frequency), and then,
the next phrase starts at the beginning of the current window. Thus, the input string is
decomposed into overlapping variable-length phrases, each starting and ending with a trigger
string of length w. After sorting the dictionary D, the final parse P is generated.

The main property of the prefix-free parsing procedure is that none of the suffixes of
length greater than w of the phrases in D is a prefix of any other [11, Lemma 1]. This is a
property fundamental for the next phase when building the BWT of S.

Building the BWT of the input string. To construct the BWT of S, we follow the definition
that involves appending the end-marker $ to S and then lexicographically sorting its suffixes.

Any suffix of S$ corresponds to a unique suffix of #S$w of length greater than w, i.e.,
the suffix y$ of S$ is mapped to the suffix y$w of #S$w, if y is not empty, otherwise $ is
mapped to #S$w. Then, the permutation that lexicographically sorts the suffixes of #S$w

of length greater than w, also lexicographically sorts the corresponding suffixes of S$ [11,
Lemma 5].

Moreover, any suffix x of #S$w has exactly one prefix s that is a phrase suffix, i.e., s is a
suffix of a phrase in the dictionary D, [11, Lemma 3]. This implies that the order among
phrase suffixes can be carried over to the suffixes of #S$w. Indeed, given two suffixes x and
x′ of #S$w (of length greater than w) and their unique corresponding prefixes s and s′ that
are phrase suffixes, s ≺ s′ implies x ≺ x′. However, if s = s′, some information about D and
P must be taken into account.

More precisely, one can think of constructing the BWT string in two-passes according to
the list of lexicographically sorted suffixes (of length greater than w) of phrases in D, where
each suffix is considered a number of times equal to its phrase frequency. In a first pass, one
builds the sequence of characters preceding any suffix s of D that is either a proper suffix of
only one phrase dictionary d ∈ D or is an element of D that occurs once in P . Both cases have
no ambiguity, since the preceding character is uniquely determined. In a second pass, one
deals with the sequence of characters preceding suffixes that are either elements of D occurring
more than once in P or proper suffixes of different dictionary phrases. In this second instance,
one needs the list of lexicographically sorted suffixes of P to put characters in sequence
according to their correct order [11, Lemma 7]. Considering the string S of Example 1 and the
PFP(S) defined above, the list of lexicographically sorted suffixes of D of length greater than
w = 2 is {#CAT (1), A$$(1), ATA$$(1), ATGAT (2), CAT (1), GAT (2), TA$$(1), TGAT (2)},
where for each suffix, its phrase frequency is reported within brackets. Then, in the first
pass, the sequence of characters of bwt(S) built is ATG − −$TTAAA, where dashes left at
positions 4 and 5 correspond to {C, G}, which are the characters in S preceding the two
occurrences of the phrase dictionary ATGAT . Finally, the bwt(S) = ATGGC$TTAAA is
completed considering the lexicographic order of the suffixes of P = [0, 2, 2, 1] starting with
2, which is the meta-character corresponding to ATGAT .

In Big-BWT, the BWT of P is performed in linear time using the suffix array construction
algorithm SACA-K [54]. However, instead of the string BWT(P), it stores an inverted list
that associates to each dictionary phrase d the list of positions in the BWT(P) where d occurs.
The inverted list is a format more suitable for the next step, which consists in lexicographically
sorting the suffixes in D, and then by scanning them, placing the corresponding characters
in the BWT string. The sorting of the phrase suffixes is accomplished by applying the
gSACA-K [48] algorithm.
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Theoretical costs. The BWT computation for an input string S of length n uses O(|D|+|P|)
space, where PFP(S) = (D, P), |D| is the sum of the length of the dictionary phrases, and
|P| the number of elements in P, and it takes O(n) time when working in internal memory.

4.2 grlBWT [Díaz-Domínguez and Navarro, 2023]
Díaz-Domínguez and Navarro presented in [22] an external memory approach that computes
the BWT of a collection S = {S1, S2, . . . , Sk} of k strings and N symbols according to
Equation (1). Their method, called grlBWT14, builds on SAIS (Section 2) but maintains
data in compressed form to reduce RAM usage and redundant calculations. We refer the
reader to Section 2 for the notation used in this section.

Each recursive level i of grlBWT receives a collection Si and returns the BWT Li of
Si as defined in Equation (1). To do so, it computes the set F of strings labelling the
LMS substrings of Si and uses this set to fill in a preliminary BWT pr(Li). The output is
preliminary because it has some incomplete areas that could not be inferred from F . The
algorithm then produces a grammar Gi that generates strings in F to finish pr(Li) later.
Subsequently, grlBWT replaces the LMS substrings of Si by their corresponding nonterminals
in Gi to create another collection Si+1 that passes as input to the recursive level i + 1. The
base case of the recursion is when all strings in Si have length one, in which case the BWT
is the input itself. When grlBWT returns to level i, it combines the information from Gi and
Li+1 to fill the incomplete areas of pr(Li) and thus produce Li.

In practice, grlBWT is an iterative method with two phases, the parsing phase and the
induction phase. The former simulates the descend of the recursive levels and the second
simulates the ascend.

Parsing phase. During each parsing round i, grlBWT parses Si to compute F and then
applies ISS over F to simulate the partially sorted gsai of Si that SAIS obtains in an
ISS pass. Recall from Section 2 that the ISS pass partitions gsai such that each block
gsai[sX ..eX ] contains the suffixes Su[j..nu] of Si prefixed by the same X = Su[j..nextLMS(j)].
The algorithm builds pr(Li) using this partition and the fact that each equal-symbol run
Li[sX ..eX ] = (c, eX − sX + 1) does not need further processing of gsai[sX ..eX ].

The parsing round i starts by calculating F along with an array W [1..|F|] that stores in
W [u] the number of times Fu ∈ F appears as an LMS substring in Si. Subsequently, grlBWT
runs ISS over F to obtain an array Ai where the suffixes of F are arranged in ≺LMS order
(Equation (3)), breaking ties for equal suffixes arbitrarily. Let Ai[q] = (j, u) be the q-th
smallest suffix Fu[j..nu] of F in ≺LMS order. The algorithm scans Ai from left to right to
visit every block Ai[yX ..zX ] of suffixes in F with length > 1 labelled X = Fu[j..nu] and uses
the information in W to compute the pair (sX , eX) for the block gsai[sX ..eX ] storing the
suffixes in Si labelled X = Su′ [j′..nextLMS(j′)] = Fu[j..nu], with Su′ ∈ Si. The algorithm
skips each suffix X = Fu[j..nu] of length one because it overlaps in Si the first symbol of
some Fu′ ̸= Fu ∈ F . When grlBWT reaches Ai[yX ..zX ], it visits the symbol Fu[j − 1] that
precedes X = Fu[j..nu] in each Ai[q] = (j, u), with q ∈ [yX ..zX ]. If X is always a proper
suffix in F and is preceded by the same symbol c, grlBWT appends a run (c, ℓ = eX − sX + 1)
to pr(Li). If X is a proper suffix, but is preceded by different symbols, then it appends an
incomplete block (#, ℓ) instead, where # /∈ Σi is a special symbol. The third option is that
X matches a full string Fu[1..nu] ∈ F . In that case, grlBWT appends (∗, ℓ) to pr(Li), where
∗ /∈ Σi is another special symbol that indicates another type of incomplete block.

14 An implementation is available at https://github.com/ddiazdom/grlBWT
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The next step is to build a grammar Gi = (Σi, V, R, I) (Section 2) that generates the
set P of different strings X producing incomplete blocks in pr(Li). Thus, for a phrase
X[1..x] ∈ P, grlBWT creates the rule b → X[1..x], where b is the ≺LMS order of X in
P. In addition, it replaces X[1..x] on the right-hand side with b → X[j1 − 1]b1, where b1
is the ≺LMS order of the longest suffix X[j1..x] which is also a phrase in P. Recursively,
b1 → X[j2 − 1]b2 stores the second longest suffix X[j2..x] that also occurs in P. This
structure repeats o times to cover the o proper suffixes of X in P, and the last two symbols
X[x − 1..x] form the rule bo+1 → X[x − 1]ϵ, where ϵ /∈ Σi denotes the empty symbol.
Let expseq(b) be the sequence of pairs (c1, b1), (c2, b2), . . . , (co, bo), (co+1, ϵ) in the recursive
rewrites b ⇒ c1b1 ⇒ c1·c2b2 ⇒ · · · c1c2co+1 of exp(b). Notice that every (cu, bu) encodes the
nonterminal bu ∈ V expanding to the u-th suffix X[ju..x] ∈ P of X (from left to right) and
the symbol cu = X[ju − 1] ∈ Σi that precedes it. Additionally, (co+1, ϵ) stores the rightmost
symbol co+1 = X[x − 1] of X that does not overlap the following LMS substring in Si.

To depict the steps of the first parsing round, let us consider again the collection
S = {AGCGT$1, TCAAC$2, CGCAA$3} of Example 2. The underlined sybmols are LMS-
type positions. After computing the LMS-substrings from S1 = S, the method obtains the
set of phrases F = {AGC, CGT$1, TCA, AAC$2, CGCAA$3} and the corresponding array
W [1..5] = 1, 1, 1, 1, 1 with their frequencies in S1. Then, it uses ISS to compute A1 and
pr(L1) from F to produce:

A1 = 4 4 6 5 4 1 2 1 3 3 3 4 4 2 2 2 3 1
2 4 5 5 5 4 4 1 4 5 3 4 1 5 1 2 2 3

a
pr(L1) = # # # A C * A * A G T * * C A C G *

$ 1 $ 2 $ 3 A
$ 3

A
A

$ 3
A

A
C

$ 2
A

C
$ 2

A
G

C

C
$ 2

C
A

A
$ 3

C
A

C
G

C
A

A
$ 3

C
G

T
$ 1

G
C

A
A

$ 3
G

C

G
T

$ 1
T

$ 1
T

C
A

Recall that A1[q] = (j, u) refers to the j-th suffix of the phrase u in F (from left to right).
The partition of A1 according to the suffixes of F becomes A1[1..3], A1[4], A1[5], . . . , A1[18].
After block A1[1..3], all the blocks have length one because their corresponding suffixes (in
grey above) are unique in F . Also note that the method regards $1 = $2 = $3 = $ as the same
symbol. In pr(L1), the first block pr(L1)[1..3] = (#, 3) is incomplete because the method
cannot infer the relative order of the occurrences of $ in S1 from A1 and F . Moreover, the
blocks pr(L1)[6], pr(L1)[8], pr(L1)[12], pr(L1)[13], and pr(L1)[18] are also incomplete (with
symbol ∗) because their corresponding suffixes match full phrases of F . The next step is
to construct the grammar G1 from the the strings that produce incomplete blocks in pr(Li)
(i.e., P). The original rules are R = {1 → $, 2 → AAC$2, 3 → AGC, 4 → CGCAA$3, 5 →
CGT $1, 6 → TCA}. However, the method only keeps in the right-hand sides of R the proper
suffixes associated with incomplete blocks, so the rules become R = {1 → $ϵ, 2 → C1,
3 → Gϵ, 4 → A1, 5 → T 1, 6 → Cϵ}, with ϵ being the null symbol. Finally, the parsing round
stores pr(L)1 and G1, computes the new collection S2 = {35, 62, 4} and continues to the next
parsing round.

Induction phase. Every iteration i induces the order of symbols in the incomplete blocks of
pr(Li) using Gi and Li+1. The block pr(Li)[sX ..eX ] = (∗, ℓ) is associated with a string X ∈ P
that only labels LMS substrings of Si, and if pr(Li)[sX ..eX ] is the b-th incomplete run of
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pr(Li), then b ∈ Σi+1 is the nonterminal assigned to X in Gi. Consider the partition of Li+1

according to their buckets in the fully sorted version of gsai. Each block Li+1[sb..eb] stores the
symbols that precede the suffixes in Si+1 prefixed by b (i.e., those in gsai+1[sb..eb]). There is
a map from gsai+1[sb..eb] to the range gsai[sX ..eX ] with the suffixes Su[j..nu] of Si prefixed
by Su[j..nextLMS(j)] = X. Consequently, filling in pr(Li)[sX ..eX ] reduces to scanning
Li+1[sb..eb] from left to right, and for each Li+1[q] in Li+1[sb..eb], run expseq(Li+1[q]) =
(c1, b1), (c2, b2), . . . , (co+1, ϵ) and append co+1 to pr(Li)[sX ..eX ].

On the other hand, each pr(Li)[sY ..eY ] = (#, ℓ) is associated with a string Y ∈ P that
occurs as a proper suffix in different LMS substrings of Si, say X[1..x] and X ′[1..x′], and is
preceded by different symbols. That is, Y = X[j..x] = X ′[j′..x′] and X[j−1] ̸= X ′[j′−1] ∈ Σi.
If Y has ≺LMS order bu in P , then pr(Li)[sY ..eY ] is the bu-th incomplete run of pr(Li) and
ℓ is the number of times Y occurs as a suffix in the LMS substring of Si.

The encoding of Gi is convenient to fill pr(Li)[sY ..eY ] = (#, ℓ) because expseq(Li+1[q]) =
(c1, b1), (c2, b2), . . . , (co+1, ϵ) tells that c1 ∈ Σi goes to the incomplete run number b1,
c2 ∈ Σi goes to the incomplete run number b2, and so on. Thus, a symbol cu associ-
ated with bu in expseq(Li+1[q]) goes to Li+1[sY ..eY ] after the symbols associated with bu in
expseq(Li+1[1]), expseq(Li+1[2]), . . . expseq(Li+1[q − 1]). In other words, it is possible to fill
all incomplete blocks (#, ℓ) of pr(Li) in one linear decompression of Li+1. Another important
observation is that a run Li+1[q..q′] = (b, ℓ′) produces ℓ′ copies of expseq(b). Thus, grlBWT
calls expseq(b) once and copies the content ℓ′ times in each incomplete block in expseq(b).

The induction round i works as follows: Create an array P with m buckets, where m is
the number of incomplete blocks of pr(Li) labelled #. Then, scan Li+1 from left to right and,
for each run (b, ℓ′) in Li+1, execute expseq(b) = (c1, b1), (c2, b2), . . . , (co+1, ϵ) and append ℓ′

copies of every symbol cu in the bucket bu of P . In addition, replace (b, ℓ′) by (co+1, ℓ′) in
Li+1. Next, perform a sorted merge of P , Li+1, and pr(Li) (observe that the three arrays
over the alphabet Σi ∪ {∗, #}), replacing each (#, ℓ) of pr(Li) with the next ℓ symbols of P ,
and each (∗, ℓ) with the next ℓ symbols of Li+1.

Let us complete the preliminary BWT pr(L1) of the parsing round 1 from our current
example using the multi-string BWT L2 = 65234 and the grammar G1. The rules of this
grammar are R = {1 → $ϵ, 2 → C1, 3 → Gϵ, 4 → A1, 5 → T1, 6 → Cϵ}. Observe that
the alphabet of L2 is a subset of the symbols on the left-hand side of R. The method
first creates the array P with one bucket as pr(Li) contains one block labelled (#, 3).
The length of P is three because the cumulative length of the blocks in pr(L1) labelled
# is three. The method scans L2 from left to right to compute expseq on the symbol
of each run, and uses the output to fill the buckets of P . The combined information of
expseq(5) = T 1 ⇒ T $ϵ, expseq(2) = C1 ⇒ C$1 and expseq(4) = A1 ⇒ A$ϵ yields P = TCA.
In turn, this information updates pr(L1) to pr(L1) = TCAAC ∗ A ∗ AGT ∗ ∗CACG∗, where
the underlined symbols represent the replacement of (#, 3) by P . Note that expseq(6) and
expseq(3) do not produce symbols for P because their suffixes do not produce incomplete
blocks (#, ℓ). The method also updates each L2[j] with the rightmost symbol in expseq(L2[j])
that belongs to Σ = {$, A, C, G, T}, so L2 becomes C$$G$. Finally, the method merges L2

and pr(L1) to produce the final multi-string BWT L1 = TCAACCA$AGT$GCACG$ of S
in Example 2. In this case, the underlined symbols originally belonged to L2.

Theoretical costs. Under the RAM model, grlBWT runs in O(N + k log nmax) time and
uses O((N + k log nmax) log N) bits of working memory, where nmax is the longest string
in Si. However, this cost is reached only with adversarial inputs, with practical scenarios
(e.g., nmax = O(N/k)) running in O(N) time. On the other hand, grlBWT is a semi-external
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approach that keeps Si, pr(Li), and Li on disk and accesses them linearly, thus requiring
O((N log N)/B) I/Os. On the other hand, the RAM usage depends on the size of F . This
set is small when S is repetitive, but there is no known theoretical bound for its size.

5 Future directions

There are several promising directions for future research. First, the efficient computation of
auxiliary components in BWT-based compressed self indexes. Examples of such components
are the 2r suffix array samples of the r-index [28], the samples of the subsampled r-index [17],
or the LCP array samples of thresholds [2]. An important challenge in these examples is how
to compute the data structures without building full versions of sa and lcp.

From a systems perspective, the design of disk-based algorithms optimized for Solid State
Drives (SSDs) could lead to significant speedups, taking advantage of SSD-specific features
such as high random access speeds and internal parallelism. Moreover, the acceleration of
BWT construction via GPU architectures could offer significant performance improvements
for massive datasets (see, for instance, the BWT-based compressor libbsc15 that uses
NVIDIA GPU acceleration).

On the algorithmic side, the Prefix-Free Parsing (PFP) strategy should be further explored
and adapted for the case of string collections. To our knowledge, the only PFP variant that
works on collections is PFP-eBWT [10] that computes the extended BWT (EBWT) by Mantaci
et al. [51]. On the other hand, designing new lightweight schemes for text compression that
are compatible with the construction of the BWT could enhance the scalability for massive
datasets. This idea is particularly relevant for grlBWT, where the compression of the input
is the main bottleneck. Recently, Díaz-Domínguez et al. [21] proposed a parallel grammar
algorithm that handles terabytes of data efficiently, and whose scheme shares some similarities
with grlBWT. Adapting this technique could achieve considerable reductions in space and
time.

Finally, there is growing interest in designing indexing16 data structures to encode BWTs
with large alphabets (see [29, 4, 64] and references therein). The standard solution to this
problem is the wavelet tree [30], which represents the BWT as a binary tree of height O(log σ)
and with σ leaves, σ being the BWT’s alphabet size. However, when σ is large, the O(log σ)
factor that results from navigating the tree becomes a considerable overhead. Furthermore,
the O(σw) bits required to store the tree also make the wavelet tree impractical in this
scenario. In this regard, Nishimoto et al. recently proposed a data structure [53] that
encodes the BWT in O(r log n) bits and reduces the O(log σ) penalty to O(1) regardless of
the alphabet. However, this solution is space-efficient only if r ≪ n, which occurs when
the text encoded by the BWT is highly repetitive. In practical scenarios where repetitive
collections also have some noise, this solution grows rapidly in size [7].

6 Final Remarks

In this short survey, we highlight key algorithms for computing large BWTs by leveraging
external memory or text compression techniques with no additional information about the
data. It appears as a first step towards a more in-depth comparison of the corresponding
tools, potentially including experimental results to highlight the differences among them.

15 https://github.com/IlyaGrebnov/libbsc
16 A representation encoding the BWT and that supports LF-mapping and backward search queries

https://github.com/IlyaGrebnov/libbsc
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Table 1 Theoretical complexities of algorithms. For Big-BWT,we assume that the data structures
fit into internal memory. We consider an (single) input string of length n for Big-BWT and bwt-disk,
and a collection S of k strings with total length N for the other algorithms. Let σ be the alphabet
size, m the length of the longest string in S, maxlcp the maximum LCP value, M the number of
words available in RAM, and B the number of consecutive words on the disk.

Algorithm Time Complexity Memory Usage I/O Complexity
Big-BWT [11] O(n) O(|D| + |P|) -
bwt-disk [26] O(n2/M) M words O(n2/(MB log n))
BCR [5] O(m(N + sort(k))) O(k + σ2) words O(Nm log σ)
BCRext [5] O(kN) O(σ2) words O(Nm log σ + N log N)
eGSA [49] O((N log N/M) · maxlcp) M words O((N log N/M) · m)
eGap [23] O(N · maxlcp) M words O(N · maxlcp)
BWT+LCP [8] O(N · maxlcp) O(k + m + log maxlcp) O(N · maxlcp)
grlBWT [22] O(N + k log m) O((N + k log m) log N) bits O((N log N)/B)

However, a direct comparison may not be entirely fair, given the differences in the intended
use cases of the tools. Some are designed for a single string, others for string collections, and
some work in external memory (semi- or fully), while others in internal memory. Additionally,
some tools are prototypes, whereas others are engineered solutions. Table 1 summarizes the
complexities of the algorithms at the basis of these tools.

In particular, bwt-disk was the first tool for constructing the BWT for a single string
in external memory, without the need to first compute the suffix array. It optimizes disk
access by using only sequential scans, which enables it to fully leverage modern caching
systems. Additionally, bwt-disk stores all input, output, and intermediate files in compressed
form, which allows it to use less total disk space than the uncompressed input for real-world
datasets.

Specifically, BCR/BCRext was developed to build the BWT for huge collections of short
strings over any alphabet. The experimental results in [5] showed that BCR is capable
of computing the BWT for 1 billion strings, each 100 characters long (approximately 93
GB of data), using only 13 GB of RAM, while BCRext requires a negligible amount of
RAM. Moreover, BCR can output auxiliary data structures (such as the Document Array,
Generalized Suffix Array and Longest Common Prefix).

eGSA was the first external memory algorithm for constructing the generalized suffix
arrays. It can also output the BWT for collections of strings with different sizes. The
experimental results in [49] showed that eGSA tool can index up to 24 GB of data using
only 2GB of RAM. One disadvantage of the eGSA is the large amount of disk working space.
Also, it is observed in [49] that eGSA ’s running time degrades when the RAM is restricted
to the input size.

eGap is very flexible about the use of RAM. The first phase adapts to the available
memory, but also the second one has been implemented in an alternative semi-external
version. Moreover, the algorithm can output additional information (such as the Document
Array) to solve in a single sequential scan of the inputs three well known problems on
collections of sequences: maximal repeats, all pairs suffix-prefix overlaps and succinct de
Bruijn graphs.

BWT+LCP splits the problem of computing BWTs and LCPs into subproblems in a
different way from other proposals, as we explained in Section 3.5, and it shows good
performance in experiments.

In the context of tools that employ compression techniques, Big-BWT has been demon-
strated to reduce the workspace when computing the BWT of highly repetitive inputs. The
experiments in [11] showed that the prefix-free parsing procedure implemented in Big-BWT
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allows to produce a dictionary D and a parse P that are considerably smaller than the input
and can fit in internal memory, even in cases where the input is of considerable size. For
example, on a dataset of 10, 000 Salmonella genomes, the dictionary and the parse together
took only about 7 GB, compared to the 50 GB of uncompressed input.

The current implementation of grlBWT can handle high volumes of repetitive data
efficiently. In experiments in [22], the tool could process 400 human genomes (1.2 TB) in 41
hours, with a memory peak of 183 GB. The performance decreased in non-repetitive data (i.e.,
collections of DNA sequencing reads), although it remained one of the most efficient methods.
In all inputs, the main bottleneck was text compression during the parsing phase, which took
more than 90% of the running time. Currently, grlBWT only outputs the multi-string BWT.
The construction of other data structures such as lcp or sa is not yet supported.

A comparison with almost all disk-based methods is available in [23]. More comparisons
can be found in the original papers, such as in [22].

Nevertheless, there are a number of other tools in the literature, some of which are
optimized to work in internal memory and/or on specific alphabet (such as, for instance, the
DNA alphabet). For example, the recent ropebwt3 [45] constructs the BWT of large DNA
sequence sets and enables efficient searching via the FM-index. It builds on the result reported
in [26], which has seen multiple implementations [63, 59]. It uses libsais17 to construct a
partial multi-string BWT from a sequence subset, and then merges it into an existing BWT.
The tool ropebwt318 is particularly optimized for highly redundant data, such as pangenomes
or high-coverage sequencing reads. It encodes the BWT using run-length encoding and a
dynamic B+-tree (see also [44]). Another recent proposal [52] (called CMS-BWT19) introduces
a method that takes as input a string collection S = {S1, S2, . . . , Sk} and a reference string
R, and computes the BWT of the (single) concatenated string S1$S2$ · · · Sk$ by exploiting
the high repetitiveness of data through the compressed matching statistics introduced in [47].
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