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—— Abstract
We provide a brief survey of results on solving the approximate pattern matching problem using
search schemes, as introduced by Kucherov et al. (2016). We demonstrate that search schemes
constitute a flexible and versatile tool that enable the specification of various search strategies,
including several known filtering methods. We present approaches for designing efficient search
schemes and for implementing them effectively. Finally, we conclude with experimental results
comparing multiple search schemes on DNA sequencing data using the Columba software by Renders
et al. (2021).
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1 Introduction

Quickly locating a given string (pattern) in a long sequence is a canonical algorithmic problem
with numerous practical applications. In bioinformatics, for example, an important task is
to locate thousands of reads generated by DNA sequencing in a genomic sequence. In this
example, as well as in most other practical settings, it is necessary to allow for a certain
number of errors, i.e., differences between the pattern and its occurrence in the sequence.
This leads to the problem of approximate pattern matching (APM) that we address in this
paper. A common algorithmic formalization, which we follow in this paper, assumes that
we are given an error threshold k and that we are looking for all occurrences of a given
pattern up to k errors in a text. The error model is defined either by the Hamming distance,
which considers only character substitutions, or by the edit (Levenshtein) distance, which

also allows character insertions and deletions.
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Pattern matching is a problem that has been extensively studied. One class of solutions,
relevant for most practical applications, is indexed pattern matching, where the text is
preprocessed into an index data structure that supports efficient pattern search. Among
such data structures, the FM-indez, also known as the BWT-index, is particularly important.
It was proposed by Ferragina and Manzini in 2000 [7]. Unlike other popular data structures
such as suffic trees [43, 28, 40] and suffiz arrays [26], the FM-index is a succinct data
structure whose size (in bits) is asymptotically the same as that of the underlying sequence.
Interestingly, the FM-index is built upon the Burrows- Wheeler transform [5], which is rooted
in word combinatorics [8] and was initially proposed for text compression [27]. However, the
idea proved extremely useful for indexing: the FM-index and its variants became integral
components of many bioinformatics tools, such as Bowtie [19, 18], BWA and BWA-SW [20, 21],
SOAP2 [22], Masai [37], Centrifuge [12], FMAlign [23, 44], Centrifuger [38], or ProPhyle [3].

In contrast to exact pattern matching, which can be solved very efficiently, approximate
pattern matching with k errors is a more challenging problem, as known algorithms are,
in the worst case, exponential in k with respect to either time or space requirements [39].
Considerable effort has been made to develop practically efficient APM algorithms. One
proposed heuristic is seeding, based on the observation that approximately matching fragments
typically share exact patterns of certain size. The idea is then to use small exactly matching
patterns, or their combinations, as seeds for potential enclosing approximate matches. Another
perspective on this approach is filtering where seeds are viewed as indicators of potential
match locations in the sequence, filtering out irrelevant regions and narrowing the search.
To efficiently detect seeds, all patterns in the text that could serve as seeds are indexed in a
data structure, typically a hash table. The most prominent example of such algorithms is
the BLAST alignment method, which was a predominant tool in bioinformatics for many
years [13]. While seeding is generally not used for exhaustive search, it can also be applied
to APM in a non-trivial way through the concept of spaced seeds [4, 24, 6]. This approach
allows for defining one or several seeds such that any pattern occurrence contains at least
one of them. However, computing spaced seeds that ensure a lossless search is a challenging
problem, even for the Hamming distance [14]. For the edit distance, this approach becomes
even more difficult to implement effectively.

In this paper, we focus on a different approach that leverages efficient indexing of the text
via an FM-index. Although the standard method of pattern search using an FM-index scans
the pattern backward (right-to-left), extensions of the FM-index, known as the bidirectional
FM-index, support searching in both directions [17, 35, 36, 2, 1, 30]. This feature can be
advantageous for approximate pattern matching, as first demonstrated by Lam et al. [17] for
restricted cases of one or two errors. The idea of combining forward and backward searches
for APM was also explored in [19] and [20], although those works employed a separate index
for each direction.

In general, the idea involves partitioning the pattern into k+ 1 or more parts and breaking
the search into independent searches, which can potentially run in parallel. Each search
begins with one of the parts, allowing either no errors or a small number of errors. This
approach drastically reduces the search space compared to the naive backtracking method
where the pattern is searched in one direction while exploring all possible errors at each step.
This idea is formalized through the concept of search schemes which we study in this paper.
Search schemes constitute a flexible and versatile formalism for specifying search strategies.
They can also be used to simulate some existing filtering methods, such as the one based on
the pigeonhole principle, the suffix filter [10] or the 01*0 filter [42].
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The goal of this paper is to provide an overview of search schemes, relate it to other meth-
ods, and present its current state-of-the-art. We will also survey some techniques for designing
efficient search schemes. Finally, we provide some experimental results demonstrating and
comparing the efficiency of different search schemes.

2 Definitions

A string is denoted as A = ajasy . ..aj4) where |A| represents its length, and a; refers to the
i-th character of the string. An infix (or substring) of A is denoted as 4; ; = a;a;11 ... a;.
Given an error threshold k, the approximate pattern matching problem for a query pattern
P = pipa...pp and a text T = 11ty .. .1, is defined as finding the set of all substrings
{Ts,.e1,Tss,e0,-- - such that d(Ts, ¢,, P) < k for some distance measure d(-,-). In this work,
we consider either the Hamming distance dp., or the edit distance deqit. The Hamming
distance dpam(X,Y) between two strings X and Y of equal length is the number of positions
at which the corresponding symbols are different. The edit distance deqst(X,Y’) between
two strings X and Y is the minimum number of operations required to transform X into Y,
where an operation is an insertion, deletion, or substitution of a single character.

A bidirectional index of a text is a data structure for pattern matching that supports
incremental search of the pattern in both directions. This allows a pattern to be searched
starting from any position, extending either to the left or right, and possibly alternating
directions. More specifically, given an already matched substring M, the index supports
extending that match to either Mc or cM, where c is a character.

Assume a query pattern P is divided into p non-overlapping parts P = P;...P,. A
search is a triplet S = (w, L,U). Here, # = (x[1],...,w[p]) is a permutation of {1,...,p}
defining the search order in which these parts will be matched. To make it consistent with
bidirectional indices, it is required that = fulfills the connectivity property: for each ¢ > 1,
m; is either min;j«; m; — 1, or maxj<;m; +1. L = L[1]...L[p] and U = U[1]...U[p| are
non-negative integer sequences of length p that specify respectively lower and upper bounds
on the cumulative number of errors when searching for consecutive parts in the order specified
by m. Formally, L and U must satisfy L[1] < ... < L[p] <k, U[1] < ... < Ulp] < k, and
L[i] < UJi] for all i <p. A search scheme S is a collection of searches S = {51, S2,..., 55|}
For ease of reading, sequences w, L and U are written as strings without separators, for
example search ((2,3,1), (0,0,0), (0,1,2)) is written as (231,000, 012).

An error configuration e = (e1,...,ep) is a distribution of at most k errors over the p
parts, i.e. 327 e; < k. A search S = (m,L,U) covers e if L[i] < 3, ; eq; < Uli] for all i.
A search scheme is called lossless if each possible error configuration is covered by at least
one of its searches. Furthermore, if each error configuration is covered by only one search,
it is called non-redundant. In the case of Hamming distance, a lossless and non-redundant
search scheme will lead to each match being found exactly once. In contrast, in the case of
edit distance, different error configurations can actually correspond to the same match.

An example of a search scheme is given in Fig. 1. The scheme contains three searches for
a pattern of length 8 over a binary alphabet, with up to k = 2 errors under the Hamming
distance. The pattern is partitioned into three parts of length 3, 3,2 respectively. Note that
scheme S5 requires bidirectional search: after initially searching part Ps, part P, is searched
backward and then Ps is searched forward. The scheme simulates the well-known pigeonhole
principle for APM when the pattern is partitioned into k + 1 parts and an exact occurrence
of each part is then extended into a potential match (see Section 3). Observe that the scheme
is lossless but redundant.
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Py P

obobodbobddnd obobodbobddnd obobobbol dobbldold
Figure 1 Pigeonhole principle expressed as a search scheme Spn = {51 = (123,000, 022), S; =
(213,000,022), S3 = (321,000,022)} with k = 2 errors, under the Hamming distance dham. The
pattern P = P, P, Ps, defined over a binary alphabet, has length |P| = 8 and part lengths |P;| = 3,
|P;| =3, and | P3| = 2. A vertical edge (solid line) represents a character match between the query

pattern and the text, while a skewed edge (dotted line) denotes a mismatch. The horizontal lines
delineate the parts of P.

Fig. 2 depicts another lossless search scheme for the search setting of Fig. 1. This scheme
follows the algorithm of Lam et al. [17]. The third search Sy; covers error configuration
(1,0,1), the only one not covered by Sgya and Spywa. One can observe that Sp,m has a smaller
search space than the search scheme from Fig. 1.

P P

P
P, 3

n 1 E E E E E E % E E
olodobbodlalll  LolododBolllodlbell  “oJL%1
Figure 2 A search scheme described by Kucherov et al. [15] simulating the search strategy proposed

by Lam et al. [17]: Stam = {Stwa = (123,000, 022), Sbwa = (321,000,012), Sy = (231,012,012)}.
The parameter setting is the same as in Fig. 1.

3 Search schemes

To gain intuition about what constitutes an efficient search scheme, we first consider naive
backtracking as a baseline algorithm. Naive backtracking can be expressed as a search scheme
with a single search Sy, = {(1,0, %)}, where pattern P is not partitioned (p = 1) and is
matched in its entirety, with a lower bound of 0 and an upper bound of k errors. Using an
index such as the FM-index, candidate occurrences O of the pattern P in the text T are
incrementally enumerated character by character in a depth-first manner. For simplicity,
we assume that O is spelled from left to right. The number of errors between a (partial)
candidate occurrence O and (a prefix of) P is tracked using a dynamic programming matrix
D, where each matrix element D(%, j) represents d(O1 4, P ;), i.e., the distance between the
first ¢ characters of O and the first j characters of P. As soon as all values in row |O] of D
exceed the threshold k, it is impossible to further extend O to match P within k errors. In this
case, the algorithm backtracks to the most recent branching point with unexplored characters
and continues the search from there. If P can be completely matched (i.e., d(O, P) < k),
then O constitutes an approximate occurrence of P in T and its position(s) in 7' can be
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Figure 3 Left panel: average number of children per node at different levels in the substring trie
of the human reference genome (GRCh38). Short sequences (length < 12) can be extended by all
four nucleotides. In contrast, longer sequences (length > 20) have a unique extension. Right panel:
illustration of the corresponding substring trie which is dense near its root and becomes increasingly
sparse at deeper levels.

reported. Note that in the case of the edit distance, maintaining a banded matrix D with
2k + 1 entries per row suffices. In the case of the Hamming distance, it is sufficient to track
only of the diagonal elements of D.

The naive backtracking algorithm induces a search tree where each node corresponds
to a single character extension and, therefore, to a unique substring O of the text that is
enumerated. Since the FM-index enables character extensions in constant time, the runtime
of naive backtracking is proportional to the number of nodes in this search tree. The size of
the search tree, i.e., the total number of strings O enumerated, is governed by two factors: (i)
the string O should exist in T, and (ii) either d(O, P) < k (and then O should be reported
as an occurrence), or it must still be possible to further extend O to some O’, such that
d(0’, P) < k. Criterion (i) is controlled by the FM-index which spells out only candidate
occurrences that exist in 7. For (ii), the (banded) dynamic programming (DP) matrix D is
used to track the distance between a (partial) candidate occurrence O and pattern P. Using
naive backtracking, the search tree grows rapidly with the maximum number of allowed
errors k and becomes impractically large even for modest values of k. This is because the
region near the root of the search tree is densely branched. This is illustrated in Fig. 3
showing the trie of all substrings of the human reference genome. Each search enumerates a
part of this trie, and a large number of short strings O are enumerated only to find out that
the vast majority of them cannot be extended to an actual (approximate) occurrence of P in
T. The reason that many short strings are enumerated is because short strings O are likely
to be present in T and not (yet) exceed the threshold of k errors.

One way to avoid exploring the densely branched region near the root of the substring
trie is to use the pigeonhole scheme Sy, illustrated in Fig. 1. If k errors are allowed, the
pattern P is partitioned into p = k 4 1 parts P = P, ... P,. Regardless of how the k errors
are distributed across the parts, at least one part must be error-free. Consequently, each

9:5
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approximate occurrence O of P with at most k errors must contain at least one such error-free
part of P. The key idea is to first match this error-free part of P, and then to extend this
match with the remaining parts of P using backtracking, allowing up to k errors in total. To
identify all occurrences, this procedure must be performed p times, each time assuming a
different part of P to be error-free. In each such search, the initial exact matching bypasses
the densely branched upper levels of the substring trie, and the backtracking procedure is
performed only in deeper levels which are more sparsely branched (nodes have fewer possible
character extensions, see Fig. 3). This pigeonhole-based approach can be formally expressed
as a search scheme with p = k + 1 searches: Sp, = {51,...,Sk+1}, where

Si=(i...p(i=1)...1,0...0,0k... k) fori=1...k+1. (1)

Formula (1) expresses that during search S;, part P; is matched first with no errors allowed.
Next, this seed is extended with parts Pj11,. .., P, to the right, followed with parts P;_1,... P
to the left, allowing up to k errors in total. Collectively, searches S; of Sy will identify all
approximate occurrences O of P. However, the same occurrence may be reported by multiple
searches. Indeed, any occurrence with more than one error-free part will be reported by
multiple searches. The pigeonhole-based search has been applied in many earlier works (see
e.g. [29]). Note that searches S; with ¢ = 2...p — 1 require bidirectional search that supports
extending a partial occurrence O with a single character ¢ either to the left (cO) or to the
right (Oc).

Although conceptually simple, the pigeonhole search scheme can already outperform
naive backtracking by a significant margin in practical applications. Yet, each search in
the pigeonhole search scheme already admits the maximum number of k£ errors starting
from the second part that is searched. Intuitively, performance could benefit from only
gradually allowing more errors when additional parts are matched. Indeed, deeper levels in
the substring trie are associated with fewer branches (see Fig. 3), so admitting more errors is
best postponed as much as possible.

Kérkkiinen and Na [10] proposed a suffiz filter that enhances the pigeonhole method.
The pattern is still partitioned into p = k + 1 parts P = Py ... P,, but the search is now
performed for strongly matching suffixes P; ... P,. A suffix P;... P, is said to strongly match
a string O = O; ... O, (suffix of a potential approximate match O = O, ...0O,) if for any j
with i < j < p, the condition d(P;...P;,0;...0;) < j — ¢ holds. It was proven in [10] that
this filter is lossless, meaning that for any error configuration, there always exists a strongly
matching suffix. Note that the distance function dist can be either dpam Or degit-

It is easily seen that the suffix filter can be simulated by a search scheme that first searches
forward for a strongly matching suffix and then extends it backward to the beginning of
P. The idea of combining suffix filter with the search on the FM-index was exploited in
[25, 41, 16] in application to DNA read alignment problems. Formally, the search scheme for
suffix filter is defined by Ssut = {S1, ..., Sk+1}, where

Si=(i...p(i=1)...1,0...0,01...(p—i)k...k) fori=1...k+1. (2)

Another improvement of the pigeonhole-based approach was proposed by Vroland et
al. [42]. Here, pattern P is partitioned into p = k + 2 parts instead of k + 1. This guarantees
that any approximate occurrence O of P contains at least two error-free parts. Among these
pairs, there exists one separated by a sequence of zero or more parts each containing exactly
one error [42, Lemma 2]|. This (variable-length) sequence of parts is referred to as a 01*0
seed. Compared to the suffix filter, the seeding of the 01*0 filter requires searching for parts
with no more than one error, which contributes to its efficiency. Unfortunately, a direct
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simulation of the 01*0 filter with a search scheme requires (k + 2)(k+ 1)/2 searches. However,
as observed by Pockrandt [31], one can simulate a weaker version by searching for an exactly
matching part P; followed by part P;;; matching with at most one error. This requires only
k + 1 searches, where the last (k + 1)-th search can be restricted to be followed by an exactly

matching part Prio. In summary, this search scheme is defined by So; = {S1,...,Sk+1},
where
(i...p@i—1)...1,0...0,01k... k) fori=1...k
S; = . . . (3)
(¢...p(i—1)...1,0...0,00k... k) fori=k+1

Compared to the pigeonhole scheme (1) which uses k + 1 parts, Sp; uses k + 2 parts
which are thus slightly shorter, making the starting exact match of P; a slightly weaker
filter. However, the requirement that the following part is matched with at most one error
outweighs this weakness in many practical scenarios, as will be shown below in Section 4.

In their seminal paper, Kucherov et al. [15] provided search schemes with k& + 1 and k + 2
parts for up to k = 4 errors. They differ from Spp, Ssur and Sp1 in several aspects. First, they
often contain a larger number of searches. For example, for k =4 errorsand p=k+1=5
parts, Skuch = {S1,...,Ss} contains eight searches!:

Sy = (12345,00000,02244); So = (54321, 00000, 01344);
Sy = (21345,01333,01334); Sy = (12345,01333,01334);
S5 = (43521,00111,01244); Sg = (32145,00113,01244);
Sy = (21345,01224,01244); Ss = (12345, 00334, 00444);

(4)

Increasing the number of searches reduces the search space per search and enables a more
gradual increase in the allowed number of errors as additional parts are added. Indeed, in
search scheme (4), most searches allow the maximum number of k = 4 errors only from
the fourth part that is matched. Kucherov et al. [15] define the eritical string of a search
scheme S as the lexicographically maximal U-string of a search in S. The critical U-string
in Skuen (for k = 4 errors and p = 5 parts) is 02244 from search S;. This is more favorable
than 04444, the critical U-string for the pigeonhole-based search scheme Spy,. Second, the
search schemes Skyucn Were the first to exploit the lower bound L. By carefully introducing
a minimum number of errors on certain parts of each search, overlap between searches is
minimized, reducing the search space and reducing the number of redundantly reported
occurrences. Nevertheless, the searches in Skyen collectively still cover all error configurations
and therefore maintain their lossless character. Third, the authors of [15] observed that the
search pattern P does not necessarily need to be divided into equal-length parts. In fact,
the part lengths can be chosen arbitrarily, provided that the same part lengths are used
across all searches. Since search Sj is associated with the critical U-string, it will likely
correspond to the largest search space (and thus the longest runtime) if P is partitioned into
equally sized parts. Therefore, it may be beneficial to slightly increase the size of part P;
while slightly decreasing the sizes of the other parts. This adjustment reduces the search
space for searches that match P; as their first, error-free part (i.e., searches Sy, Sy, and Ss),
while increasing the search space for the remaining searches. Although some searches will
become slower while others speed up, the overall effect is a net performance gain. A more
formal justification of the benefit of uneven partitioning is given in [15], Section 3.2. Overall,
the search schemes proposed in [15] proved to be very efficient for practical bioinformatics
applications [34].

! Note that [15] has a different definition of lower bound, therefore those were adjusted to the definition
we use in this paper. Furthermore, lower bounds in S¢ and S7 were slightly corrected compared to [15].
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3.1 Design of search schemes

Designing efficient (or even optimal) search schemes is a fundamental and difficult combin-
atorial optimization problem, due to a large number of degrees of freedom in designing a
search scheme: the number of searches |S|, the number of parts p, the size of each part | F;|
(i =1...p), and the strings 75, Us and L, for each search S; (s =1...[S]).

Kianfar et al. [11] were the first to tackle this problem in a systematic way for the
Hamming distance. They proposed a mixed integer linear program (MILP) that minimizes
the expected size of the search tree, i.e., the expected number of strings O enumerated.
Assuming a fixed number of |S| searches, a fixed number of parts p parts and fixed part
lengths |P;| (¢ =1...p), and a maximum number of allowed errors k, this objective translates
into

ISl p |Proal  Usld] i—1
Minimize Z Z Z Z nyd, where [ = j + Z | P11 (5)
s=1i=1 j=1 d=L,[i—1] ir=1

Here, n; 4 denotes the expected number of enumerated strings O of length [ that have
exactly d mismatches with respect to the corresponding part of search pattern P. The
summations express that, during each search S, the number of errors d is constrained by
Ls[i — 1] < d < Ui, and that parts of P are matched in the sequence specified by the
permutation array ms. Note that during the matching of part Py |;], the lower bound is
L[i — 1], rather than L,[i], because the lower bound L,[i] applies only after part P [; has
been fully matched. L4[0] is always 0. If the characters of the search text T and the search
pattern P are assumed to be independently and uniformly drawn from the alphabet, n; 4
can be efficiently computed for the Hamming distance (see [15, Section 3] for details). The
MILP formulation imposes several constraints to ensure that the resulting search scheme S
is valid. For example, the search scheme S should be lossless and the permutation array
should satisfy the connectivity property. Using the CPLEX solver on the MILP formulation,
optimal triplets (7, Ls, Us) are provided for each search Ss (s = 1...|S|) as output. Note
that the value of |S|, provided as input to the MILP solver, denotes an upper bound on the
number of searches. If a resulting, MILP-optimal search scheme has |S*| < |S| searches, then
|S| — |S*| empty searches are generated. The solves achieves this by setting Lg[i] > Us]i] for
some 4.

Using their MILP formulation, Kianfar et al. [11] were able to generate search schemes
for up to k = 4 errors for the Hamming distance. For example, for k=4 and p=k+1=5
parts, the resulting search scheme Sk;an consists of three searches:

Sy = (12345, 00004, 03344);
S = (23451,00000, 22334); (6)
S5 = (54321,00033,00444);

Note that search S5 already allows two errors in the first part of P that is matched. This
makes Skian less suitable for matching under the edit distance, as the dense region near the
root of the search tree becomes very large.

More recently, Renders et al. [32] applied a MILP approach to generate search schemes,
albeit with a different optimization function. The authors focus on the edit distance, where
computing the expected number of enumerated strings O during a search is computationally
more challenging. Additionally, they argue that the expected number of enumerated strings —
computed under the assumption of uniformly random 7" and P — is a poor approximation of
the actual number observed in real-world applications, such as read mapping against the
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human reference genome. This discrepancy arises because the human reference genome has a
complex repeat structure, in which certain patterns occur significantly more frequently than
would be expected under a uniform randomness assumption.

Therefore, rather than trying to minimize the expected number of generated strings, the
following objective function is used in their MIP formulation:

IS » S Q ISl

Minimize Y Y (k+ D)@ U[i] => Y (p—i+1)- Lfil + > > A (7)

s=1 =1 s=1 =1 g=1 s=1

The first term of objective function (7) seeks to provide lexicographically small U-arrays. The
weighting factors, (k + 1)P=9 are larger for smaller values of i, meaning that the number of
allowed errors in Uy should increase only gradually as more parts of P are matched. The
intuition is that allowing more errors should be deferred until the search tree becomes sparsely
branched. The second term aims to maximize the L-arrays. In this case, the weighting factors
are smaller, because the impact on runtime of the L-arrays is less pronounced compared to
the U-arrays. Finally, the third component promotes minimizing the redundant reporting
of occurrences by multiple searches. Here, A4 is a boolean variable indicating whether an
error distribution ¢ is covered by search s. Note that there are Q = (p‘};k) possible ways to
distribute at most k errors over p parts and that each error distribution should be covered
by at least one search, i.e., Zl‘i‘l Ag,s = 1.

Assuming p = k + 1 parts and a search scheme S with exactly |S| = p searches, Renders
et al. [33] provided MILP-optimal search schemes for up to k = 7 errors. These search
schemes are referred to as MinU search schemes due to the primary focus on providing
lexicographically small U-arrays. For reference, we provide three resulting optimal search
schemes Suminu,A, SMinU,B; and Swminu,c for k =4 errors and p = k + 1 = 5 parts:

SMinU,A SMminU,B Sminu,c
Sy (12345, 00222, 02244) (12345, 01114, 01444) (12345, 01114, 01444)
S, (23145, 00000, 01244) (21345, 00003, 01444) (21345, 00008, 01444)
S3 (32145, 01111, 01244) (34521, 01111, 02244) (34521, 01111, 01244)
Sy (45321, 00003, 01444) (43521, 00000, 01244) (43521, 00000, 01244)
Ss (54321, 01114, 01444) (54321, 00222, 01244) (54321, 00222, 02244)

Next to these MILP-optimal search schemes for up to k = 7 errors, Renders et al. [32]
provide search schemes for up to k = 13 errors that were generated using a greedy heuristic.

Note that despite this progress, the design of efficient search schemes remains an open
research problem. First, due to the large number of variables involved, generating MILP-
optimal search schemes becomes computationally challenging for larger values of k; even
for k = 7, the solving the optimization problem (7) requires many hours of computing time.
Second, it is difficult to formulate the goal of minimizing the search space as an optimization
criterion that is both accurate and easy to evaluate.

3.2 Dynamic selection of search schemes

For a fixed long text, such as a sequence of human genome, further optimizations of the search
process are possible. The expected size of the search tree, and consequently the expected
workload, associated with the optimal search schemes Swinu,a, Sminu,B, and Swminu,c is
identical. In other words, across a large number of (random) patterns P, and assuming
equally sized parts P;, the three search schemes should require the same amount of work.
This can be verified by comparing their L- and U-arrays.

9:9
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However, the workload for individual patterns P may vary significantly between the
optimal search schemes. Recall that the critical U-string of a search scheme is the lexico-
graphically largest U-string. Kucherov et al. [15] showed that in a search scheme with &
errors and p = k + 1 parts, the minimal critical U-string is given by 02244 ... kk when k is
even, and 013355. .. kk when k is odd [15, Theorem 1]. In Sminu,a, SMinU,B, and Sminu,c,
searches S1, S3, and Ss, respectively, have the critical U-string 02244 (indicated in boldface
in (8)). As these searches already allow for two errors in the second part that is matched
(Prg), they are expected to require more work than the other searches in their respective
search schemes. In other words, to minimize the workload associated with a search scheme,
one should primarily focus on the search that contains the critical U-string.

These insights lead to the following heuristic for reducing workload. First, perform exact
matching for parts P; (for ¢ = 1,3,5) individually. Next, compare their number of exact
matches. If P; has the fewest exact matches, execute search scheme Syiinu,a. Similarly,
if P3 has the fewest matches, execute search scheme Swminu . Otherwise, execute search
scheme Syinu,c. The number of exact matches in P; (for ¢ = 1,3,5) is thus used as a proxy
for the size of the search tree that must be explored during the search that contains the
critical U-string. While this heuristic offers no strong guarantees regarding the workload
of individual patterns, it performs very well on average across a large number of patterns.
Additionally, the results from the exact matching of P; (for ¢ = 1,3,5) in the first step of the
heuristic can be reused during the execution of the individual searches. Consequently, the
heuristic incurs minimal overhead.

3.3 Dynamic partitioning of search patterns

Recall that search patterns P can be partitioned arbitrarily, as long as the same partitioning
is consistently applied across all searches within a given search scheme. This flexibility allows
for partitioning P in a way that balances the workload among searches.

In their original work, Kucherov et al. [15] proposed a dynamic programming algorithm
to compute an optimal pattern partition for a given search scheme, under the assumption of
a random pattern searched in a random text. They also provided some examples of uneven
partitions outperforming even ones. They point out, however, that an optimal partition is
very sensible to the choice of parameters such as the search scheme, number of parts but
also the text length.

In practice, we are often interested to design an efficient search for a fixed text, such as
a human genome. If all searches within a search scheme have the same expected workload
—such as in the pigeonhole-based search scheme Sp,— it is advantageous to partition P so that
each part P; has approximately the same number of exact occurrences in the text. However,
for a specific pattern P, an equal-sized partitioning does not necessarily achieve this balance,
since certain parts P; may occur more frequently within the search text 7" than others. In
other words, an effective partitioning strategy should be tailored to the content of P itself.

To address this, Renders et al. [34] proposed a greedy heuristic that determines the part
sizes dynamically to ensure a suitably balanced distribution of exact occurrences across
the parts P;. What constitutes a “suitably balanced” distribution depends on the search
scheme. For symmetric search schemes like Spp, this means ensuring a uniform distribution
of the number of occurrences of P;. In general, balance is achieved when the number of
occurrences of each P; is inversely proportional to the expected workload of the searches
that begin at P;. The heuristic by Renders et al. operates by determining part sizes while
performing exact matching for each P;, introducing minimal overhead. However, it does not
provide guarantees regarding the workload of individual patterns in the context of dynamic
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Table 1 The average size of the search tree (lower = better) for different search schemes when
aligning 1 million Illumina reads (151 bp) and their reverse complements to the human reference
genome using Columba, allowing for at most k errors in Hamming distance. Each value represents
the average size for a single read and its reverse complement. A dash (‘-’) indicates no search scheme
is available for that value of k. dnc = did not complete.

Search scheme k=1 k=2 k=3 k=4 k=5 k=6 k=17

Naive backtracking 3946 48630 430831 2950884 dnc dnc dnc
Pigeonhole [17] 439 1151 3605 10851 29956 74175 165197
Suffix filter [10] 439 954 2275 5153 10902 21589 40707
01 [31] 516 1115 2749 6510 14363 30098 61651
Kucherov k + 1 [15] 439 902 1715 4260 - - -
Kucherov k + 2 [15] 516 1156 2131 6020 - - -
Kianfar [11] 439 899 6355 52492 - - -
Manbcst [31] - - - 5549 - - -
MinU [33] 439 902 1715 3506 6595 10394 16371

search scheme selection. Nevertheless, it has been shown to yield performance improvements
of approximately 30% on average. Notably, dynamic partitioning of search patterns and
dynamic selection of search schemes are independent techniques and can be combined for
further optimization.

4 Results

4.1 Dataset

In all benchmarks, all occurrences of search patterns were identified in both strands of the
human reference genome (GRCh38) with up to k errors under the Hamming or edit distance
metrics. Non-ACGT characters (e.g., ‘N’s) in the reference sequence were replaced with
randomly chosen nucleotides. We sampled 1,000,000 Illumina NovaSeq 6000 reads (151 bp)
from a whole-genome sequencing dataset (accession no. SRR13586123). Given our focus
on approximate pattern matching, all reads were treated as single-end, ignoring paired-end
read information. All results were obtained using Columba version 2.0, an efficient tool for
approximate pattern matching using search schemes. The C++ source code of Columba is
available at https://github.com/biointec/columba under AGPL-3.0 license.

4.2 Empirical evaluation of search schemes

We exemplify the practical benefit of using different search schemes using the mentioned
data set. More extensive results can also be found in [9]. Tables 1 and 2 show the average
size of the search tree to identify all approximate occurrences of an Illumina read in the
human reference genome for different search schemes and different values of allowed errors k
under the Hamming? and edit distance?
total number of (partial) candidate occurrence strings O that were generated during the
execution of the search scheme. It evaluates the efficiency of a search scheme regardless of

, respectively. The search tree corresponds to the

implementation characteristics of the software. Note that Tables 1 and 2 report the number
of generated candidate occurrences O that actually exist in 7.

2 Command for Hamming distance:
./columba -a all -e [e] -K O -p uniform -i O -nD -m hamming -v -c
[path/to/search/scheme]

3 Command for edit distance:
./columba -a all -e [e] -K O -p uniform -i O -nD -v -c [path/to/search/scheme]

9:11
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Table 2 The average size of the search tree (lower = better) for different search schemes when
aligning 1 million Illumina reads (151 bp) and their reverse complements to the human reference
genome using Columba, allowing for at most k£ errors in edit distance. Each value represents the
average size for a single read and its reverse complement. A dash (‘-’) indicates no search scheme is
available for that value of k. dnc = did not complete.

Search scheme k=1 k=2 k=3 k=4 k=5 k=6 k=7

Naive backtracking 7248 160736 2419153 24728576 dnc dnc dnc
Pigeonhole [17] 444 1205 3936 12444 36386 95614 225615
Suffix filter [10] 444 990 2434 5698 12515 25846 50837
01 [31] 523 1161 2946 7180 16426 35978 77455
Kucherov k + 1 [15] 444 937 1821 4631 - - -
Kucherov k + 2 [15] 523 1100 2157 5394 - - -
Kianfar [11] 444 934 10344 166 809 - - -
Manbcst [31] - - - 6233 - - -
MinU [33] 444 937 1821 3821 7336 11848 19021

Table 3 The runtime (in seconds, lower = better) for different search schemes when aligning
1 million Illumina reads (151 bp) and their reverse complements to the human reference genome
using Columba, allowing for at most k errors in Hamming distance. A dash (‘-’) indicates no search
scheme is available for that value of k. The runtimes for Naive Backtracking are extrapolated from
a dataset with only 10000 reads. dnc = did not complete in 3 hours.

Search scheme k=1 k=2 k=3 k=4 k=5 k=6 k=7
Naive Backtracking 328 3613 32354 235843 dnc dnc dnc

Pigeonhole 102 223 585 1681 4611 dnc dnc
Suffix filter 103 193 380 771 1575 3051 5581
01 105 208 443 947 2051 4340 dnc
Kucherov k + 1 101 187 315 638 - - -
Kucherov k + 2 108 209 344 723 - - -
Kianfar 99 187 763 4889 - - -
Manpest - - - 914 - - -
MinU 98 190 311 577 1000 1573 2334

Tables 1 and 2 include the search space for naive backtracking as a baseline scenario.
Results for backtracking with k > 4 are omitted due to computational impracticality. The
search scheme based on the pigeonhole principle already outperforms backtracking by a large
margin. This emphasizes the necessity to avoid having to explore the densely branched
region near the root of the substring trie. Exploiting the 01 principle further reduces this
search space. However, custom-designed search schemes with stringent lower and upper
bounds generally perform best, with a more significant difference for larger values of k. For
example, for k = 7, the MinU search schemes have a 10x and 4x smaller search space than
the pigeonhole principle-based and 01-based search schemes, respectively. Note that Tables 1
and 2 include Manpt, a search scheme designed by Pockrandt [31] for k& = 4.

Tables 3 and 4 report the runtime to align 1 million Illumina reads to the human reference
genome on a single core 64-core Intel® Xeon® E5-2698 v3 CPU, running at a base clock
frequency of 2.30 GHz CPU. These values correlate to a large degree with Tables 1 and 2.

4.3 Effect of dynamic selection of search schemes

To ensure an unbiased comparison between search schemes, certain optimizations in Columba,
such as dynamic selection of search schemes and dynamic partitioning of search patterns,
were disabled in the previous comparison, as they may affect different search schemes in
different ways. For example, exploiting dynamic selection of search schemes requires having
equivalent alternatives to choose from.
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Table 4 The runtime (in seconds, lower = better) for different search schemes when aligning 1
million Illumina reads (151 bp) and their reverse complements to the human reference genome using
Columba, allowing for at most k errors in edit distance. A dash (‘-”) indicates no search scheme is
available for that value of k. The runtimes for Naive Backtracking are extrapolated from a dataset
with only 10000 reads. dnc = did not complete in 3 hours.

Search scheme k=1 k=2 k=3 k=4 k=5 k=6 k=7
Naive Backtracking 684 13125 200593 dnc dnc dnc dnc

Pigeonhole 105 256 725 2207 6657 dnc dnc
Suffix filter 102 231 479 1044 2251 4741 9687
01 112 243 550 1271 2920 6648 dnc
Kucherov k + 1 105 219 405 877 - - -
Kucherov k + 2 110 239 442 975 - - -
Kianfar 113 215 1243 - - - -
Manpest - - - 1210 - - -
MinU 104 217 392 762 1398 2281 3618

Table 5 The average size of the search space for different dynamic techniques when aligning 1
million Ilumina reads (151 bp) and their reverse complements to the human reference genome using
Columba with the minU search schemes, allowing for at most k errors in edit distance. A dash (‘-’)
indicates that dynamic selection is not useful for this value of k.

Heuristic k=1 k=2 k=3 k=4 k=5 k=6 k=7
None 444 937 1821 3821 7336 11848 19021
Dynamic Partitioning 340 742 1589 3791 7174 11679 18333
Dynamic Selection - 845 - 3721 - 11379 -
Both - 708 - 3458 - 10779 -

Table 5 presents the average size of the search space for the same alignment task using
the MinU search schemes and the edit distance metric under four scenarios: i) no heuristics
applied; ii) using only dynamic partitioning of search patterns; iii) using only dynamic
selection of search schemes (applicable only to even k); iv) both heuristics enabled. Note
that the results in scenario i) are identical to those in Table 2 for the MinU search scheme.

The use of dynamic partitioning of search patterns adaptively determines the size of the
search patterns so that their number of exact occurrences is balanced. Across all values of k,
and for a large number of search patterns, this technique reduces the search space by 4% to
23% for this dataset. The largest relative reduction occurs for smaller values of k, where
fewer but larger parts provide greater flexibility in adapting their sizes.

Enabling dynamic selection of search schemes allows Columba to choose between optimal
search schemes based on the number of exact matches in their individual parts. This
technique applies only to even values of k, where the critical U-string is 02244 ... kk. Again,
this technique reduces the search space by a similar margin.

In case both techniques are combined, dynamic partitioning of the search pattern is
applied first. Once a partitioning for the particular read has been fixed, the expected
best-performing search scheme is selected. Combining both heuristics yields a reduction in
search space between 9% (k = 6) and 24% (k = 2). Both heuristics are easy to implement
and impose almost no overhead. These results demonstrate their effectiveness for practical
applications.
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