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—— Abstract

Fault diagnosis has been addressed in many research communities, leading to a variety of available
fault diagnosis techniques. Deciding as a user which fault diagnosis methods are suitable for a
specific application is thus a nontrivial task. Benchmarks can provide the community with a holistic
understanding of the landscape of newly developed and available fault diagnosis methods when
making this decision. After a long hiatus, we revived the DX Competition with three fault diagnosis
benchmarks: SLIDe, LUMEN, and LiU-ICE. The purpose of the benchmarks is to inspire fault
diagnosis research with challenging problems in cyber-physical systems relevant for industry. The
benchmarks share a common code structure and we used similar performance metrics in order to
simplify the adaptation of diagnosis system solutions to the different case studies.
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1 Introduction

Reasoning about the root causes for an encountered problem is a common task. Whenever
an order is not delivered, our car does not start, a program does not work, our multimedia
system stops working, when we feel ill, and in many other situations we are interested in the
reasons why something was or is not working as expected. Only once we know the source of
the problem can we begin to effectively address and solve it to mitigate the issue.

Diagnosis algorithms address this need, in that they tell us exactly which sets of mal-
functioning parts in a system can explain the unexpected behavior. The corresponding
approaches are sometimes dedicated to very specific scenarios [33, 38] and exploit specific
aspects of a diagnostic problem [35], but most concepts are general enough to be applicable
to a wide variety of systems. Whenever we refer to systems, we do so in the most abstract
sense in that we mean actually any artifact that we can reason about. The system targeted
by a diagnostic process might thus be digital, logical, analog, mechanical, cyber-physical,
biological, ecological, ethical, and economical, or it could also refer to, for instance, a social
system, a supply chain, or a process.

Thus, many research communities have been working on concepts and algorithms for
fault diagnosis, and they have been doing so based on a diverse set of underlying techniques.
This led to a large variety of available approaches that range from symbolic [42, 34, 7] to
sub-symbolic [25, 1], hybrid [28] and statistical [5, 36] ones, and which potentially aim at
diagnosing a single [34] or multiple [39] scenarios. In rare cases, they target even the isolation
of all faults that are present in a system [37] by generating and considering data that are
hopefully representative enough. Deciding as a user which fault diagnosis methods are suitable
for a specific application is thus a nontrivial task, and it is certainly not as straightforward
as it might look at first glance. In particular, we have to take into account that all methods
come with their own individual ramifications in terms of resource expenditure, required
knowledge, and achievable performance. Each solution is based on hidden assumptions, see,
e.g. [20], which affect the quality of the results computed in a given scenario.

One solution for providing the community with a holistic understanding of the landscape
of available and newly developed methods is the use of well-formulated benchmarks. They
allow the scientific community to propose different solutions to diagnostic systems and draw
on a well-founded comparison option to evaluate their performance. As we shall discuss in
Section 2, there is a variety of such benchmarks available. Individual papers tend to use
only a subset of those, usually in combination with paper-specific benchmarks. Furthermore,
we have to take into account that the computation hardware as well as available tools (like
SMT/SAT /constraint solvers or simulators) change significantly over time. All of these
aspects make it hard to maintain an accurate picture of old and new proposals. So, when
Reiter argued in his seminal paper [42] that solvers are too slow to search for diagnoses directly
(so not taking conflicts into account), he did not anticipate the technological evolution that
we have experienced since then and that allowed the advent of corresponding solutions [27]
with very competitive performance [30].
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After a long hiatus, we thus revived the DX Competition®, which is an important source
for evaluating new and old algorithms and putting their performance into perspective. In
2025, we started DXC’25 with a set of three benchmarks that focus on three individual
cyber-physical systems. As we explain in individual sections, the three case studies” combine
different diagnosis tasks, and they feature different properties, as summarized in Table 1.

Table 1 Characteristics of the DXC’25 benchmarks.

SLIDe LUMEN LiU-ICE
application steam line rocket engine combustion engine
docker container available Y Y Y
real/artificial data A A R
natural/injected faults I I I
attacks Y N N
intermittent faults N Y N
discrete/continuous C C C
fault data/system data/ FD, SD FD, SD, SIM FD, SD
simulator
challenges diag, nonlinear  diag, nonlinear, sim2real diag, nonlinear

As we can see from the table, the benchmarks focus on persistent faults and cyber-attacks
in a variety of continuous nonlinear systems. For some, a simulator is available so that a
user can also create their own behavioral samples. For others, real and/or artificial data are
provided. All the technical details are available from our DXC’25 benchmark repository, so
that a reader may test their own solutions for all the benchmarks described in this paper.

The outline of this paper is as follows. First, related research and other fault diagnosis
benchmarks are discussed in Section 2. Then, presentations of each of the three DX
benchmarks are given: including a system description, a presentation of considered fault
scenarios, and provided resources. The case study SLIDe is presented in Section 3, LUMEN
in Section 4, and LiU-ICE in Section 5. A description of the benchmark implementation
environments is presented in Section 6 and the evaluation metrics used in the benchmarks
are summarized in Section 7. Finally, a summary is given in Section 8.

2 Related research

Various fault diagnosis benchmarks have been proposed. In contrast to text or vision
processing, technical fault diagnosis research still suffers due to data scarcity. This is
mainly attributed to two causes. First, industrial datasets often cannot be shared due to
confidentiality concerns. Second, fault diagnosis is a field of anomaly detection, where the
number of normal samples is significantly larger than the number of faulty samples. Therefore,
the community can still largely benefit from developing new benchmarks.

DX Community is grounded in logical and model-based approaches [42]. With the
advances in machine learning, the community is integrating data-driven approaches. As
pointed out in [56], industrial machine learning research (including fault diagnosis) must
carefully follow principles to achieve reliable results. One of the crucial aspects is the use of

5 https://conf.researchr.org/home/dx-2025#Competition
7 available from https://vehsys.gitlab-pages.liu.se/dx25benchmarks/
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held-out test sets. It makes competitions particularly useful for the evaluation of the proposed
algorithms. The study in [19] showed that the performance of the solutions in the competition
had a clear connection to the assumptions made about different faults in the design of the
diagnostic system. Existing benchmarks, while helpful, carry the risk of overfitting to the
test set. This effect was observed in the recent Safeprocess competition [17, 18] based
on an internal combustion engine, where the results on the training data were generally
overestimating the results on the held-out evaluation set.

There are several benchmarks that have been widely adopted in the fault diagnosis
community. The Tennessee Eastman Process (TEP) [8] dataset is a simulation of a chemical
process widely used for control and diagnosis research. DAMADICS benchmark [3] is a study
of the intelligent industrial actuator. The CWRU dataset [45] serves for the comparison of
fault diagnosis of rolling bearings. NASA Ames developed the Advanced Diagnostics and
Prognostics Testbed [41] that has been used for benchmarks and competitions; see, e.g.,
[22]. NASA’s Prognostics Data Repository® is a collection of datasets for prognostics and
health management. It is a valuable resource for remaining useful life (RUL) prediction
benchmarking. A simulation-based wind turbine benchmark is proposed for fault diagnosis
and fault-tolerant control in [32]. The results of six participants in a competition using the
wind turbine benchmark are summarized in [31].

Recently, a few benchmarks were proposed inside the DX community. A leak detection
and localisation benchmark, including structural model of water distribution network, and
simulated dataset, was proposed in [51, 50]. An ensemble of benchmarks based on simulated
tank systems was presented in [2]. The set requirements for AI benchmarks in the domain
of Cyber-Physical Production Systems were formulated in [11], additionally introducing a
comprehensive benchmark, offering applicability on diagnosis, reconfiguration, and planning
approaches. A TuLAUT (Theory and Teaching of Automation Technology) website® provides
a curated collection of industrial datasets, including many fault diagnosis datasets.

The DX Competition has a history of successful editions [22, 21, 40, 47, 13], including
synthetic track based on faults injected into ISCAS85 circuits, industrial tracks ADAPT
and ADAPT-Lite, based on the Electrical Power System (EPS) testbed, software track, and
thermal fluid track, which presented problems in a building’s heating, ventilation, and air
conditioning (HVAC) domain. DXC competitions gave rise to or helped evaluate numerous
diagnostic algorithms, including FACT [43], HyDE [29], LYDIA [14], ProADAPT [26]
RODON [24], and Wizards of Oz [16].

The range of problems covered in fault diagnosis benchmarks is extensive (from software
and digital circuits to continuous processes from various domains), but it is still far from
exhaustive. The benchmarks vary in complexity and the task (diagnosis, prognosis, planning).
Due to data scarcity, primarily covering data with faults, many of the benchmarks rely
on simulated data. There is a lack of benchmarks offering data and a structured process
description.

3 SLIDe

SLIDe (Steam Line Intrusion Detection Benchmark) benchmark is devoted to the analysis of
diagnostic algorithms for the detection and isolation of process faults and the detection of
cyberattacks on a simulated fragment of the steam line of a fluidized bed boiler including

8 https://www.nasa.gov/intelligent-systems-division/discovery-and-systems-health/pcoe/
pcoe-data-set-repository/
9 https://tulaut.github.io/
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the third and fourth stage of superheaters. It includes challenging scenarios that exhibit
sensor, actuator, and technological component faults as well as cyberattacks. To reflect the
industrial nature of the benchmark, we provide only a qualitative description of the process
with a list of measurements and a few prepared datasets representing different operating
conditions, but only for fault-free and attack-free states.

The 2-stages steam line superheaters simulator models the processes within the boiler
of a power unit. In each of these sections, there is an attemperator, a superheater, and
a cascade controller — the main controller controls the temperature of the steam after the
superheater, while the auxiliary controller, which controls the injection water valve, controls
the temperature after the cooler. The schematic diagram of the process is shown in Figure 1.

Figure 1 Process block diagram.

The benchmark simulator is implemented in Matlab. Control and measured variables are
shown in Figure 2. B denotes the fuel inflow to the boiler, F' steam flows, T" temperatures,
G positions of the injection valves, SP set points, and C'V control signals. Figure 2 shows
traces of control loops and process variables.
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(a) Control loops. (b) Process variables.

Figure 2 Control loops and process variables.
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3.1 Process faults

The benchmark includes 16 process and sensor faults. The symbolic locations where process
faults can be introduced are shown in Figure 3.
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Figure 3 Symbolic designation of types and places of introduction of process faults.

Process faults are divided into the following types according to the entry points:
pf°: Incorrect operation of the measurement signal path.

pfA: Faulty operation of the actuator.

pfCV: Control signal path malfunction.

pf¢: Technological component fault.

3.2 Cyber-attacks

Each cyber attack is carried out according to a designed scenario — a specific method of
attack. Such a scenario consists of elementary impacts on individual system elements and
signals in communication channels called cyber faults. The symbolic locations for introducing
cyber faults in the simulator are shown in Figure 4.
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Figure 4 Symbolic designation of types and places of introduction of cyber faults.

We consider the following types of cyberattacks:

cf¢ — attack on the controller (change of operating mode, change of parameters),
cf® P — modification of set-points,

cfCV — modification of control variables,

cfPV — modification of controlled variables,

cf* — attack on the actuator (blockage, modification of operation, changes of operating
parameters).

Cyber faults should be isolated to the specific control loop, i.e. the competitor’s task is
to detect cyber faults and say which control loop is affected. It is possible for more than one
control loop to be affected by the same cyber-attack scenario. It is not necessary to isolate
the cyber fault to the specific component.
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3.3 Additional resources

Training datasets are available at the competition website!? Training and evaluation data
from the previous version of the benchmark are available [48]. Exemplary algorithms for
fault and cyber-attack detection and isolation can be found in [49, 53, 52].

4 LUMEN

Early launch vehicles such as the American Saturn 5 or the European rocket family Ariane,
were expendable. Diagnostics therefore focused on pre-flight tests and post-test evaluations
while no sophisticated system was used on-board. However, as the space industry shifts
towards reusability and cost reduction, on-board diagnostic systems for health monitoring
are essential for next-generation rocket engines. The RS-25, Space Shuttle’s Main Engine
(SSME), was the first reusable liquid rocket engine (LRE). For on-board diagnostics, dynamic
limit-checks (redlines) for critical engine parameters, e.g. rotational speed of the turbopumps
or combustion chamber pressure, were performed [6]. Those redlines were defined based on
engineering judgement and experience. Although this simple method works well for most
component faults, there are still severe problems: Sensor faults can cause unnecessary engine
shutdowns and component faults can remain undetected. During the operation of rocket
engines, sensors, such as pressure transducers and thermocouples, are subjected to high
thermal and mechanical stresses, which make them susceptible to failure. This is underlined
by the history of Space Shuttle ground test aborts, launch delays and the launch abort of
flight STS-51-F caused by faulty sensors [4]. In addition, undetected component faults can
result in catastrophic events [54]. For a more sophisticated diagnosis of the engine’s health,
vibration data was used on-board of the SSME to detect faults in the turbopumps which
are the most common source of failure in rocket engines [6]. Newer reusable launchers such
as SpaceX’s Fualcon 9 also use sophisticated systems for detecting off-nominal conditions
and initiating autonomous safe shutdowns [46]. The effectiveness of their health monitoring
system was demonstrated on various flights, e.g., during flight 84 where one of the nine
engines on the first stage of the rocket was shutdown due to an anomaly and the mission was
still successful. Following SpaceX’s lead, Europe and other nations are actively researching
and developing reusable rockets. The European rocket engine Prometheus, for example, is
being optimised for reusability and cost reduction. The diagnosis of the the engine’s health
plays a vital role in achieving this goal [44]. The development and testing of these diagnostic
systems involves component-level testing and ground tests, with the ultimate goal of ensuring
their suitability in-flight.

LUMEN (Liquid Upper stage deMonstrator ENgine) is a modular pump-fed liquid
oxygen (LOX) and liquid methane (LNG) rocket engine with 25 kN thrust, developed by
the Institute of Space Propulsion of the German Aerospace Center (DLR). The operational
envelope of LUMEN covers combustion chamber pressures from 40 bar to 80 bar and mixture
ratios between 3.0 to 3.8. DLR has successfully completed two hot-fire test campaigns of
LUMEN, demonstrating key capabilities such as stable combustion over a wide throttling
range of 38 bar to 78 bar [10]. With this achievement LUMEN is now fully operational and
available as a testbed for the development of intelligent control and diagnosis systems for
health monitoring.

Ohttps://conf.researchr.org/home/dx-2025
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4.1 System description

This benchmark is proposed as a challenging problem for fault diagnosis of safety-critical
technical systems with focus on the LUMEN engine. LUMEN, as shown schematically in
Figure 5, is operated in an expander-bleed cycle. Both propellants are pressurized by separate
turbopump units. While LOX is injected directly into the combustion chamber (MCC),
LNG is first used for the regenerative cooling of the combustion chamber in a counterflow
arrangement. The heated coolant flow is partially remixed with LNG to actively control the
fuel injection temperature. The remaining cooling mass flow is further heated within the
nozzle extension (NEM) and is then used to drive LOX and LNG turbines. Afterwards, the
turbine exhaust is vented without being combusted. The generated thrust and therefore the
operating point of LUMEN is defined by the combustion chamber pressure, the mixture ratio
and the cooling channel mass flow. LUMEN’s operating point is set by the position of the
control valves TFV, TOV and FCV in open-loop. A more detailed description of LUMEN
can be found in [9, 23, 55].

LOX Feed T TOV |} U TFV | LNG Feed
' ' ' H
Lo o8
LOX | LOX LNG
Pump Turbine Turbine

(a) Flow scheme of LUMEN.

(b) Thrust chamber of LUMEN during a hot-fire
test.

Figure 5 The LUMEN benchmark.

4.2 Challenges

The development of fault diagnosis systems for LUMEN is complicated for various reasons,
e.g. a limited amount of experimental data, measurement inaccuracies, nonlinear dynamics,
the wide throttling range and strong coupling of all components. The placement of sensors
is also constrained by extreme temperatures, high pressures and vibrations within the
engine, which can damage instrumentation and lead to unreliable measurements. In addition,
experimental data for fault scenarios can not be intentionally collected due to the inherent
risk of a catastrophic failure. As a result of the extreme operating conditions close to the
physical limits, the engine may also fail for unpredictable reasons. A number of challenges in
developing a diagnosis system are defined by these difficulties.

The required robustness to unknown faults due to the lack of data for failure scenarios is
one of the main challenges. The diagnosis system should detect any deviation from nominal
operation as fast as possible but also reason based on the symptoms whether a detected
fault can be isolated to known fault scenarios or is unknown. Another challenge poses the
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scarcity of experimental data. Accurate reduced-order simulation models offer the possibility
of generating representative data in controlled environments for both nominal operation and
fault scenarios. However, resulting from unavoidable modeling errors in reduced-order models,
the simulator is only an approximation of the real system. Closing this simulation-reality
gap is not trivial and needs to be addressed in the development of diagnosis systems for
rocket engines.

4.3 Provided resources

For developing the diagnosis system, a transient simulation model of LUMEN is provided.

The simulator accurately reproduces experimental results in both transient and steady-state
conditions with errors below 10 %. The simulator is based on differential-algebraic equations
(DAE) and built with EcosimPro, the state-of-the-art modeling tool for space applications,
and the European Space Propulsion System Simulation (ESPSS) library. The behavior
of each component is defined by a set of geometrical and physical parameters such as the
length, diameter and wall roughness of a pipe which cannot be changed in the simulator. For
performing transient simulations, a Python interface is provided which can be used to adjust
the position of the control valves and therefore change the operating point of LUMEN at
each time step. The output of the simulator consists of noisy measurements at positions in
which sensors are commonly placed within a flight-like rocket engine. In total, the output of
the simulator consists of eight pressure measurements, e.g. the combustion chamber pressure,
seven temperature measurements, e.g. the turbine inlet temperature, the rotational speed of
the two turbopumps, the command and position signal of each valve as well as five mass
flows at different positions, e.g. the injection fuel mass flow. As flowmeters are not used on

board of rocket engines, the provided mass flows are calculated based on other measurements.

The simulator can be used to generate both nominal trajectories and trajectories in which a
fault is introduced at an user-defined time. In total, 15 sensor faults, three actuator faults
and three components faults can be simulated.

To replicate the challenge of the adaption to the real system in this benchmark, we
introduce another simulation model that is not provided to the participants. The modified
simulator has a slightly different set of physical parameters and is a representation of the real
system in this benchmark. This real system simulator is used for evaluating the performance
of the diagnosis systems. To mimic the scarcity of available experimental data, a limited set
of nominal trajectories which is generated with the real system simulator is also provided. In
addition to the known fault scenarios, we use the real system simulator to generate trajectories
for fault scenarios which are unknown to the participants a priori. If the symptoms of these

faults differ from known faults, the diagnosis system should classify this fault as unknown.

An overview of the provided resources and the evaluation process is given in Figure 6. The
evaluation metrics are described in Section 7. For evaluating the diagnosis system solution, a
Docker container with evaluation code is provided as described in Section 6.

4.4 Fault scenarios

Component, sensor, and actuator faults can be introduced in the simulation model at each
time step. Sensor faults can be injected into all measurements by multiplying the measured
variable by a fault factor f € [0.8,1.2]. As the simulation is performed open loop, sensor
faults affect the measured signal and downstream calculations of the mass flows. Component
and actuator faults, on the other hand, influence the operation of the entire engine as a result
of strong coupling. The actuator fault is modeled as a stuck valve that does not change
position according to the command signal. This fault can be introduced in TFV, TOV and
FCV. In addition, three component faults with different magnitudes can be simulated:

14:9
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—» Nominal trajectories Available to participants

Simulator

—»  Fault scenarios

Parameter

modification

Limited set of

Diagnosis
system
nominal trajectories
. Evaluation i
Fault scenarios class —> Final score

Figure 6 Overview of the evaluation process for the LUMEN benchmark.

Real system

simulator

Blockage of the turbine inlet nozzle: This fault models a geometrical change in the
flow area of the inlet turbine nozzles that can result from stuck particles.
Leakage: This fault simulates a leakage mass flow downstream of the pump. It is
modeled with an additional valve that can be partially opened, and thus introduce a
leakage mass flow.
Increased pressure drop: This fault simulates an additional pressure drop within the
feedlines of the system. It is modeled with an additional valve that can be partially closed
to increase the pressure drop.
To illustrate the described effects of each type of fault, Figure 7 shows the normalized sensor
signals for the valve command for FCV, TFV and TOV, the fuel injection mass flow, the
combustion chamber pressure and the rotational speed of the fuel turbopump (FTP).

5 LiU-ICE

The first version of the Linkoping University Internal Combustion Engine (LiU-ICE) industrial
benchmark was initially presented in [17]. The benchmark is proposed as a challenging
industrial-relevant case study to support fault diagnosis research. Engine fault diagnosis
is a nontrivial task that is complicated by nonlinear dynamic behavior, with slow and fast
dynamics, a wide operating range, and both stationary and transient operation.

Developing a diagnosis system is complicated by system model inaccuracies, measurement
uncertainties, and limited training data from relevant fault scenarios. The objective of the
competition is to address these challenges by designing a diagnosis system for the air path of
an internal combustion engine.

5.1 System description

The benchmark consists of operational data collected from an internal combustion engine test
bench, see Figure 8a and a mathematical model, where the model parameters are unknown.
Figure 8b shows a schematic of the modeled part of the system, which is the air path through
the engine. The available sensor signals are as follows:

Ypic — Intercooler pressure

Y1ic — Intercooler temperature

Ypim — Intake manifold pressure

Ywas — Mass flow through the air filter

Yapos — Lhrottle actuator position
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Figure 7 Examples of each fault type on normalized sensor signals. The fault is injected at
different t = 36 s. The valve commands are identical for each fault.

Y — Engine speed
Ypamb — Ambient pressure
YTamb — Ambient temperature

The known actuator signals are as follows:
um s — Requested injected fuel mass
Uyg — Requested wastegate actuator position

The available signals represent a set of standard signals that are available in a production
engine. Note that most signals are available in the air intake of the engine, see Figure 8b.
The airflow passes through an air filter before the compressor and the intercooler. A
throttle is used to control the pressure in the intake manifold where air enters the cylinders,
where it is mixed with fuel and ignited to generate torque. The exhaust gases pass through

the exhaust manifold and the turbo that drives the compressor before leaving the exhaust.

The wastegate is used to control how much of the exhaust gases pass through the turbo. The
engine control unit makes sure that the engine provides the desired torque while controlling
the stoichiometry of the air and fuel in the cylinder to optimize combustion and reduce
emissions.

5.2 Fault scenarios

Faults are introduced during operation, either by opening a valve that represents a leak or

by modifying a measurement signal in the engine control unit, representing a sensor fault.

The faults considered are the following:

14:11
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flow flow
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Figure 8 The LiU-ICE benchmark.

= fypic — A fault in the inter-cooler pressure sensor yp;.

=  fypim — A fault in the intake manifold pressure sensor ypim

=  fywar — A fault in the air mass flow sensor yyar

= fimi — A leakage in the intake manifold

Sensor faults are injected as multiplicative as y = (1+ f)x where y is the measurement signal,
x is the measured variable, and f # 0 represents a fault that scales the measured signal.
Since a sensor fault is introduced during operation, it can affect the operating conditions of
the system through feedback loops. The magnitude of the leakage fault fi,,; is defined by
the diameter of the valve orifice.

5.3 Provided resources

In the benchmark, a mathematical model of the system and training data from various fault
scenarios are provided. The mathematical model is in the form of semi-explicit differential
algebraic equations (DAE) of index 1. The component models are similar to what is described
in [12]. The provided model is implemented in the Fault Diagnosis Toolbox [15]. A structural
representation of the provided model is shown in Figure 9 where the blue dots represent
unknown variables, the red dots are fault signals, and the black dots are known signals.

5.3.1 Training data

The training data for this version of the LiU-ICE benchmark consist of 26 datasets and include
different magnitudes of each fault. Each data set is sampled at 20 Hz. All training data
sets in the benchmark have been collected using the Worldwide Harmonized Light Vehicle
Test Procedure (WLTP). The WLTP cycle is approximately 30 minutes long and covers
varying operating conditions and transient behavior that represent both urban and highway
driving. Each fault is introduced after approximately two minutes into each corresponding
dataset and is present for the rest of the cycle. A summary of the fault realizations is shown
in Table 2. For sensor faults, the fault signal f can be both positive and negative, that is,
the faulty signal is scaled up or down with respect to the true signal. Each data set starts
with nominal operation, and the fault is injected after approximately two minutes.
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Figure 9 A structural representation of the engine model.

To illustrate the effects of each fault, Figure 10 shows the sensor signals ypic, Ypim, and
Ywas for one realization of each fault. The sensor faults in the plots are +10% and the
leakage diameter is 6 mm. The injection of each fault is marked in the corresponding subplot
where the fault is most visible. The sensor faults are marked in the corresponding signal
and the leakage is highlighted in signal yp;, which measures close to the location of the
leakage. In the figure, the signals have been translated in time, so they are synchronized in
the drive cycles. Note that since the sensor faults are multiplicative, the same fault size for
the different sensor faults results in different excitation in the signals. Since the fault fy,q¢
is not visible in the plot, a zoomed in figure is shown in Figure 11.

For the final evaluation, a set of secret test data will be used to evaluate all participating
solutions. Note that the fault scenarios in the test data can be other driving cycles than the
WLTP cycle.

Training data sets are available on the competition website. The previous version of the
benchmark is described in [17].

6 Benchmark implementation environment

To simplify the implementation of diagnostic system solutions to the different benchmarks, a
standardized data format and code structure in Python are used. Each benchmark provides a
Docker container with a similar evaluation code and a template for the implemented diagnosis
system.

Table 2 Summary of training datasets with fault scenarios.

Fault Magnitudes

fypic  -15%, -10%, -5%, 5%, 10%, 15%
Sfypim  -16%,-10%, -5%, 5%, 10%, 15%
fowar  -15%,-10%, -5%, 5%, 10%, 15%

fimi 4 mm, 6 mm
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Figure 11 A zoom in of the yway signal from Figure 10 to show the sensor fault fyuway.

The diagnosis system solution should be implemented in Python in a class using the

following template:
class DiagnosisSystemClass:
def __init__(self):
pass
def Initialize(self):
#initialize diagnosis system here
pass
def Input(self,sample):
#Update diagnosis using new sample
detection = [] # Set flag if fault is detected
isolation = [] # Ranking of diagnoses
return(detection,isolation)
found in DiagnosisSystemClass.py. Note that it is possible to update the class with
functionality needed for the solution. It is important that the inputs and outputs to the

above functions are not changed.
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The evaluation code provided is found in the file evaluate_diagnosis_system.py as
part of the benchmarks and calls the diagnosis system every time a new sample of data is
available. The diagnosis system requires to return if a fault is detected and a ranking of
the diagnoses is obtained. The evaluation of each fault scenario is stored in a csv file in the
results folder in the container.

7 Evaluation metrics

There are various performance metrics that can be used for evaluation of diagnosis systems,
where we outline in the following those chosen for DXC’25.

7.1 Diagnosis of faults

For each new sample, the diagnosis system should return a fault detection flag. When a
fault is detected, the system provides a ranked list of diagnoses with decreasing posterior
probability. The diagnosis system should have high fault detection accuracy and a low
false alarm rate. At the same time, it is important to isolate the true fault to select a
suitable countermeasure. The diagnosis system solutions are evaluated based on the following
performance metrics:
False alarm rate (FAR) — the percentage of samples in which the diagnosis system states
that a fault is detected when there is no fault in the system.
True detection rate (TDR) — the percentage of samples in which the diagnosis system
states that a fault is detected when there is a fault in the system.
Fault isolation accuracy (FIA) — the average probability given to the true diagnosis for
all samples when a fault is correctly detected.
All performance metrics are between 0 and 1. The metrics are kept simple to simplify the
comparison of different fault diagnosis solutions. The total score is calculated as a weighted
sum of these performance metrics as follows:

total score = ( (1-FAR) + TDR + FIA )/3.

where a higher value represents better performance. Note that a naive solution can achieve
at least 0.3, e.g., by not triggering any alarm.)

7.2 Diagnosis of cyberattacks

In the SLIDe benchmark, diagnosis of cybernetic faults is also evaluated based on the
following performance metrics:
False alarm rate (FAR) — the percentage of samples in which the diagnosis system states
that a cybernetic attack is detected when there is no cyber attack in the system. We use
1 - FAR as a metric.
True detection rate (TDR) — the percentage of samples in which the diagnosis system
states that a cyber attack is detected when there is a cyber attack in the system.
Cyber attacks isolation accuracy (CIA)

The isolation accuracy of cybernetic faults (CTA) is divided into two parts:

True isolation rate (TIR) — the average probability assigned to the simulated attack
vector,

False isolation rate (FIR) — the average probability assigned to the loops that are not
attacked. We use 1 — FIR as the isolation accuracy score.
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The isolation accuracy score is computed as the harmonic mean of TIR and 1 — FIR:

2.TIR-(1— FIR)

IA =
¢ TIR+ (1—FIR)

(1)

The metrics used for cyber attacks differ in their approach to isolation accuracy because
we also consider scenarios when multiple loops are attacked. The proposed metric better
evaluates the cases where only some of the attacked loops are isolated correctly in contrast

to only considering the probability of a correct diagnosis.

8 Summary

The three benchmarks described in this paper (and which are available from the DXC’25
benchmark repository!!) served as a starting point for reviving the DX competition after
a long hiatus. As we can easily deduce from the characteristics listed in Table 1, our aim
was to provide an initial set of challenges that is diverse but also close enough to foster the
testing of an approach for all benchmarks.

The benchmarks are continuously updated. Thus, we encourage prospective participants
and interested readers to reach out to us for the latest versions. We also plan to complement
the current benchmark set with additional ones that cover other types of system, such as
discrete ones. Of particular interest will be extensions that cover additional diagnostic
problems. This could include intermittent fault scenarios or the evaluation of a system’s
long-term performance (and degradation).

At the same time, we intend to expand the competition with challenges for approaches
that integrate diagnosis with control, repair, and potentially prognosis. Evaluating these
integrated approaches will, in particular, allow us to investigate the effectiveness of various
diagnosis concepts regarding their integration into design approaches for intelligent systems.

Being able to analyze and, in turn, anticipate the exact needs for diagnostic support in
the decision making of an intelligent autonomous system shall provide the community with
the background to make educated design decisions towards enabling resilience in a system.
That is, the ability to reasoning about problems and their mitigation at run-time enables
resilient systems to maintain their functionality not only for anticipated fault scenarios, but
also in situations and circumstances that could not be anticipated at design time.
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