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Abstract
The 2012 Dagstuhl 12321 Workshop on Robust Query Processing, held from 5–10 August 2012,
brought together researchers from both academia and industry to discuss various aspects of
robustness in database management systems and ideas for future research. The Workshop was
designed as a sequel to an earlier Workshop, Dagstuhl Workshop 10381, that studied a similar set
of topics. In this article we summarize some of the main discussion topics of the 12321 Workshop,
the results to date, and some open problems that remain.
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Introduction

In early August 2012 researchers from both academia and industry assembled in Dagstuhl
at the 2012 Dagstuhl Workshop on Robust Query Processing, Workshop 12321. An earlier
Workshop—Dagstuhl Workshop 10381—held in September 2010 [16] had supplied an op-
portunity to look at issues of Robust Query Processing but had failed to make significant
progress in exploring the topic to any significant depth. In 2012, 12321 Workshop participants
looked afresh at some of the issues surrounding Robust Query Processing with greater success
and with the strong possibility of future publications in the area that would advance the
state-of-the-art in query processing technology.
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2 12321 – Robust Query Processing

Background and related research
A considerable amount of query processing research over the past 20 years has focused on
improving relational database system optimization and execution techniques for complex
queries and complex, ever-changing workloads. Complex queries provide optimization
challenges because selectivity and cardinality estimation errors multiply, and so there is
a large body of work on improving cardinality estimation techniques and doing so in an
autonomic fashion: from capturing histogram information at run time [1, 17], to mitigating
the effects of correlation on the independence assumption [21], to utilizing constraints to
bound estimation error [18, 15, 9, 10], to permitting various query rewritings to simplify the
original statement [11, 23, 28, 27, 19, 26]. Studies of the feasibility of query re-optimization
[8, 7], or deferring optimization to execution time [24], have until recently largely been based
on the premise that the need for such techniques is due either to recovering from estimation
errors at optimization time in the former case, or avoiding the problem entirely by performing
all optimization on-the-fly, such as with Eddies [6] rather than in a staged, ‘waterfall’ kind of
paradigm.

More recent work on adaptive query processing [13, 25, 14, 24] has considered techniques
to handle the interaction of query workloads [3, 4, 5], coupled with the realization that
changes to environmental conditions can significantly impact a query’s chosen execution plan.
These environmental conditions include:

changes to the amount of memory available (buffer pool, heap memory);
changes to i/o bandwidth due to concurrent disk activity;
locking and other waits caused by concurrency control mechanisms;
detected flaws in the currently executing plan;
number of available cpu cores;
changes to the server’s multiprogramming level [2];
changes to physical access paths, such as the availability of indexes, which could be
created on the fly;
congestion with the telecommunications network;
contents of the server’s buffer pool;
inter-query interaction (contention on the server’s transaction log, ‘hot’ rows, and so on.

Background – Dagstuhl seminar 10381
Self-managing database technology, which includes automatic index tuning, automatic
database statistics, self-correcting cardinality estimation in query optimization, dynamic
resource management, adaptive workload management, and many other approaches, while
both interesting and promising, tends to be studied in isolation of other server components.
At the 2010 Dagstuhl Workshop on Robust Query Processing (Dagstuhl seminar 10381) held
on 19–24 September 2010, seminar attendees tried to unify the study of these technologies in
three fundamental ways:
1. determine approaches for evaluating these technologies in the ‘real’ environment where

these independently-developed components would interact;
2. establish a metric with which to measure the ‘robustness’ of a database server, ma-

king quantitative evaluations feasible so as to compare the worthiness of particular
approaches. For example, is dynamic join reordering during query execution worth more
than cardinality estimation feedback from query execution to query optimization?
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Figure 1 Comparison of Systems A and B in response to increasing workloads over time.

3. utilize a metric, or metrics, to permit the construction of regression tests for particular
systems. The development of suitable metrics could lead to the development of a new,
possibly industry-standard benchmark, that could be used to measure self-managing
database systems by industry analysts, customers, vendors, and academic researchers and
thus lead to better improvements in robust operation.

At the 2010 Dagstuhl seminar, attendees struggled somewhat with trying to define the
notion of robustness, let alone trying to measure or quantify it. Robustness is, arguably,
somewhat orthogonal to absolute performance; what we are trying to assess is a system’s
ability to continue to operate in the face of changing workloads, system parameters and
environmental conditions.

An example of the sorts of problems encountered in trying to define robustness is illustrated
in Figure 1. Figure 1 shows the throughput rates of two systems, System A (blue line) and
System B (red line), over time, for the same workload. The Y -axis represents the throughput
rate, and the X-axis is elapsed time. Over time, the workload steadily increases.

Three areas of the graph are highlighted in Figure 1. The first, in green, shows that as
the workload is increased, System A outperforms System B by some margin. That peak
performance cannot be maintained, however, as the load continues to be increased. The area
in blue shows that once System A becomes overloaded, performance drops precipitously. On
the other hand, System B shows a much more gradual degradation (circled in red), offering
more robust behaviour than System A but with the tradeoff of not being able to match
System A’s peak performance.

One can argue that Figure 1 mixes the notions of query processing and workload mana-
gement. In Figure 2 we simplify the problem further, and consider only simple range queries
(using two columns) over a single table, where the (logarithmic) X-axis denotes the size of
the result set.

In Figure 2, the yellow line illustrates a table scan: it is robust—it delivers identical
performance over all result sets—but with relatively poor performance. The dashed red
line is a traditional index-to-index lookup plan: that is, search in secondary index, row
fetch out of the primary (clustered) index. This plan is considerably faster for very small
selectivities, but becomes considerably poorer with only a marginal decrease in selectivity.
The solid red line shows, in comparison, substantial-but-imperfect improvements over the
index-to-index technique, due to asynchronous prefetch coupled with sorting batches of

12321



4 12321 – Robust Query Processing

Figure 2 Comparison of access plans for a single table range query.

row pointers obtained from the secondary index. This query execution strategy is available
in Microsoft sql Server 2005. While Figure 2 is just one simple query—one table, range
predicates on two columns—Figure 2 illustrates both the magnitude of the problem and the
opportunity for improving the robustness of such plans.

At the 2010 Dagstuhl seminar, seminar attendees explored a number of different ways in
which to define robustness. One idea was to define a metric for robustness as the accumulated
variance in the wall clock times of workloads—or particular queries—or, alternatively, some
measure of the distribution of that variance, a 2nd level effect. Since this working definition
includes wall clock times, it implicitly includes factors such as optimizer quality, since a
robustness metric such as this must include statement execution times. However, while the
sophistication of query optimization, and the quality of access plans, is a component of a
robust database management system, it is not the only component that impacts any notion
of robustness.

This working definition of robustness raised as many questions as answers, and many of
these were still unresolved by the end of the workshop. Those questions included:

Sources of variance in query optimization include the statistics model, the cardinality
model, and the cost model, with the latter usually being less critical in practice than the
former two. One measure of ‘robustness’ is to assess the accuracy between estimates and
actuals. What level of importance should the ‘correctness’ of a query optimizer have on a
metric of robustness?
Which offers more opportunity for disaster—and disaster prevention: robust query
optimization or robust query execution?
Is robustness a global property? Does it make sense to measure robustness at the
component level? If so, which components, and what weight should be attached to each?
Several of the attendees at the 2010 Dagstuhl workshop advocated a two-dimensional
tradeoff between actual performance and ‘consistency’. But what is ‘consistency’? Is it
merely plan quality, or something more?
Robustness for who? Expectations are different between product engineers and end users;
one should not try to define robustness unless one addresses whose expectations you are
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trying to satisfy. Both rely on an idealized model of how a system should behave. Can
we define that model? At the same time, what expectations can a user have of a really
complex query?
Is adaptivity the only way to achieve robustness?
What would a benchmark for robustness attempt to measure?

During the workshop we analyzed these questions from various perspectives. Unfortunately
we failed to reach consensus on a clear definition of robustness, how to measure it, and
what sorts of tradeoffs to include. Our hope, in this, the second Dagstuhl workshop on
Robust Query Processing, is to make additional progress towards clarifying the problems,
and possibly make some progress towards defining some general—or specific—approaches to
improve dbms robustness.

12321



6 12321 – Robust Query Processing
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3 Dagstuhl seminar 12321

3.1 Approach
At the 2012 Dagstuhl seminar, attendees looked at the problem of robust query processing
both more simply and more directly. Rather than attempt to define robustness per se,
instead the attendees were asked to modify a classical model of query processing so that
the result would be more ‘robust’, whatever that might mean. The basic idea was to model
query processing as a simplistic, generic, cascading ‘waterfall’ system implementation, which
included parsing, followed by query rewrite optimization, then join enumeration, and finally
query execution. In detail, this set of cascading query processing functions included the
following steps:

logical database design;
physical database design;
SQL parsing;
plan caching: per query, per parameter, and so on, including recompilation control and
plan testing;
query rewrite optimization;
query optimization proper, including join enumeration;
query execution;
database server resource management: memory, threads, cores, and so on;
database server storage layer, including the server’s buffer pool and transactional support.

Workshop participants were then invited to propose approaches that would modify this
‘strawman’ query processing model by proposing the modification or transposition of query
optimization or query execution phases that, it was hoped, would lead to more robust system
behaviour.

3.2 Scope
The organizers purposefully chose to keep the focus of discussion relatively narrow and
concentrated on more traditional components of relation database query processing. Hence
the scope of our discussions included aspects such as Query optimization, query execution,
physical database design, resource management, parallelism, data skew, database updates,
and database utilities. Outside of the seminar’s scope were arguably more esoteric query
processing topics such as text and image retrieval, workload management, cloud-only issues,
map-reduce issues, extract, transform, load processing, and stream query processing.

3.3 Qualitative and quantitative measures
To permit workshop participants to focus their ideas on the costs and benefits of their
proposals, the workshop organizers developed a list of questions that each work group needed
to address with their specific proposal. The questions were:

1. What is the decision that’s to be moved within the waterfall model? Within the waterfall
framework workshop participants could make several choices; for example, they could
decide to introduce a new query processing layer, rather than (simply) move functionality

12321



8 12321 – Robust Query Processing

from one layer to another. As a concrete example, one might decide to create a new
Proactive Physical Database Design layer within the model, thereby treating physical
database design as a process and not as a static constraint imposed on server operation.

2. Where is the decision made in the original waterfall model? What alternative or additional
location do you suggest? To keep the discussions simple, the organizers decided to avoid
getting into complex situations such as ‘parallel’ waterfall implementations . For example,
the physical database design phase, typically considered an offline task, could be ‘pushed’
into a periodic query processing phase, but we would stop at considering an ‘online’
physical database design task that could greatly perturb the overall model of the system.

3. How do you know that this is a real problem? Industry representatives at the Workshop
stated that periodic workload fluctuations are the reality in commercial environments
and that manual intervention to deal with issues as they arise is unrealistic. Even if
performance analysis tools are available, the resources required to diagnose and solve
database server performance problems are too great. Moreover, workload creation
and/or modeling remains often too time-consuming for many database administrators,
exacerbating diagnosis issues.

4. What is the desired effect on robust performance or robust scalability in database query
processing? Not all proposals may lead to better absolute performance. Rather, the
target metric of the proposals is to improve the system’s robustness, however that may
be defined. For example, a specific proposal may: (a) better anticipate the workload,
(b) inform the dba ahead of the system’s peak workload, (c) permit the system to be
better prepared for the system’s expected workload, (d) support better energy efficiency,
(e) improve better worst case expected performance of a given workload, or (f) provide
additional insights for a dba to permit better fault diagnosis.

5. What are the conditions for moving this decision? One of the tasks for each group looking
at a specific proposal was to determine the parameters for moving a query processing
task from one phase to another. In some cases, decision tasks would be designed to move
to other phases only under some conditions—for example, due to the periodicity of the
workload—whereas in other cases proposals included ideas to permanently move decisions
from one query processing phase to another.

6. How do the two decision points differ in terms of available useful information? For
example, in many cases it is feasible to consider the migration of a query processing task
to another phase only when the metadata surrounding the execution context is known
and complete. For example, the system may have a real, captured workload, captured
performance indicators, and estimated and actual query execution costs. For other, the
amount of metadata required may be significantly less.

7. What are the limitations, i.e., when does the shift in decision time not work or not provide
any benefit? For example, is there a type of workload for which a shift in query processing
execution will be counter-productive?

8. How much effort (software development) would be required? Is is feasible to consider
implementing this proposed technique within a short-term engineering project? Are
the risks of implementing the proposal quantifiable? Are the risks real? Can they be
mitigated in some way?

9. How can the potential benefit be proven for the first time, e.g., in a first publication
or in a first white paper on a new feature? Can the benefits of the new technique be
described sufficiently well in a database systems conference paper? What workloads can
be used to demonstrate the proposal’s effectiveness, so that the proposal’s benefit can be
independently verified by others in the field?
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10. How can the benefit be protected against contradictory software changes, e.g., with a
regression test? This is a complex and difficult problem due in part to subtle changes in
underlying assumptions that are made in virtually all complex software systems.

11. Can regression tests check mechanisms and policies separately?

To illustrate a potential re-ordering technique, seminar chair Goetz Graefe used an
example of moving statistics collection from the physical database design step into the query
optimization phase. This would mean that statistics collection would be performed on
an on-demand basis during query optimization, rather than as part of a separate, offline
‘performance tuning’ phase. The positive impact of such a change would be to avoid blind
cardinality estimation and access plan choices, at the expense of increasing the query’s
compile-time cost. Conditions that could impact the effectiveness of the proposal would be
missing statistics relevant to the query, or stale statistics that would yield an inaccurate cost
estimate. A proof of concept could include examples of poor index and join order choices
using an industry standard benchmark, along with mechanisms to control the creation and
refresh of these statistics at optimization time.

4 Potential topics for exploration

On the seminar’s first day, Monday, seminar attendees brainstormed a variety of potential
ideas to shift query processing functionality from one query processing phase to another.
These included:

1. Admission control moved from workload management to query execution: ‘pause and
resume’ functionality in queries and utilities.

2. Index creation moved from physical database design to query execution.
3. Materialized view and auxiliary data structures moved from physical database design to

query optimization or query execution.
4. Physical database design (vertical partitioning, columnar storage, and column and/or

table compression techniques) moved from physical database design to query execution.
5. Join ordering moved from query optimization to query execution.
6. Join and aggregation algorithm: moved from query optimization to query execution,

along with set operations, DISTINCT, etc.
7. Memory allocation moved from resource management and query optimization to query

execution.
8. Buffer pool policies: move policy control from the storage layer to query optimization

and/or query execution.
9. Transaction control: move from the server kernel to the application.

10. Serial execution (1 query at a time): consider moving away from concurrent workload
management to fixed, serial execution of all transactions.

11. Query optimization a week ago: move physical database design decisions to the query
optimizer by pro-actively, iteratively modifying the database’s physical database design
through continuous workload analysis.

12. Consider a minimal (in terms of algorithms, implementation effort, and so on) query
execution engine that is robust.

13. Query optimization: move from pre-execution to post-execution.

12321



10 12321 – Robust Query Processing

14. Consider the introduction of a robustness indicator during query execution; the idea is to
analyze the robustness or efficacy of the query optimization phase—as a simple example,
the standard deviation of query execution times.

15. Develop a comparator for pairs of ‘similar’ queries in order to explain what is different
between them, both in terms of sql semantics and in terms of access plans.

16. Holistic robustness.
17. Parallel plan generation, including degree of parallelism: move from query optimization

to query execution.
18. Statistics collection and maintenance: move from physical database design to query

optimization.
19. Storage formats: move from physical database design to another phase, possibly query

optimization or query execution based on plan cache information.
20. Move refresh statistics, predicate normalization and reordering, multi-query awareness,

access path selection, join order, join and aggregation algorithms, cardinality estimation,
cost calculation, query transformation, common subexpression compilation, parallel
planning, and Halloween protection to within the join sequence.

21. Pre-execution during query optimization; for cardinality estimation and for intermediate
results, consider the interleaving of query optimization and query execution.

22. Data structure reorganization: move from query execution to query optimization.
23. Develop a measure of robustness and predictable performance as a cost calculation

component for a query optimizer.
24. Statistics refresh: move from physical database design or query optimization to query

execution
25. Plan cache management: consider augmenting mechanisms and policies set by the query

optimization phase with outcomes from the query execution phase.
26. Plan caching decisions: move from the plan cache manager to within the query execution

phase.

Over the remaining days of the 12321 seminar, attendees selected topics from the above
list and met to consider these ideas in greater detail, and if possible develop a study approach
for each that could take place once the Seminar had concluded.

5 Promising techniques

During the seminar’s remaining days, attendees focused on studying the techniques above
and developed concrete plans of study for a variety of approaches that each could improve
a dbms system’s robustness. Of those discussed at Dagstuhl, attendees reached consensus
that the following ideas were worthwhile exploring in greater depth once the seminar had
concluded:

1. Smooth operations. The proposal is to implement a new query execution operator, called
SmoothScan. At the query execution level, via the SmoothScan operator the system
continuously refines the choices made initially by the query optimizer, being able to
switch dynamically between index look-up techniques to table scans and vice-versa in a
smooth manner.

2. Opportunistic query processing. Instead of executing only a single query plan (which may
or may not be adaptable), the proposal takes an opportunistic approach that carefully
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chooses and executes multiple query plans in parallel, where the fastest plan at any given
stage of the query execution determines the overall execution time.

3. Run-time join order selection. Investigate techniques to not only re-order joins at
execution time, but utilize the construction of small intermediate results to interleave
optimization and execution and reduce the degree of errors in cardinality estimation.

4. Robust plans. The authors propose a new class of operators and plans that are ‘smooth’ in
that their performance degrades gracefully if the expected and the actual characteristics
of the underlying data differ. Smooth operators continuously refine the plan choices made
by the query optimizer up-front, in order to provide robust performance throughout a
wide range of query parameters.

5. Assessing robustness of query execution plans. Develop metrics and techniques for
comparing two query execution plans with respect to their robustness.

6. Testing adaptive execution. Develop an experimental methodology to assess the impact of
cardinality estimation errors on system performance and therefore evaluate, by comparison,
the impact of adaptive execution methods.

7. Pro-active physical design. Using an underlying assumption of periodicity in most work-
loads, pro-actively, iteratively modify the database’s physical design through continuous
workload analysis.

8. Adaptive partitioning. In this proposal, the authors seek to continuously adapt physical
design considerations to the current workload. Extending the ideas of database cracking
[20], the authors propose additional ‘cracking’ techniques to both partition physical media
(including ssds) and to handle multi-dimensional queries over multiple attributes using
kd-trees and a Z-ordering curve to track related data partitions.

9. Adaptive resource allocation. In this proposal the authors make the case for dynamic
and adaptive resource allocation: dynamic memory allocation at run-time, and dynamic
workload throttling, adaptively control concurrent query execution.

10. Physical database design without workload knowledge. In this proposal, the authors look at
physical database design decisions during bulk loading. The potential set of design choices
are page size/format, sorting, indexing, partitioning (horizontal, vertical), compression,
distribution/replication within a distributed environment, and statistics.

11. Weather prediction. In an analogy to weather prediction, the authors propose a technique
to manage user expectations of system performance through analysis of the current
workload and prediction parameters analyzed using the current system state.

12. Lazy parallelization. Static optimization involving parallelization carries considerable
risk, due to several root causes: (1) the exact amount of work to be done is not known at
compile time, (2) data skew can have a significant impact on the benefits of parallelism,
and (3) the amount of resources available at run time may not be known at compile
time. Instead, the proponents of this approach intend to move parallelism choices from
the query optimization phase to the query execution phase. In this scenario, the query
optimizer would generate ‘generic’ access plans that could be modified on-the-fly during
query execution to increase or decrease the degree of parallelism and alter the server’s
resource assignment accordingly.

13. Pause and resume. This proposal focused on mechanisms that permit stopping and
resuming later with the least amount of work repeated or wasted—or even reverted, using
some form of undo recovery in order to reach a point from which the server can resume
the operation. While similar in intent to mechanisms that permit, for example, dynamic
memory allocation, the policies and mechanisms with this proposal are quite different,

12321



12 12321 – Robust Query Processing

and rely on task scheduling and concurrency control mechanisms in order to permit the
resumption of a paused sql request.

14. Physical database design in query optimization. The idea behind this proposal is to move
some physical database design decisions to the query optimization phase. For example,
one idea is to defer index creation to query optimization time, so that indexes are created
only when the optimizer can determine that they are beneficial. While this has the benefit
of avoiding static physical database design and workload analysis, there are no guarantees
that the system can detect cost and benefit bounds for all decisions and all inputs.

6 Achievements and further work

The 2012 Dagstuhl 12321 Workshop made considerable progress towards the goals of de-
veloping more robust query processing behaviour. That progress was made, primarily, by
maintaining strict focus on the task of shifting a query processing decision from one phase to
another, and then answering the questions listed in Section 3.3. The use of that framework
enabled more concentrated discussion on the relative merits of the specific techniques, and at
the same time reduced debate about the definition of ‘robust’ behaviour, or how to quantify
it.

In 2010, Seminar 10381 dwelled on measurement and benchmarks, and subsequent to
the seminar two benchmark papers were published. One, which combined elements of both
the tpc-c and tpc-h industry-standard benchmarks and entitled the ch-Benchmark, was
published in the 2011 dbtest Workshop, held in Athens the following summer [12]. The
other used the metaphor of an agricultural ‘tractor pull contest’ to create a benchmark to
examine several measures related to robustness. Like the ch-Benchmark above, the complete
tractor pulling benchmark is described in the Proceedings of the 2011 dbtest Workshop
[22].

In 2012, an achievement of the 2012 Dagstuhl seminar was in enumerating various
approaches that could either (1) improve the robustness of a database management system
under some criteria, or (2) developing metrics that could be used to measure aspects of a
system’s behaviour that could be used to optimize a system’s set of decision points. The
organizers are confident that this concrete progress will lead to several publications in the
very near future.

In particular, two drafts of potential proposals have already been developed: the first for
‘smooth’ scans and ‘smooth’ operators, and the second regarding proactive physical database
design for periodic workloads. The seminar’s organizers are confident that several other
proposals discussed at the 12321 Workshop will develop into research projects in the coming
months.

However, despite the significant progress made at the 12321 Seminar in developing robust
query processing techniques, it became clear during both the 10381 and 12321 seminars
that there were no known ways of systematically, but efficiently, testing the robustness
properties of a database management system in a holistic way. While there is a fairly obvious
connection between robustness—however one might try to define it—and self-managing
database management system techniques, testing these systems to ensure that they provide
robust behaviour is typically limited in practice to individual unit tests of specific self-
managing components. Testing the interaction of these various technologies together, with a
production-like workload, remains an unsolved and difficult problem. Indeed, testing and
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metrics development remain an unknown factor for many, if not all, of the ideas generated at
this latest Workshop.
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Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 12331 “Mobility Data
Mining and Privacy”. Mobility data mining aims to extract knowledge from movement behaviour
of people, but this data also poses novel privacy risks. This seminar gathered a multidisciplinary
team for a conversation on how to balance the value in mining mobility data with privacy issues.
The seminar focused on four key issues: Privacy in vehicular data, in cellular data, context-
dependent privacy, and use of location uncertainty to provide privacy.
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Mobility Data Mining and Privacy aimed to stimulate the emergence of a new research
community to address mobility data mining together with privacy issues. Mobility data mining
aims to extract knowledge from movement behaviour of people. This is an interdisciplinary
research area combining a variety of disciplines such as data mining, geography, visualization,
data/knowledge representation, and transforming them into a new context of mobility while
considering privacy which is the social aspect of this area. The high societal impact of this
topic is mainly due to the two related facets of its area of interest, i.e., people’s movement
behaviour, and the associated privacy implications. Privacy is often associated with the
negative impact of technology, especially with recent scandals in the US such as AOL’s data
release which had a lot of media coverage. The contribution of Mobility Data Mining and
Privacy is to turn this negative impact into positive impact by investigating how privacy
technology can be integrated into mobility data mining. This is a challenging task which also
imposes a high risk, since nobody knows what kinds of privacy threats exist due to mobility
data and how such data can be linked to other data sources.

The seminar looked closely at two application areas: Vehicular data and cellular data.
Further discussions covered two specific new general approaches to protecting location privacy:
context-dependent privacy, and location uncertainty as a means to protect privacy. In each
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of these areas, new ideas were developed; further information is given in the working group
reports.

The seminar emphasized discussion of issues and collaborative development of solutions
– the majority of the time was divided between working group breakout sessions follow by
report-back and general discussion sessions. While the working group reports were written
by subgroups, the contents reflect discussions involving all 22 participants of the seminar.

The seminar concluded that there are numerous challenges to be addressed in mobility
data mining and privacy. These challenges require investigation on both technical and policy
levels. Of particular importance is educating stakeholders from various communities on the
issues and potential solutions.

12331
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3 Overview of Talks

We tried to maximize the time spent in discussions, which limited the time available for
talks. However, we did have a few talks, primarily from young researchers. We also had some
short tutorial talks given as the need arose based on the direction of the ongoing discussions.
Titles and brief abstracts are given below.

3.1 Dynamic privacy adaptation in ubiquitous computing
Florian Schaub, (Universität Ulm, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Florian Schaub

Ubiquitous and pervasive computing is characterized by the integration of computing aspects
into the physical environment. Physical and virtual worlds start to merge as physical artifacts
gain digital sensing, processing, and communication capabilities. This development introduces
a number of privacy challenges. Physical boundaries lose their meaning in terms of privacy
demarcation. Furthermore, the tight integration with the physical world necessitates the
consideration not only of observation and information privacy aspects but also disturbances
of the user’s physical environment [1].

By viewing privacy as a dynamic regulation process and developing respective privacy
mechanisms, we aim to support users in ubiquitous computing environments in gaining privacy
awareness, making informed privacy decisions, and controlling their privacy effectively. The
presentation outlined our dynamic privacy adaptation process for ubiquitous computing
that supports privacy regulation based on the user’s current context [2]. Furthermore, our
work on a higher level privacy context model [3] has been presented. The proposed privacy
context model captures privacy-relevant context features and facilitates the detection of
privacy-relevant context changes in the user’s physical and virtual environment. When
privacy-relevant context changes occur, an adaptive privacy system can dynamically adapt to
the changed situation by reasoning about the context change and learned privacy preferences
of an individual user. Individualized privacy recommendations can be offered to the user or
sharing behavior can be automatically adjusted to help the user maintain a desired level of
privacy.

References
1 Bastian Könings, Florian Schaub, “Territorial Privacy in Ubiquitous Computing”, Proc.

8th Int. Conf. on Wireless On-demand Network Systems and Services (WONS ’11), IEEE
2011 DOI: 10.1109/WONS.2011.5720177

2 Florian Schaub, Bastian Könings, Michael Weber, Frank Kargl, “Towards Context Adaptive
Privacy Decisions in Ubiquitous Computing”, Proc. 10th Int. Conf. on Pervasive Comput-
ing and Communications (PerCom ’12), Work in Progress, IEEE 2012 DOI: 10.1109/Per-
ComW.2012.6197521

3 Florian Schaub, Bastian Könings, Stefan Dietzel, Michael Weber, Frank Kargl, “Privacy
Context Model for Dynamic Privacy Adaptation in Ubiquitous Computing”, Proc. 6th Int.
Workshop on Context-Awareness for Self-Managing Systems (Casemans ’12), Ubicomp ’12
workshop, ACM 2012
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3.2 Privacy-Aware Spatio-Temporal Queries on Unreliable Data
Sources

Erik Buchmann (KIT – Karlsruhe Institute of Technology, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
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A declarative spatio-temporal query processor is an important building block for many
kinds of location-based applications. Such applications often apply methods to obfuscate,
anonymize or delete certain spatio-temporal information for privacy reasons. However, the
information that some data has been modified is privacy-relevant as well. This talk is about
hiding the difference between spatio-temporal data that has been modified for privacy reasons,
and unreliable information (e.g., missing values or sensors with a low precision), on the
semantics level of a query processor. In particular, we evaluate spatio-temporal predicate
sequences like Enter (an object was outside of a region first, then on the border, then inside)
to true, false, maybe. This allows a wide range of data analyses without making restrictive
assumptions on the data quality or the privacy methods used.

3.3 Privacy-preserving sharing of sensitive semantic locations under
road-network constraints

Maria-Luisa Damiani (University of Milano, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
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This talk illustrates recent research on the protection of sensitive positions in real time
trajectories under road network constraints

3.4 Methods of Analysis of Episodic Movement Data
Thomas Liebig (Fraunhofer IAIS – St. Augustin, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
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Analysis of people’s movements represented by continuous sequences of spatio-temporal data
tuples received lots of attention within the last years. Focus of the studies was mostly GPS
data recorded on a constant sample rate. However, creation of intelligent location aware
models and environments requires also reliable localization in indoor environments as well as
in mixed indoor outdoor scenarios. In these cases, signal loss makes usage of GPS infeasible,
therefore other recording technologies evolved.

Our approach is analysis of episodic movement data. This data contains some uncertainties
among time (continuity), space (accuracy) and number of recorded objects (coverage).
Prominent examples of episodic movement data are spatio-temporal activity logs, cell based
tracking data and billing records. To give one detailed example, Bluetooth tracking monitors
presence of mobile phones and intercoms within the sensors footprints. Usage of multiple
sensors provides flows among the sensors.
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Most existing data mining algorithms use interpolation and therefore are infeasible for
this kind of data. For example, speed and movement direction cannot be derived from
episodic data; trajectories may not be depicted as a continuous line; and densities cannot be
computed.

Though this data is infeasible for individual movement or path analysis, it bares lots
of information on group movement. Our approach is to aggregate movement in order to
overcome the uncertainties. Deriving number of objects for spatio-temporal compartments
and transitions among them gives interesting insights on spatio-temporal behavior of moving
objects. As a next step to support analysts, we propose clustering of the spatio-temporal
presence and flow situations. This work focuses as well on creation of a descriptive probability
model for the movement based on Spatial Bayesian Networks.

We present our methods on real world data sets collected during a football game in N?mes,
France in June 2011 and another one in Dusseldorf, Germany 2012. Episodic movement
data is quite frequent and more methods for its analysis are needed. To facilitate method
development and exchange of ideas, we are willing to share the collected data and our
findings.

3.5 Privacy-preserving Distributed Monitoring of Visit Quantities
Christine Körner (Fraunhofer IAIS – St. Augustin, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
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The organization and planning of services (e.g. shopping facilities, infrastructure) requires up-
to-date knowledge about the usage behavior of customers. Especially quantitative information
about the number of customers and their frequency of visiting is important. In this paper
we present a framework which enables the collection of quantitative visit information for
arbitrary sets of locations in a distributed and privacy-preserving way. While trajectory
analysis is typically performed on a central database requiring the transmission of sensitive
personal movement information, the main principle of our approach is the local processing
of movement data. Only aggregated statistics are transmitted anonymously to a central
coordinator, which generates the global statistics. In this presentation we introduce our
approach including the methodical background that enables distributed data processing as
well as the architecture of the framework. We further discuss our approach with respect to
potential privacy attacks as well as its application in practice. We have implemented the
local processing mechanism on an Android mobile phone in order to ensure the feasibility of
our approach.
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3.6 A visual analytics framework for spatio-temporal analysis and
modelling

Gennady Andrienko (Fraunhofer IAIS – St. Augustin, DE)
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Main reference N. Andrienko, G. Andrienko, “A Visual Analytics Framework for Spatio-temporal Analysis and
Modelling,” Data Mining and Knowledge Discovery, 2013 (accepted).

URL http://dx.doi.org/10.1007/s10618-012-0285-7

To support analysis and modelling of large amounts of spatio-temporal data having the form
of spatially referenced time series (TS) of numeric values, we combine interactive visual
techniques with computational methods from machine learning and statistics. Clustering
methods and interactive techniques are used to group TS by similarity. Statistical methods
for TS modelling are then applied to representative TS derived from the groups of similar
TS. The framework includes interactive visual interfaces to a library of modelling methods
supporting the selection of a suitable method, adjustment of model parameters, and evaluation
of the models obtained. The models can be externally stored, communicated, and used for
prediction and in further computational analyses. From the visual analytics perspective, the
framework suggests a way to externalize spatio-temporal patterns emerging in the mind of
the analyst as a result of interactive visual analysis: the patterns are represented in the form
of computer-processable and reusable models. From the statistical analysis perspective, the
framework demonstrates how TS analysis and modelling can be supported by interactive
visual interfaces, particularly, in a case of numerous TS that are hard to analyse individually.
From the application perspective, the framework suggests a way to analyse large numbers of
spatial TS with the use of well-established statistical methods for TS analysis.

3.7 Tutorial: Privacy Law
Nilguen Basalp (Istanbul Bilgi University, TR)

License Creative Commons BY-NC-ND 3.0 Unported license
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This session is a brief tutorial on the EC 95/46 privacy directive, with a focus on issues
affecting mobile data.

3.8 “Movie night”: Tutorial on Differential Privacy
Christine Task (video of talk by non-participant)

License Creative Commons BY-NC-ND 3.0 Unported license
© Christine Task (video of talk by non-participant)

Differential Privacy is a relatively new approach to privacy protection, based on adding
sufficient noise to query results on data to hide information of any single individual. This
tutorial, given as a CERIAS seminar at Purdue in April, is an introduction to Differential
Privacy targeted to a broad audience. Several of the seminar participants gathered for a
“movie night” to watch a video of this presentation.
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4.1.1 Introduction

The phones we carry around as we go about our daily lives do not only provide a convenient
way to communicate and access information, but also pose privacy risks by collecting data
about our movements and habits. For example, they can record when we get up in the
morning, when we leave our homes, whether we violate speed limits, how much time we spend
at work, how much we exercise, whom we meet, and where we spend the night. The places
we visit allow inferences about not just one, but many potentially sensitive subjects: health,
sexual orientation, finances or creditworthiness, religion, and political opinions. For many,
such inferences can be embarrassing, even if they are untrue and simply misinterpretations
of the data. For some, this movement data can even pose a danger of physical harm, such as
in stalking cases.

These risks have been amplified by the emergence of smartphones and the app economy
over the last few years. We have witnessed a fundamental shift in mobility data collection
and processing from a selected group of tightly regulated cellular operators to a complex web
of app providers and Internet companies. This new ecosystem of mobility data collectors
relies on a more sophisticated mix of positioning technologies to acquire increasingly precise
mobility data. In addition, smartphones also carry a much richer set of sensors and input
devices, which allow collection of a diverse set of other data types in combination with the
mobility data. Many of these types of data were previously unavailable. While individual
aspects of these changes have been highlighted in a number of articles as well as in a string
of well-publicized privacy scandals, the overall structure of current mobility data streams
remains confusing.

The goal of the Dagstuhl cellular data working group was to survey this new mobility
data ecosystem and to discuss the implications of this broader shift. Section 4.1.2 gives an
overview about the types of data collected by mobile network operators (MNO), mobile
platform service providers (MPSP) and application service provides (ASP). In Section 4.1.3
we discuss privacy threats and risks that arise from the data collection. We conclude our work
with a section on the manifold implications of this rapidly evolving mobility data ecosystem.
We find that it is difficult to understand the data flows, apparently even for the service
providers and operators themselves [5, 13, 18]. There appears to be a much greater need for
transparency, perhaps supported by technical solutions that monitor and raise awareness
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of such data collection. We find that location data is increasingly flowing across national
borders, which raises questions about the effectiveness of current regulatory protections. We
also find that applications are accessing a richer set of sensors, which allows cross-referencing
and linking of data in ways that are not yet fully understood.

4.1.2 Location Data Collection

We distinguish three groups of data collectors (observers): mobile network operators (MNO),
mobile platform service providers (MPSP), and application service providers (ASP). While for
the first group of observers (MNOs), location data is generated and collected primarily due to
technical reasons, i.e. efficient signaling, in the case of MPSP and ASPs location information
is usually generated and collected to support positioning, mapping, and advertising services
and to provide various kinds of location based services. Figure 1 provides a schematic overview
on location data generated by mobile phones but also highlights the specific components and
building blocks of mobile phones which are controlled by the different entities. Furthermore,
available location data originating from the aforementioned layers may be re-used to support
various new (third-party) businesses. Typically the data is then anonymized or aggregated
in some way before being transferred to third parties.

2:30
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Figure 1 A schematic overview on a today’s smartphone, its essential building blocks and their
controllers illustrating the generation and information flow of location data.

Most of the data collected by MNO, MPSP and ASP can be referred as ’Episodical
Movement Data’: data about spatial positions of moving objects where the time intervals
between the measurements may be quite large and therefore the intermediate positions
cannot be reliably reconstructed by means of interpolation, map matching, or other methods.
Such data can also be called ’temporally sparse’; however, this term is not very accurate
since the temporal resolution of the data may greatly vary and occasionally be quite fine.
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4.1.2.1 Collection and Usage of Mobile Telephony Network Data

As an example for mobile telephony networks we discuss the widely deployed GSM infrastruc-
ture, as its successors UMTS (3G) and LTE (4G) have a significantly smaller coverage and
share most of its principal characteristics. A typical GSM network is structured into cells,
each served by a single base transceiver station (BTS). Larger cell-compounds are called
location areas. To establish a connection to the mobile station (MS) e.g. in the case of an
incoming connection request, the network has to know if the MS is still available and in
which location area it is currently located. To cope with subscriber mobility the location
update procedure was introduced. Either periodically or when changing the location area, a
location update is triggered. The time lapse between periodic location updates is defined by
the network and varies between infrastructure providers.

Additionally, the infrastructure’s radio subsystem measures the distance of phones to the
serving cell to compensate for the signal propagation delay between the MS and BTS. The
timing advance (TA) value (8-bit value) is used to split the cell radius into virtual rings. In
the case of GSM these rings have a size of roughly 550m in diameter. The TA is regularly
updated and is sent by the serving infrastructure to each mobile phone.

For billing purposes so-called call data records (CDR) are generated. This datum usually
consists of the cell-ID where a call has been started (either incoming or outgoing), the cell
where a call has been terminated, start time, duration, ID of the caller and the phone number
called. A typical GSM cell size ranges from a few hundred meters in diameter to a maximum
size of 35 km. In a typical network setup a cell is further divided into three sectors. In that
case also the sector ID is available, and the sector ID is also part of a call record. CDRs are
usually not available in real-time. However, MNOs store CDRs for a certain time span, either
because of legal requirement (e.g. EU data retention directive [9]) or accounting purposes.

Mobile telephony networks and their physical characteristics are able to help locating
mobile phone users in the case of an emergency and may be a valuable tool for search and
rescue (SAR) [21]. For instance, [6] analyzed post-disaster populations displacement using
SIM-card movements in order to improve the allocation of relief supplies.

Furthermore, location information gathered through mobile telephony networks is now
a standard tool for crime prosecution and is used by the EC Data Retention Directive
with the aim of reducing the risk of terror and organized crime [9]. As an example, law
enforcement officials seized CDRs over a 48 hour timespan resulting in 896,072 individual
records containing 257,858 call numbers after a demonstration in Dresden, Germany, went
violent [20]. Further, the police of North Rhine-Westphalia issued 225,784 active location
determinations on 2,644 different subjects in 778 preliminary proceedings in 2010 [23]. While
in principle law enforcement could also collect location- and movement-data from MPSP and
ASPs, difficulties arise if such data is stored outside of the respective jurisdiction.

Additionally, commercial services are based on the availability of live mobility patterns of
larger groups. (e.g. for traffic monitoring or location-aware advertising [19]). Thus, location
information of network subscribers might be passed on to third parties. Usually, subscribers
are neither aware of the extent of their information disclosure (just by carrying a switched-on
mobile phone), nor of how the collected data is used and by whom. Even sporadic disclosure
of location data, e.g. through periodic location updates, are able to disclose a users frequently
visited places (i.e. preferences) in an accuracy similar to continuos location data after 10-14
days [25].
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4.1.2.2 Collection and Usage of Data Through MPSPs and ASPs

Over the past years, researchers and journalists have started to analyze apps and mobile
operating systems w.r.t. the collection of personal data [12, 16, 7, 1, 26, 27, 5]. The analyses
show that sensitive information is accessed and transmitted. There are mainly three reasons
for MPSP to collect location information: positioning, map services, and advertising.

Even though a mobile phone may not be equipped with GPS, a position may be obtained
by approximate location determination based on mobile telephony infrastructure or WiFi.
The sensor data is sent to external services and external information sources are used to
improve (i.e. speed-up) the determination of the user’s current location. For instance, in
Spring 2011 it was found that Apple’s iPhone generates and stores a user’s location history,
more specifically, data records correlating visible WiFi access-points or mobile telephony
cell-ids with the device’s GPS location on the user’s phone. Moreover, the recorded data-sets
are frequently synchronized with the platform provider. Presumably, this data is used
by MPSPs to improve database-based, alternative location determination techniques for
situations where GNSS or similar techniques are not available or not operational.

By aggregating location information of many users, such information could improve or
enable new kinds of services. For instance, Google Mobile Maps makes use of user contributed
data (with the user’s consent) to determine and visualize the current traffic situation.

Finally, mobile advertising is one of the fasted growing advertising media, doubling its
yearly revenue over the next years by a prediction of [10]. The availability of smartphones
in combination with comprehensive and affordable mobile broadband communication has
given rise to this new generation of advertising media, which allows to deliver up-to-date
information in a context-aware and personalized manner. However, personal information as a
user’s current location and personal preferences are prerequisite for a tailored advertisement
delivery. Consequently, MPSPs and ASPs are interested to profile users and personal data is
disclosed in an unprecedented manner to various (unknown) commercial entities which poses
serious privacy risks.

In order to perform dedicated tasks apps, also access other data such as the user’s contacts,
calendar and bookmarks as well as sensors readings (e.g. camera, microphone). If these apps
have access to the Internet, they are potentially able to disclose this information and are a
serious thread to user privacy [16]. Most often, advertisement libraries (e.g., as part of an
app) require access to the phone information and location API [12] in order to obtain the
phone’s IMEI number and geographic position. For instance, Apple Siri records, stores and
transmits any spoken request to Apple’s cloud-based services where it is processed through
speech recognition software, is analyzed to be understood, and is subsequently serviced.
The computed result of each request is communicated back to the user. Additionally, to
fully support inferencing from context, Siri is “expected to have knowledge of users’ contact
lists, relationships, messaging accounts, media (songs, playlists, etc) and more” 1, including
location data to provide the context of the request, which are communicated to Apple’s
data center. As an example of Siri’s use of location data, users are able to geo-tag familiar
locations (such as their home or work) and set a reminder when they visit these locations.
Moreover, user location data is used to enable Siri to support requests for finding the nearest
place of interest (e.g., restaurant) or to report the local weather.

1 http://privacycast.com/siri-privacy-and-data-collection-retention/, Online, Version of 9/6/2012

http://privacycast.com/siri-privacy-and-data-collection-retention/


Chris Clifton, Bart Kuijpers, Katharina Morik, and Yucel Saygin 27

4.1.3 Privacy Threats and Risks

From a business perspective, mobility data with sufficiently precise location estimation are
often valuable data enabling various location-based services; from the perspective of privacy
advocates, such insights are often deemed a privacy threat or a privacy risk. Location privacy
risks can arise if a third-party acquires a data tuple (user ID, location), which proves that
an identifiable user has visited a certain location. In most cases, the datum will be a triple
that also includes a time field describing when the user was present at this location. Note
that in theory there are no location privacy risks if the user cannot be identified or if the
location cannot be inferred from the data. In practice, however, it is difficult to determine
when identification and such inferences are possible.

4.1.3.1 Collection of Location Information with Assigned User ID

Collecting location information along with a user id is the most trivial case of observing
personal movement information, as long as the location of the user is estimated with sufficient
accuracy for providing the intended LBS. In case the location is not yet precise enough,
various techniques (e.g. fusion of several raw location data from various sensors) allow for
improving the accuracy.

Additionally, ASP may have direct access to a variety of publicly available spatial and
temporal data such as geographical space and inherent properties of different locations and
parts of the space (e.g. street vs. park), or various objects existing or occurring in space and
time: static spatial objects (having particular constant positions in space), events (having
particular positions in time) and moving objects (changing their spatial positions over time).
Such information either exists in explicit form in public databases like OSM, WikiMapia
or in ASP’s data centers, or can be extracted from publicly available data by means of
event detection or situation similarity assessment [3][4]. Combining such information with
positions and identities of users allow deep semantic understanding of their habits, contacts,
and lifestyle.

4.1.3.2 Collection of Anonymous Location Information

When location data is collected without any obvious user identifiers, privacy risks are reduced
and such seemingly anonymous data is usually exempted from privacy regulations. It is,
however, often possible to re-identify the user based on quasi-identifying data that has been
collected. Therefore, the aforementioned risks can apply even to such anonymous data.

The degree of difficulty in re-identifying anonymous data depends on the exact details
of the data collection and anonymization scheme and the adversaries access to background
information. Consider the following examples:

Re-identifying individual samples. Individual location records can be re-identified
through observation re-identification [22]. The adversary knows that user Alice was the only
user in location (area) l at time t, perhaps because the adversary has seen the person at
this location or because records from another source prove it. If the adversary now finds
an anonymous datum (l, t) in the collected mobility data, the adversary can infer that this
datum could only have been collected from Alice and has re-identified the data. In this trivial
example, there is actually no privacy risk from this re-identification because the adversary
knew a priori that Alice was at location l at time t, so the adversary has not learned anything
new. There are, however, three important variants of this trivial case that can pose privacy
risks. First, the anonymous datum may contain a more precise location l′ or a more precise
time t′ than the adversary knew about a priori. In this case, the adversary learns this more
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precise information. Second, the adversary may not know that Alice was at l but simply know
that Alice is the only user who has access to location l. In this latter case, also referred to as
restricted space identification, the adversary would learn when Alice was actually present at
this location. Third, the anonymous datum may contain additional fields with potentially
sensitive information that the adversary did not know before. Note, however, that such
additional information can also make the re-identification task easier.

Re-identifying time-series location data. Re-identification can also become substantially
easier when location data is repeatedly collected and time-series location traces are available.
We refer to time-series location traces, rather than individual location samples when it is
clear which set of location samples was collected from the same user (even though the identity
of the user is not known). For example, the location data may be stored in separate files for
each user or a pseudonym may be used to link multiple records to the same user.

Empirical research [11] has further observed that the pair (home location, work location)
is often already identifying a unique user. A recent empirical study [29] explains various
approaches for re-identification of a user. Another paper has analyzed the consequences
of increasingly strong re-identification methods to privacy law and its interpretation [24].
Further re-identification methods for location data rely on various inference and data mining
techniques.

4.1.3.3 Collection of Data without Location

Even in absence of actual location readings provided by positioning devices, location dis-
closures may occur by means of other modern technologies. Recent work by Han, et al. [17]
demonstrated that the complete trajectory of a user can be revealed with a 200m accuracy
by using accelerometer readings, even when no initial location information is known. What
is even more alarming is that accelerometers, typically installed in modern smartphones, are
usually not secured against third-party applications, which can easily obtain such readings
without requiring any special privileges. Acceleration information can thus be transmitted
to external servers and be used to disclose user location even if all localization mechanisms
of the mobile device are disabled.

Furthermore, several privacy vulnerabilities may be exposed through the various resource
types that are typically supported and communicated by modern mobile phone applications.
Hornyack, et al. [16] examined several popular Android applications which require both
internet access and access to sensitive data, such as location, contacts, camera, microphone,
etc. for their operation. Their examination showed that almost 34% of the top 1100 popular
Android applications required access to location data, while almost 10% of the applications
required access to the user contacts. As can be anticipated, access of third-party applications
to such sensitive data sources may lead to both user re-identification as well as sensitive
information disclosure attacks, unless privacy enabling technology is in place.

4.1.4 Implications

Potentially sensitive location data from the use of smartphones is now flowing to a largely
inscrutable ecosystem of international app and mobile platform providers, often without
knowledge of the data subject. This represents a fundamental shift from the traditional
mobile phone system, where location data was primarily stored at more tightly regulated
cellular carriers that operated within national borders.

A large number of apps customize the presented information or their functionality based
on user location. Examples of such apps include local weather information, location-based
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reminders, maps and navigation, restaurant rating, and friend finders. Such apps often
transmit the user location to a server, where it may be stored for a longer duration.

It is particularly noteworthy, however, that mobile advertisers and platform providers
have emerged as an additional entity that aggregates massive sets of location records obtained
from user interactions with a variety of apps. When apps request location information, the
user location can also be disclosed to the mobile platform service provider as part of the
wireless positioning service function. Even apps that do not need any location information
to function, often reveal the user location to mobile advertisers. The information collected
by these advertising and mobile providers is arguably more precise than the call data records
stored by cellular carriers, since it is often obtained via WiFi positioning or the GPS. In
addition, privacy notices by app providers often neglect to disclose such background data
flows [1]. While the diversity of location-based apps has been foreseen by mobile privacy
research to some extent—for example, research on spatial cloaking [14] has sought to provide
privacy-preserving mechanisms for sharing location data with a large number of apps—
this aggregation of data at mobile platform providers was less expected. In essence, this
development is for economic reasons. Personal location information has become a tradable
good: users provide personal information for targeted advertising in exchange for free services
(quite similar to web-based advertising models). The advertising revenue generated out of
such data, finances the operation of the service provider. Because of this implicit bargain
between users and service providers, there is little incentive to curb data flows or adopt
stronger technical privacy protections as long as it is not demanded by users or regulators.

We suspect, however, that many users are not fully aware of this implicit bargain.
Therefore, we believe that it is most important from a privacy perspective to create awareness
of these data flows among users, which is not incidentally the very first core principle of the
fair information practice principles [28]. It is well understood that lengthy privacy disclosures,
if they exist for smartphone apps, are not very effective at reaching the majority of users
and even the recent media attention regarding smartphone privacy 2 does not appear to have
found a sufficiently wide audience as our workshop discussions suggest. Raising awareness
and empowering users to make informed decisions about their privacy will require novel
approaches, user-interfaces, and tools.

When using smartphones, users should not only be aware of what data they are revealing
to third-parties and how frequently it is revealed but also should be able to understand the
potential risks of sharing such data. For instance, users/subscribers in the EU are currently
entitled to get a full copy of their personal data stored by a commercial entity 3 but such
voluminous datasets can currently only be analyzed by experts. Even then, it will be difficult
to judge what sensitive information can be learned from this dataset when it is linked with
other data about the same person or when it is analyzed by a human expert with powerful
visual analysis tools [2]. Was the precision of a location record sufficient to determine the
building that a user has entered? Is it possible to reconstruct the path a users has taken
between two location records? How easily can one infer habits or health of a person based
on the location records collected from smartphones?

As another example, some service providers claim to collect location data only in an-
onymous form. The methods for re-identification, however, have evolved quickly. When
can ’anonymized’ time-series location data really qualify as data that is not personally
identifiable information and remain outside most current privacy regulations? Finally, even

2 For instance, http://blogs.wsj.com/wtk-mobile/ Retrieved 2012/10/18.
3 For example, an Austrian student requested all personal data from Facebook and received a CD [15]
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non-georeferenced data provided by the sensors embedded in a smartphone (camera, acceler-
ometer, microphone, etc.), as well as the files stored in the internal memory (photos, music,
playlists), allow extracting knowledge about a person’s location and mobility. Overall, it
appears necessary to investigate what associations can be established and what inferences
can be made by a human when the data is considered in context, and how such information
can be conveyed to users of services.

Users should also be able to learn in which countries their data is stored or processed,
since this can have important implications for the applicable legal privacy framework. While
the European Union has achieved some degree of harmonization of privacy standards for
exported data from its citizens through the safe harbor provisions [8], differences still exist,
for example, with respect to law enforcement access to user data. We believe that providing
transparency of cross-border data flows would lead to a more meaningful public discussion of
data protection policies. For example, when data is handled by multi-national corporations,
should data subjects be given a choice where their data is processed and stored?

We hope that the research community will help address these questions and will interface
with data protection authorities and policy experts to actively define privacy for this mobility
data ecosystem.
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4.2.1 Vehicular Applications (An Introduction)

Currently there is much research in development of vehicular applications.

I Example 1. Imagine the year 2025 it is Saturday before Christmas and you want to go
to a shopping mall to get some Christmas gifts for your friends. You go to your garage,
enter your destination in the navigation device and start your e-car. Your current location,
destination, preferable routes and maximum accepted arrival time is transferred to a central
server and the fastest way is returned back by taking into account all other navigation
requests. You follow the advised route through the city and the green phase of the traffic
lights are optimized in your direction, because everybody else also wants to go to get the last
gifts. Your car automatically adapts to the optimal speed of the green wave. To do so your
position and type of car is send to the traffic light server every second. During your drive
a friend is calling you and despite of the complete fusion of vehicle and mobile phone, you
lose concentration for a short while and cannot see the person on the pedestrian crossing.
You feel a jerky braking movements triggered by the pupil warning system. After some time
you finally reach the shopping mall. Your car guides you to a free parking space next to the
wine shop because it knows that your last bills showed a preference for wine. You have to
cross the whole mall because this time you only need computer games for the children. After
having found all gifts you walk back to your car and while leaving the parking place you are
automatically charged based on the duration of your stay. The parking time is send to the
shopping mall to analyze the buying behavior of customers. Late in the evening after your
exhaustive shopping trip you finally arrive back home and your driving data including length
of the trip, speed and driving behavior is send to your insurance to settle your account.

This vision of the future involves a lot of benefits in terms of safety, comfort and efficiency,
for the driver as well as for society as a whole: accidents are prevented, parking fees are
charge automatically, minimum stops at traffic lights are needed, no searching for parking
spaces is needed and insurance fees are paid according to your individual risks. All these
applications are currently under development in academia and/or industry.

Even though these applications offer a clear benefit, it is obvious that the involved
systems gather a lot of individual data, which needs to be properly protected against privacy
violations. It is therefore necessary to design the systems in a way, which protects the privacy,
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not only to comply with legal regulations, but also to ensure, that users will accept these
systems. The following paragraphs will show that vehicular applications may be implemented
in different ways and users may decide to make a trade-off between utility, cost and privacy
risks.

4.2.2 Glossary

Identifier : temporary device name
Identity : personally linked name
Data criticality : level of perceived damage due to data revelation (level of detail, amount

of detail)
Identity revelation risk : describes the risk and effort to match an identifier to an identity

4.2.3 Expectations on Privacy & Privacy Risks

The expectations of users towards vehicular data analysis regarding privacy differ from other
Internet applications due to several reasons:

Driving a vehicle with a number plate takes place in public space.
The operation of a vehicle requires to follow a set of well-established rules, which are
enforced by police, with the help of electronic systems (e.g. cameras). It is a well
established fact, that a driver/owner of a vehicle can be identified by officials can via the
license plate, especially in case of traffic rule violations, but also in other legally relevant
cases (e.g. bank robery).

On the other hand, existing observation and enforcement is rather sparse and local.
Names of persons are only revealed in case of violations and following certain regulations.
Therefore anybody who does not violate the rules can move anonymously and it requires a
very high technical and organizational effort to produce movement tracks of individuals.

With the introduction of ITS, many user benefits are associated, in particular fewer
accidents, more comfort and less traffic jams. Nevertheless, with Intelligent Transport
Systems (ITS) technical options are potentially introduced for deriving movement tracks
with much lower effort. In ITS, machine-readable identifiers are used to address the devices
(in particular for the communication devices inside vehicles), which collect vehicular data.
These identifiers can be eventually matched with the identity of a person, i.e. a personally
linked name.

This might lead for example to actual or perceived privacy risks, as the vehicular data
may be used

for traffic law enforcement (e.g. speed violations, traffic accidents)
for general law suits (employments, divorce, etc.)
to derive embarrassing interpretation of location tracks (actual or wrongly interpreted
visits of certain doctors, places, red light districts).
to derive transport-specific personal information about driving styles, vehicle usage
profiles, etc.
to reveal general personal information about movement pattern, relationships, etc.

Therefore during the design and implementation of vehicular-related applications, privacy
risks need to be assessed. Even so the actual risks might be limited compared to other
technical systems impacting the privacy (such as mobile phone usage), the user acceptance
of ITS applications also strongly relies on appropriate privacy protection mechanisms.
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Figure 2 Assessing privacy risk.

For the systematic privacy risk assessment and risk management of applications involving
vehicular data, we introduce two dimensions of risks:

First, the identity revelation risk describes the risk and effort to match an identifier
to an identity. As a second dimension, the criticality of the data is assessed. The data
criticality indicates the level of perceived damage due to data revelation (e.g. level of detail,
amount of detail).

In the following section, the methodology of the proposed risk assessment is introduced
in more detail.

4.2.4 Privacy Assessment

In order to achieve better transparency of the privacy related risks that are caused by concrete
implementations of vehicular applications we propose a simple scheme that provides a privacy
risk vector. A risk vector fulfills two purposes:

It supports application developers by helping them to understand the privacy implications
of the system. They can use this information to reduce the privacy risk for their future
users and, thus, make their product more attractive.
It allows users, i.e. car drivers, to assess the risk of a specific applications without having
to look into the details of the implementation. This transparency helps them to manually,
semi-automatically, or even fully-automatically choose which applications they want to
use.

Figure 2 illustrates the meaning of the risk vector. The two-dimensional characteristic
of the diagram provides a quick overview on where the privacy risk comes from: It can be
the revelation of your identity, the risk of making critical data available, or a combination
of both. The length of the vector can be taken a very simple indicator for the overall risk
caused by using an application.
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Table 1 Identity Revelation Risk Quantification.

Characteristic Contribution to Value
no identifier used none
short/medium/long-term identifier +/++/+++
(true) identity used +++

Table 2 Data Criticality Quantification.

Characteristic Contribution to Value
no storage of data / local storage / centralized storage none / + / +++
size (level of detail) of data records none / + / ++ / +++

The color scheme is intended to transport privacy expert knowledge to software developers
and application users and intentionally kept simple: The well-known green, yellow, red known
from traffic lights. Each user could, of course, define his/her own individual privacy risk
boundary in this diagram, or maybe several context-dependent boundaries. Given this
boundary a software solution could even automatically accept or reject the privacy risk
induced by an application.

Quantification of the coordinates in the diagram is difficult but strongly desired, because
it is a prerequisite for the calculation of a risk vector length. Therefore, we have analyzed
a set of known vehicular applications with respect to the identity revelation disk and data
criticality. Tables 1 and 2 show a proposal for mapping application characteristics to values:

Based on these tables the two coordinates can be calculated by summing up the values
(’+’), resulting in a value from 0 to 6 on both axes.

4.2.5 Case Studies

4.2.6 Additional Material and Ideas

What about criminal activity? What judicial/policy controls are required?
Is there a privacy algebra? Does the direction of the privacy vector have meaning?
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If users are given full control (i.e., free version with ads or user pays for no ads) what will
be the effect on app development?

Do transport apps on their own pose a privacy issue or is cross-linking with other data
the worry?

4.2.7 Discussion / Conclusions

Potential title of workshop paper “Assessing and managing privacy risks during design,
implementation and operation of vehicular applications”
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4.3.1 Introduction

Mobile systems, and smartphones especially, are becoming ever more present in our society.
A smartphone can gather a significant quantity information about its owner’s movements
and behavior. Such mobility data can be communicated and shared with a wide range of
parties (e.g., mobile applications, location-based services, mobile operators, mobile phone
vendors and providers of mobile application platforms). The accumulation of mobility
data enables the mining of mobility patterns, with the goals of patterns at the level of an
individual and general trends. At the same time, there are concerns that the collection,
storage, and processing of such data may violate the privacy of the individuals to whom the
data corresponds.

Traditionally, privacy of such personal information has been achieved through definitional
and methodological approaches. From a definitional perspective, access control is commonly
applied to specify policies regarding what entities are permitted access to which information
under a range of specified purposes and restrictions. From a methodological perspective,
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data obfuscation and perturbation manipulate the data itself prior to its flow through an
information system. Definitional and methodological aspects are not mutually exclusive and
can be combined when the information flow is predefined or governed by policies.

To date, such privacy protection systems have often been one size fits all solutions. For
example, in the case of k-anonymity [31] (i.e., the size of the group to which a piece of
information corresponds), k is often fixed to a constant value for everyone in all situations.
This is not always the case ([14]) and, more generally there exists a variety of solutions that
enable users to configure their privacy settings. Yet, the personalization of such controls to a
range of settings is a cumbersome process, which can lead to misconfiguration and dissonance
between privacy expectations and their actual realization [27]. However, the context (e.g.,
“In what setting is the individual situated?”) provide meaningful indications about the level
of required protection. While there is prior research on protecting contextual information,
there are limited investigations into how such contextual information can be leveraged for
enhancing privacy protection.

In this report, we discuss several perspectives on context-dependent privacy, with a
focus on several application domains. Subsequently, we argue for a consolidated view
of context-dependent privacy to facilitate the exchange of results between computational
subcommunities. When appropriate, we outline a number of research challenges and future
directions. The report closes with an outlook on ongoing and planned actions.

4.3.2 Perspectives on Context-dependent Privacy

Context-dependent privacy has been considered, to a limited extent, in certain subcommunit-
ies of computer science. We give an overview of the endeavors in three representative fields
to highlight the different viewpoints and approaches taken.

4.3.2.1 Context-aware Privacy in Ubiquitous Computing

Ubiquitous computing (ubicomp) centers on the vision of an interconnected world of smart
devices integrated into a users’ surroundings and daily activities [33]. Some ubicomp
application areas are smart homes and environments, ambient assisted living, support in
work environments, life logging, and everyday computing. Context awareness is a salient
characteristic of ubicomp applications. Applications use sensors to obtain information about
the current situation of users, applications, and devices. Depending on the application,
different context features are used to reason about the situation and detect user activities
in order to adapt the application’s features and behavior accordingly. Dey broadly defines
context as “any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction between a
user and an application, including the user and applications themselves.” [11]. Commonly
used context features [1] center around the where and when of the current situation and
present entities (who). Furthermore, what the user is doing, as well as why they are doing it,
are of particular interest. In addition to physically-sensed phenomena, contextual information
includes information available (or inferred) about the user, such as data derived from a
calendar, social network connections, and user preferences.

The connected nature and deep integration of technology with the environment in ubicomp
scenarios raises a number of privacy issues [21, 33, 29]. Specifically, the collection scale, often
invisible data collection, and non-transparent information flow pose issues. The physicality of
ubicomp systems also extends the privacy scope beyond information collection to intrusions
and disturbances in the user’s physical environment [20]. Furthermore, the complexity and
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distributed nature of ubicomp systems makes it difficult for users to estimate the privacy
implications of their actions and properly express their privacy expectations [27].

Context awareness has been utilized to improve the awareness of users about their
current, as well as potential, privacy risks in ubicomp systems. For example, discovery
protocols and detection mechanisms can be used to model what entities are present in a user’s
environment and what privacy-sensitive items they can access [21, 28, 20]. Context-aware
privacy mechanisms, such as Confab [16], have been proposed to govern disclosure and
granularity of specific information items. Privacy preferences are typically formalized in
context-aware privacy policies. Moncrieff et al. [23] employ a context-aware privacy system in
an ambient assisted living facility to dynamically govern what information is available to care
givers. The information provided is dependent on the user’s activities and potential hazards
(e.g., a stove that is turned on and left unattended). User-centric privacy support systems
use context awareness and heuristics in order to help users express their privacy preferences
for specific situations [27]. Palen and Dourish [25] argue that, in order to ensure that the
privacy provided by technical mechanisms matches a user’s privacy expectations, privacy
management needs to be viewed as a dynamic and continuous regulation process. Context
awareness can enable ubicomp systems to support dynamic privacy adaptation either by
1) providing users with context-dependent individual recommendations or 2) automatically
reconfiguring privacy mechanisms [28].

4.3.2.2 Context-based Location Privacy in LBS

Location-based services (LBS) comprise a wide spectrum of information services and applic-
ations (e.g., searching for business points of interest within a vicinity, sharing a personal
location with the members of a social network). These applications typically rely on a
client-server architecture in which clients convey their location to a LBS provider in exchange
for spatially-contextualized information, returned in real time. Most current research on
privacy in LBS is driven by the consideration that 1) location can reveal much about an
individual and 2) LBS providers are potentially untrustworthy and, thus, can exploit location
data for illegitimate purposes. In the literature, privacy requirements for LBS are often
voiced from multiple perspectives, which calls for different classes of protection solutions.
Historically, two broadly investigated privacy requirements are 1) identity privacy and 2)
location privacy [17]. In the former case, the goal is to forestall the re-identification of
seemingly anonymous users based on their location (e.g home) [15]. In the latter case, the
goal is to prevent the disclosure of detailed location or trace of a user (e.g., [35]). More
recently, we emphasized the emergence of a third privacy requirement called behavioral
privacy [8]. Behavioral information can be extracted from the traces of users by relating
location with context. For example, context can reveal what the person may be doing (e.g.,
a person visiting a retail store is likely to be browsing or purchasing merchandise) or who
they interact with (e.g., two people frequenting the same fitness club in the same period
are likely to know each other). Preventing the extraction of behavioral information calls for
techniques that are capable of recognizing geographical, temporal and social context.

Behavioral privacy is related to the concept of semantic location privacy and user-defined
private places. Semantic location privacy refers to the capability of protecting semantic
locations (i.e., the places in which users are located), such as a jewelry store [10]. In this
scenario, a gentleman who never visits a jewelry store might be looking to surprise his
girlfriend with an engagement ring (or some other token of affection) which he wishes to
keep secret until the right time. The motivation behind this model is that places contribute
more semantic information than the traditional coordinates (e.g., latitude and longitude)
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commonly used to represent the user’s location in traditional privacy-enhancing techniques.
Moreover some places can be perceived more sensitive than others by users. For example,
while standing on a crowded street may be considered innocuous, the revelation of one’s
presence in a jewelry store may represent a sensitive piece of knowledge. The protection of
such information is challenging, particularly when users are tracked (i.e., their position is
continuously reported to an LBS provider) and their movement is confined to road networks
(i.e., a restricted set of trajectories) [34].

By contrast, the notion of a user-defined private place is motivated by the fact that many
entities involved in the provision of location services are untrusted. These entities may be
an LBS provider, but also third parties acting as location providers (LP), such as Google
Location Service. Thus, a key question is, “To what extent can a user’s location be protected
against the party who computes it?” Placeprint [9] is a first attempt to protect the location
information from both the LP and the LBS provider. In this system, users equipped with
commodity devices can be geolocated in user-defined private places without revealing their
presence to the LP. Additionally, users can specify context-based privacy rules to forestall
the disclosure of private places also to LBS providers. The ultimate goal is to provide users
with the capability of exercising flexible control over the disclosure of position information to
LPs and LBS providers.

4.3.2.3 Context-Aware Access Control in E-Health Organizations

An individual’s health status is considered to be among the most sensitive types of personal
information. The collection and utilization of health information in the context of primary
care (e.g., large hospitals) is not a new phenomenon. Electronic medical record (EMR)
systems have been in place for over fifty years [32]. However, modern computing systems have
enabled the integration of information into, and utilization of, EMRs at virtually anytime
and anywhere. As a consequence, health information is now collected at all points of care;
e.g., through hundreds of applications and IT systems in hospitals [24], home and remote
health management systems (e.g., [2, 18, 19]), and through wearable devices (e.g., [5, 12]).
The convergence of these systems is enabling mobility both in the collection of information
and provision of treatment.

In many respects, the privacy issues associated with gathering and utilization of health
information is not much different than other types of information. Yet, healthcare illustrates
how context is related to more than just an individual and their personal preferences.
Healthcare is a complex service-oriented business, composed of many interleaved processes.
Consider, a patient may wish to specify which care providers can access their medical
information where and for what purposes. Such specifications can be formalized in logical
access control policies [22, 30]; however, the complexity of healthcare systems makes it difficult
to define specific roles, as well as which care providers need access to what information and
when [26].

For instance, healthcare is an inherently dynamic environment where teams of clinicians
and support staff constantly interact. The notion of dynamic teams, while effective in
supporting operations, leads to relationships that are significantly more complex pairwise
than typically expected by access control frameworks [4]. The problem is further compounded
by the fact that healthcare organizations are constantly evolving to update management
protocols assimilate new employees and systems. Thus, the context of access to an individual’s
health information is critical to assess if the utilization is expected or not. As has been
recently shown, this context may be inferred based on various features, such as the hospital
service to which a patient is assigned or the location within a healthcare system the patient
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is currently residing (which could be at home) [13, 36].
However, contextual features must also address the social dynamic of the organization

[7, 6]. Healthcare professionals often collaborate in teams of employees with diverse skillsets.
The likelihood that a particular team member will need (or choose to) access a patient’s
record is often dependent on the state of the patient (e.g., “Has the patient recently been
admitted for treatment? Are they in a recovery room following a surgical procedure? Are they
about to be discharged to an assisted living facility? Is the accessor of the patient’s medical
information a family member?”). Given that there are many organizational policies, most of
which are not appropriately documented, it is critical to use audit logs and organizational
knowledge to assess when access should be granted.

While this discussion focuses on healthcare environments, it is clear that this issue is
more general. Similar issues clearly transpire in other domains, such as financial systems,
intelligence environments, and just about anywhere where the relation between the subject
(e.g., the patient) and the recipient (e.g., healthcare provider) is complex, dynamic, and
driven by organizational behavior.

4.3.3 Discussion and Research Directions

Disparate subcommunities in computer science approach context-dependent privacy from
very different angles. Context is used to facilitate dynamic and individualized adaptation of
privacy mechanisms both 1) as a criterion for adjusting location and information granularity
and 2) as domain semantics leveraged in access control systems. As a consequence of this
diversity, proposed solutions, models, and mechanisms tend to be tailored for a specific
perspective and have limited impact beyond the application domain in which they are initially
introduced. However, in a preliminary analysis of problem characteristics, we noticed that,
although framed differently, leveraging context for privacy protection raises similar research
questions across domains. We believe that a consolidated view on context-dependent privacy
could facilitate a common understanding of the associated research challenges to accelerate
research and enhance the generality of results.

4.3.3.1 Shared Problem Characteristics

Despite diverse perspectives on context-dependent privacy all of the privacy mechanisms
alluded to in Section 4.3.2 share common goals for a dual optimization: 1) minimize privacy
risk for some information or some user and 2) maximize the utility of the information. Privacy
risk can grossly be defined as the probability that, given the output of a privacy mechanism,
a third party can infer the corresponding input (e.g., “To what extent can a user’s exact
location be ascertained from an obfuscated location?”) Similarly, utility can be defined as
the probability that the output can be utilized to support a specific purpose (e.g., “How
similar are the results of a location-based service based on an obfuscated location and an
exact location?”).

Context can be invoked as an input parameter in the optimization to facilitate the
determination of appropriate privacy mechanisms. Specifically, context can be used to
determine the level of privacy necessary in a given situation or to perturb information in a
manner that enhances utility. Additional inputs could be domain-specific constraints that
restrict the abilities of individual users to determine privacy settings. Such constraints could
be of an organizational or a regulatory nature.
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4.3.3.2 Context Definition and Modeling

The benefits of considering context in privacy mechanisms and dynamic privacy adaptation
are readily apparent. However it remains a challenge to identify which context information
is relevant for privacy and how best to represent it. While there is extensive work on generic
context modeling for application adaptation [3], the identification of privacy-relevant context
features is often only performed for specific applications. Very few context models are
specifically focused on privacy [28]. A general categorization and model for privacy-relevant
context features would facilitate cross-utilization of privacy context across different domains.

When defining privacy-relevant context, it must be considered that context features and
their values can depend on each other. Furthermore, context information and the data to be
protected can be intertwined. For example, consider privacy mechanisms for applications that
generate and process spatiotemporal data series, such as mobility tracking and vehicle-centric
applications. These applications need to consider the context in which information has been
generated (e.g., a traffic jam), but also ensure that other information types in the same series
do not facilitate inference of the original data (e.g., rush hour).

A reasonable approach for representing privacy-relevant context is the definition of
multiple context layers. Each layer could provide abstractions of context information on a
different level. At the same time, each layer could represent semantics for specific domains (or
provide granularity definitions for different information types). Modeling context on different
levels is a common approach in context-aware systems, but the definition, management and
structuring of context layers that appropriately capture generic and domain-specific privacy
semantics, language, and knowledge is an open challenge. Context models must also be
maintainable and scalable.

Context-dependent privacy requires reasoning about context information in order to
adapt privacy mechanisms. This reasoning must extend over different context layers and
be able to deal with uncertainty concerning the accuracy of context information. A related
challenge is the development of formal models for context-dependent privacy that facilitate
proofs of the provided privacy protection as well as the utility of information in the face of
dynamic adaptation of privacy mechanisms.

4.3.3.3 Sensitivity of Context

An inherent challenge of context-dependent privacy is that the context information utilized
for enhancing privacy adaptation is, in itself, privacy sensitive. This is because it contains
potentially detailed information about the user’s situation. Thus, privacy preserving context
acquisition mechanisms are preferable to reduce privacy risk.

Beyond the sensitivity of actual context information, acting upon context can also
potentially reveal information about the situation that caused the privacy adaptation. For
example, consider a context-dependent location-based service that adapts location granularity
based on context. When the user moves into a sensitive area, the location information becomes
coarser, thereby revealing that the location is of higher sensitivity to the user than other
locations. Thus, the sensitivity of a context-dependent privacy change must be considered,
which requires respective mechanisms and models. One approach to address this issue could
be to exploit historical context information to determine the probability that obfuscated
information can be derived from previous information.
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4.3.3.4 Making Privacy Mechanisms Context Aware

A further challenge is the integration of context awareness and context-dependent privacy
into existing privacy and access control mechanisms. Although there is some work on
context-aware access control, a challenge remains regarding how to account for context in
privacy policies on a practical level.

4.3.4 Conclusions

Our investigation of context-dependent privacy in different domains identified a number of
shared characteristics of privacy mechanisms utilizing context. However, there is only limited
exchange and cross-utilization of results between sub-communities. Our preliminary analysis
indicates that a generalized and formalized problem definition is potentially feasible. The
benefits of such a model would be enhanced comparability and compatibility of approaches and
results between different communities despite domain-specific requirements. We encourage
the computer science community to explore the possibilities of such problem formalization in
future collaborations.
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Location-Based Services (LBS) are becoming more prevalent. While there are many benefits,
there are also real privacy risks. People are unwilling to give up the benefits – but can we
reduce privacy risks without giving up on LBS entirely? This working group explored the
possibility of introducing uncertainty into location information when using an LBS, so as to
reduce privacy risk.

Uncertainty occurs naturally, so LBS likely to work in spite of uncertainty. For example,
Figure 3 shows location determined by an Apple iPad at Schloss Dagstuhl. Initially, the
location was reported with a high degree of uncertainty. Later, the uncertainty was reduced –
but the location was not exactly as reported. A good LBS will have to accept that location
may be uncertain, and give appropriate service in spite of that. Our question is, can we
protect privacy by providing uncertain location, while still retaining good service?

4.4.1 Examples

In this section we explore some instances which have raised privacy issues in the past. One
such case, which set off the privacy debate, is the case of Apple storing and collecting
location data from its users’ iPhones, unbeknownst to the user. The issue was uncovered
on April 20th, 2011. Researchers discovered a file, consolidated.db, which contained longit-
udes and latitudes combined with a timestamp. This file contained locations that dated
as far back as the release of iOS 4, which makes it contain a year’s worth of location
data, stored on the iPhone, synced (backed up) with iTunes and transmitted to Apple.
All without the user’s knowledge. A week later, Apple formally responded in a press re-
lease http://www.apple.com/pr/library/2011/04/27Apple-Q-A-on-Location-Data.html Apple

http://creativecommons.org/licenses/by-nc-nd/3.0/
http://creativecommons.org/licenses/by-nc-nd/3.0/
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Figure 3 Location uncertainty at Schloss Dagstuhl (actual location in hallway outside room
N009).

maintained this data was anonymised, never shared with third parties, and its intent was
to facilitate location look-ups by GPS in what is known as A-GPS, assisted GPS. Apple
resolved the case with a software update that

reduces the size of the crowd-sourced Wi-Fi hotspot and cell tower database cached on
the iPhone,
ceases backing up this cache, and
deletes this cache entirely when Location Services is turned off.

In the time since, other apps have been uncovered to collect location (and other data)
from mobile devices. These apps can be divided into two categories. The first category
contains apps that collect location data but do not use it to provide a service, the second
category uses it to provide a service. Ultimately, the goal is to provide techniques for users
to protect themselves against tracking apps, while at the same time ensuring they can enjoy
the same level of service from the apps. These two goals appear to be at odds with each
other, but they do not need to be.

Currently, there are ways to protect yourself from being tracked. These do, however,
require devices to be jailbroken (iOS) or rooted (Android). On iOS there is an app called
ProtectMyPrivacy. It intercepts calls to a user’s address book, playlists and location. If a
user decided to hide any of these from an app that is requesting access, ProtectMyPrivacy
jumbles the different fields for address book and playlist requests, and returns a fake, but
preset by the user, location. This kind of protection serves well for apps that do not provide
a service based on these records, but fails to ensure any service from apps in the second
category.

There are a lot of research papers on such location-based social recommendation systems,
and also some real systems. One particularly scary example (pointed out by Florian Schaub)
is a “find a date” application that combines social media and location to find nearby women
(who haven’t necessarily said they want to be found):
http://www.cultofmac.com/157641/this-creepy-app-isnt-just-stalking-women-without-their-
knowledge-its-a-wake-up-call-about-facebook-privacy/

Another examples is location-based keyword search: Modifying search results based on
current location. While less seemingly privacy-invasive, this is also one where exact location
is likely not needed.
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4.4.2 Methods to induce uncertainty

The goal of this work is to increase the degree of uncertainty that comes from the location
sensor in a way that the privacy of the individual is preserved. In particular, we strive for
an amount of uncertainty that makes it impossible for an adversary to either (1) identify
an individual from a particular location or a sequence of locations, (2) link a location or
a sequence of locations to an individual or (3) connect a set of locations to a trajectory
that belongs to the same (yet anonymous) individual. For that purpose, a wide number of
anonymization approaches and obfuscation techniques exist. We subsume these techniques
under the term ”uncertainty methods”. The applicability of uncertainty methods depends
on the kind of data that needs to be modified. Thus, we distinguish between the induction
of uncertainty to single locations and sequences of locations. While single locations are
typical for one-shot queries sent to a location-based system, sequences of locations might
be trajectories recorded by a smartphone with an activated GPS receiver or sequences of
consecutive queries that have been sent from multiple positions to a location-based service.

The amount of uncertainty that is bound to a certain location or a trajectory depends on
many factors. For example, if a pedestrian produces a location in the middle of a motorway
or in a military exclusion area, an adversary might guess that this is implausible. Another
example is a cyclist who has generated sequences of locations in distances that cannot be
reached with the typical speed of a bicycle. We will address these issues in Section 4.4.6.

To ease our presentation, in the following we consider pairs of latitude, longitude only.
However, all approaches described can be easily applied to more complex spatio-temporal
settings by considering height and time as additional dimensions that are treated in the same
way as latitude, longitude.

4.4.3 Obfuscation techniques

In general, obfuscation techniques can be applied by each user in isolation. One of the most
intuitive techniques to increase the uncertainty of a location information is to add or multiply
the latitude, longitude-record with a random numbers taken from a uniform distribution.
The upper and lower bounds of the probability distribution function are a measure for the
amount of uncertainty obtained.

A more sophisticated approach [1] takes the amount of uncertainty into account that has
been already induced by the location sensor. In particular, the approach assumes that the
correct position of a user is uniformly distributed over a circle that has been reported as
center, radius by a GPS device. The radius specifies the accuracy of the location information.
In this setting, uncertainty can be increased by shifting the center and enlarging or decreasing
the radius.

Another way of obfuscation is the creation of a set of realistic dummies. With this
approach, the user does not only sends a single position information to a location-based
service, but a number of artificial dummy positions plus the real position. Accordingly, the
service returns one result for each query. The client filters the set of results for that answer
that corresponds to the real position. In this case, uncertainty is not defined as uncertainty
towards a region (specified by a probability distribution), but as uncertainty towards which
of the queried positions is the real one.

Finally, there exist approaches to replace latitude, longitude-pairs with the positions
of prominent landmarks. For example, the exact position 49.530, 6.899 of a participant
of a seminar in Dagstuhl could be reported as ”Saarland”, ”Germany” or ”Europe”. The
applicability of this kind of obfuscation depends on the format in which a location-based
service requires a location information.
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4.4.4 Anonymization approaches

Uncertainty by anonymization means to hide the identity and position of a user among a
set of other users. Thus, anonymization requires the position information of multiple users.
A popular approach is Spatio-Temporal Cloaking [2]. The approach adapts the concept of
k-anonymity for geographic coordinates. For this purpose, the approach computes cliques
of users that are close together, and releases minimum bounding rectangles that contain
the positions of at least k different users each. Various variants of this concept exist, e.g.
peer-to-peer-anonymization [2].

Mix zones are an approach to add uncertainty to spatiotemporal settings where the
users are continuously observed by a service provider. The approach identifies each user
by a pseudonym. Furthermore, it divides regions into mix zones and application zones. In
predefined time intervals, all individuals within a mix zone have the option to chose a new
pseudonym. Given the number of users in a mix zone is large enough, the service provider
cannot link the movement of an individual in one application zone to the movement of the
same individual in another application zone.

4.4.5 Legal status location privacy

The possibility to minimize violations of privacy can be achieved by creating uncertainty in
location data while using location based services. An element in the definition of personal
data in the EC Directive is that personal data indicates an identified or identifiable person.
In other words the terms “identified or identifiable” focus on the conditions under which an
individual should be considered as “identifiable”. In this regard the particular conditions of a
specific case play an important role in this determination. Therefore the effect of uncertainty
has to be addressed individually.

Location-based services in general process personal data in order to fulfill their contractual
duties. The legal ground of using such information primarily is bound to the requirements
of “informed consent” or “performance of a contractual duty” under EC Directive 95/46.
Furthermore, a processing on a secondary basis requires the fulfillment of at least one of
the exceptions under EC Directive such as the existence of a “legitimate interest” of the
data processor or the existence of a “vital interest” of the data subject. In this context,
the “legitimate interest of the data processor” criterion will be subject to further analysis.
Especially the legal framework and – if any – case law will be pointed out.

4.4.6 Privacy analysis

One key challenge that must be addressed is how to analyze privacy. While there has been
some research in this area (e.g., the talk by Maria Luisa Damiani 3.3), this is still a challenge
with rooom for research.

We are considering the following agents: an application provider offering one or more
dedicated services to a certain class of clients, which might be formed by subscription or
even on an ad-hoc basis. Each of the clients might repeatedly request one of the services.
Each request comes along with data about the requester’s location in order to enable the
provider to return a location-dependent reaction to the requester. Without privacy-preserving
measurements, the location would be determined in the best possible way, while however we
are facing the possibility that there are technical failures leading to uncertainties regarding
the actual precise position. In addition, each request is associated with a time stamp, which
reflects real time by default. Introducing additional mechanisms for privacy-preservation
enables a client to purposely generate further uncertainty about his or her actual location.
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Though the time data might be blurred as well, for the sake of simplicity we leave this option
open to future considerations. Accordingly, over the time the provider receives a sequences of
requests, each consisting of at least the following components: location, time, kind of request.

Beyond supposedly honestly in each case actually providing the service requested, the
provider may behave in a curious way, analyzing the collection of request data received so far
for the sake of any secondary use. We identified three major basic kinds of analysis. Moreover
we emphasized the following need of a client: in order to decide about the employment of
uncertainty generating mechanisms, a requesting client has to evaluate the potentials for a
successful analysis by the provider according to some metrics.

Location-based reidentifiability:
In case that requests are coming without the respective requester’s identification, the
provider might aim to associate an identifier to each of the requests, at the best definitely
the identifier of the actual requester; alternatively and less ambitiously, some assertion
about the relationship between the request and the clients. As far as the provider succeeds
in establishing a nontrivial and meaningful association, he would either learn precise
personal data or obtain data that is somehow potentially personal and, thus, he would
be able to compromise privacy to some extent.
Seen from the point of view of a client acting as requester, that client would be interested
to estimate the extent of compromise achievable by the provider according to some
suitable metric.
Location identification and classification:
Whether by technical failures or by intentional blurring, a communicated location might
differ from the actual one. Accordingly, the provider might aim to determine the actual
location by some kind of reasoning, thereby strengthening his knowledge about the
requester. As far as the requester is already identified, in this way the provider would
obtain improved personal data regarding the requester. If the requester is so far not fully
identified, more precise knowledge about the actual location might be helpful for the
reidentification analysis or other analysis tasks.
Besides the pure geographical data about the location, the provider might also aim at
determining the kind of social activities offered at the respective place and thus learning
information of the requester’s activities, again potentially leading to even more crucial
personal data. Typically, social activities could be classified and denominated according
to some ontology, e.g., distinguishing between shopping, medical care, entertainment,
food services, sports, education, and so on, even possibly refined to subcategories and
enhanced by further descriptive features.
Again, the client would like to evaluate the expected achievements, in particular in terms
of the grade of success and the sensitivity of an identified location depending on its
semantics, according to some metric.
Subtrajectory linkage
While strictly speaking a client only communicates location-time points, she or he actually
provides information about her or his movements over the time, i.e., about the resulting
trajectory. Accordingly, the provider might aim at reconstructing the actual trajectory in
an approximative way in order to learn more about the client. As before, besides the
pure geographical data about the full trajectory, he might additionally be interested in
the semantics of the curve in terms of a suitable ontology that extends the ontology for
single locations.
Reconstructing an actual trajectory necessarily includes linking single locations as com-
municated and subtrajectories obtained before as belonging to the same client. This need
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is clearly supported by already knowing the association of the requests with identifiers,
but also conversely, if originally unknown learning this association might be facilitated by
having established links before.
Again, the client would like to evaluate the expected achievements, in particular in terms
of the grade of success and the sensitivity of a reconstructed trajectory depending on its
semantics, according to some metric.

4.4.7 Parameters, how relevant, and how to estimate

The success of the analyses described above and in particular the quality of the results
achieved depend on a wide range of parameters. Such parameters might refer to both the
data provided by the requests and various kinds of background knowledge available to or even
generated by the provider. In this subsection we briefly discuss some important examples.

Plausible locations and their semantics:
Given a region in purely geographical terms, e.g., described by a circle, the provider
is likely to possess one or more maps including this circle and its further environment
as a priori background knowledge. Each such map provides some kind of semantics, in
particular suggesting plausible actual positions within the region and a classification of
many objects within the region.
Density and properties of other clients:
Given data that indicates that some client, whether identified or not, stays within a
region, the provider might also have gained the knowledge that other clients are staying
near by. This knowledge might have various effects. For example, the existence of
many unidentified clients within a region results in forming an anonymity class for the
client considered, and this fact might support the client’s privacy concerns. Conversely,
having learned the semantics of the stay of sufficiently many other clients might suggest
a semantics for the client considered.
History-frequency of appearance/past revelation:
Analyses might not only be based on the data of the most recent requests but also refer
to histories and their evaluations. For example, previously successfully identified and
classified trajectories might be related to a recent trajectory under inspection, suggesting
an identification or semantics based on similarities. Useful notions of similarity and the
resulting suggestions might have been obtained by means of data mining applied to the
data received before and stored in a repository.

4.4.8 QoS analysis

The degradation in quality of service from intentionally giving uncertain locations is a critical
issue. While this is largely dependent on the particular application, and the implementation of
that service provider, we can experimentally derive quality of service measures. By comparing
the results from requesting a service with the actual location at the best anticipated resolution
with the results from intentionally degraded uncertainty, we can establish how great the
impact of a given uncertainty method is on the particular application.

While metrics are also application dependent, many location-based services return ranked
lists. Examples include location-based keyword search, recommendation systems, closest
point of interest, driving route finders, and public transit schedule systems. In all these
cases, we can compare the impact of uncertainty by comparing the results with uncertain
location against the results with actual location. There are standard ways to do this, such as
KL-Divergence[3].
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We plan to choose specific applications from Section 4.4.1, and evaluate against all relevant
techniques described in Section 4.4.2 at various levels of uncertainty. Levels of uncertainty
will be chosen to achieve interesting privacy points as determined in Section 4.4.6. Results
will be presented by graphing the KL-Divergence across various parameter changes.

4.4.9 Secondary use utility analysis

Can we relate type of uncertainty to impact on classes of mining.

– What is the effect of the user-injected uncertainty in location on aggregate data collected
on service provider side? Can we model it mathematically?
– The common business practice is that the service providers use whatever the user provides
during the service usage. What law/regulations stipulate for the secondary use does not
necessarily reflect current practice. We do not intend to change it. In fact, in certain
circumstances the secondary process can create benefits.
– Following up on the previous point, the service provider may not be able to provide the
adequate protection for the data submitted by the users which is subject to theft/compromise
by other parties who will do the secondary (mis-)use.
– Can service provider learn more about personal information that intended after the aggreg-
ated data is obtained? To what extent? Can it be the case the uncertainty turns out to be
not a worthwhile effort?
– Find a good example as a motivation for the case parties find secondary processing use-
ful/beneficial/unharmful
– Experimental work can be useful to compare the data mining results extracted from aggregate
data with uncertainty against those without.

4.4.10 Questions that remain to be answered

4.4.10.1 Other personal data

Location data isn’t the only data exposed to location-based services.
A query may contain some other personal information, which is necessary for the comple-
tion of service. What are the implications for privacy? Can a service provider get more
information than intended?
Does user provide his/her identity in the query? Does s/he query anonymously?
What happens if the service requires tracking of user for a certain time interval?

4.4.10.2 Safety applications

Systems would need to be designed to bypass the uncertainty when safety of individual
necessitates accurate location information

4.4.10.3 Acceptance/Feasibility

There are also issues concerning practical application of uncertainty. Are service providers
able and willing to work with inaccurate data? Can the proposed method be implemented
with current technology? (This seems feasible for Android, perhaps not for Apple.)

4.4.10.4 Adverse affects

False location declaration can lead to undesired situations; for instance putting a person in
potentially problematic locations (e.g., in a crime scene)
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5 Open Problems

In addition to the developments and plans for future work in the working group reports,
the seminar saw general lessons learned and future directions for Mobility Data Mining and
Privacy.

5.1 What we learned
Privacy issues in mobile data are real

Applications collect much more data than needed
Serious potential for harm, some evidence of actual harm

Privacy violations may have direct societal impact
Not just the individual who is harmed

Data previously highly regulated moving to lightly/unregulated businesses
Wide variety of vocabularies used to talk about mobility, data mining, privacy

Poor understanding of cross-community issues by different subcommunities
Dimensionality of uncertainty/unknowns
Problems not clearly defined (or clearly understood even by experts)
Age-related bias in assessment of issues

5.2 New Discoveries
Danger of location data plus additional information gives supra-linear increase in risk

This linkage needs further investigation: Re-identification attacks, potential for damage,
...

Sensors / content in smart phones lead to severely increased privacy risk
Lots of information
Easily revealed
Often disclosed with little awareness on part of individual

Privacy preferences/expectations are dynamic
Need approaches beyond static privacy preference options
Location and time key components of this dynamism
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Need user studies on mobility and privacy
Re-identification, particularly of mobile data, is too hard to prevent

Need broader perspectives on how to protect privacy
Disconnect between technology developments and law/regulation

Technology developments are resulting in even “technology-neutral” privacy law becoming
outdated

5.3 What needs to be done
How to educate

Privacy technologists don’t understand law and regulation
Regulators don’t understand technical privacy definitions
Users don’t understand either
Application (and infrastructure) developers don’t worry about privacy
Curricula for privacy – not just “how to comply”

Technology needs better guidance from law and regulation
And back to education – need to understand guidance

Need to be suitably proactive
don’t want to let the cat out of the bag
Need for people to desire privacy beyond legal mandates
Need tools to manage (most) privacy that are general – user specifies their privacy
preferences, not what they want a particular app to do.

How do we manage cross-border data on the internet?
Privacy research needs better understanding of economic value of data
Venue/mechanism to better support multidisciplinary work to bring privacy into various
communities

5.4 Future plans
Based on the above conclusions, the seminar participants felt that we need future study
and discussion in this area. One option would be a future Dagstuhl seminar, as well as a
more standard conference or workshop. More immediately, we felt that a panel would be
appropriate, but this needs to be in a venue that reaches to the mobile data and location
based computing community, not to the privacy community.

The study groups are pursuing further research and publication of the ideas from the
seminar. However, a consolidated white paper on privacy and mobility, possibly with an
accompanying tutorial, may also be a way to further raise the issues. The area also needs
a study of the broader societal impact of privacy breach – social mores, economic issues,
security implications – this may be a good topic to target an international grant proposal.
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Abstract
Moore’s law has been the driving force behind the increasing computing power of today’s devices
which is based on shrinking feature sizes. This shrinking process makes future devices extremely
susceptible to soft errors due to, e.g., external influences like environmental radiation and internal
issues like stress effects, aging and process variation. For future technology nodes "Designing
reliable systems from unreliable components" 1 will be one of the most important topics.
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Introduction
Moore’s law predicted the ever increasing computing power of the past decades from an
economic perspective based on doubling the number of elements in a circuit about every
two years. Moreover, Moore’s law is expected to continue for another 10-20 years. On the
physical level this integration is enabled by continuously shrinking feature sizes of basic
components. But for future technology nodes reliability problems triggered by different

1 Shekhar Y. Borkar, "Designing reliable systems from unreliable components: the challenges of transistor
variability and degradation," IEEE Micro 25(6): 10-16 (2005)
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sources are expected to increase rapidly. Process variations in the production process are
one issue. While production processes become more accurate considering absolute measures,
the relative inaccuracy compared to the component’s size is increasing. One consequence are
transistors with a wide range of threshold levels resulting in slightly faster or slower operating
logic circuitry (both die-to die and within die). This may result for example in delay errors
under certain operating conditions of a device. Increasing sensitivity to the omnipresent
environmental radiation is another issue. In the past some errors induced by radiation
have been observed infrequently while systems in space missions are already specified to be
radiation resistant. Shrinking feature sizes result in sensitivity to radiation with lower energy
causing more radiation induced events like Single Event Upsets (SEUs) even on sea level. Such
effects are summarized as transient faults resulting in soft errors (as opposed to permanent
faults resulting in a change of the functionality due to a modification of the physical structure).
Consequently, approaches to design reliable circuits tolerating such transient faults without
causing soft errors have been proposed. These design approaches to mitigate soft errors
comprise all levels of design abstraction from the system specification down to the layout.
Examples for these approaches are, e.g., fault tolerant algorithms and operating systems,
fault tolerant processors, self-calibrating architectures, block level redundancy and error
checking, synthesis approaches on the gate level, or hardening techniques on the layout level.
In practical systems typically multiple mitigation techniques are implemented to guarantee
reliability across the full system stack. Functional verification has been and still is a challenge
in current designs containing up to hundreds millions of transistors. Mature techniques
for the formal verification and the dynamic verification of large systems exist. Research in
verification is ongoing to match the rapid increase of the size of the systems. The verification
of reliability is an interdisciplinary topic involving at least testing technology, verification
methodology, and design experience. This makes the verification of reliable implementations
an even harder problem. The testing community provides underlying models for transient
faults to understand the effects at the functional and eventually at the system level. Using
these models, the verification community designs efficient analysis tools and verification
techniques to handle large systems. As in standard verification of large circuits a concerted
action of formal methods, semi-formal techniques and simulation-based validation will be
required. Still knowledge from the design community is required, to further speed up the
verification task. Understanding the implemented approach to reliability on the application
level and the system level is required to achieve a high degree of automation in the verification
task.

Organization
The seminar was organized in short slots for talks followed by extensive discussions. A panel
discussion in the afternoon summarized each day and focused on further questions (Figure
1). Each day was devoted to a special topic:
• Design – Techniques to ensure reliability by design.
• Fault models – Different types of fault models are required depending on the abstraction

level and the type of design considered.
• Metrics – Measuring reliability requires some kinds of metrics. These metrics can be

defined with respect to the fault models. But they should also reflect potential inaccuracies.
• Engines – Different types of engines are used in Electronic Design Automation (EDA) for

circuits and systems.
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Fault models & Metrics I 
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Friday 
Lessons learned 

 Morning chair: Massimo Violante Masahiro Fujita Subhasish Mitra Rolf Drechsler Carsten Gebauer 

9 am Welcome, Introducing everybody 
 
 
Anand Raghunathan, Kaushik Roy: 
Approximate Computing - Embracing 
Unreliability for Efficient Computing 

Suddhakar M. Reddy: Gracefully 
Degradable Higher Performance 
Systems 
 
Carsten Gebauer: Issues with applying 
fault tolerance in safety critical 
automotive applications 

Ravishankar K. Iyer: Experimental 
Validation of Computer Systems 
Dependability 
 
Bernd Becker, Matthias Sauer: 
Improving reliability by improving 
ATPG accuracy 

Cecile Braunstein: A Symbolic Model-
Checking Framework for Transient 
Fault Robustness Classification and 
Quantification 
 
Jie Han: Stochastic Computational 
Approaches for Accurate and Efficient 
Reliability Evaluation 

Seji Kajihara: Test Partitioning for 
BIST-based field test 
 
Wenchao Li: Requirement Analysis 
and Generation for Verification-
Guided Error Resilience 
 

10:30 am Coffee break Coffee break Coffee break Coffee break Coffee break 

10:45 am John P. Hayes:  Stochastic Computing 
Revisited 
 
Adit Singh: The Reliability Challenge 
from Variability Induced Timing Errors 
 

Matteo Sonza Reorda: Reliability 
evaluation in complex systems: some 
cases of study and related lessons 
 
Mehdi B. Tahoori:  Wearout Modeling 
and Mitigation at Higher Levels of 
Abstraction 

Bodo Hoppe: Verifying architectural 
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FPGAs: how to keep the route in an 
ocean of bits 

Marcela Simkova: Towards Beneficial 
Hardware Acceleration of Functional 
Verification 
 
Rolf Drechsler: Completeness-Driven 
Development 
 

Robert Aitken: Scaling, Errors, and 
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1:15 pm! 

Michael Orshansky: When Perfect is 
the Enemy of Efficient: Using 
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Computing 
 
Ilia Polian:  Towards a Cross-Layer 
Strategy Against Fault-based Attacks 

Eli Arbel: Reliability closure – how can 
we do better? 
 
Sachin Sapatnekar: How does device-
level reliability affect my system? 
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formal methods for reliability analysis 
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Fault Injection: an Effective Approach 
to Validating System Reliability 
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Test-Data Mining 
 
Yusuke Matsunaga: Probabilistic 
Analysis for Softerror Tolerance of 
Sequential Circuits 
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Dependable Network-on-Chip 
Platform for Automotive Applications 
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Test•Effectiveness to LSI Reliability 

Yoshiki Kinoshita: Validating Open 
Systems Dependability 
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computing 
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Figure 1 Seminar schedule

Results
Documenting the results of intensive discussions in a compact manner is difficult. However,
some results can be formulated in crisp statements. Approximate computing is a powerful
technique for reliable design where the applications permit inaccuracy of operations up to a
certain extent. Computing considering statistical nature of devices may be able to produce
very accurate results, but providing compatible computing fabric at acceptable costs is a
challenge. No single fault model will cover all aspects of reliability. In particular, fault
models must be adapted to the application domain, the level of criticality and the step in the
design process that is being considered. Appropriate metrics will then be applied to bridge
gaps, e.g., between different levels of abstraction. An orchestration of reasoning engines
ranging from formal techniques to simulation and emulation will always be required to gather
data required for the different metrics. Design for Reliability will always affect all levels of
abstraction. Only by concerted effort the same performance gains can be expected that we
have seen in the past 50 years.

As a follow-up of the Dagstuhl Seminar, an Embedded Tutorial was successfully proposed
for the DATE conference 2013. The Embedded Tutorial’s title is "Reliability Analysis
Reloaded: How Will We Survive?" and will include two presentations given by participants
of the seminar or colleagues belonging to the research group of a participant.
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3 Overview of Talks

3.1 Software-Level Fault Injection: An Effective Approach to
Validating System Reliability

Jacob A. Abraham (Univ. of Texas at Austin, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jacob A. Abraham

Accurate evaluation of the reliability of a complex system is extremely difficult since faults
at the hardware level have to be analyzed with respect to their impact on the system under
varying operating conditions and workloads. Simulating a system for billions of processor
cycles for different types of low-level faults is practically impossible. This talk will describe
techniques which evaluate the dependability of a system by running it under normal conditions
and using software routines to inject faults which emulate the effect of the hardware on
system behavior. Examples of applying the ideas to a variety of systems will be described,
as well as directions for exploiting virtualization and other hardware support provided by
modern processors.

3.2 Scaling, Errors, and Reliability: When Will the World End and
Why It Hasn’t So Far

Robert Aitken (ARM Inc. - San Jose, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Robert Aitken

Technology scaling continues to follow the basics of Moore’s Law, despite difficult challenges
in lithography, materials, and design. Looking at what has succeeded so far can give insight
into why several predicted demises of scaling have not happened, as well as showing which
of the current candidates might actually succeed. Gordon Moore said "No exponential is
forever, but we can delay forever" - when will forever arrive?

3.3 Reliability Closure – How Can We Do Better?
Eli Arbel (IBM - Haifa, IL)

License Creative Commons BY-NC-ND 3.0 Unported license
© Eli Arbel

A typical design process involves dealing with multiple constraints, such as power, performance
and timing. As reliability is becoming increasingly important in many applications, it can
be viewed as an additional design constraint which should be met before closing the design.
Many reliability features are implemented in the RT-level, thus it is of high importance to
provide feedback to logic designers whether their design meets its reliability goals, and if not
assist them with rectifying reliability issues. We will present some techniques for analyzing
design vulnerability to soft-errors at the RT-level, how they canbe used to facilitate logic
implementation with respect to reliability and discuss how we can help design teams achieve
their reliability goals in more accurate and faster ways.
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3.4 Improving Reliability by Improving ATPG Accuracy
Bernd Becker, Matthias Sauer (Universität Freiburg, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Bernd Becker, Matthias Sauer

We present SAT-based approaches - implemented in the tools Phaeton and WaveSAT- for
the analysis of circuit timing and the detection of small delay defects. Phaeton enumerates
all or a user-specified number of longest sensitisable paths in the whole circuit or through
specific components. The algorithm encodes all aspects of the path search as an instance
of the Boolean Satisfiability Problem(SAT), which allows the method not only to benefit
from recent advances in SAT-solving technology, but also to avoid some of the drawbacks
of previous structural approaches. The path information obtained by Phaeton can be used
for several applications including design and test of circuits affected by statistical process
variations, criticality analysis, and post silicon debug. The approach has been extended to
sequential ATPG making use of recent advances in Bounded Model Checking. However,
the computation of small-delay fault test patterns by path sensitization may result in false
positives and false negatives as well. We developed WaveSAT, a SAT-based automatic test
pattern generation algorithm which considers waveforms and their propagation on each
relevant line of the circuit. The model incorporates individual delays for each gate and
filtering of small glitches. WaveSAT generates a test if the fault is testable and is also
capable of automatically generating a formal redundancy proof for undetectable small-delay
faults. Experimental results for academic and industrial benchmark circuits demonstrate the
methods’ accuracy and scalability.

3.5 Improving Design, Manufacturing and Even Test through
Test-Data Mining

Shawn Blanton (Carnegie Mellon University - Pittsburgh, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Shawn Blanton

For many years now, ACTL (Advanced Chip Test Laboratory, www.ece.cmu.edu/ actl) at
Carnegie Mellon has been using layout information for improving manufacturing test, in
particular, for changing test from a sort-only process to one that also involves learning about
the design, the manufacturing process, and their interaction in producing high-yielding,
high-quality parts. In this talk, I will describe METER (MEasuring Test Effectiveness
Regionally), a novel approach that measures the effectiveness of arbitrary fault models and
test metrics through the statistical analysis or readily-available tester data.
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3.6 A Symbolic Model-Checking Framework for Transient Fault
Robustness Classification and Quantification

Cecile Braunstein (UPMC - Paris, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
© Cecile Braunstein

Robustness analysis of RTL-sequential circuits impacted by transient faults is an important
concern for designers. While simulation or emulation based techniques are widely used,
they do not give guarantees on the robustness level of the system and are often limited to
single fault models. Moreover, several robustness criterion may be adopted depending on
the application being executed and the synchronisation scheme between the circuit and its
environment. The use of formal methods ensures robustness level and helps in locating weak
portions of a circuit to be hardened, even in case of multiple fault models. We present a
framework to analyse the robustness of a RTL circuit, considering several models of faults
and reparation, and show how a wideclass of robustness criteria can be mapped into our
reparation model. We present an implementation of the robustness measures in the setting of
BDD-based model checking and illustrate our measurements on classical benchmark circuits.

3.7 Completeness-Driven Development
Rolf Drechsler (Universität Bremen and DFKI Bremen, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Rolf Drechsler

Due to the steadily increasing complexity, the design of embedded systems faces serious
challenges. To meet these challenges additional abstraction levels have been added to
the conventional designflow resulting in Electronic System Level (ESL) design. Besides
abstraction, the focus in ESL during the development of a system moves from design to
verification, i.e. checking whether or not the system works as intended becomes more and
more important. However, at each abstraction level only the validity of certain properties is
checked. Completeness, i.e. checking whether or not the entire behavior of the design has been
verified, is usually not continuously checked. As a result, bugs may befound very late causing
expensive iterations across several abstraction levels. This delays the finalization of the
embedded system significantly. In this work, we present the concept of Completeness-Driven
Development(CDD). Based on suitable completeness measures, CDD ensures that the next
step in the design process can only be entered if completeness at the current abstraction
level has been achieved. This leads to an early detection of bugs and accelerates the whole
design process. The application of CDD is illustrated by means of an example.
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3.8 Error Tolerance and Engineering Change with Partially
Programmable Circuits and their SAT-Based Programming

Masahiro Fujita (University of Tokyo, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Masahiro Fujita

Introducing partial programmability in circuits by replacing some gates with Look Up Tables
(LUTs) can be an effective way to improve post-silicon or in-field rectification and debugging.
Although finding configurations of LUTs that can correct the circuits can be formulated as
a QBF problem, solving it by state-of-the-art QBF solvers is still a hard problem for large
circuits and many LUTs. In this paper, we present a rectification and debugging method for
combinational circuits with LUTs by repeatedly applying Boolean SAT solvers. Through the
experimental results, we show our proposed method can quickly find LUT configurations for
large circuits with many LUTs, which cannot be solved by a QBF solver.

3.9 Issues with Applying Fault Tolerance in Safety Critical Automotive
Applications

Carsten Gebauer (Robert Bosch GmbH - Schwieberdingen, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Carsten Gebauer

Fault tolerance will be one of the key features necessary to be able to take advantage from
the ever shrinking process technologies. However applying fault tolerance also has its risks.
Within this talk I would like to present from an automotive point of view the issues we see
regarding safety and ask for possible solutions to address these issues, in particular - latent
faults of ISO 26262 - Error Correction Codes (ECC): Reduction of error detection due to
application of correction - what is reasonable to tolerate, what not?

3.10 Stochastic Computational Approaches for Accurate and Efficient
Reliability Evaluation

Jie Han (University of Alberta, CA)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jie Han

Reliability is fast becoming a major concern due to the nanometric scaling of CMOS
technology. Accurate analytical approaches for the reliability evaluation of logic circuits,
however, have a computational complexity that generally increases exponentially with circuit
size. This makes intractable the reliability analysis of large circuits. This talk initially
presents novel computational models based on stochastic computation; using these stochastic
computational models (SCMs), a simulation-based analytical approach is then proposed
for the reliability evaluation of logic circuits. In this approach, signal probabilities are
encoded in the statistics of random binary bit streams and non-Bernoulli sequences of
random permutations of binary bits are used for initial input and gate error probabilities.
By leveraging the bit-wise dependencies of random binary streams, the proposed approach
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takes into account signal correlations and evaluates the joint reliability of multiple outputs.
Therefore, it accurately determines the reliability of a circuit; its precision is only limited
by the random fluctuations inherent in the stochastic sequences. Based on both simulation
and analysis, the SCM approach takes advantages of ease in implementation and accuracy
in evaluation. The use of non-Bernoulli sequences as initial inputs further increases the
evaluation efficiency and accuracy compared to the conventional use of Bernoulli sequences,
so the proposed stochastic approach is scalable for analyzing large circuits. It can further
account for various fault models as well as calculating the soft error rate (SER). These results
are supported by extensive simulations and detailed comparison with existing approaches.

3.11 Stochastic Computing Revisited
John P. Hayes (University of Michigan, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© John P. Hayes

Stochastic computing (SC) was proposed in the 1960s as a low-cost alternative to conventional
computing with weighted binary numbers. It is unusual in that it represents information
by means of long pseudo-random bit-streams, which can be interpreted as probabilities
and processed by low-cost standard logic circuits. The SC approach is well-suited to some
important new applications that require massive parallelism or extremely high tolerance of
soft errors, such as ECC controllers for WiFi and flash memories. Despite some success in
specialized application areas, many aspects of SC are poorly understood and a comprehensive
design methodology has yet to emerge. This talk will review SC and its status from a modern
perspective, focusing on design and verification issues affecting accuracy, area cost, and
reliability. A novel approach to SC circuit design based on spectral transforms will also be
presented.

3.12 Verifying Architectural Compliant Recovery
Bodo Hoppe (IBM Deutschland - Böblingen, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Bodo Hoppe

A lot of research has been done in investing whether soft errors can be detected in hardware
designs. Structural and static analysis are used to ensure any error can be detected. Formal
analysis can be used to verify detectability of errors. However, today exhaustive verification
has to be executed to verify that the design is reliable and able to recover properly according
to the architecture. This has a lot of design complexities especially in presence of a multicore
environment with coherent memory as well as high-frequency supüerscalarmicroprocessor
designs with hardware recovery functionality. A lot of side effects may occur in the hardware
and may lead to unwanted effects, for examplePotential Unexpected Loss of Data(PULD).
A method is being presented, that improves significantly the efficiency of proving that the
design actually can maintain the architectural state including non-corrupted memory. But a
much bigger question is can a certain design approach or rules can allow an easyp roof that
exhaustive fault simulation can be avoided. Or can design rulechecker in a combination with
formal verification be used to ensure recoverability of the design?
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3.13 Test Partitioning for BIST-Based Field Test
Seiji Kajihara (Kyushu Institute of Technology, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Seiji Kajihara

A BIST-based field test has been used to guarantee high reliability of VLSIs. But it is not
easy for field test to achieve high test quality due to the limitation of short test application
time. Test partitioning and rotating test is an effective way to satisfy such a constraint. A
test set of a circuit is partitioned into a number of subsets, and apply only one subset to
the circuit at one test session of field test. On the other hand, because test partitioning
would cause fault coverage loss at each test session, aging-induced faults will be undetected
at some test sessions. The longer the detection interval is, the higher the likelihood of a
system failure would be. In this talk we discuss on a metric to estimate the failure rate for
test partitioning and approaches to partition a given test set into several subsets aiming to
minimize the failure rate.

3.14 Validating Open Systems Dependability
Yoshiki Kinoshita (AIST - Hyogo, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Yoshiki Kinoshita

I wish to convey the idea that checking the appropriateness of the claims to be verified
(i.e., validation) is important in achievement of Open Systems Dependability. I also present
assurance cases, which documents the result of validation. I shall use the system European
AIS [Aeronautical Information Service] Database (EAD) as my leading example. Time
permitting, I also introduce our ongoing work on D-Case/Agda, a system that supports
development and checking of assurance cases using Proof Assistant technology. Verification
is critical, but it should be associated with validation. Open Systems Dependability is
dependability, the notion evolved from reliability, treated from Open Systems View, which
our DEOS project has introduced to consider ever-changing and vague aspects of huge and
complicated systems. Many systems have open systems aspects, and hardware seems no
exception. Development and maintenance of the assurance case is central in achievement of
Open Systems Dependability. Assurance cases are documents where all information about
verification and validation of the system is available; they may be considered as "qualitative
metric" of dependability.

3.15 Requirement Analysis and Generation for Verification-Guided
Error Resilience

Wenchao Li (University of California - Berkeley, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Wenchao Li

All error resilience techniques employ some form of redundancy, resulting in added cost such
as area or power overhead. Formal Verification has been shown to be effective in judiciously
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guiding the deployment of added error resilience. However, such analysis is sensitive to the
quality and completeness of specifications. In this talk, I will discuss works on requirement
analysis and generation with application to error resilience, as well as other useful applications
such as error localization.

3.16 Probabilistic Analysis for Soft-Error Tolerance of Sequential
Circuits

Yusuke Matsunaga (Kyushu University, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Yusuke Matsunaga

This talk presents a method for estimating the error propagation probabilities in sequential
circuits when one ore more FFs’ values are changed due to Soft Error Effects.

3.17 When Perfect is the Enemy of Efficient: Using Controlled Errors
in Approximate Computing

Michael Orshansky (Univ. of Texas at Austin, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Michael Orshansky

This talk describes our recent work on enabling low-level approximate computation and
development of design principles for energy-optimal approximate ("sloppy") addition. We
identify a fundamental trade-off between error frequency and error magnitude in a timing-
starved adder and introduce a formal model to prove that for signal processing applications
using a quadratic signal-to-noise ratio error measure, reducing bit-wise error frequency is
sub-optimal. Instead, energy-optimal approximate addition requires limiting maximum error
magnitude. The remaining approximation error can be reduced by conditional bounding
logic for lower significance bits. We also show how the existence of an intrinsic notion of
quality floor present in typical digital signal processing circuits can be used to reduce their
energy consumption by strategically accepting some runtime errors. The basic philosophy is
to prevent signal quality from severe degradation by using data statistics. The introduced
innovations include techniques for carefully controlling possible errors and exploiting the
specific patterns of errors for low-cost post-processing to minimize image quality degradation.

3.18 On the Use of Semi-Formal Methods for Reliability Analysis (at
RT and TLM Abstraction Levels)

Laurence Pierre (TIMA - Grenoble, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
© Laurence Pierre

Evaluating the robustness of hardware systems (ranging from digital IP blocks to complex
systems on chip) with respect to soft errors has become an important part of the design flow
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for many applications, at various levels of abstraction. To avoid the well-known state explosion
problem that may occur when using formal approaches (static analysis), we investigate the use
of semi-formal (simulationor emulation-based) techniques to improve dependability analysis.
We target the analysis of the consequences of soft errors with respect to the application,
no matter their origin. We propose to formalize robustness or reliability properties as PSL
assertions, and to verify them at runtime using automatically derived property checkers. We
discuss two illustrative examples: dependability properties of a cryptographic component for
a programmable hardware device to be integrated in networking infrastructures (VHDL RTL
description), and safety requirements for an avionics flight control remote module (SystemC
TLM description).

3.19 Towards a Cross-Layer Strategy Against Fault-based Attacks
Ilia Polian (Universität Passau, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Ilia Polian

Mobile and embedded systems process sensitive information, including personal data such as
health records or financial transactions, and confidential parameters of technical systems, e.g.,
car engines. Protection is provided by cryptographic hardware blocks that are vulnerable
to fault-based attacks. Over 700 such attacks have been published so far. Individual,
attack-specific countermeasures no longer sufficient. There is strong need for a generic
methodology to counter fault-based attacks with reasonable costs. The presentation will
introduce fault-based attacks using the recent attack on the LED block ciphers as an example.
After that, initial first results on across-layer protection strategy combining specially designed
error-detecting codes with selective hardening of individual circuit elements will be presented.

3.20 Approximate Computing - Embracing Unreliability for Efficient
Computing

Anand Raghunathan, Kaushik Roy (Purdue University, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Anand Raghunathan, Kaushik Roy

Designers of computing systems have been remarkably consistent in their approach to
unreliability - attempt to eliminate it at all costs. While this approach has its merits and
is necessary in some applications, it incurs very high costs in terms of efficiency (power,
performance, or cost). With the explosion of digital data, computing platforms are increasingly
being used to execute applications (such as web search, data analytics, sensor data processing,
recognition, mining, and synthesis) that are inherently resilient or forgiving to errors in most
of the computations. This forgiving nature is due to several factors including the redundancy
and noisiness of the input data, the statistical nature of the computations themselves, and the
acceptability (and often, inevitability) of less-than-perfect results. Approximate computing
is an approach to designing computing platforms that are more efficient, by leveraging the
forgiving nature of applications. I will outline a range of approximate computing techniques
that we have developed from software to architecture to circuits, which have shown promising
results. In the context of the increasing unreliability of scaled semiconductor technologies,
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approximate computing suggests that embracing unreliability rather than attempting to
eliminate it could be a promising approach to eschew the high costs of defect and fault
tolerance. I will outline some of the challenges that need to be addressed to realize this
promise, including a shift in designer mindset, and the development of systematic design
methodologies to ensure that unreliability is exposed to applications in a controlled manner.

3.21 Gracefully Degradable Higher Performance Systems
Sudhakar M. Reddy (University of Iowa - Iowa City, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Sudhakar M. Reddy

In this talk design of systems that permit trade off between performance and defect tolerance
is proposed. It is suggested that additional features for defect tolerance should also facilitate
enhanced performance when defects are not present or fewer than planned for number of
defects are present. Enhanced performance could be higher frequency of operation or higher
computational power or additional functionality.

3.22 How does Device-Level Reliability Affect my System?
Sachin Sapatnekar (University of Minnesota, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Sachin Sapatnekar

The chip design process is inherently based on abstracting details of the design, and this
is essential for complexity management. How can physics-based reliability models be used
to analyze and optimize systems at higher levels? This talk will attempt to provide partial
answers in this direction by discussing modeling methods for device-level failure mechanisms
such as bias temperature instability, hot carrier injection, and gate oxide breakdown, where
a great deal of advanced research has been carried out in the device community, but has not
yet percolated far beyond.

3.23 Analysis of Field Test Effectiveness to LSI Reliability
Yasuo Sato (Kyushu Institute of Technology, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Yasuo Sato

Potential of field errors caused by LSI degradation such as NBTI, HCI or so on is increasing.
These errors essentially look different from the conventional errors such as permanent errors
or soft errors. It means that the conventional dependability theories might not well reflect
their impacts on safety systems. The author analyzes their impacts on safety systems and
tries to find a proper index, which shows the effectiveness of the concept of proposed field
test DART. DART (Dependable Architecture with Reliability Testing) repeatedly measures
the maximum delay of LSI and monitors delay margin in field. Using this approach, delay
degradation can be detected before it will cause an actual system error. The technology
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detail of DART is not discussed, but the relevance to the problem and what technologies
should be developed by research people will be discussed.

3.24 How to Efficiently Analyze Aging Effects in Large Circuits - and
Some Ideas How to Use the Results

Ulf Schlichtmann (TU München, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Ulf Schlichtmann

Aging effects such as NBTI, PBTI, HCI are becoming more relevant as process technologies
continue to scale. To date, commercial EDA tools only support the analysis of aging effects
on transistor levels, thus severely limiting the size of designs that can be analyzed. We
propose first a technique to efficiently analyze aging on gate level. We then introduce the
concept of "potentially critical paths (PCPs)" which allows us to take the modeling of aging
higher to the module level. We show how the concept of PCPs results in a further speedup
of about 30x, without any loss in accuracy. Finally, we present some more ideas how the
PCP concept can be used for further applications.

3.25 Towards Beneficial Hardware Acceleration of Functional
Verification

Marcela Simkova (Brno University of Technology, CZ)

License Creative Commons BY-NC-ND 3.0 Unported license
© Marcela Simkova

Functional verification is a widespread technique to check whether a hardware design satisfies
a given correctness specification. It is typically used in the pre-silicon phase of the design
cycle to verify not only functional aspects but also reliability and safety properties. However,
after the system is manufactured there are often found some previously uncovered errors.
Moreover, further errors can be introduced by synthesis, mapping, place and route or
fabrication processes. In order to eliminate as many remaining bugs as possible before
a device is fabricated, verification is currently applied even in the post-silicon phase of
the design cycle. Unfortunately, it is not possible to directly use the techniques from the
pre-silicon phase (stimuli generation, assertion and coverage analysis, scoreboarding), and it
is a challenging task to come up with techniques for post-silicon verification that would have
strength comparable to the pre-silicon ones. In the presentation, I will talk about how to
handle the gap between pre- and post-silicon verification using hardware acceleration with
functional verification features. Furthermore, I will present HAVEN, an open framework for
hardware acceleration of functional verification that provides means for seamless transition
from pre- to post-silicon verification.
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3.26 The Reliability Challenge from Random Process Variability
Induced Timing Errors

Adit Singh (Auburn University, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Adit Singh

Current state-of-the-art timing test methods are not very effective in detecting delay faults
in complex integrated circuits. Thus far, this has not been a major problem because
manufacturing defects that cause subtle "delay only" failures are rare; they appear to be
at least one to two orders of magnitude less frequent than defects that manifest as more
easily detectable slow speed DC failures. Even if a significant fraction of delay defects remain
undetected during production testing, the DPM impact on all but the lowest yielding ICs is
generally quite modest. However, random transistor threshold voltage variation in aggressively
scaled nanometer technologies is introducing a new source of timing variability. This variation
is further amplified at the low operating voltages necessary for power minimization. Given the
large number of transistors in a chip, hundreds of random "delay defects" can be statistically
expected in every manufactured part in end-of-roadmap CMOS technologies. Moreover,
because the increase in delay caused by a statistically slow transistor is potentially unbounded,
each IC will need to be carefully tested for timing and reliably speed binned for use. This is
a different and more formidable problem than the traditional speed binning of processors
which is mostly aimed at handling systematic process variations –there are concerns whether
delay test methodologies will be up to the task. The incorrect assignment of a higher speed
to an IC because of improperly tested slow paths can result in operational failures in the
field from timing errors. We discuss the significance of this emerging reliability challenge,
and test and fault tolerance methods needed to address it.

3.27 Reliability Evaluation in Complex Systems: Some Cases of Study
and Related Lessons

Matteo Sonza Reorda (Politecnico di Torino, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
© Matteo Sonza Reorda

Assessing the reliability of complex systems is a challenging task. The talk will provide a
couple of examples where this task has been performed, with details about the environments,
results, and difficulties. Lessons will be drawn and open issues highlighted.

3.28 Wearout Modeling and Mitigation at Higher Levels of Abstraction
Mehdi B. Tahoori (KIT - Karlsruhe Institute of Technology, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Mehdi B. Tahoori

As CMOS technology enters in nanoscale regimes, the reliability of VLSI chips is threatened
by various issues such as increased process variation, radiation-induced soft errors, as well as
transistor and interconnect aging. For cost-efficient resilient system design, reliability issues
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must be addressed at various design steps, together with other design objectives. In this
talk, I will discuss some approaches to model and mitigate wearout, mostly due to transistor
aging, at architecture level and early design stages. By considering reliability together with
performance, cost, power objectives, it would be possible to balance them in a cost-effective
way.

3.29 Validating Fault Tolerant Designs in SRAM-Based FPGAs: How
to Keep the Route in an Ocean of Bits

Massimo Violante (Politecnico di Torino, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
© Massimo Violante

SRAM-based FPGAs are more and more attractive for applications like avionic subsystems
and satellite payloads. However, due to the lack of widely usable fault tolerant SRAM-based
devices, it is up to the designer to implement suitable fault tolerant designs. The validation
of such designs can be challenging, especially when considering single event upset in the
device multi-million bits configuration memory. In this talk, a methodology will be illustrates
to help designers to keep the proper route when validating fault tolerant circuits against the
soft errors that may affect the ocean of bits in the configuration memory of SRAM-based
devices.

3.30 Designing a Dependable Network-on-Chip Platform for
Automotive Applications

Tomohiro Yoneda (NII - Tokyo, JP)

License Creative Commons BY-NC-ND 3.0 Unported license
© Tomohiro Yoneda

Current automotive electronic systems contain many Electronic Control Units (ECUs), and
their functional safety is an important issue. We have been working to develop a dependable
network-on-chip platform for implementing many ECUs on it. This talk will first introduce
the designs for dependability in several different levels, such as circuit level, routing algorithm
level, and processor core level, adopted in this platform. Then, several issues related to
requirements and metrics specified in ISO26262 international standard on functional safety
for road vehicles will be discussed, and a trial evaluation of our platform will be shown.
Finally, a plan for the functional verification of the platform based on HIL (Hardware In the
Loop) simulation will be introduced.
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4 Panel Discussions

4.1 Beyond the Limitations of Approximate and Statistical Computing
Chair: Suddhakar M. Reddy
Panelists: J.P. Hayes, M. Orshansky, A. Raghunathan, S. Sapatnekar, A. Singh

Questions discussed during this panel where:
1. Why does approximate computing work?
2. Why does not work?
3. Where will it be applied and will there ever be appropriate devices?
4. Is there a design methodology to control the bound and to make guarantees?
5. Is it scalable?
6. What is the fine print in the trade-off approximation versus efficiency?
7. How is aging handled and predicted?

The main outcome of the panel was on the verification of approximate or probabilistic
systems. The complexity increases tremendously if the whole system is considered with all
the details. However, we cannot separate layers easily as this is typically done in traditional
equivalence checking. Thus a neat methodology for the verification of approximate computing
systems or probabilistic systems is required. This methodology must provide mechanisms for
abstraction from one level to the next in order to control the complexity of the verification
task.

4.2 What’s Most Urgent in Industry?
Chair: Shawn Blanton
Panelists: R. Aitken, E. Arbel, C. Gebauer, B. Hoppe, Y. Sato

This panel was conducted in a round-robin fashion with one prime question targeted to each
panelist: “What is the biggest issue you see?”. Sveral issues were raised in the panel.

First of all reliability is hard to sell as it does not manifest as an obvious feature to the
customer. Customers do not want to spend extra space, i.e. money, to increase reliability in
consumer electronics. This has to change in the future. Appropriate metrics may be the key
point here.

Once additional cost is accepted, the result typically has to be exact and the data must
be coherent on the functional level. Thus, hardware needs to be able to detect errors, i.e.,
avoiding Potential Unexpected Loss of Data (PULD). These features are required within a
high reliable system. Then only correct data exchange to the environment needs to be ensured.
An orthogonal design issue is mixed-mode operation of reliable computing applications and
non-reliable computing applications that run in a single system. Some kind of “address space
separation” will be required to guarantee reliability in this case.

On the verification side, verifying reliability still requires a lot of manual work, we need
to have more powerful engines which can “reverse engineer” design intent, that is understand
automatically how the protection in hardware works and be able to verify that it works
correctly. And can we have a "killer-algorithm" which is able to verify all sorts of error
detection and correction schemes in a generic way?
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4.3 Fault Models, Metrics & Engines
Chair: Jacob A. Abraham,
Panelists: C. Braunstein, Y. Kinoshita, U. Schlichtmann, S. Blanton, M. Tahoori

Questions discussed during this panel where:
1. How do we generate good fault models, especially for determining the “faulty” behavior

of an application (a.k.a. How do we get rid of faulty fault models?)
2. What metrics should we use, why, and how are they validated?
3. What engines would allow the calculation of validated reliability metrics for the entire

system?

Some fault model free approaches have been proposed to make fault modeling more easy,
but these are typically too conservative, i.e., they allow for situations that are virtually
impossible in a real system. So mostly for new technologies fault models will still be
determined by empirical studies. Engines that can classify a system or determine metrics
will depend on the type of system. The co-existence of formal approaches and simulation
techniques will continue.
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Abstract
This report documents the programme and outcomes of Dagstuhl Seminar 12342 “Engineering
Multiagent Systems”. The seminar brought together researchers from both academia and indus-
try to identify the potential for and facilitate convergence towards standards for agent technology.
As such it was particularly relevant to industrial research. A key objective of the seminar, moreo-
ver, has been to establish a roadmap for engineering multiagent systems. Various research areas
have been identified as important topics for a research agenda with a focus on the development of
multiagent systems. Among others, these include the integration of agent technology and legacy
systems, component-based agent design, standards for tooling, establishing benchmarks for agent
technology, and the development of frameworks for coordination and organisation of multiagent
systems. This report presents a more detailed discussion of these and other research challenges
that were identified. The unique atmosphere of Dagstuhl provided the perfect environment for
leading researchers from a wide variety of backgrounds to discuss future directions in program-
ming languages, tools and platforms for multiagent systems, and the roadmap produced by the
seminar will have a timely and decisive impact on the future of this whole area of research.
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1 Executive Summary
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Koen V. Hindriks
Brian Logan
Wayne Wobcke
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In 1993, Yoav Shoham’s paper on agent-oriented programming was published in the Artificial
Intelligence Journal. Shoham’s ideas, and the work on agent-oriented programming it inspired,
has had a profound impact on the field of multiagent systems, as evidenced by Shoham’s
paper receiving a 2011 IFAAMAS Influential Paper Award recognising seminal work in the
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field. Agent-oriented programming offers a natural approach to the development of complex
systems in dynamic environments, and technology to support the development of agents
and multiagent systems is beginning to play a more important role in today’s software
development at an industrial level.

Since Shoham’s initial work, a range of platforms that support agent orientation have
become available, and considerable experience has been gained with these platforms. Some
key issues have also emerged from this work, however. First, given the plethora of systems
and approaches that have become available in the field for developing multiagent systems, it
is no longer clear which of these technologies is most appropriate for developing a particular
application or what the distinctive benefits of various approaches are. It is especially important
for practitioners to understand the benefits resulting from a particular choice of technology,
when and how to apply it, and to develop standards that support the application of agent
technology. Secondly, the very different style of agent-oriented programming potentially
hampers the uptake of agent development tools and methods. To successfully apply the
agent-oriented paradigm and to support the implementation and testing phases of agent-
oriented development it is therefore very important to establish best practices and evaluate
lessons learned from applying the technology in practice.

The aim of this seminar was to bring together researchers from both academia and
industry to identify the potential for and facilitate convergence towards standards for agent
technology. The seminar was very relevant for industrial research. The seminar meetings
were meant to enable interaction, cross-fertilisation, and mutual feedback among researchers
and practitioners from the different, but related areas, and provide the opportunity to discuss
diverse views and research findings. The interaction in a Dagstuhl seminar was considered to
be ideal for establishing common ground for defining standards, identifying best practices,
and developing approaches to applying agent technology to the large scale, realistic scenarios
found in industry. The aim of the discussions that were planned was therefore to establish a
future research agenda, i.e. a roadmap, based on an evaluation of current state-of-the-art of
agent-oriented programming languages, tools and techniques that are particularly important
for large scale industrial applications.

The seminar took place August 19–24, 2012, with 37 participants from 15 countries. The
programme included presentations by the participants and group discussions. Presentations
were about 30 minutes long, including questions. We specifically asked participants not to
present current research (their next conference paper), but rather asked for what should be
considered the next step in their research area.

Participants were encouraged to use their presentations to provide input for discussion
about the roadmap. They should show their perspectives and discuss what they think should
be on the research agenda, try to explain why, and what it is they think this community
should be aiming for. The group discussions took place in the afternoon, after the coffee break
until 6pm. We put together four groups of 8-10 members, each headed by one discussion
leader (see Section 4 below for more details). The results of each working group were then
presented to all participants before dinner. The seminar concluded with a general discussion
on Friday morning and a wrap-up.

We identified the following important outcomes of the seminar.

MAS: Understanding of the uptake of multiagent systems technology in industry is seriously
hampered by the current situation concerning paper acceptance at scientific conferences
and workshops: While new theoretical approaches easily find their way into these events,
papers about serious implementations that scale up and put theoretical concepts to work
are often considered not innovative enough and are thus not considered appropriate as
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scientific papers. We need a forum to publish such papers in order to generate research
on the transfer of agent technology to industry.

Merger: During the seminar, eight out of 12 steering committee members of three important
workshops in the area of agent systems development (ProMAS, DALT, and AOSE) met to
discuss the possibility of merging the workshops. Based on the discussions at the seminar,
it was generally agreed that greater focus is needed, and a single venue to present work in
the field would be desirable. The workshop steering committees therefore decided (during
the seminar) to merge ProMAS, DALT and AOSE to form a new workshop Engineering
Multiagent Systems. 2012 will therefore be the last year in which the workshops will
be held separately: They will be replaced by the new EMAS workshop at next year’s
AAMAS.

Roadmap: The organisers agreed to start a draft on the roadmap, based on the results of
the group sessions. We plan to include the group leaders to produce a first draft, discuss
it with the participants and afterwards, to finalise it.
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3 Overview of Talks

3.1 Challenges in MAS Verification
Natasha Alechina (University of Nottingham, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Natasha Alechina

Joint work of Alechina, Natasha; Logan, Brian; Nguyen, Nga; Rakib, Abdur; Doan, Trang; Dastani, Mehdi;
Meyer, John-Jules

I give a brief overview of the state of the art in verification of multiagent systems where
agents are implemented in BDI agent programming languages, and list the challenges. The
main challenges are: - Ability to represent MAS at a suitably high level of abstraction-
Ability to formulate properties in a suitable language- Scalability improvements

3.2 Agents in Unmanned Aerial Vehicle Applications
Jeremy Baxter (QinetiQ - Malvern, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jeremy Baxter

I discuss my background in multiagent systems and my experience with using multiagent
toolkits. I have used agents to control small teams of unmanned air vehicles both in simulation
and in test flight. The main focus of the work has been using agents to co-ordinate multiple
vehicles and to integrate different types of planning and reasoning. When developing systems
only a small part of the effort is a core agent system, the majority is interfaces. Testing is a
major element of the development and is not well supported by current agent tools. There is
a steep learning curve with new tools and languages which can be hard to justify in a project.
I conclude that design patterns and libraries of components might gain better acceptance
than complete new languages and development environments.

3.3 Reflections on Multiagent Oriented Programming
Rafael H. Bordini (PUCRS - Porto Alegre, BR)

License Creative Commons BY-NC-ND 3.0 Unported license
© Rafael H. Bordini

URL http://dx.doi.org/10.1016/j.scico.2011.10.004

In this talk I discussed some reflections on multiagent oriented programming based on my own
experiences, and in particular recent experiences with the JaCaMo platform, in joint work
with Jomi Hübner, Olivier Boissier, Alessandro Ricci, and Andrea Santi. I made the point
that after years of research we have not yet been able to define precisely what multiagent
orientation entails as a programming paradigm. I also argued that achieving such shared
view of a paradigm is essential if our work is to reach out to other research communities
within computer science.
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3.4 Building Multiagent Systems for the Real World: A Company’s
Perspective

Paolo Busetta (AOS Ltd. - Cambridge, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Paolo Busetta

AOS is one of the few companies on the market whose business is focused on multiagent
platforms and applications. AOS’ main product, JACK, was originally released in 1997.
Since then, AOS has been involved in a large number of diverse research and applicative
projects, varying from cognitive simulation in virtual reality to safety-critical embedded
systems. In this talk, I will present a few important technical challenges that AOS has faced
in its 15 years of existence. These experiences have contributed to shape the new agent
platform under development, called C-BDI. I will briefly introduce some of its novelties and
how they are meant to address the needs of its expected main domains of application, in
particular autonomous operational systems and serious games.

3.5 Experiences with Agent Factory
Rem Collier (University College Dublin, IE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Rem Collier

Joint work of Collier, Rem; O’Hare, Gregory

This talk is broken into two parts. The first part presents an overview of the history of
Agent Factory; a cohesive framework for the development and deployment of multiagent
systems that has been under development and in constant use since 1996. It briefly reflects
on the design choices made for each version of the framework and the improvements made.
Where relevant a selection of applications built using the specific version of the framework
are described. The second part reflects on some experiences gained from the use of Agent
Factory both in terms of the development of demonstrators and in terms of its use as a
teaching platform. Specific comments made in part 2 include: the lack of online community
resources that promote the field; the challenge of meeting users expectations in terms of tool
support; and the lack of significant work on evaluation of agent programming languages /
comparison of agent-based solutions with non-agent based solutions.

3.6 Handling High Frequency Perception / Agents and Enterprise
Computing

Stephen Cranefield (University of Otago, NZ)

License Creative Commons BY-NC-ND 3.0 Unported license
© Stephen Cranefield

Joint work of Cranefield, Stephen; Ranathunga, Surangika; Purvis, Martin
Main reference Surangika Ranathunga, Stephen Cranefield and Martin Purvis. Identifying Events Taking Place in

Second Life Virtual Environments. Applied Artificial Intelligence, (26)1-2:137-181, 2012
URL http://dx.doi.org/10.1080/08839514.2012.629559

In the first part of this talk I briefly discussed some work at the University of Otago on
connecting agents with virtual worlds such as Second Life, and used this to motivate a proposal
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for enhancing agent platforms with support for handling high frequency state changes. In the
second part, I considered the role that agents might play in enterprise computing and how
they might be integrated into enterprise applications and business processes. I argued that
agents can play a useful role as components of larger businesses processes, and that agent
development tools should provide an interface between agents and the existing integration
technology used in enterprise computing. In particular, I proposed that a simple interface
between agents and enterprise computing infrastructure can be provided by defining agent
“endpoints” for enterprise message routing and mediation engines such as Apache Camel.
These configurable endpoints would translate (selectively) between internal agent entities
such as beliefs and ACL messages and the message exchange abstraction used in the enterprise
integration patterns (EIPs) of Hohpe and Woolf [1]. Message routing and mediation rules
could then be defined outside the agent platform to interconnect the agents with any other
protocols and services that have endpoints defined (such as the 130+ that are available for
Apache Camel).

References
1 G. Hohpe and B. Woolf. Enterprise Integration Patterns: Designing, Building, and De-

ploying Messaging Solutions.Addison-Wesley, 2004.

3.7 Engineering Multiagent Systems: Lessons and Challenges
Mehdi Dastani (Utrecht University, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
© Mehdi Dastani

In my presentation I explained the aims of multiagent programming research field as formula-
ted in this community and gave a brief presentation of the activities within this community
in the last decade. A distinction is made between academic and industry perspectives. I
argued that although both perspectives are valuable and challenging, their activities and
aims are different. For each perspective I presented some challenges and future directions for
research. I ended the presentation by emphasising the role of transfer of knowledge from the
academic perspective to the industry perspective.

3.8 Timeliness Issues in Agent Based Control of Satellites, Among
Other Things

Louise Dennis (University of Liverpool, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Louise Dennis

Joint work of Fisher, Michael; Veres, Sandor; Lincoln, Nicholas; Lisitsa, Alexei; Gao, Yang; Bordini, Rafael;
Muller, Berndt

The talk consisted of three parts: 1) The Engineering Autonomous Space Software project
investigated the integration of real-time control systems with a rational agent layer for
decision making. The focus of the project was on the abstraction of continuous data to
discrete data. The implementation ran into a number of issues related to the speed with
which data or commands generated by one part of the system could be processed by another
part of the system. Since this did not form the core focus of the project these issues were
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worked around in an ad hoc fashion. This talk provided an overview of the problems, the
“quick fixes” and throw out a couple of ideas for how the problems might be dealt with
more coherently. 2) An overview of the Agent Infrastructure Layer, a Java-based toolkit
for implementing the operational semantics of BDI agent systems and then model checking
programs written in the systems. In particular I considered the question of whether the
Agent Infrastructure Layer constituted a Virtual Machine for BDI agent languages. 3) An
overview of the aims of the newly awarded Reconfigurable Autonomy project.

3.9 What We Talk About When We Talk About Agents
Virginia Dignum (TU Delft, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
© Virginia Dignum

Joint work of Dignum, Virginia; Frank Dignum
Main reference Virginia Dignum, Frank Dignum: Designing agent systems: state of the practice; International

Journal of Agent-oriented Software Engineering - IJAOSE , vol. 4, no. 3, pp. 224-243, 2010
URL http://dx.doi.org/10.1504/IJAOSE.2010.036983

In this presentation, I discussed different views on agent technology and its applications.
Guidelines to decide on agent approaches and its consequences for (agent-oriented) software
engineering lifecycle. I furthermore introduced a few extra issues to be included in the
roadmap: Scaling / multi-level models; Evolution / re-design; and the role of people in the
loop.

3.10 Agent Technology integration with Maven for an Ambient
Assisted Living Case Study

Jorge J. Gomez-Sanz (Univ. Comp. de Madrid, ES)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jorge J. Gomez-Sanz

URL http://sociaal.sf.net, http://ingenias.sf.net

The talk introduces some recent advances in the INGENIAS Development Kit to deal with
challenges found in an Ambient Assisted Living (AAL) oriented project and how the Maven
project management tool contributed to this goal. Ambient Assisted Living systems tries
to make the life of people easier by assisting them in different ways. Most of them have
to do with a smart use of sensors and actuators situated all of them in the environment of
the user. Literature in AAL tells a natural candidate for become the main building block
in this kind of proposal is agent technology. The name of project mentioned in this talk is
SociAAL, because it tries to focus on social aspects that influence this kind of systems. The
project is inherently challenging because of the mixture of different technologies for which
standard agent oriented development environments are not the best choice. Current tools do
not strongly support integration and require installing different plugins that do not ensure
two technologies can work together. A candidate solution is the Maven framework. Maven
is a tool created by the Apache Foundation. Quoting them “Apache Maven is a software
project management and comprehension tool”. In SociAAL project, Maven integration has
meant a possibility of putting together in a straight forward way the development of OSGi
objects, XML documents, XML transformations, INGENIAS agents, and other artefacts.
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The introduction and justification of this framework has served to explore stages of the
development which are not covered usually by AOSE methodologies. As a result, the talk
introduces how well is AOSE dealing with a complete software development using as driver
the software lifecycle according to the standard IEEE Glossary of Software Engineering. The
conclusion of the talk is that many work is needed in AOSE to understand the role of agent
technology in a long term development. In this endeavour, frameworks like Maven can help,
since they are widely used mainstream software engineering tools and can be trusted to
identify meaningful aspects of a development. By integrating with Maven, AOSE will have
to tell what “compiling”,“generating sources”, “documenting”, “testing”, or “packaging” the
multiagent system means. This will introduce better our technology to people used to work
with software.

3.11 Perspectives and Roadmap for Engineering Multiagent Systems
Christian Guttmann (IBM R&D Labs, Melbourne, AU)

License Creative Commons BY-NC-ND 3.0 Unported license
© Christian Guttmann

On our agent roadmap, we have not advanced as far as we ought to. Academic and industrial
agent projects still lack consistent and unified design and engineering patterns, and advantages
of agent engineering over other engineering approaches are not entirely clear. Hence, it is
difficult to evaluate the benefit and potential of agents as an approach and methodology for
ambitious projects, and hence it is difficult to make a well informed choice of using agents. I
will support this statement by revisiting how far we have come on existing agent roadmaps,
and also by reporting on my recent experience on defining and leading R&D projects that
extend and use agent technologies in the area of health and medicine. A few ideas are offered
to extend the agent roadmaps. Our community may benefit from engaging more in the
technology transfer process (showing the value of agent engineering), and engaging more
with other research communities and stakeholders, where the key is to identify and define
challenges together, rather than in isolated labs and research groups.

3.12 Multiagent Oriented Programming with JaCaMo
Jomi Hübner (Federal University of Santa Catarina - Brazil, BR)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jomi Hübner

This talk brings together agent-oriented programming, organisation-oriented programming
and environment-oriented programming, all of which are programming paradigms that emer-
ged out of research in the area of multiagent systems. In putting together a programming
model and concrete platform called JaCaMo which integrates important results and technolo-
gies in all those research directions, we show in this paper that with the combined paradigm,
that we prefer to call “multiagent oriented programming”, the full potential of multiagent
systems as a programming paradigm. JaCaMo builds upon three existing platforms: Jason for
programming autonomous agents, Moise for programming agent organisations, and CArtAgO
for programming shared environments.
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3.13 Lessons and Perspectives on Agent Languages
Yves Lespérance (York University - Toronto, CA)

License Creative Commons BY-NC-ND 3.0 Unported license
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In the talk I briefly review the main features of the Golog family of Situation Calculus-based
agent programming languages and application where they have been used and put out some
ideas for future research on Engineering Multiagent Systems. One topic raised for future
work is modeling and reasoning about the mental states of other agents (Theory of Mind) in
agent programming languages, and I briefly discuss some initial work in that area.

3.14 Programming Agents
Brian Logan (University of Nottingham, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Brian Logan

Joint work of Logan, Brian; Alechina, Natasha; Bordini, Rafael; Dastani, Mehdi; Gordon, Elizabeth; Hindriks,
Koen; Madden, Neil; Meyer, John-Jules; Sloman, Aaron; Vikhorev, Konstantin

In this talk, I consider agent programming from the perspective of Artificial Intelligence. I
briefly outline some lessons learned from our work on developing approaches to tractable
deliberation for intention scheduling in the agent programming languages ARTS, AgentS-
peak(RT) and N-2APL, and highlight some unsolved problems in deliberation about deadlines
and plan durations. I also sketch some future directions for agent programming.

3.15 On Engineering Emotional Agent Systems
John-Jules Ch. Meyer (Utrecht University, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
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In this talk I go through the following: Why emotional agent systems? The main idea.
Methodology. How far we have got. Intuition of 4 basic types of emotion. Deliberation with
emotions. Future work.

3.16 Observations from Current and Past Projects: 1. Shaping the
Intelligent Home of the Future, 2. Settlers of Catan

Berndt Müller (University of Glamorgan, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
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We discuss our experience from projects using agent-based techniques and point out some
research topics that will have to be addressed if multiagent based systems become ubiquitous.
These include legal and ethical issues, security, and verification. The latter needs to be more
rigorous (generating reasoning engines from semantic specifications) and ideally needs to take
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notions of resource and location into account. Of further importance to the acceptance of
MAS as a programming paradigm, is the availability of a component-based approach and the
availability of agent libraries. This is illustrated by an example of agent-based development
of a turn-based game using high-level Petri nets based on the nets-within-nets paradigm.

3.17 Application Impact of Multiagent Systems and Technologies
Jörg P. Müller (TU Clausthal, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
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There appears to be a common perception among Multiagent Systems (MAS) researchers
that their research field has still some room left in creating impact outside our own research
community. However, there are no recent studies that allow us to back up or rebut this
hypothesis. In this talk I am providing some thoughts and observations related to the
application impact of MAS. I review some models of ICT impact known from the literature
and discuss their applicability to MAS research. Further, I discuss previous work related to
research on application impact in our research community. I come to the conclusion that it
is beneficial to include research activities related to the study of application impact into a
research roadmap on multiagent systems and technologies. I propose some desiderata for
such research, and inform about an ongoing survey activity.

3.18 Exploring Agents as a Mainstream Programming Paradigm: The
simpAL Project

Alessandro Ricci (University of Bologna, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
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Main reference Alessandro Ricci, Andrea Santi. “Designing a general-purpose programming language based on
agent-oriented abstractions: the simpAL project”. Proceeding ofSPLASH ’11 Workshops
Proceedings of the compilation of the co-located workshops on DSM’11, TMC’11, AGERE!’11,
AOOPES’11, NEAT’11, VMIL’11.

URL http://dx.doi.org/10.1145/2095050.2095078

Agent-Oriented Programming has been explored so far mainly in the context of Distributed
AI and Multiagent Systems, and it is almost totally unknown in the context of programming
languages and software engineering. In spite of that, we argue that agent-oriented concepts
and abstractions could be effective to tackle main problems that affect modern program-
ming, beyond object-oriented programming and actor-based programming. Accordingly, our
medium-term objective is to shape a new programming paradigm based on agent-oriented
abstractions, as a natural evolution of the object and actor ones. This calls for devising
programming languages – as well as related models and technologies – that, besides being
based on agent-oriented abstractions, would provide features and mechanisms that are im-
portant when programming and software development is of concerns. In this presentation we
discuss our progress in that direction, represented by the simpAL programming language
and platform.
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3.19 MAS for Engineering Complex Systems
Amal El Fallah Seghrouchni (UPMC - Paris, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
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This talk will present my main experiences of MAS engineering within industrial context. It
aims to show where and how MAS may bring an added-value for complex systems design.

The first part of my talk outlines some examples of simulations of complex systems
and also some prospective projects we have developed in the aerospace domain. Two main
projects are described: 1) SCALA is a project for mission interception based on reactive
multiagent planning (collaboration with Dassault-Aviation) and 2) the coordination of fleet of
UAVs where several aspects of MAS are involved such as planning, elicitation of preferences
and multiagent decision (collaboration with Thales Airborne Systems).

The second part of my talk goes on to relate some lessons learnt from the development of
two languages for MAS programming, namely CLAIM and its extension S-CLAIM (Smart
Claim) to deploy MAS an smart devices. S-CLAIM is a declarative agent-oriented language
for Ambient Intelligence (AmI) - S-CLAIM - that allows programming reactive or cognitive
mobile agents in a simple, easy-to-use manner while meeting AmI requirements. Based
on a hierarchical representation of the agents, the language offers a natural solution to
achieve context-sensitivity. S-CLAIM is an evolution of the CLAIM language, its predecessor.
It is light-weight and, being transparently underpinned by the JADE framework, allows
deployment on mobile devices and easy interoperation with other components by means
of web services. The usefulness of the proposed language for AmI is illustrated through a
scenario and a demo featuring an AmI application in a Smart Room (see also the attached
paper presented at ANT’2012). My talk concludes with a positive note concerning the
transfer in the field of MAS from academia to industry.

3.20 Agents in Space for Real: Lessons Learned from Applying Agent
Technology in NASAs Mission Control

Maarten Sierhuis (Ejenta Inc., US)

License Creative Commons BY-NC-ND 3.0 Unported license
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This talk provides lessons learned from developing and implementing the first multiagent
workflow system that automates the work of the OCA flight controller in NASA’s Mission
Control Centre for the International Space Station. OCAMS was first simulated and then
developed and deployed using the Brahms agent language and NASA’s Brahms environ-
ment. Ejenta, Inc. is a startup in San Francisco, CA and has as its mission to develop
intelligent personal agent technology. Ejenta provides a commercial version of the Brahms
agent simulation and development environment and its associated NASA applications and
technology, including the OCAMS multiagent procedure execution workflow environment
and the Individual Mobile Agent System. For more information, please contact the author.
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3.21 Empirical Software Engineering for Agent Programming
Birna van Riemsdijk (TU Delft, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of van Riemsdijk, M. Birna; Hindriks, Koen; Jonker, Catholijn M.
Main reference M. B. van Riemsdijk, K. V. Hindriks, and C. M. Jonker. An empirical study of cognitive agent

programs. Multiagent and Grid Systems (MAGS), 8(2):187-222, 2012.

In this talk I argue for increasing use of empirical software engineering in the development of
agent programming languages and techniques. Empirical software engineering is a branch of
computer science in which empirical methods are used to study how people use the technologies
and to what extent certain techniques are better than others. We need to investigate how
software quality characteristics as identified in mainstream software engineering apply in the
context of engineering multiagent systems, and define dedicated attributes and metrics to
measure to what extent these are present in the software product. In this way we can improve
the techniques based on data. Also we need to develop or come to agreement concerning
what ’counts’ as good empirical research for engineering multiagent systems.

3.22 Engineering Multiagent Systems - Reflections
Jørgen Villadsen (Technical University of Denmark - Lyngby, DK)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Villadsen, Jørgen; Jakobsen, Troels Christian
Main reference Troels Christian Jakobsen: “I wouldn’t have thought of it myself” - Emergence and unexpected

intelligence in theater performances designed as self-organising critical systems. In proceedings:
Algolog Multiagent Programming Seminar 2011 (AMAPS2011) - Technical University of Denmark -
Lyngby

URL http://www.imm.dtu.dk/algolog/index.php?n=Home.AMAPS

In the first part I look at a theater performance by artistic director Troels Christian Jakobsen
as a multiagent system. It is designed as a self-organising critical system using a framework
where within its borders but without a script there is real interaction between the elements
of the performance. In the second part I discuss the ideas behind my recent monograph on
propositional attitudes and inconsistency tolerance. Natural language sentences are parsed
using a categorial grammar and correctness of arguments are decided using a paraconsistent
logic. In the third part I present a curriculum for the MSc in Computer Science and
Engineering program at the Technical University of Denmark with a focus on multiagent
systems. As the director of studies I have observed that the students are working hard
and with much creativity in advanced courses and projects involving intelligent agents, in
particular in the agent contest 2009-2012.
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3.23 Challenges and Directions for Engineering Multiagent Systems
Michael Winikoff (University of Otago, NZ)

License Creative Commons BY-NC-ND 3.0 Unported license
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Main reference “Future directions for agent-based software engineering”, Int. J. Agent-Oriented Software
Engineering, Vol. 3, No. 4, pp. 402-410.

URL http://dx.doi.org/10.1504/IJAOSE.2009.025319
URL http://arxiv.org/pdf/1209.1428.pdf

In this talk I review where we stand regarding the engineering of multiagent systems. There
is both good news and bad news. The good news is that over the past decade we’ve made
considerable progress on techniques for engineering multiagent systems: we have good, usable
methodologies, and mature tools. Furthermore, we’ve seen a wide range of demonstrated
applications, and have even begun to quantify the advantages of agent technology. However,
industry involvement in AAMAS appears to be declining (as measured by industry sponsorship
of the conference), and industry affiliated attendants at AAMAS 2012 were few (1-2%).
Furthermore, looking at the applications of agents being reported at recent AAMAS, usage
of Agent Oriented Software Engineering (AOSE) and of Agent Oriented Programming
Languages (AOPL) is quite limited, which is also supported by the results of a 2008 survey by
Frank and Virginia Dignum (“Designing agent systems: state of the practice”, IJAOSE 2010,
4(3):224-243). Based on these observations, I make five recommendations: 1. Re-engage with
industry 2. Stop designing AOPLs and AOSE methodologies ... and instead ... 3. Move to
the “macro” level: develop techniques for designing and implementing interaction, integrate
micro (single cognitive agent) and macro (MAS) design and implementation 4. Develop
techniques for the Assurance of MAS 5. Re-engage with the US.

3.24 Decoupling in Industry
Cees Witteveen (TU Delft, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
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I discuss an application of agent technology in maintenance. The industrial partner is part
of the Dutch Railway company responsible for maintenance. They are interested in flexible
schedules and distribution of a global operational scheduling problem over several teams.
These teams should be able to schedule their activities independently. We applie some ideas
derived from temporal decoupling, but also from classical OR to solve their problems. The
main lessons learned are: (1) use the language and concepts of your partner, (2) make very
concrete promises and fulfil them in a verifiable way; (3) do not hesitate to consider agents
only as a useful metaphor.
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3.25 Engineering Multiagent Systems: Where is the Pain (and the
Opportunity)?

Wayne Wobcke (UNSW - Sydney, AU)

License Creative Commons BY-NC-ND 3.0 Unported license
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I first describe two multiagent systems, one a “smart personal assistant” providing spoken
dialogue interaction with a collection of personal agents in e-mail and calendar management
(built using JACK), and the second an agent-based model for risk assessment of routine
clinical processes, estimating the risk associated with patient misidentification and infection
control (built using Brahms). I then reflect on the main difficulties in engineering these
systems and the opportunities presented for further research. In summary, the main problems
are not with particular programming languages or platforms, but of two types: (i) integration,
where the agent aspect of the system is a small part of a much larger system, and (ii)
validation of an agent model against reality. I conclude with a proposal of developing tools
for semi-automatically constructing agent models using a mixture of knowledge acquisition
and machine learning/data mining techniques, validating against traces of existing system
behaviour, with particular application to the medical domain. This approach has recently
become feasible due to the availability of “big” data sets.

4 Working Groups

There were three group-discussion sessions. The organisers separated participants into four
groups (of size 8–10), which varied for the different sessions. The outcomes of the discussions
in each group were presented to the other groups at the end of each session and a general
discussion followed.

For the first session, we did not specify a particular topic. As this session took place on
the very first day of the seminar, we just collected ideas and identified important topics.

For the second session, the four groups were assigned different topics, focussing on
particular research areas: Integration and Validation, Coordination and Organisation, Tools,
Languages and Technologies and Component-Based Agent Design.

The third session was again directed towards the structure of the roadmap. The motto
for this session was:

What do you want to do in the next 10 years (research, applications)? Pick the top 10
topics out of a list or add new ones. Put them into clusters or state how they relate
to each other.

4.1 Integration and Validation
One objective of this Dagstuhl seminar was to bring together academic researchers and
industry practitioners working on a variety of applications, to compare experiences, identify
common problems in deploying agent technology, and propose ways to alleviate these problems
in the future. A premise of the seminar was that there is currently a large variety of deployed
agent applications, but that this was not widely recognised by the agents research community.
The breadth of existing work was confirmed with presentations on: (i) avionics and defence
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(unmanned aerial vehicles), (ii) smart cities (ambient intelligence, crowd simulation), (iii)
transportation (traffic modelling and simulation), (iv) logistics (warehouse management,
maintenance scheduling), (v) workflow management, (vi) decision support (process monitoring,
disaster management), (vii) healthcare (agent-based modelling, care coordination, patient
monitoring), (viii) personal assistants (dialogue management), (ix) real-time control systems
(mission planning), (x) power engineering (grid management), (xi) information integration
(sensor networks), and (xii) virtual environments (games, training).

Most participants in this working group agreed on two major distinctive benefits of agent
technology: autonomous decision making and explicit problem decomposition and
coordination mechanisms. There was also clear consensus that the main problems
facing deployment of agent/multiagent systems fall under three related areas: integration,
validation and software engineering.

4.1.1 Integration

A basic problem is that an agent/multiagent system is generally only a small part of a
much larger system containing any number of other complex hardware/software components.
While traditionally a system can be organised “hierarchically” as a collection of agents
(providing interfaces to the user and wrappers for other components), this is not generally the
case for many applications. More commonly, agents need to interact with other non-agent
components without the use of agent communication protocols, and need to be provided
with information about the rest of the system’s behaviour in order to perform their function.
This means that the agent part of the system cannot easily be isolated from the remainder
of the system, both in software development and for the purpose of reasoning about agent
and system behaviour.

Integration can take place at multiple layers of abstraction, e.g. the implementation
level, conceptual level, business level, etc. Furthermore, the design of the non-agent part
of the system is typically outside the agent developer’s control, so the agent programming
language/platform needs to be highly flexible in allowing integration with interchangeable
components (that may be at different abstraction layers), facilitate customisation of the
agent/multiagent system to different application scenarios as needed, and support system
maintenance of the whole system as it evolves. It is also desirable (for simplicity and
efficiency) to be able to select only a subset of features of an agent platform needed for a
given application rather than being required to use all features of a large and complicated
agent platform.

4.1.2 Validation

The major potential benefits of agent technology arising from autonomous decision making
present, paradoxically, a significant barrier to the adoption of the technology, since users
typically require performance guarantees (preferably quantifiable and verifiable) that agent
actions, though understood to be not completely predictable, are within acceptable bounds.
Thus validation or assurance of agent/multiagent systems is particularly important. The
level of system assurance required varies with the application area, but is most stringent
in defence, where formal certification is required. Other sorts of applications need to be
“trusted” by users, regulators and the community.

The type of properties that may need validation include safety, security, scalability, quality,
maintainability, performance and interoperability. Validation is extremely difficult due to
the complexity of agent behaviour and interactions, particularly as validation needs to be
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not only of the agent part of the system but of the system as a whole (and as noted above,
agent/multiagent systems are tightly integrated into larger systems of agent and non-agent
components). Validation of the agent part of a system is difficult because this part of the
system cannot (in general) be isolated from the rest of the system, and because some desired
properties may need to be derived from those of the agent development platform, which
in turn may need to be validated/certified. In the specific area of agent-based modelling,
validation is often ignored and datasets are often insufficient to provide adequate rigorous
validation of models. Verification may sometimes be possible, but this is the exception
rather than the rule with today’s complex applications, considering the limitations of current
approaches for specification and verification.

4.1.3 Software Engineering

It was commented by one participant that agent-based software development is 10% multiagent
systems engineering and 90% standard software engineering. Whatever the breakdown, a
consequence of the need for integration of agents into larger systems is that standard software
engineering is heavily involved in the deployment of agent/multiagent systems. To improve
the ease of adoption of agent/multiagent systems, what is needed are not more special-purpose
“agent-oriented software engineering” methodologies, which often emphasise the distinctive
nature of agent-based systems or which are closely tied to particular agent languages or
platforms. Similarly, special-purpose agent programming languages present a barrier to
deployment if they do not provide support for integration with existing software, creating
undesirable “lock-in” to particular platforms and/or duplication of effort when non-agent
components need to be translated into a particular agent model/language to enable interaction
with agents.

Instead, what is required is better incorporation of agent-oriented software development
within mainstream software engineering practices, and conversely, the use of more standard
software engineering methodologies and tools within agent-oriented software development.
This involves: (i) providing support for agent development within the whole software
development lifecycle, from requirements engineering and architectural design through to
testing and maintenance, (ii) integration with mainstream software development environments
and especially tools, (iii) adoption of widely used software engineering approaches such as
design patterns and pattern languages, (iv) compliance with software engineering standards,
(v) “reaching out” to the software engineering research community through publication
in software engineering venues, and (vi) comparison of agent-based software development
platforms with standard programming language environments. The overall objective is
to make it easier to deploy and maintain agent/multiagent systems within mainstream
applications.

The term component is used above loosely to refer to some part of a larger hardware/soft-
ware system. The topic of a specific “component-based” software engineering paradigm for
agents was a subtheme of this working group discussion, but meant a number of things: (i)
treating agents as interchangeable components in a larger system (“plug-and-play” agents or
agent components, perhaps taken from a component library or repository), (ii) a declarative
platform-independent representation for agents to enable reuse of agents from one system
to another or to make it easier to construct agent models using third party tools, and
(iii) building single agents out of simpler interchangeable components (e.g. belief database,
reasoning engine, etc.). Despite the unresolved ambiguity, the idea of component-based agent
software engineering was felt worthy of much further research.
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4.2 Coordination and Organisation
The notions of interaction and organisation are important in Multiagent Systems (MAS),
but they are important in other systems as well. However, the coordination and organisation
have never been studied in a homogeneous fashion. We need answers to why there are such
big differences. For example it should be explained why elements which are a concern in other
systems are not a concern in MAS. As an example, for a newcomer with some knowledge
in distributed systems, it is surprising that classical problems in concurrent systems, like
deadlock or starvation, are hardly mentioned today. While we cannot define the problems
with deadlock and starvation away, we claim that it is the agent paradigm, with its levels of
abstraction and decentralised solutions, that helps to define these notions appropriately. We
feel agent technology helps to better understand the problem, provides tools to deal with
them and, in the end, verification of these and other properties is possible. One community
dedicated to these topics is the COIN (COIN: Coordination, Organisation, Institutions
and Norms). A big part of COIN is more concerned with abstractions and much less with
implementations. There are important connections to the multiagent oriented paradigm
that are not yet fully explored. Different technologies to enable coordination are not able to
represent concepts needed in MAOP (Multi-Agent Oriented Programming) beyond messages.
We believe that a semantical underpinning (as opposed to classical tuple spaces without
any messages) makes message interchange easily possible and also helps to implement it.In
a solution for interaction and organisation applied to a multiagent system, we would look
for an organisation model subsuming both aspects. In an organisational model, we need to
determine (1) the elements required to define a coordination, and (2) what goals should be
pursued. Agents then acquire or are given these goals and commit to them in ways compliant
with the organisation model.

Ideally, we are looking for an organisation specification language that could be translated
into explicit organisations at the execution level. We can look for optimisations at two levels:
(1) looking for first-class-citizen representation of concepts belonging to the organisation
model; or (2) focusing on protocols/algorithms that implement the coordination/organisation
which have certain properties (e.g., being deadlock-free) we might even verify. Also, we
assume such MAS can change its coordination behavior (the proper (local or global) strategy)
each time. In any case, the organisational approach makes explicit the strategy of the system
in those cases. These observations are also important for our planned roadmap. Coordination
in industry is often solved with dirty hacks. There is no general methodology. Techniques
and concepts are needed.We feel we really need an agreement about the kind of high level
concepts that define the coordination. In academia we often program just single agents
instead of defining the MAS from the very beginning. Once the language is chosen, the
coordination problem needs to be worked out and different coordination solutions can be
compared. We need some kind of coordination engineering.

To sum up, we considered the following tasks to be particularly important:(1) to develop
coordination mechanisms for large distributed open systems,(2) to take runtime organisation
seriously, (3) to develop platforms that incorporate coordination/organisation support,(4)
to make an organisation live as a distributed system (this is not just the design of the
organisation), (5) to develop both top-down as well as bottom-up methods (from agents to
organisations and back).
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4.3 Tools, Languages and Technologies
Tooling and programming languages for multiagent systems are very important for the uptake
of the multiagent programming paradigm. In particular, the need for more sophisticated
approaches and tools for testing and debugging was clear to the participants of the seminar.
Multiagent systems pose many new challenges in this area. First of all, the behavior of agents
is often dynamic and may change over time. Multiagent systems are also typically distributed
systems which introduces additional challenges. Multiagent systems, moreover, are used to
control complex, dynamic and non-deterministic environments. Such environments do not
support, for example, easy replay of one and the same test case. A key challenge therefore
is to establish an approach for testing such complex systems. In order to manage this
complexity tests are needed at different levels of a multiagent system similar to unit and
integration tests in more traditional object-oriented approaches. There is a need to identify
the equivalents of these tests for agent technology. Different techniques may need to be
introduced such as mock agents for protocol testing. For example, it was felt that a language
for expressing test cases may advance the state of the art significantly. Such a language
would need to provide support for defining the state of the agents’ environment and for the
state of the agents themselves.

A need for test beds that are made widely available for collecting data on and for
comparing various platforms was also identified. The variety of platforms available for
engineering multiagent systems for developers raises the issue of which to choose. Various
benchmarks should be developed to identify the benefits and weaknesses of platforms. As a
community, we should agree on a list of common benchmarks that relate to specific aspects
of a multiagent system. Relevant aspects that are specific for multiagent systems include,
for example, components of agents such as percept processing, belief revision, and intention
reconsideration, as well as more general aspects such as reactivity and scalability. An
important issue is how to ensure that similar things are measured in different platforms.
One solution would be to use standardised interfaces for e.g. connecting to environments. It
was suggested to create and use a web portal to publish and discuss benchmarks to make
progress in this area.

A related but different topic concerns the usability of different agent platforms. The
learning curve associated with one platform may differ greatly from that of another, while
usability from the perspective of the capabilities offered by the latter platform may be rated
higher by expert users than that of the former platform. Methodologies are needed to be
able to perform systematic studies into usability aspects. Here both qualitative as well as
quantitative techniques will need to be used, in particular at this stage of the research where
only few studies are available that look at usability issues. As in the case for benchmarks, a
range of different tasks will need to be designed that can be used as test cases in usability
studies. Moreover, the skill and experience level of users will need to be taken into account.
In order to be able to study differences between platforms we also need to develop techniques
for comparing different solutions programmed in different agent programming languages (e.g.
a simple comparison of lines of codes will not do). Usability studies may also be used to
enhance teaching and improve courses on how to engineer multiagent systems. This could
even lead to an increase of the number of universities that adopt agent technology and
programming languages in courses related to engineering intelligent and multiagent systems.

One of the main contributions of the multiagent programming paradigm is to introduce a
new set of abstractions for programming software systems. Apart from the notion of an agent,
the focus of the multiagent paradigm on concurrent and event-driven programming may
provide the proper level of abstraction for programming distributed systems by abstracting
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away low-level concerns related to, for example, threads. If research in our community
would focus more on these aspects this could possibly lead to (re)connecting multiagent
programming to mainstream computing science research on related issues. Also, at the
conceptual level, multiagent systems raise important new issues such as how to incorporate
norms and program the organisational structure of a multiagent system. Finally, various more
technical challenges need to be faced relating to the scalability of multiagent systems. The
management of huge number of agents in, for example, large-scale (cognitive) agent-based
simulations remains an important challenge that needs to be addressed.

4.4 Component-Based Agent Design
The working group explored the hypothesis that the monolithic nature of many current agent
programming languages and platforms is both a barrier to the adoption of agent technology
in “mainstream” software development and industry and an impediment to research, and
results in a dilution of effort in the development and maintenance of agent platforms, with
useful new features or capabilities being reimplemented for different platforms rather than
being improved.1

Feedback from industrial participants and academics working on large scale deployed
applications stressed both the relatively small size of the “agent component” in many systems
employing agent technology, and the need for the agent components to integrate with
existing software engineering methodologies and tools (see Section 4.1.3). In this context,
both the overarching agent-centric nature of many agent development methodologies and
the monolithic nature of agent platforms are an issue. In some cases, ideas prototyped
in an agent programming language/platform have been re-implemented using “traditional”
software development methodologies and languages when the system is deployed, either
to facilitate integration and maintenance of the agent components by traditional software
developers or because the overheads of a complex agent platform could not be justified
when only a subset of its capabilities is required. A more modular approach would address
these concerns, by allowing developers to directly incorporate only those features that are
required for a particular application (“allowing agent language complexity to be application
specific”). In addition, the overhead of learning new agent technologies is also reduced for
mainstream developers and in undergraduate teaching (seen as a barrier for many). Only
those components and APIs relevant to the current project must be mastered, facilitating a
piecemeal, demand-driven integration of agent technology, starting with simple applications of
agents, e.g., simple decision making, and progressively expanding outwards to more complex
capabilities, e.g., negotiation, as developers gain experience with, and confidence in, agent
technology.

A more component-based approach would facilitate research, particularly at the single-
agent level, where considerable work remains to be done. Currently, extending a feature
of an agent language or platform, such as extending deliberation to incorporate reasoning
under uncertainty, or adding a new feature, such as learning, involves mastering the details
of the agent platform, and often requires a project of PhD length. This hinders innovation
and makes it difficult to create ad-hoc prototypes, e.g., to demonstrate the benefits of agent
technology to other communities. A more modular approach with standardised interfaces
would address these concerns by allowing researchers to target a single component or small

1 Component-based agent software engineering was also discussed in the Integration and Validation group.
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number of components, rather than the agent platform as a whole. The loose coupling
inherent in a component-based approach may also facilitate the development of novel agent
architectures incorporating, e.g., multiple asynchronous deliberation cycles, or concurrent
reactive and deliberative cycles. This may in turn help “bridge the gap” between architectures
for software agents and those found in autonomous robots such as UAVs and spacecraft.
Much can be learned from the experiences of the robotics community, which is coalescing
around component-based platforms such as ROS that provide libraries and tools to help
researchers and software developers create robot applications.2 A more modular approach
also raises novel short-term research challenges at the component integration level. Key
issues include interfaces between components (should these be based on standard languages
for representing beliefs, goals and plans, or on syntax neutral approaches based on queries),
how coordination between components can be coordinated, and how such coordination rules
can best be expressed. In the medium to longer term, componentisation of agent designs
should foster the development of a reference model for agent technology. Such a reference
model would be a powerful tool both for structuring agents research, and in clarifying to the
mainstream software development community that “agents” represents a suite of technologies
that can be adopted as needed in applications.

Lastly, it was argued that component-based approaches would also help agent technologies
achieve critical mass, both within the agent programming community and, more generally, in
the mainstream software development community. The relatively small agent programming
community is currently structured around several competing agent programming languages
and platforms. While this has been very successful in driving innovation, useful innovations
must be re-implemented for each platform (at considerable cost) rather than effort being
concentrated on expanding and improving innovative features and their documentation.
Focussing on common components would lead to more rapid advances in “whole platform”
capabilities (since features no longer have to be re-implemented), promote standardisation
regarding key concepts and technologies, and should result in higher quality implementations
more likely to be adopted by mainstream developers. Again, there is much that can be learned
from recent developments in the robotics community and in other related communities, such
as computer vision and the re-use of high-quality BDD libraries in model checking.

A key challenge in adopting a component-based approach is to identify and develop compo-
nents and their APIs. Fortunately, there is a pool of existing agent platform implementations
that can serve as a basis for components, and the agent development community has already
made some initial steps in the direction of common interfaces, such as the environment
interface standard,3 and modularisation (within a single platform) is now common. However
much remains to be done. Another key challenge is in the development of middleware to
support the interaction of components, and how this interaction can best be specified. This
area is less explored, but even here there is preliminary work on which the community can
build.

2 www.ros.org
3 http://sourceforge.net/projects/apleis
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5 Open Problems

While much research will continue to be devoted to foundational work, there needs to be
an increased appreciation within the community of the challenges involved in engineering
large-scale multiagent systems. Agents conferences and workshops should encourage
submission and acceptance of papers that address these concerns, and should work towards
setting and maintaining standards to ensure that work of this kind is of high quality.
From the industry perspective, although it is very clear what steps can be taken to
facilitate the deployment of agent technology, it is uncertain (a) which organisations
are best capable of doing this work, (b) how this work will be funded, and (c) whether
the needs of end users are sufficient to provide the impetus for the work to be done
commercially.
There remain significant technological barriers to the deployment of multiagent systems
which requires research into new techniques, lessons learned from applications, and more
generally software engineering type of papers that use existing agent technologies (and
not common languages such as Java to build multiagent systems).
Another challenge that remains is to identify the application areas and types of applications
where agent technology provides a critical advantage (such as “autonomous decision
making” or explicit multiagent coordination mechanisms), and if possible, to quantify the
benefits of using the technology.

6 Panel Discussions

A plenary session was organised on Friday, the last day of the seminar, in which summary
reports of the four groups were presented and discussed. The purpose of this session was to
identify key challenges and ideas for future research based on discussions during the seminar.

One of the ideas that repeatedly came up during discussions relates to the development
of a modular or component-based agent architecture. The idea is that engineering multiagent
systems may be facilitated by a set of components that can be relatively easily exchanged
and reused between agent-based applications. Developers within industry may be interested
in using some instead of all components of existing agent architectures. Moreover, developing
such components may also give rise to some degree of standardisation. It may also give rise
to a reference model for agent technology. The main challenge here remains to identify and
develop these components.

A related topic concerns the need to continue research at the single agent level. The
notion of BDI+ was coined to refer to the need to integrate, for example, emotions in a more
systematic way into agent architectures. Another example in this area concerns learning.
Integrating learning into the agent architecture raises new and interesting challenges that
are different from the typical issues studied in the machine learning community. Another
challenge is to design new components that extend the capabilities of agents in order to
support, for example, reasoning under uncertainty. Finally, more research is needed on the
capability of agents to explain their behavior which not only may provide a selling point for
the technology but also may be used in debugging tools to identify the reasons for observed
behavior.

Another topic that has been quite extensively discussed during the seminar and obtained
quite a lot of support as a topic for the research agenda concerns metrics and the development
of benchmarks for agent technology. Some agent programming languages and frameworks
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may, for example, facilitate the design of scalable systems. But how do we identify these
languages and the features that support the engineering of scalable multiagent systems? Are
there specific metrics that apply to multiagent systems. How can we measure, for example,
concepts that are often mentioned in the literature such as believability and flexibility of
agents?

Tooling has been identified as a main topic for future research as it is very important
for the uptake of any technology. The application of agent technology in commercial and
business applications requires integration of this technology into the full software life cycle.
However, we should not reinvent but rather reuse techniques and tools wherever possible.
More research is needed to more clearly identify where tooling developed within the more
broader software engineering community can be used to provide this support and where
agent-specific tools are needed. Generally, a need was felt to focus on debugging support
initially as providing assurance for a multiagent system seems to be of key importance.
Moreover, it may be useful to connect to and integrate the work from the Agent-Oriented
Programming and Software Engineering communities better.
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The seminar “Information Flow and Its Applications” that took place in Schloss Dagstuhl
in August 2012, has been the latest in a series of meetings concerning information flow
that began with the 2008 Clifford Lectures by Samson Abramsky at Tulane University,
and continued with two further meetings on informatic phenomena at Tulane, as well as a
previous Dagstuhl seminar on “The Semantics of Information”1. The seminar “Information
Flow and Its Applications” brought together mathematicians, computer scientists, physicists
and researchers from related disciplines such as computational biology who are working on
problems concerning information and information flow.

The seminar gathered 21 participants in addition to the 3 organizers, in the studious but
cosy atmosphere of Schloss Dagstuhl. Armed with slides and chalks, each speaker described
in terms as simple as can be, the questions and problems they were trying to solve, which,
as the title of the seminar suggests, had all in common the issue of the representation and
analysis of information flows.

The hypothesis underlying the organization of the seminar was the following: information
flows leave on substrates which transport and transform data along time and space. From
the modeling, analysis or simulation of these substrates will emerge unifying techniques or
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concepts. It is understood that such substrate can be artificial, for instance in the case of
an electrical circuit, or natural, as in the complex signaling pathways that govern cellular
fate. Moreover, information may be treated by systems in a designed manner, for instance a
computer that processes its inputs according to a determined program, or be the result of
evolution, like the internet which is a perfect example of a system that carries and processes
information in spite of the absence of a pre-existing specification.

Although traditionally information processing is studied by distinct communities, scattered
along the Artificial-Natural and Designed-Evolved axes, it is noteworthy that this separation
is, to some extent, a historical artifact in the sense that artificial systems may be the fruit of
evolution (as the internet) while natural ones may be used in a purely specified manner (as
in synthetic biology). It is therefore natural to expect that tools and techniques developed in
one field may be also relevant to others.

Another unifying scheme of the seminar was the emphasis on the use of formal languages
in the representation of information flows. Indeed once "a real world" computing system,
such as the cell or a quantum circuit, is abstracted as a formal programming language, one
may then start to apply techniques imported from theoretical computer science. In the study
of evolved systems, these techniques may be used to extract a specification of what is being
observed, while in the context of systems where a specification is a priori at disposal, one
may use these techniques to verify that the way information is processed conforms to the
expectation.

Over the 4 days of talks, which gave rise to feedback that went beyond the expectation of
the organizers, the participants of the seminar "Information Flow and its Applications" have
had the opportunity to listen to talks ranging from Systems Biology to Theoretical Physics,
from Quantum Computing to the study of Ecological systems. As organizers, we believe that
the original guess that Information Flow should be a topic of its own was largely a good one.
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3 Overview of Talks

3.1 Galois group of a symmetric measurement
Marcus Appleby (Perimeter Institute – Waterloo, CA)

License Creative Commons BY-NC-ND 3.0 Unported license
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The problem of proving (or disproving) the existence of symmetric informationally complete
positive operator valued measures (SICs) has been the focus of much effort in the quantum
information community during the last 12 years. In this talk we describe the Galois invariances
of Weyl-Heisenberg covariant SICs (the class which has been most intensively studied). It is a
striking fact that the published exact solutions (in dimensions 2–16, 19, 24, 35 and 48) are all
expressible in terms of radicals, implying that the associated Galois groups must be solvable.
Building on the work of Scott and Grassl (J. Math. Phys. 51 042203 (2010)) we investigate
the Galois group in more detail. We show that there is an intriguing interplay between the
Galois and Clifford group symmetries. We also show that there are a number of interesting
regularities in the Galois group structure for the cases we have examined. We conclude with
some speculations about the bearing this may have on the SIC existence problem.

3.2 Information and distributed computation
David Balduzzi (MPI für Intelligente Systeme – Tübingen, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© David Balduzzi

Main reference D. Balduzzi, “On the information-theoretic structure of distributed measurements,” in Proc. of 7th
Int’l Workshop on Developments of Computational Methods (DCM’11), EPTCS, vol. 88, pp.
28–42, 2012.

URL http://dx.doi.org/10.4204/EPTCS.88.3

Computations implemented in physical systems can be described at many different spatio-
temporal granularities. For example, the work performed by the brain can be described at
the level of atoms, molecules, neurons and potentially higher-order structures. I present
an information-theoretic approach to coarse-graining distributed computations. The first
step is to introduce effective information, which can be shown to incorporate Kolmogorov
complexity, mutual information and VC-entropy (an important measure of complexity in
statistical learning theory) as special cases. A second measure, excess information, provides
a geometric characterization of indecomposable computations. The two measures are then
applied to study coarse-grainings in Conway’s Game of Life and Hopfield networks.

3.3 A Hypothesis Test For Bell’s Inequality
Peter Bierhorst (Tulane University, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Peter Bierhorst

Experimental tests of Bell inequalities require statistical analysis. Usually, successive trials
are taken to be independent and identically distributed. Thus the expectation quantities
in Bell’s inequality can be estimated by appealing to the Law of Large Numbers. Though
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the i.i.d. assumption is a natural one, it need not be obeyed by a local hidden variable
theory. Luckily, statistical methods can still distinguish Quantum Mechanics from local
hidden variable theories over large numbers of trials.

3.4 Complex Information Systems
Robert J. Bonneau (AFOSR – Arlington)

License Creative Commons BY-NC-ND 3.0 Unported license
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The talk will provide an overview of complex information systems including quantifying,
managing, and designing heterogeneous networked systems. Methods of measuring and
assessing the performance of networked, software, and hardware integrated systems such as
cloud architectures will be discussed including techniques of sparse approximation in systems
measurements, and algebraic and topological statistical metrics for performance. Strategies
of quantifying risk over different geometric and statistical classes of distributed systems will
be examined as well as methods of tracking and coding dynamic information flows.

3.5 Structured Data Analysis
Gunnar Carlson (Stanford University, US)

License Creative Commons BY-NC-ND 3.0 Unported license
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We discuss methods for representing and "measuring" the shape of data sets. They are
represented by simplicial complexes, and the shape is measured using homological signatures
as extended to the world of point cloud data via the persistent homology methodology.
Examples were given in both cases, and suggestions were made about how to represent even
more complicated data types, involving dynamical systems and control systems.

3.6 Ensemble signaling in a MAP kinase cascade
Eric Deeds (University of Kansas, US)
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Joint work of Deeds, Eric; Suderman, Ryan

A cell’s ability to adapt to constantly changing environmental conditions is derived from
its signaling networks. Despite there importance, there is currently no consensus regarding
the nature of the protein complexes such networks employ. One prominent view involves
signaling machines, while the inherent combinatorial complexity of such networks has led to
the more recent proposal of pleiomorphic ensembles. In this work, we use rule-based modeling
techniques to explore this question in the case of the yeast pheromone MAPK cascade. We
constructed a model of this cascade based on current understanding of the interactions in the
pathway. We found that, despite exhibiting considerable ensemble character, this model can
replicate existing experimental data for the cascade. We also considered a model designed to
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exhibit more machine-like character. This model could not replicate the behavioral changes
observed in cascade when Ste5, the signaling scaffold, is overexpressed. These findings
indicate that ensemble signaling can indeed produce "realistic" cellular behavior, and that
machine and ensemble systems can exhibit distinctly different phenotypes.

3.7 Information Flow in Quantum Computing: Circuits, Entanglement,
and MBQC

Ross Duncan (Université Libre de Bruxelles, BE)
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The measurement based quantum quantum computer (MBQC) works by pushing quantum
information through a network of entangled quantum states. The structure of these states,
and the paths that the information takes within the network are easily studied using a
high-level presentation of quantum theory based on symmetric monoidal categories and its
graphical language. In this talk I’ll show how to apply these techniques to derive a quantum
circuit equivalent to a given MBQC program, thus verifying the correctness of the original
program.

3.8 Formal model reduction
Jérôme Feret (ENS – Paris, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Camporesi, Ferdinanda; Danos, Vincent; Feret, Jérôme; Fontana, Walter; Harmer, Russell; Krivine,
Jean

Modelers of molecular signaling networks must cope with the combinatorial explosion of
protein states generated by post-translational modifications and complex formation. Rule-
based models provide a powerful alternative to approaches that require an explicit enumeration
of all possible molecular species of a system. Such models consist of formal rules stipulating
the (partial) contexts for specific protein-protein interactions to occur. These contexts specify
molecular patterns that are usually less detailed than molecular species. Yet, the execution of
rule-based dynamics requires stochastic simulation, which can be very costly. It thus appears
desirable to convert a rule-based model into a reduced system of differential equations by
exploiting the lower resolution at which rules specify interactions.

In this talk, we present a formal framework for constructing coarse-grained systems. We
track the flow of information between different regions of chemical species, so as to detect
and abstract away some useless correlations between the state of sites of molecular species.

The result of our abstraction is a set of molecular patterns, called fragments, and a system
which describes exactly the concentration (or population) evolution of these fragments. The
method never requires the execution of the concrete rule-based model and the soundness of
the approach is described and proved by abstract interpretation.
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3.9 Hidden Bayesian networks
Tobias Fritz (Institute of Photonic Sciences – Castelldefels, ES)

License Creative Commons BY-NC-ND 3.0 Unported license
© Tobias Fritz

Main reference T. Fritz, “Beyond Bell’s theorem: correlation scenarios,” New Journal of Physics, vol. 14, issue 10,
Oct. 2012.

URL http://dx.doi.org/10.1088/1367-2630/14/10/103001

This will be an outline of a research program aiming at generalizing Bell’s Theorem to
arbitrary causal structures. It will probably be joint work with Rob Spekkens.

An arbitrary causal structure is given by a (finite) poset represented by a directed acyclic
graph. The vertices in the graph represent spacetime events at which measurements are
conducted. The edges are the wordlines in spacetime of physical systems being transmitted
from one vertex to another; these messages are what allow the creation of correlations between
measurements at different vertices. Such correlations are called classical if the correlations
can be modeled in terms of classical messages, or, equivalently, in terms of a "hidden Bayesian
network". (A hidden Bayesian network is like a hidden Markov model, just on an arbitrary
causal structure.) The correlations are called quantum if they can be modeled by quantum
systems being sent along the edges and quantum measurements being conducted on the
vertices.

Standard Bell scenarios as well as the scenarios studied in arXiv:1206.5115 are subclasses
of this formalism; interesting examples beyond these remain to be found.

3.10 Statistics, causality and Bell’s theorem
Richard Gill (Leiden University, NL)

License Creative Commons BY-NC-ND 3.0 Unported license
© Richard Gill

Main reference R.D. Gill, “Statistics, causality and Bell’s theorem,” submitted, arXiv:1207.5103 [stat.AP].
URL http://arxiv.org/abs/1207.5103v1

Bell’s (1964) theorem is popularly supposed to establish the non-locality of quantum physics
as a mathematical-physical theory. Building from this, observed violation of Bell’s inequality
in experiments such as that of Aspect and coworkers (1982) is popularly supposed to provide
empirical proof of non-locality in the real world. My talk reviews recent work on Bell’s
theorem, linking it to issues in causality as understood by statisticians. The talk starts
with a new proof of a strong (finite sample) version of Bell’s theorem which relies only
on elementary arithmetic and (counting) probability. This proof underscores the fact that
Bell’s theorem tells us that quantum theory is incompatible with the conjunction of three
cherished and formerly uncontroversial physical principles, nicknamed here locality, realism,
and freedom. I will argue that (accepting quantum theory) Bell’s theorem should lead us to
seriously consider relinquishing not locality, but realism, as a fundamental physical principle.
In the talk I hope also to discuss statistical issues, in the interpretation of state-of-the-art
Bell type experiments, related to post-selection in observational studies. Finally I state an
open problem concerning the design of a quantum Randi challenge: a computer challenge
to Bell-deniers. Can we prove useful probabilistic Bell inequalities for the situation that
Alice and Bob’s measurement stations receive all their measurement settings at once, and all
signals from the source at once, and then (disconnected from the one another and the source)
generate all their outputs at once. A "useful" Bell inequality in this context is one where the
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probability of violation of the local realism expectation bound by some small amount delta
decreases with N , the number of settings to be processed at a time.

3.11 Graphs, Rewriting and Pathway Reconstruction for Rule-Based
Models

Jonathan Hayman (ENS – Paris, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
© Jonathan Hayman

Joint work of Hayman, Jonathan; Danos, Vincent; Feret, Jérôme; Fontana, Walter; Harmer, Russell; Krivine,
Jean; Thompson-Walsh, Chris; Winskel, Glynn

We introduce a novel way of constructing concise causal histories (pathways) to represent
how specified structures are formed during simulation of systems represented by rule- based
models. This is founded on a new, clean, graph-based semantics introduced in the first part
of this paper for Kappa, a rule-based modeling language that has emerged as a natural
description of protein-protein interactions in molecular biology. The semantics is capable of
capturing the whole of Kappa, including subtle side-effects on deletion of structure, and its
structured presentation provides the basis for the translation of techniques to other models.
In particular, we give a notion of trajectory compression, which restricts a trace culminating
in the production of a given structure to the actions necessary for the structure to occur.
This is central to the reconstruction of biochemical pathways due to the failure of traditional
techniques to provide adequately concise causal histories, and we expect it to be applicable
in a range of other modeling situations.

3.12 Coherence in Hilbert’s hotel
Peter Hines (University of York, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Peter Hines

Main reference A series of papers based on this talk is in progress. Please contact the author for drafts.

This talk describes the interaction of MacLane’s categorical coherence with self- similarity
S ∼= S ⊗ S and untyped (i.e. single-object) monoidal structures.

A coherence result is presented, giving a decision procedure for commutativity of diagrams
built up from typed and untyped monoidal tensors and structural isomorphisms, and canonical
isomorphisms between the two settings.

Applications are discussed, including word problems in Thompson groups, and deciding
equality of arithmetic expressions based on modular arithmetic and related operations.
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3.13 Minimal glueings and unambiguous stoichiometry in Kappa
Ricardo Honorato-Zimmer (University of Edinburgh, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Honorato-Zimmer, Ricardo; Stucki, Sandro; Danos, Vincent

Rule-based modeling languages have been developed to represent biomolecular interactions
in a concise way. They achieve this by using patterns that omit unnecessary details or
context from the description of those interactions. Hence, combinatorial systems with a
large or even infinite number of different species can then be studied and analyzed. However,
in these languages it is usually not immediately clear when a rule creates or destroys an
instance of a pattern or observable, that is, the stoichiometry of the rule for that observable
is often ambiguous. In this work, we formally define the concept of minimal glueings in the
category-theoretical framework developed by Harmer et al (2011) that allow us to check if a
set of observables has an unambiguous stoichiometry with respect to a rule.

3.14 From Contextuality to Nonlocality
Shane Mansfield (University of Oxford, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
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We outline a route to constructing n-partite Bell-type models from more general measurement
configurations, e.g. Kochen-Specker configurations, using a sheaf theoretic formulation of
measurement scenarios. The construction has the property that the resultant model is
no-signaling and that it is nonlocal if and only if the original model is contextual. This could
provide a new route to Bell tests for contextuality. It also raises an interesting an novel
connection between the simplest possible contextual model, the triangle, and PR boxes, the
maximally nonlocal (2,2,2) correlations.

3.15 Analyzing continuous channels
Michael W. Mislove (Tulane University, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Michael W. Mislove

Main reference Slides of the talk available at http://www.entcs.org/mislove/dagstuhl12.pdf
URL http://www.entcs.org/mislove/dagstuhl12.pdf

In this talk we describe how the Cantor Fan can be used as a basis for approximating
continuous channels with discrete ones. The Cantor Fan is our term for the order-ideal
compilation of the rooted full binary tree, with the path order, and is so named because the set
of maximal elements is homeomorphic to the middle-third Cantor set, when the completion
is regarded as an algebraic domain. We describe the effect of applying the Probability monad
to this structure, and how it then gives a setting to describe how a channel with the Cantor
set as input/output set can be approximated by a sequence of channels, Cn, in a hierarchy,
where Cn has 2n inputs/outputs for each n. We discuss how entropy and capacity of the
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individual approximations can be viewed in this setting. Since this is very preliminary work,
no definitive results are presented.

3.16 Differential Privacy: An Overview
Catuscia Palamidessi (Ecole Polytechnique – Palaiseau, FR)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Palamidessi, Catuscia; Chatzikokolakis, Konstantinos; Alvim, Mario S.; Andrés, Miguel E.
Main reference M.S. Alvim, M.E. Andrès, K. Chatzikokolakis, and C. Palamidessi, “On the relation between

Differential Privacy and Quantitative Information Flow,” in Proc. of ICALP’11, LNCS 6756,
Springer, pp. 60–76, 2011.

URL http://hal.inria.fr/inria-00627937/en

We discuss the general problem of protecting private information and we present differential
privacy, a framework which has been recently – and quite successfully - introduced in the area
of statistical databases. We discuss the trade-off between privacy and utility, and present
some fundamental result in the area. Then, we generalize the notion of differential privacy
so to make it applicable to domains other than databases. We start form the observation
that the standard notion of differential privacy relies on the notion of Hamming distance on
the set of databases, and we extend it to arbitrary metric spaces. We show various examples,
and we revise some of the fundamental results of differential privacy in this extended setting.
As a particular case study, we consider location-based applications, and the resulting notion
of geo-indistinguishability.

3.17 Compact Closed Categories and Frobenius Algebras for
Computing Natural Language Meaning

Mehrnoosh Sadrzadeh (University of Oxford, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Mehrnoosh Sadrzadeh

Joint work of Sadrzadeh, Mehrnoosh; Clark, Stephen; Coecke, Bob; Grefenstette, Edward; Kartsaklis, Dimitri;
Pulman, Stephen

Main reference (1) B. Coecke, M. Sadrzadeh, S. Clark, “Mathematical Foundations for a Compositional
Distributional Model of Meaning,” Linguistic Analysis, volume dedicated to Lambek’s Festschrift,
2010.
(2) E. Grefenstette, M. Sadrzadeh, “Experimental Support for a Categorical Compositional
Distributional Model of Meaning,” in Proc. of the Conf. on Empirical Methods in Natural
Language Processing (EMNLP’11), pp. 1394–1404, ACL, 2011.

URL http://arxiv.org/abs/1003.4394
URL http://www.aclweb.org/anthology/D11-1129

Compact closed categories have found applications in modeling quantum information protocols
by Abramsky-Coecke. They also provide semantics for Lambek’s pregroup algebras, applied to
formalizing the grammatical structure of natural language, and are implicit in a distributional
model of word meaning based on vector spaces. In particular, in previous work, Coecke-
Clark-Sadrzadeh used the product category of pregroups with vector spaces and provided a
distributional model of meaning for sentences. We recast this theory in terms of strongly
monoidal functors and advance it via Frobenius algebras over vector spaces. The former
are used to formalize topological quantum field theories by Atiyah and Baez-Dolan, and the
latter are used to model classical data in quantum protocols by Coecke-Pavlovic-Vicary. The
Frobenius algebras enable us to work in a single space in which lives meanings of words,
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phrases, and sentences of any structure. Hence we can compare meanings of different language
constructs and enhance the applicability of the theory. We report on experimental results on
a number of language tasks such as word sense disambiguation and term/definition extraction
and show how our theoretical predictions are verified on real large scale date from British
National Corpus.

3.18 Rigid geometric constraints for Kappa models
Sandro Stucki (University of Edinburgh, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Danos, Vincent; Honorato-Zimmer, Ricardo; Jaramillo-Riveri, Sebastian; Stucki, Sandro

Rule-based modeling languages such as Kappa and BNGL allow for a concise description of
combinatorially complex biochemical processes. However, these languages do not provide
means to directly express the three-dimensional geometry of chemical species. We propose
an extension to the Kappa modeling language allowing the annotation of the structure of
chemical species with three-dimensional geometric information. This naturally introduces
rigidity constraints on the species and reduces the state space of the resulting model by
excluding species that are not geometrically sound. We show that geometrically enhanced
Kappa models can still be simulated efficiently, albeit at the cost of a greater number of
null-events occurring during the simulation.

3.19 Computer and Information Science – Future Paradigm for
Complex System Models?

Baltasar Trancon y Widemann (Universität Bayreuth, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Trancon y Widemann, Baltasar; Hauhs, Michael

We review the meta-theoretical situation of the scientific discipline of ecology, taken as
a typical example of the family of ‘complex system sciences’. We argue that its current
relation to classical physics as paradigmatic supplier of concepts, and to computer science as
operational supplier of tools is outdated. We propose to regard computer science on the same
level as physics, and to explore the scientific potential of concepts imported from theoretical
computer science. In particular, we predict a major impact of the richer CS concept of
behavior, seen as primary target of empirics and formalization rather than a mechanistic
consequence of state. We exemplify this claim by putting the concepts of safety and liveness
into ecological context. We show how they can be used as both metaphors and mathematical
entities, informing scientific discourse, methodology and modeling.
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3.20 Coalgebraic Infinite Games without Discounting – Towards
Reflexive Economics

Viktor Winschel (Universität Mannheim, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Viktor Winschel

After a short introduction into the economic field of optimal currency areas and the current
problems of the European Monetary Union we sketch the many reflexive issues in economic
theory that result from the fact that economic modeling takes place within the modeled
system. As a first example towards reflexive structures in economics we present coalgebraic
infinite games. The technical part introduces the predicate coinduction proof principle that
allows to proof subgame perfect equilibria defined as predicates on the carrier of coalgebras.
The economic important result shows that this proof principle does not depend on the usual
discounting that essentially transforms infinite structures into finite ones where backwards
induction can be applied.

3.21 Probabilistic event structures
Glynn Winskel (University of Cambridge, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
© Glynn Winskel

This talk presented a new definition of probabilistic event structures, extending existing
definitions, and characterized as event structures together with a continuous valuation on
their domain of configurations. Probabilistic event structures possess a probabilistic measure
on their domain of configurations. This prepares the ground for a very general definition of a
probabilistic strategies, which are shown to compose, with probabilistic copy-cat strategies
as identities. The result of the play-off of a probabilistic strategy and counter- strategy
in a game is a probabilistic event structure so that a measurable pay- off function from
the configurations of a game is a random variable, for which the expectation (the expected
pay-off) is obtained as the standard Legesgue integral.
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