
Report from Dagstuhl Seminar 12441

Foundations and Challenges of Change and Evolution in
Ontologies
Edited by
James Delgrande1, Thomas Meyer2, and Ulrike Sattler3

1 Simon Fraser University, Burnaby, CA, jim@cs.sfu.ca
2 Meraka Institute & University of KwaZulu-Natal, ZA, tmeyer@csir.co.za
3 University of Manchester, GB, sattler@cs.man.ac.uk

Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 12441 “Foundations
and Challenges of Change and Evolution in Ontologies”, held from 28 October to 2 Novem-
ber 2012. The aim of the workshop was to bring together researchers working in the areas of
logic-based ontologies, belief change, and database systems, along with researchers working in
relevant areas in nonmonotonic reasoning, commonsense reasoning, and paraconsistent reason-
ing. The workshop provided a forum for discussions on the application of existing work in belief
change, nonmonotonic reasoning, commonsense reasoning, and databases to logic-based ontolo-
gies. Overall the intent was to provide an interdisciplinary (with respect to computer science and
mathematics) workshop for addressing both theoretical and computational issues in managing
change and evolution in formal ontologies.
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1 Executive Summary
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Ulrike Sattler
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An ontology in computer science is an explicit, formal specification of the terms of a domain of
application, along with the relations among these terms. An ontology provides a (structured)
vocabulary which forms the basis for the representation of general knowledge. Ontologies
have found extensive application in Artificial Intelligence and the Semantic Web, as well as
in areas such as software engineering, bioinformatics, and database systems.

Research in ontologies in Artificial Intelligence has focussed on description logics (DL),
where a description logic can be regarded as a (decidable) fragment of first order logic.
Historically a DL is divided into two components, a so-called TBox, for expressing concepts
and their interrelationships, and an ABox that contains assertions about specific individuals
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and instances. Thus, the TBox characterises a domain of application while the ABox contains
information on a specific instance of a domain. A key point in description logics is that,
via their limited expressiveness, one obtains “good”, ideally tractable, inference algorithms.
The number of description logics is large, with several prominent families of logics, and the
complexity of description logics has been well studied. Research in ontology languages and
related reasoning services, most notably in description logics, has also spurred work into
logics that are weaker than classical systems, as well provided a substantial impetus for
research into modal logic. Moreover, there has been substantial interaction with the database
community.

The success of this work has led to an increasing demand for a variety of reasoning
services, both classical and non-classical. Crucially, an ontology will be expected to evolve,
either as domain information is corrected and refined, or in response to a change in the
underlying domain. In a description logic, such change may come in two different forms:
the background knowledge, traditionally stored in the TBox, may require modification, or
the ground facts or data, traditionally stored in the ABox, may be modified. In the former
case, the process is akin to theory revision, in that the underlying background theory is
subject to change. In the latter case, one cannot simply update instances, as is done in a
relational database, since any set of instances must accord with the potentially rich structure
imposed by the TBox. The result is that one must be able to deal with changing ontologies,
as well as related notions from commonsense reasoning, including nonmonotonic reasoning
and paraconsistent reasoning.

The issues mentioned are of common interest to the ontology, belief change, and database
communities. While there has been some interaction between researchers in these communities,
there has not been a comprehensive meeting to address notions of change in ontologies in a
broad or comprehensive fashion.

The aim of the workshop was to bring together researchers working in the areas of
logic-based ontologies, belief change, and database systems, along with researchers working
in relevant areas in nonmonotonic reasoning, commonsense reasoning, and paraconsistent
reasoning. Hence the workshop’s goal was to facilitate discussions on the application
of existing work in belief change, nonmonotonic reasoning, commonsense reasoning, and
related areas on the one hand, to logic-based ontologies on the other. There has been
extensive input and interest from the database community, which also has in interest in these
problems. Overall the intent was to provide an interdisciplinary (with respect to computer
science and mathematics) workshop for addressing both theoretical and computational issues
in managing change in ontologies. In particular, the workshop has given participants a
deeper understanding of the concepts, terminologies, and paradigms used in the three areas
involved, and in their latest achievements and challenges. Examples of these were the
distinction between data and schema level, the relation between different revision operators
and justifications, the role of less expressive description logics, to name a few.

The workshop consisted of a five-day event with the following program: On the first
day there were three introductory talks by a representative in each of the areas of belief
change and nonmonotonic reasoning, description logics, and databases. The purpose of these
introductory talks was to come to a shared understanding (and terminology) of these areas,
and provide a glimpse of the state-of-the-art and current research challenges in all three
areas. On day 2, three breakout groups were created and participants were assigned to them
based on their expertise but also in such a way as to have representatives of the three main
areas in each group. The groups were ‘Foundations and Techniques’, ‘Applications’, and
‘Perspectives and Future Directions’, and their purpose was that of fostering discussions on
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the three fundamental components at the intersection of the above mentioned areas. Day 3
consisted of a report back from each of the groups followed by further discussion. On the
fourth day there were presentations on overlapping areas and discussions of problems and
issues of mutual interest for the different communities. Day 5 had a wrap-up session with a
discussion on the overlap among the different areas, future challenges and next steps in this
workshop series.
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3 Overview of Talks

3.1 Ontology Views and Evolution
Franz Baader (TU Dresden, DE)

License Creative Commons BY-NC-ND 3.0 Unported license
© Franz Baader

We consider two different topics related to the overall theme of the seminar: views and
evolution. For the purpose of this talk, a view on an ontology is a subset of the ontology.
The challenge is to pre-compute consequences of such views without doing this for every
subset separately. Two instances of this overall challenge have been addressed in our work
on pinpointing [2, 5, 6] and on lattice-based access control [8]. Regarding evolution, we
consider the situation where an ontology represents an evolving “world” in an incomplete
way. The challenge is to decide whether a certain temporal property, e.g., expressed in the
temporal Description Logic ALC-LTL [7], holds in all possible evolutions of the world. We
have considered both the case where the evolution is due to a black-box “system” [3] that
can only be observed and where it is due to applying actions defined in a Description Logic
action theory [1, 4].

References
1 F. Baader, C. Lutz, M. Miličić, U. Sattler, and F. Wolter. Integrating description logics

and action formalisms: First results. In M. Veloso and S. Kambhampati, editors, Pro-
ceedings of the 20th National Conference on Artificial Intelligence (AAAI-05), Pittsburgh,
Pennsylvania (USA), 2005. AAAI Press.

2 F. Baader, R. Peñaloza, and B. Suntisrivaraporn. Pinpointing in the description logic EL+.
In Proceedings of the 30th German Annual Conference on Artificial Intelligence (KI 2007),
volume 4667 of Lecture Notes in Artificial Intelligence, pages 52–67, Osnabrück, Germany,
2007. Springer-Verlag.

3 F. Baader, A. Bauer, and M. Lippmann. Runtime verification using a temporal description
logic. In S. Ghilardi and R. Sebastiani, editors, Proceedings of the 7th International Sym-
posium on Frontiers of Combining Systems (FroCoS 2009), volume 5749 of Lecture Notes
in Artificial Intelligence, pages 149–164, Trento (Italy), 2009. Springer-Verlag.

4 F. Baader, H. Liu, and A. ul Mehdi. Verifying properties of infinite sequences of description
logic actions. In H. Coelho, R. Studer, and M. Wooldridge, editors, Proceedings of the 19th
European Conference on Artificial Intelligence (ECAI10), pages 53–58. IOS Press, 2010.

5 F. Baader and R. Peñaloza. Automata-based axiom pinpointing. J. Automated Reasoning,
45(2):91–129, 2010.

6 F. Baader and R. Peñaloza. Axiom pinpointing in general tableaux. J. Logic and Compu-
tation, 20(1):5–34, 2010.

7 F. Baader, S. Ghilardi, and C. Lutz. LTL over description logic axioms. ACM Trans.
Comput. Log., 13(3), 2012.

8 F. Baader, M. Knechtel, and R. Peñaloza. Context-dependent views to axioms and con-
sequences of Semantic Web ontologies. J. Web Semantics, 12:22–40, 2012.
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3.2 Facilitating Ontology Refinement through Nonmonotonic DL
Piero Andrea Bonatti (University of Napoli, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Bonatti, Piero Andrea; Faella, Marco; Sauro, Luigi
Main reference P.A. Bonatti, M. Faella, L. Sauro, “EL with Default Attributes and Overriding,” ISWC 2010:

64–79.
URL http://dx.doi.org/10.1007/978-3-642-17746-0_5

The process of ontology authoring and maintenance requires suitable support at different
levels: tools (eg. versioning systems) as well as language extensions (eg. native support to
exceptions and overriding). In this talk we argue that suitable nonmonotonic constructs
for description logics may contribute to address these needs. We provide a few examples
using Circumscription-based DLs, that prove to be promising in terms of expressiveness and
scalability.

3.3 Handling Inconsistency of Rules Accessing Ontologies
Thomas Eiter (TU Wien, AT)
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Joint work of Eiter, Thomas; Dao-Tran, Minh; Fink, Michael; Krennwallner, Thomas

Rules have been considered in order to increase the expressiveness and usage of ontologies, be
it to cater for nonmonotonic inferences or to access ontologies in declarative problem solving.
In this talk, we review a taxonomy of different formalisms for rules plus ontologies, and then
hex-programs and dl-programs, which are extensions of answer set programming to access
external sources of computation and querying ontologies in description logics, respectively.
We will present issues regarding inconsistency in answer set programs and these extensions,
some approaches to handle them and point out connections to theory change and ontology
management, which pose open issues for future research.

3.4 An Approach for Reasoning about Typicality in Description Logics
Laura Giordano (University of Western Piemont – Alessandria, IT)

License Creative Commons BY-NC-ND 3.0 Unported license
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Joint work of Giordano, Laura; Gliozzi, Valentina; Olivetti, Nicola; Pozzato, Gian Luca
Main reference L. Giordano, V. Gliozzi, N. Olivetti, G.L. Pozzato, “A Non Monotonic Description Logic for

Reasoning about Typicality,” Artificial Intelligence, in press, 2012.
URL http://dx.doi.org/10.1016/j.artint.2012.10.004

The talk describes an approach for defining non-monotonic extensions of Description Logics,
for reasoning about prototypical properties of individuals, based on a typicality operator T
plus a minimal model semantics. For any concept C, T(C) singles out the instances of C that
are considered as “typical” or “normal”. The typicality operator T is essentially characterized
by the core properties of nonmonotonic reasoning, axiomatized by preferential logic P. The
approach we propose combines the use of the typicality operator with a minimal model
semantics, similar in spirit to circumscription. The minimal model mechanism allows to
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perform useful nonmonotonic inferences by minimizing the “non typicality” of individuals.
The presentation shortly describes the non-monotonic extension of ALC (ALC+Tmin), as
well as the non-monotonic extension of some low complexity DLs (namely, DL-lite-core and
EL⊥). For these extensions, tableau calculi for deciding entailment have been developed.
The presentation also points out at some complexity results.

References
1 L. Giordano, V. Gliozzi, N. Olivetti, G.L. Pozzato. ALC + T: A preferential extension of

description logics. Fundamenta Informaticae 96(3), pages 341-372, 2009.
2 L. Giordano, V. Gliozzi, N. Olivetti, G.L. Pozzato. A Non Monotonic Description Logic

for Reasoning about Typicality. Artificial Intelligence, to appear, 2012.
3 L. Giordano, V. Gliozzi, N. Olivetti, G.L. Pozzato. Reasoning about typicality in low

complexity DLs: the logics EL⊥Tmin and DL-litecTmin. In T. Walsh, ed., Proceedings of
the 22nd International Joint Conference on Artificial Intelligence, pages 894-899, 2011.

4 L. Giordano, V. Gliozzi, N. Olivetti, G.L. Pozzato. Preferential Low Complexity Descrip-
tion Logics: Complexity Results and Proof Methods. In Y. Kazakov and F. Wolter, eds.,
Proceedings of the 25th International Workshop on Description Logics, 2012.

3.5 Nonmonotonic Reasoning – Survey, Perspectives, and Challenges
Gabriele Kern-Isberner (TU Dortmund, DE)
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From the idea of giving up monotonicity in logic-based reasoning to comply better with the
requirements of everyday life, a plethora of methods have emerged. On the one hand, from
the classical logical side, default logics aim at taking the possibility of exceptions explicitly
into account, or at loosening the strict link between antecedent and consequent in logical
rules. On the other hand, from the probabilistic side, quantitative information was based
on qualitative, logic-like structures. In between, semi-quantitative approaches like ranking
functions (alternatively, possibilistic theory) and Dempster-Shafer’s evidence theory were
proposed to (hopefully) bridge the gap between symbolic and fully quantitative theories.
Moreover, belief revision theory came into being as “the other side of uncertain reasoning”,
aiming at catching epistemic changes when new information arrives.

The aim of this talk is to give a survey on some prevalent approaches to nonmonotononic
reasoning, distinguishing between those that use rules with default assumptions, and those
that are based on defeasible rules, or conditionals. As a powerful semantics for nonmonotonic
reasoning that uses both qualitative and quantitative information, we briefly recall Spohn’s
ranking functions. Moreover, the inference rules of system P are presented as a syntactical
guideline, or calculus, for nonmonotonic reasoning. We also illustrate the nonmonotonic
fallacies of probabilistic reasoning and propose Bayesian networks and the principle of
maximum entropy as approaches providing high quality and efficient probabilistic reasoning.
Finally, we mention very briefly the link to belief revision that is established by considering
total preorders (more specifically: ranking functions) as a semantics for (iterated) belief
revision.

References
1 E.W. Adams. The Logic of Conditionals. D. Reidel, Dordrecht, 1975.
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2 C.E. Alchourrón, P. Gärdenfors, and P. Makinson. On the logic of theory change: Partial
meet contraction and revision functions. Journal of Symbolic Logic, 50(2):510–530, 1985.

3 A.P. Dempster. Upper and lower probabilities induced by a multivalued mapping. Ann.
Math. Stat., 38:325–339, 1967.

4 D. Dubois, J. Lang, and H. Prade. Possibilistic logic. In D.M. Gabbay, C.H. Hogger, and
J.A. Robinson, editors, Handbook of Logic in Artificial Intelligence and Logic Programming,
volume 3. Oxford University Press, 1994.

5 J. Delgrande and P. Peppas. Revising Horn theories. In T. Walsh, editor, Proceedings
Twenty-Second International Joint Conference on Artificial Intelligence, IJCAI’11, pages
839–844, Menlo Park, CA, 2011. AAAI Press.

6 P. Gärdenfors. Belief revision and nonmonotonic logic: Two sides of the same coin? In Pro-
ceedings European Conference on Artificial Intelligence, ECAI’92, pages 768–773. Pitman
Publishing, 1992.

7 M. Gelfond and N. Leone. Logic programming and knowledge representation – the A-prolog
perspective. Artificial Intelligence, 138:3–38, 2002.

8 M. Goldszmidt and J. Pearl. Qualitative probabilities for default reasoning, belief revision,
and causal modeling. Artificial Intelligence, 84:57–112, 1996.

9 P. Gärdenfors and H. Rott. Belief revision. In D.M. Gabbay, C.H. Hogger, and J.A.
Robinson, editors, Handbook of Logic in Artificial Intelligence and Logic Programming,
pages 35–132. Oxford University Press, 1994.

10 G. Kern-Isberner. A note on conditional logics and entropy. International Journal of
Approximate Reasoning, 19:231–246, 1998.

11 G. Kern-Isberner. Conditionals in nonmonotonic reasoning and belief revision. Springer,
Lecture Notes in Artificial Intelligence LNAI 2087, 2001.

12 S. Kraus, D. Lehmann, and M. Magidor. Nonmonotonic reasoning, preferential models and
cumulative logics. Artificial Intelligence, 44:167–207, 1990.

13 D. Makinson. General patterns in nonmonotonic reasoning. In D.M. Gabbay, C.H. Hogger,
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14 D. McDermott and J. Doyle. Non-monotonic logic I. Artificial Intelligence, 13:41–72, 1980.
15 J.B. Paris. The uncertain reasoner’s companion – A mathematical perspective. Cambridge

University Press, 1994.
16 Jeff Paris. Common sense and maximum entropy. Synthese, 117:75–93, 1999.
17 J. Pearl. Probabilistic Reasoning in Intelligent Systems. Morgan Kaufmann, San Mateo,

Ca., 1988.
18 D. Poole. A logical framework for default reasoning. Artificial Intelligence, 36:27–47, 1988.
19 R. Reiter. A logic for default reasoning. Artificial Intelligence, 13:81–132, 1980.
20 G. Shafer. A mathematical theory of evidence. Princeton University Press, Princeton, NJ,
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3.6 The History of the Semantic Web
Peter F. Patel-Schneider (Nuance Communications – Mountain View, US)

License Creative Commons BY-NC-ND 3.0 Unported license
© Peter F. Patel-Schneider

This personal account describes the genesis and unfolding of the Semantic Web from its
beginning to Anno Semantici Webi 22.

3.7 DL-Lite Ontology Changes
Zhe Wang (University of Oxford, GB)
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Main reference Z. Wang, K. Wang, R. Topor, “A new approach to DL-Lite knowledge base revision,” in Proc. of

24th AAAI Conf. on Artificial Intelligence (AAAI’10), pp. 369–374, 2010.
URL http://www.aaai.org/ocs/index.php/AAAI/AAAI10/paper/view/1786

Changing ontologies in description logics (DLs) in a syntax-independent manner is an
important and challenging problem for ontology management. In this talk, we present a
framework for adapting classical model-based belief change techniques to DL-Lite. Unlike
propositional logic, a DL ontology may have infinitely many models with complex and often
infinite structures, which introduce complexity to the definition of model distances, make
computation via models impossible, and cause expressibility problems. For this reason,
we first present an alternative semantic characterisation for DL-Lite by introducing the
concept of features as approximations to classical DL models, and then define specific revision
and merging operators for DL-Lite ontologies based on features. We present the desired
properties possessed by these operators, as well as algorithms for computing the result of
changing in DL-Lite. Remarkably, the complexity of the proposed operations in DL-Lite is
on the same level as major belief change operators in propositional logic. Finally, prototype
implementations of these operators are briefly presented.

4 Breakout Groups

4.1 Report of the Foundations Group
James P. Delgrande (Simon Fraser University – Burnaby, CA)

License Creative Commons BY-NC-ND 3.0 Unported license
© James P. Delgrande

URL http://www.cs.sfu.ca/ jim/Foundations.pdf

The Foundations group was made up of a diverse group of 15 people, with areas of research
including description logics, belief change, nonmonotonic reasoning, and database systems.
Ten topics for discussion were identified, of which four were immediately put on hold. There
was lively discussion on the remaining issues – ABox and TBox change, first-order issues,
relevance, nonmonotonic subsumption, and the role of views.
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There was agreement on some issues, for example that belief change needs to go beyond
propositional accounts if it is to be useful for dealing with change in description logics;
moreover a semantics and/or methodology is needed for change in description logics.

There was also recognition of common problems, notably relevance. If any overall
conclusion can be drawn, it is that the 3 areas (BR, DL, DB) have somewhat different aims
and methodologies on the one hand, yet broadly common problems on the other hand. While
the communities are on the whole separate, it was worthwhile to get together and, moreover,
it would be useful to continue meeting, perhaps focussing on a narrower topic.

4.2 Report of the Applications Group
Ulrike Sattler (University of Manchester, GB)

License Creative Commons BY-NC-ND 3.0 Unported license
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URL http://www.cair.za.net/node/115/Applications.pptx

In the Applications breakout group, we exchanged our views

1. on current developments,
2. new trends and challenges,
3. novel solution or coping techniques, and
4. general paradigms
in applications of the 3 different areas.

We had lively discussions and exchanged interesting and telling stories, partly concerned
with (overcoming) communication difficulties between (end) users and tool developers and
the usual chicken-and-egg difficulties of getting hold of suitable test data for tool development
and optimisation. We had the impression that the three different communities had quite
different quality criteria, paradigms, and evaluation approaches to their tools, and also value
them in quite different ways: exchanging these different views and approaches is set to be
useful in future collaborations, but also for exchanging and learning from each other.

4.3 Report of the Perspectives Group
Thomas Meyer (Meraka Institute & University of KwaZulu-Natal, ZA)
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URL http://www.cair.za.net/sites/default/files/downloads/Perspectives.pdf

The brief of the Perspectives breakout group was to consider the following three aspects of
each of the areas of databases, belief revision/nonmonotonic reasoning, and description logic:

1. Exciting developments
2. Pressing issues and open problems
3. Challenging areas

What followed was a vigorous discussion, culminating in a (perhaps surprisingly) fair
level of consensus on these three points. More details can be found in the slides summarising
the work of this breakout group. All participants agreed that one of the most valuable
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developments of the breakout session was the opportunity to gain a better understanding
of the details, as well as the perceived successes and problems of those areas in which they
are not experts. This may well form the basis of increased collaborative efforts between the
different areas.
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