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—— Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 15101 “Bridging
Information Visualization with Machine Learning”. This seminar is a successor to Dagstuhl
seminar 12081 “Information Visualization, Visual Data Mining and Machine Learning” held in
2012. The main goal of this second seminar was to identify important challenges to overcome in
order to build systems that integrate machine learning and information visualization.
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1 Executive Summary
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Motivations and context of the seminar

Following the success of Dagstuhl seminar 12081 “Information Visualization, Visual Data
Mining and Machine Learning” [1, 2], which provided to the participants from the IV and
ML communities the ground for understanding each other, this Dagstuhl seminar aimed at
bringing once again the visualization and machine learning communities together.

Information visualization and visual data mining leverage the human visual system to
provide insight and understanding of unorganized data. Visualizing data in a way that is
appropriate for the user’s needs proves essential in a number of situations: getting insights
about data before a further more quantitative analysis (e.g., for expert selection of a number
of clusters in a data set), presenting data to a user through well-chosen table, graph or other
structured representations, relying on the cognitive skills of humans to show them extended
information in a compact way, etc.
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The scalability of visualization methods is an issue: human vision is intrinsically limited to
between two and three dimensions, and the human preattentive system cannot handle more
than a few combined features. In addition the computational burden of many visualization
methods is too large for real time interactive use with large datasets. In order to address
these scalability issues and to enable visual data mining of massive sets of high dimensional
data (or so-called “big data”), simplification methods are needed, so as to select and/or
summarize important dimensions and/or objects.

Traditionally, two scientific communities developed tools to address these problems: the
machine learning (ML) and information visualization (IV) communities. On the one hand,
ML provides a collection of automated data summarizing/compression solutions. Clustering
algorithms summarize a set of objects with a smaller set of prototypes, while projection
algorithms reduce the dimensionality of objects described by high-dimensional vectors. On
the other hand, the IV community has developed user-centric and interactive methods to
handle the human vision scalability issue.

Building upon seminar 12081, the present seminar aimed at understanding key challenges
such as interactivity, quality assessment, platforms and software, and others.

Organization

The seminar was organized in order to maximize discussion time and in a way that avoided
a conference like program with classical scheduled talks. After some lightning introduction
by each participant, the seminar began with two tutorial talks one about machine learning
(focused on visualization related topics) followed by another one about information visualiza-
tion. Indeed, while some attendants of the present seminar participated to seminar 12081,
most of the participants did not. The tutorials helped establishing some common vocabulary
and giving an idea of ongoing research in ML and IV.

After those talks, the seminar was organized in parallel working groups with periodic
plenary meeting and discussions, as described below.

Topics and groups

After the two tutorials, the participants spend some time identifying topics they would like

to discuss during the seminar. Twenty one emerged:

1. Definition and analysis of quantitative evaluation measures for dimensionality reduction
(DR) methods (and for other methods);

2. In the context of dimensionality reduction: visualization of quality measures and of the
sensitivity of some results to user inputs;

3. What IV tasks (in addition to DR related tasks) could benefit from ML? What ML tasks
could benefit from IV?

4. Reproducible/stable methods and the link of those aspects to sensitivity and consensus
results;

5. Understanding the role of the user in mixed systems (which include both a ML and an
IV component);

6. Interactive steerable ML methods (relation to intermediate results);

Methods from both fields for dynamic multivariate networks;

8. ML methods that can scale up to IV demands (especially in terms of interactivity);

~
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9. Interpretable/transparent decisions;
10. Uncertainty;
11. Matching vocabularies/taxonomies between ML and IV;
12, Limits to ML;
13. Causality;
14, User guidance: precalculating results, understanding user intentions;
15. Mixing user and data driven evaluation (leveraging a ROC curve, for instance);
16. Privacy;
17. Applications and use cases;
18. Prior knowledge integration;
19. Formalizing task definition;
20. Usability;
21. Larger scope ML.
After some clustering and voting those topics were merged into six popular broader subjects
which were discussed in working groups through the rest of the week:
Dynamic networks
Quality
Emerging tasks
Role of the user
Reproducibility and interpretability
. New techniques for Big Data
The rest of the seminar was organized as a series of meeting in working groups interleaved

IS NS -

with plenary meetings which allowed working groups to report on their joint work, to steer
the global process, etc.

Conclusion

As reported in the rest of this document, the working groups were very productive as was
the whole week. In particular, the participants have identified a number of issues that mostly
revolve around complex systems that are being built for visual analytics. Those systems

need to be scalable, they need to support rich interaction, steering, objective evaluation, etc.

The results must be stable and interpretable, but the system must also be able to include
uncertainty into the process (in addition to prior knowledge). Position papers and roadmaps
have been written as a concrete output of the discussions on those complex visual analytics
systems.

The productivity of the week has confirmed that researchers from information visualization
and from machine learning share some common medium to long term research goals. It
appeared also clearly that there is still a strong need for a better understanding between the
two communities. As such, it was decided to work on joint tutorial proposals for upcoming
IV and ML conferences. In order to facilitate the exchange between the communities outside
of the perfect conditions provided by Dagstuhl, the blog “Visualization meets Machine

1» was initiated.

Learning
It should be noted finally that the seminar was very appreciated by the participants as
reported by the survey. Because of the practical organization of the seminar, participants did

not know each other fields very well and it might have been better to allows slightly more

L http://vismeetsml.b.uib.no/
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time for personal introduction. Some open research questions from each field that seems
interesting to the other fields could also have been presented. But the positive consequences
of avoiding a conference like schedule was very appreciated. The participants were pleased
by the ample time for discussions, the balance between the two communities and the quality
of the discussions. Those aspects are quite unique to Dagstuhl.
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3 Overview of Tutorial Talks

3.1 Machine Learning and Visualisation

Ian Nabney (Aston University — Birmingham, GB)
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This talk describes two principal modes of data projection (or dimensionality reduction):
topographic mappings and latent variable models. Principal Component Analysis is defined
and it shown how it can be generalised to a non-linear projection based on distance preserva-
tion (topographic mapping exemplified by Neuroscale) or as a density model for the data
(latent variable model exemplified by Generative Topographic Mapping — GTM). We then
discuss how GTM can be extended to deal with missing values, discrete and mixed data
types, hierarchies and feature selection. Illustrations from real applications are provided
throughout.

3.2 \Visualization Analysis and Design
Tamara Munzner (University of British Columbia — Vancouver, CA)

License @@ Creative Commons BY 3.0 Unported license
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Computer-based visualization (vis) systems provide visual representations of datasets designed
to help people carry out tasks more effectively. Visualization is suitable when there is a need to
augment human capabilities rather than replace people with computational decision-making
methods. The design space of possible vis idioms is huge, and includes the considerations
of both how to create and how to interact with visual representations. Vis design is full of
trade-offs, and most possibilities in the design space are ineffective for a particular task, so
validating the effectiveness of a design is both necessary and difficult. Vis designers must
take into account three very different kinds of resource limitations: those of computers, of
humans, and of displays. Vis usage can be analyzed in terms of why the user needs it, what
data is shown, and how the idiom is designed. I will discuss this framework for analyzing the
design of visualization systems.

4 Working Groups

4.1 Dynamic Networks

Tamara Munzner (University of British Columbia — Vancouver, CA), Stephen North (Info-
visible — Oldwick, US), Eli Parviainen (Aalto University, FI), Daniel Weiskopf (Universitat
Stuttgart, DE), and Jarke van Wijk (TU Eindhoven, NL)

License ) Creative Commons BY 3.0 Unported license
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Networks are ubiquitous. Telecom networks, biological networks, software call graphs, citation
graphs, sensor networks, financial transactions, social networks are some examples. In all
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these cases, it is not only the network structure that is relevant. Nodes and edges have
associated multivariate data, and also, they are often dynamic. Attributes change, and
also, in many cases networks are derived from streams of events (messages, communications,
transactions), where each event has at least a time stamp, and two nodes as associated data.

Such large and complex networks are notoriously hard to visualize and understand. Just
showing the structure of networks with a few hundred nodes already gives rise to the so-called
hairball images, dynamics and associated data are yet another dimension of complexity. In
the visualization community, novel representations and interaction techniques are proposed,
but the problem is far from solved. Hence, the generic question is what machine learning can
offer to provide more insight in such networks. Typical tasks are the identification of outliers
and anomalous behavior, partitioning a sequence of time steps into clusters, identification of
trends and discontinuities, and finding dynamic clusters of nodes.

A lively discussion gave rise to three possible approaches. As model for the data we
used a simple sequence of networks G;,7 = 1,..., N. The first approach concerns the use
of a predictive model. Given such a model, one can predict for each time step a graph
G, given the other graphs G;,j # i. Next, the difference between prediction and actual
data can be shown, to reveal how the given data differs from expectation. A second idea is
to use dynamic clustering: derive clusters across multiple graphs, such that emerging and
disappearing clusters can be shown. Finally, one approach could be to translate each network
into some feature vector, and next apply machine learning on these feature vectors.

Conceptually, all these approaches seem plausible and promising, however, also many
questions remain. First, all these require models and metrics, for instance to make predictions,
to cluster, and to select features; second, a question is if one should strive for generic solutions,
or that questions on network data are strongly application dependent and require custom
solutions.

The participants of the workshop were excited about the topic and the possible approaches.
However, the group lacked expertise to make further steps. Therefore, we decided not to
continue and join other working groups.

4.2 Machine Learning Meets Visualization: A Roadmap for Scalable
Data Analytics

Daniel Archambault (Swansea University, GB), Kerstin Bunte (UC Louwvain, BE), Miguel
A. Carreira-Perpinidn (University of California — Merced, US), David Ebert (Purdue Uni-
versity — West Lafayette, US), Thomas Ertl (Universitit Stuttgart, DE), and Blaz Zupan
(University of Ljubljana, SI)

License @@ Creative Commons BY 3.0 Unported license

© Daniel Archambault, Kerstin Bunte, Miguel A. Carreira-Perpifian, David Ebert, Thomas Ertl,
and Blaz Zupan

4.2.1 Introduction

The big data problem requires the development of novel analytic tools for knowledge dis-
covery and data interpretation (for example [1, 2]). The fields of visualization and machine
learning have been addressing this problem from different perspectives and advances in both
communities need to be leveraged in order to make progress. Machine learning has proposed
algorithms that can address and represent large volumes of data enabling visualizations
to scale. Conversely, visualization provides can leverage the human perceptual system to
interpret and uncover hidden patterns in these data sets.

15101
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In this short report we identify areas where machine learning can assist the process of
data visualization and areas where visualization can drive machine learning processes. These
areas are summarized in Figure 1.

4.2.2 \Visualization benefits from Machine Learning

Traditional uses of machine learning for visualization have included exploratory procedures
such as feature selection, dimensionality reduction and clustering. Here we describe additional
machine learning concepts that may be of benefit for visualization research.

Binary hashing. Binary hashing has emerged in recent years as an efficient way to speed

up information retrieval of high-dimensional data, such as images or documents. Given,
say, a query image, searching in a large database of images for the nearest images to
the query is a high-dimensional nearest neighbor finding problem whose exact solution
is computationally very expensive. For example, representing each image with a 300-
dimensional vector of SIFT features would take over one terabyte for one billion images.
In binary hashing, one maps every image to a compact binary vector so that Hamming
distances in binary space approximately preserve distances in image space. Searching for
neighbors in binary space is much faster because 1) the dimensionality of the binary vector
is much smaller than the dimensionality of the image, 2) Hamming distance computations
can be done very efficiently with hardware support for binary arithmetic, and 3) the size
of the binary-vector database is small enough that it can even fit in RAM memory rather
than disk. In the earlier example, using 32 bits per image the database would take 4 GB.
The success of binary hashing depends on being able to learn a good hash function,
which maps images to bit vectors so that distances are approximately preserved. Initial
algorithms learned a dimensionality reduction mapping and simply truncated it to output
binary values [3], while recent efforts try to optimize the function directly respecting the
binary nature of its outputs [4, 5].
As an example application, consider visualizing a stream of Tweets. Given a new Tweet,
we can turn it into a high-dimensional vector using a bag-of-words representation and then
map it to binary space using the binary hash function. Searching in a binary database
of Tweets quickly retrieves a selection of approximate neighboring Tweets, which can
be refined to keep only true neighbors by computing distances between the retrieved
bag-of-words vectors and the query.

Coresets. Besides the dimensionality which leads to high computational costs and memory
requirements also the number of samples influences the efficiency of many applications
whenever very large amounts are collected as in Astronomy, Photography, streaming and
so on. Random sampling, feature extraction and e-samples are often used strategies to
deal with this problem. This leads to a general concept combining these ideas referred
to as coresets [6, 7). The aim is to find a small (weighted) subset of the data, which
guarantees, that a training procedure based on this subset provides comparable good
results also for the original set. The effectiveness has been shown for several objectives,
ranging from for example dimension reduction, clustering and Gaussian Mixture Models
and surprisingly also coresets with size independent from the size of the data set have
been proven. Moreover, efficient parallel and distributed strategies to find coresets are
proposed, which makes them perfectly suitable for big data analysis and streaming settings.
Information visualization can directly benefit from this concept, since it usually depends
on pairwise similarities or distances resulting in quadratic complexity with respect to the
number of data items.
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Figure 1 Possible interplay between machine learning and data visualization. The core data set
(top), possibly storing the information from the data stream, is preprocessed for binary hashing and
coresets discovery. Preprocessing enables index-based data retrieval, selection of the representative
data instances, and fast distance computation. Multi-view visualization initially displays data
in the coreset, but also supports user in digging deeper and retrieving data from neighborhood,
time, location or concept-specific spaces. Data-related semantic concepts are retrieved from related
data bases and organized in ontology or network. Visualizations are interlinked: any change in
selection in one view updates the information in all other views. Machine learning algorithms for
clustering, assessment of concept enrichment, outlier detection and classification of uncharacterized
data instances are triggered on the fly. User’s interactions are recorded and modeled, and provide
means of predicting them and executing the most likely data-intensive operations that the user can
trigger in the future before they are actually needed. User can change the attributes or position of
data instances in any visualization, thus visually changing the objective function that is optimized
in the visualizations. Change of objective function is followed by repositioning of data elements in
the visualizations.
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Inclusion of background knowledge. Besides the core data which we are trying to analyze,
there may be additional information available that may shed light on the interaction
between data entities, or additionally explain the discovered data patterns. Background
knowledge may be incorporated at various stages of data analysis. For machine learning,
it may serve as a prior that constrains the hypothesis space and steers the optimization
towards models that are consistent both with data and additional information. For
visualization, background knowledge may provide information that support interpretation.
What characteristics outside of the data space are common to a set of co-clustered data
points? What is the match between the visualized data and the concepts that are related
to the problem investigated but were not included in the original data set? Crucial to
exploration of the interplay between the data any additional information are graphical user
interfaces to access and explore such interaction, and quantification of relations between
data instances and concepts to draw statistically founded conclusions. An example of the
later are enrichment analysis techniques from bioinformatics [8], which ranks the data
annotation terms according to their association with a selected group of data entities.

Visualization of classifiers. Recent approaches accommodate for the growing demand of
interpretable models, which lead to visualizations, not only showing the data, but also
an inferred classification model [9, 10]. This enables the use of the human perceptual
qualities to detect: 1) potential mis-labelings which might emerge as outliers, 2) noisy
regions which are difficult to classify, 3) the modality of each class and 4) overfitting
effects of the model for example.

Visualization of machine learning processes. Recent work in both the machine learning
and human computer interaction communities has focused on how to use visualization in
order to improve how we tune machine learning approaches. Specifically, the approaches
have been applied to the problem of network alarm triage [11] and optimizing machine
learning approaches for given performance constraints [12, 13, 14]. This work provides
a way to optimize machine learning processes for given tasks, instead of treating the
approach as a black box.

Steerability, semantic zoom and user constraints. One of the most promising applications

for information visualization to machine learning is steerability. Steerable approaches
in the field of visualization allow for the user to interactively guide large computations
towards areas of interest. Such approaches, when applied in conjunction with machine
learning can be very powerful, allowing heavy weight computations to be targeted to
areas of interest in a very large data set. Steerable approaches first emerged in the field
of scientific visualization [15] and have been subsequently been applied to the process of
visualizing graphs [16, 17].
Moreover, user constraints, like for example walls in maps or must-link and cannot-
link constraints for clustering, can be accumulated by interactions with a display. Any
machine learning algorithms suitable for constraint-based optimization as satisfiability
optimization can benefit from such interactive solutions. First steps to directly incorporate
user constraints into the optimization process of visualizations has been taken for example
in [18]. These constraints can be imposed through user interaction and the resultant
computation could be used in conjunction with a semantic zoom.

4.2.3 Way Forward

Visual design of objective functions. Recently, some methods have been proposed to make
model parametrization and data exploration more intuitive without requiring deep
methodological knowledge of the data expert. Those approaches provide for example a
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simplex where a point in the area corresponds to a parametrization of the underlying
model comparable to multidimensional sliders. Other tools facilitate an interactive data
exploration, by visually combining modules implementing different data processing steps,
which could be combined by the user. However, the parametrization is a very high
level design mechanism and limited in its impact on the final model. To change the
fundamental design and assumptions of the model one would need to interact on much
lower levels such as the mathematical formulation. It would be interesting when a user
could visually combine mathematical atoms to form new objectives as for instance using
graphical models in Bayesian formulations, which are inferred automatically.

Modelling of user interactions. Machine learning should not only be used for summarizing

data. One approach is to use machine learning to learn user actions and predict the likely
future ones. The area of adaptive user interfaces and intelligent user interfaces could be
applied to the field of information visualization to determine likely future interactions
with the system to give it a head start on heavyweight computational processes in a
steerable environment.

Data fusion. In making quality decisions, us, humans, tend to use all available information

that is directly or only indirectly related to the problem. In machine learning, the notion
of wide-range data integration has been explored by data methods of fusion. So far,
data fusion has primarily focused on development of predictive models by combining
different data sources through, say, through kernel-based methods [19] or collective matrix
factorization [20]. The research in this field is important to big data, as it addresses
the variety and span of data sources. To bring the resulting models to the data analyst,
however, data fusion would need to be combined with data visualization using the
approaches that have yet to be conceptualized and developed.
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4.3 User and Machine Learning Dialogue for Visual Analytics
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Thomas and Cook (2005) presented the visual analytics community with a challenge to
create visualization technologies that work interactively and smoothly with computational
algorithms. They describe such a dialog as analytic discourse. They described this as
“...visually-based methods to support the entire analytic reasoning process”, including
the analysis of data as well as structured reasoning techniques such as the construction
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of arguments, convergent- divergent investigation, and evaluation of alternatives. These
methods must support not only the analytical process itself but also the progress tracking
and analytical review processes.

The merger of machine learning and visual analytics presents many potential opportunities
for visual data analysis. Visual analytics leverages the cognitive and perceptual abilities
of humans to enable them to explore, reason, and discover data features visually. Machine
learning leverages computational abilities of computers to perform complex data-intensive
calculations to produce results for specific questions or tasks. Currently, visual analytic
techniques exist that make use of select machine learning models or algorithms (often,
dimension reduction techniques). However, there are additional techniques that can apply to
the broader visual data analysis process. Doing so reveals opportunities for how to couple
user tasks and activities with such models.

The discussion at this Dagstuhl seminar focuses on the role of the user in this process of
integrating machine learning into visual analytics. We discussed challenges and difficulties
of designing a system that would enable analytic discourse. How should specific machine
learning techniques be incorporated into the visual data exploration process? We present a
discussion of the role of user interaction in such a dialog between machine learning techniques,
interactive visualisation and cognitive processes, and provide a scenario to illustrate these
concepts. What would be or should be the role of the user when we combine machine
learning with interactive visualization in ways that would enable users to steer and drive the
computational algorithms?

We claim that user interactions are an important aspect of such a combination. In visual
analytics, user interactions have been designed and implemented as mechanisms by which
users can augment the visualization parameters, filter data, and other direct changes to the
application. In machine learning, user interaction has been used as directed feedback on
results of computation (e.g., classification models, predictive models, etc.). However, we
challenge these two communities to consider an additional lens through which user interaction
can be viewed. We posit that every user interaction encodes some (potentially small) part of
analytical reasoning and insight. The challenge posed to the community is how to adequately
leverage these bits of analytical reasoning and integrate them into the holistic visual analytics
system.

4.4 Bridging the Analytics Gap: Human-centered Machine Learning

Michael Sedlmair (Universitat Wien, AT), Leishi Zhang (Middlesex University, GB), Dominik
Sacha (Universitat Konstanz, DE), John Aldo Lee (UC Lowvain, BE), Daniel Weiskopf
(Universitat Stuttgart, DE), Bassam Mokbel (Universitit Bielefeld, DE), Stephen North
(Infovisible — Oldwick, US), Thomas Villmann (Hochschule Mittweida, DE), and Daniel
Keim (Universitat Konstanz, DE)
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The goal of visual analytics systems is to solve complex problems by integrating automated
data analysis methods with interactive visualizations. While numerous visual analytics
systems have been developed for specific application problems, a general understanding of
how this integration can be realized is still largely missing.

Towards the goal of better understanding this interplay, our working group developed a
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Figure 2 Our conceptual framework. The main components of the pipeline are shown in the
center. Visual encoding of results at different stages of the pipeline are indicated via arrows at
the top, which point trough the VIS tool to the User. User interactions are indicated through the
arrows at the bottom, again via the VIS tool. Different versions of “truth” are highlighted in blue,
together with a quality assurance (QA) component that helps ensuring consistency between the ML
components and the user.

framework that conceptualizes how integration of machine learning methods and interactive

visualizations can be implemented (see Figure 2). We identified aspects of machine learning

methods, which are amenable to be controlled interactively by the user, such as the choice
and parameterization of machine learning models. While some of these aspects can be
automatically optimized by pre-defined cost functions, in many applications it is crucial to
allow the user to control them interactively. Our framework makes the crucial interplay
between automated algorithms and interactive visualizations more concrete. To show its
utility, we used it to analyze several existing visual analytics systems against the framework,
demonstrating that it provides useful understanding as well as guidelines when developing
and evaluating them.

Based on our framework, we finally characterized a set of 11 open challenges:

1. Mapping user input to ML model adaptation — At the core of our conceptual framework
lies the idea that external parameters of an ML model or preprocessor can be adapted
via iterative, and direct user interactions. Some simple examples exist, such as updating
a parameter of a dimension reception model based on how a user moves around points in
a scatterplot. However, mapping user inputs to more complex actions, such as switching
between different model types, remains an open challenge.

2. Discontinuous changes — Implementing such more complex interactions, may sometimes
cause major, abrupt changes in the underlying ML components. A major challenge is
how to communicate such abrupt changes in a perceptually understandable way to the
user, in order to keep her in the loop.

3. Effective learning from small data — An algorithmic challenge that our envisioned human-
in-the-loop scenario poses is learning from a small number of user interactions, likely
in the single or low double digits. While these interactions will be used as stimuli for
training the ML model’s internal parameters, most ML methods require a larger set of
input data to train the model, typically hundreds or thousands of input stimuli.

4. Interactive and Scalable Algorithms — Another technical challenge is that the user should
not be disrupted by long response times occurring during adaptation of ML models.
Therefore, training procedures must be efficient in terms of computation time. In this
regard, new approximation approaches, and methods for including intermediate results
will be needed.
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10.

11.

Balance between Model and Visual Quality — A major challenge in a rich human-in-
the-loop analysis process is assuring both ML model quality and visualization quality.
However, the two types of quality preservation do not always align. For example, a visual
embedding that preserves the input data structure well may not have good readability
due to high dimensionality. Data sparsity and noise can cause clutter and poor group
separation. While some techniques exist, the challenge is to provide a clear indication of
both quality measures to the user and help them to find the right balance between the
two, so meaningful analysis can be carried out.

Consistency between Model and Human — In current visual analytics systems, checking
consistency between model and user is often done manually. The user must evaluate the
model and provide feedback to the system. When a conflict between the two arises, the
outcome can be biased. Such problems can be alleviated by developing automatic methods
that check consistency quality, highlight inconsistency, and recommend appropriate actions.
Note that, though consistency between human and machine is desirable, it does not
guarantee correctness per se.

User Guidance — Current general purpose systems, such as R, offer multiple choices of
preprocessors and ML models that can be applied to analyze data. Application users
who are not ML experts, however, often find it difficult to know which choices are most
suitable for the data and task at hand, and to find good parameter settings for the
selected ML components. Assistance and guidance from the system is therefore of utmost
importance.

Better Perceptual Quality Measures — While numerous quality measures have been
designed for algorithmic purposes, we find few measures that have a truly perceptual
motivation. Current visualization measures do not cover any complex approaches from
perceptual psychology to accurately capture mechanism of human visual perception. Such
models are especially difficult if they want to include human-computer interaction and
data dependency. Having an accurate model of human perception would not only be
helpful for guiding users through the space of visualization design choices, but also for
ensuring consistency between the user and ML models as discussed above.

Uncertainty Description, Quantification, and Propagation — Another challenge is that we
need to describe and compute uncertainty introduced by the various pieces within the
pipeline of using visualization and machine learning together. Describing and quantifying
uncertainty in the interplay between user, task, and ML model is a non-trivial endeavor.
Visualization of Uncertainty — Once we have a quantification of uncertainty, what shall
we do with it? One research question deals with the visualization of such uncertainty.
There is much previous work on visualization techniques to display data uncertainty of
spatial data, such as volume or flow visualization. We find much less work on uncertainty
visualization of abstract data, such as high-dimensional data visualization, common in
ML applications.

Uncertainty Reduction — A related challenge is how we can reduce the amount of
uncertainty. One possibility is to steer the visual analytics process toward a “sweet spot”
where the process becomes less sensitive to the influence of uncertainty. Here, sensitivity
analysis or similar approaches might be adapted. Another approach to reduce the
uncertainty from user input (such as inaccuracies introduced by annotation uncertainty)
could be automatic checks for consistency with the machine-learning model. This idea is
tightly linked to having an appropriate quality assessment for consistency between model
and user.
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4.5 Emerging tasks at the crossing of machine learning and
information visualisation
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4.5.1 Introduction

An ever increasing number of domains is accompanied by digital fingerprints: industry 4.0 with
heterogeneous sensor streams monitoring and controlling industrial processes; smart sensor
signals of everyday life which become ubiquitous in the context of smart phones, wearable
devices, and digitalisation of the automotive sector; highly sensitive medical diagnostics
based on a variety of different biotechnologies leading to individualised -omics sources; the
financial market which is characterised by a multitude of digitally stored indicators; social
life which is tightly mirrored in social media and social networks; or even politics which,
increasingly, makes use of digital information and the underlying ways of decision making
[1]. This digital data revolution places new challenges towards computer scientists: they are
not only developing new technologies for efficient data measurement, pervasive data storage,
privacy preservation, etc, but they also face the challenge to enable humans to cope with the
information buried in these data and take according action. This has been identified as one
of the major questions when it comes to big data, and the term ‘big data analytics’ has been
coined as a key capacity of modern society [2].

Machine learning (ML) and information visualisation (InfoVis) constitute two pivotal
disciplines which enable humans to unravel the information hidden in digital data. Albeit
these two disciplines address similar questions and challenges, their underlying technologies
and theoretical background often differ. Research directions such as the developments put
under the overarching umbrella of ‘scalable visual analytics’ constitute promising attempts to
bridge this gap [3], and there do exist formalisms and tools which successfully rely on aspects
of both worlds [4]. The goal of this contribution is to discuss such links by zooming onto the
tasks and questions which are shared by ML and InfoVis, and their respective approaches to
tackle these tasks. Thereby, we do not cover the full spectrum. Rather we put spotlights
on interesting aspects at two different levels of scientific granularity: differences and shared
technology, respectively, as concerns central paradigms of the data processing pipeline in
InfoVis and ML, on the one hand; and topics which we regard as emerging topics in the
domains of ML and InfoVis, which share a common research question but which are looked
at from two different points of view in the two disciplines. We discuss each of these spotlights
separately in a short paragraph in the sequel.

4.5.2 Classical dimensionality reduction

Often, data are vectorial, but high dimensional, such that its direct inspection as points
in the plane is impossible. Their intuitive visual access constitutes one of the classical
tasks which are addressed by both, InfoVis and ML — but technologies differ [5]. InfoVis
provides a number of different techniques to display such data, such as scatter plots, parallel
coordinates, heat maps, glyphs, or Chernoff faces, as well as interactive exploration e.g.
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based on tour methods. In this context, a major question which is investigated, is how
these visualisation technologies align with human perception [6]. Conversely, ML almost
solely relies on a static display of high dimensional data as a scatter plot, but it explores a
variety of different approaches to learn suitable two-dimensional coordinates from the given
data which preserve as much structure of the original data as possible [7]. The focus is on
the different mathematical ways to formalise the concept of structure preservation, and its
efficient computational modelling.

These foci constitute two different views on the problem: InfoVis concentrates on human
perception and puts the user into the centre, while ML focusses on (often nonlinear) aspects
in the given data and their mathematical formalisation. These different views of the same
problem open the way towards new paradigms, which combine rich visual display technologies
and interaction methods as offered by InfoVis with highly flexible data driven structure
preservation as provided by ML technology. Such enriched data displays have a great potential
for emerging areas such as biomedical data analysis where, often, heterogeneous information
or additional structures have to be taken into account [8, 9, 10, 11]

4.5.3 Modelling

Both, ML and InfoVis essentially model observed data in such a way that the information
buried in the data can easily be accessed by humans. Thereby, a crucial part is to identify
general paradigms and workflows which allow researchers to access the given data in a
principled and scientifically valid way.

For InfoVis, general workflows such as the InfoVis mantra ‘overview first, zoom and filter,
then details on demand’ and clear relations of the technology to be used for display and
the type of data to be displayed are well established [12, 13]. These modelling paradigms
offer guidelines for the ‘scientific language’ which can be used for data visualisation and the
realisation of the dynamics of such display. These principles are usually not tailored to the
exact values of the data to be displayed.

For ML, the key aim is to model the given, observed data, and one overarching paradigm
underlying modelling in ML is the language of probability theory and statistics: often,
learning is phrased as probabilistic modelling of the given data points which are regarded as
samples of an underlying data distribution; modelling refers to the inference of the latter,
i.e. estimating generative probabilistic models from a finite number of given observations
[14]. Thereby, computational learning theory provides a mathematical justification that this
principle is valid. Such modelling is data centred, in the sense that different models result
from different measurements, and the influence of the observed data on the final model can
be quantified by the deviation of the resulting distribution and the prior.

In principle, probabilistic modelling is universal, being capable of modelling every possible
underlying regularity — in practice, assumptions have to be made to avoid overfitting, and
regularisation which is based on prior knowledge or universal priors (such as sparsity) has to
be used. A good choice of priors remains a challenge in particular for sparse measurements
and heterogeneous data sources. Here human intuition could help to regularise accordingly,
opening up an interesting support line from the InfoVis field.

Interestingly, a Bayesian view on InfoVis, which treats data and also user interactions as
observations, opens the ground towards an automation of display selection and adaptation of
the views according to the data. Recently, some promising research along this line has been
proposed, see e.g. [15].
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4.5.4 Quantitative evaluation

Both, InfoVis and ML face the challenge to quantitatively and qualitatively evaluate their
techniques. The used methods differ fundamentally, a fact which closely mirrors the user
centred versus data centred view of the two disciplines.

For InfoVis, the evaluation of a system usually takes place in the form of user studies
or user feedback, such as expert evaluation, lab studies, or field studies [16]. These enable
a formal evaluation of important aspects of InfoVis systems such as their functionality,
effectiveness, efficiency, or usability. Such evaluations are often time consuming, and they
require a clear study design. Notably, these techniques do not make explicit assumptions
about human perception, since humans are directly evaluating the models using their cognitive
capabilities. Interesting attempts try to match human perception and formal mathematical
measurements, which could result in a speed up of the design process due to the availability
of computable measures mirroring human perception [17].

For ML, evaluation is almost solely data centred, and evaluation measures have its roots
in statistics. Since the majority of ML technologies can be found in the field of so-called
supervised learning, classical evaluation measures for ML technology refer to cost measures
such as the classification error or regression error as evaluated in a cross-validation. It has
been a long debate how to evaluate unsupervised methods such as clustering or dimensionality
reduction for data visualisation, and widely accepted quantitative measures for the latter
just emerged recently [18, 19]. One main problem in this context consists in the fact that
data visualisation and unsupervised data analysis is a mathematically ill-posed problem,
and it depends on the setting at hand, which aspects of the data are of interest for the
user. It is often not clear how to formalise these fuzzy goals in terms of mathematical cost
functions and model priors. In this respect, ML can benefit from the insights and evaluation
technology which is common in InfoVis, since it enables to take the user expectation into
account without the necessity to express the latter within mathematical terms.

Conversely, by focussing on an underlying data distribution and the generalisation ability
of a model to new data, ML can rely on strong techniques offered by statistics. A general
technology which allows to evaluate the generalisation ability and robustness of a model, for
example, is provided by sampling methods such as bootstrap statistics or cross-validation
[20]. Hence it is easily possible to automatically evaluate a given algorithm or model as
concerns its statistical robustness — a prerequisite which is independent from the overarching
goal of modelling.

4.5.5 Big and streaming data

Albeit ML and InfoVis constitute two key technologies when it comes to big data, both
techniques also face a number of new challenges in this context [2]. Both disciplines have
to cope with the increasing computational and memory demands when it comes to big
data. Hadoop’s map-reduce, as an example, constitutes a widely used technology in both
domains [21].

Besides these grounds, both domains develop new data structures and algorithms to
speedup computational costs for core methods such as spatio-temporal data representation
or dimensionality reduction. Interesting recent proposals, for example, rely on an intricate
hierarchical representation of data and a suitable summary of the information content at each
hierarchical level: within InfoVis, so-called nanocubes enable to deal with tens of billions of
data points efficiently [22]. In ML, a similar concept which has its roots in statistical physics
has recently been proposed to speed up dimensionality reduction techniques from quadratic
to only log-linear complexity [23, 24].
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Often, data are not only big but arrive continuously over time. In such cases, the challenge
is to face the specific data characteristics caused by its dynamic arrival. In InfoVis, streaming
data visualisation deals with the problem to take user expectation and perception of temporal
changes into account. As an example, dynamic graph drawing tries to optimally balance
dynamic changes and constant characteristics within a visual display of dynamic graphs [25].
Besides human perception, enriched mathematical concepts such as parameterised lines can
open the way to novel, efficient dynamic displays [26].

For ML, one of the core problems of streaming data analysis consists in the fact that a cru-
cial assumption underlying classical ML is violated: data are usually no longer independently
and identically distributed, rather trends occur. Thus, ML methods have to cope with the
challenge of data trend, emerging and vanishing concepts, and intricate data dependencies
over time, with quite a few novel approaches and theoretical models popping up to deal with
these problems [27].

4.5.6 Few data

In the context of heterogeneous data and user interaction, a phenomenon, which lies on the
opposite side, takes place: methods face the challenge to learn from few data only.

One example instantiation of this challenge is the detection of rare events within large
data sets, popular applications being e.g. network intrusion detection, rare event detection,
customer preference learning, crime detection, or change point detection [28, 29]. Here,
specific ML and InfoVis techniques have to be used which are capable of dealing with highly
imbalanced data sets and putting its focus on the few observed anomalities in the data, since
the majority of observations belong to the class of ‘normal’ events in such settings.

Another application area deals with very few labeled events only, such as instantaneous
learning from few examples. This becomes possible provided auxiliary information is taken
into account, such as strong priors in Bayesian modelling of visual categories [30], or the
wisdom of the crowd which manifests itself in social media [31].

One domain where learning from few examples would be very useful is the automated
annotation of given data. Typically, interactive systems are offered by InfoVis technology
which enable experts to annotate such events; still, this is usually too time consuming for
the full data. Here automation as offered by ML would help. Currently, most automated
annotation systems are specialised to the respective domain, covering e.g. genomic data
annotation, texts, images, or specific events in time series data [32, 33]. An interplay of
ML and InfoVis techniques could help to generalise these approaches towards a domain
independent technique.

4.5.7 Causality

Interactive data analysis is concerned with insights into the given information such as
characteristic patterns, summaries, or typical cases. Often, the causality of observations
constitutes a key question humans are interested in: which measurements and observations
are relevant for a certain effect and how do they relate to each other? What is the cause
of a particularly interesting / annoying / relevant observation, and how can this effect be
changed? While correlations of events can easily be determined based on classical statistics,
the notion of causality — which event is the cause of which other event — requires a more in
depth analysis. Typically, it does not suffice to analyze available observations only, rather it
demands for a mediated probability or expert insight.

Interestingly, in recent years, the automated inference of causality from measured data
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has become more an more relevant in different areas of ML, caused by increasing data sets
e.g. in neurobiology (such as action potentials of neurons, based on which neural connectivity
should be predicted) [34, 35]. There do exist possibilities to infer causality in some settings,
provided suitable prior assumptions are integrated into the models. One example is offered
by independent component analysis, which is capable of unraveling mixed sources based on
the notion of statistical independence only, and which can also be used for causality detection
for linear relations. Naturally, human interaction can also help to clarify unclear cases which
can occur due to highly nonlinear effects or sparse sampling; here an interactive analysis
where ML and InfoVis provide different insights can be beneficial.

Having identified causal relationships, it remains a challenge to present these insights in
such a way that the user can use this information for decision making in complex settings.
A challenge is given by the fact that data are high dimensional, and causality is usually
not only spotting relationships between simple measurements, rather it relates to significant
macro-properties of the system, such as traffic jams and road network design in interactive
traffic analysis. InfoVis provides a few technologies how to display such information efficiently
and effectively in different contexts [36, 37].

4.5.8 Computational creativity

Automatic storytelling has been dubbed as one emerging area in InfoVis which goes beyond
the mere display of data; rather it enables to build a whole story and line of argumentation
around given data, supporting the arguments by suitable visualisations where appropriate
[38]. Besides novel InfoVis tools, this task faces the challenge to infer a reasonable storyline
automatically or with the help of the user from the given data; hence there is the need for
fundamental arguing principles and inference mechanisms, typically techniques from ML
and AI. Further, stories are often built around interesting exceptional events, hence rare
meaningful events have to be detected automatically, as already discussed in section 4.5.6.

In ML, this question also touches on what is referred to as ‘computational creativity’:
where are the relevant novel uncommon insights buried in the data? This imprecise notion
can be partially matched with mathematical measures such as the entropy, which measures
the amount of surprise in a data set, and successful technical systems which make use of
these principles e.g. for efficient reinforcement learning have been proposed [39].

4.5.9 Collaborative work

Web and social media, among other aspects, enable an ever increasing availability of collabo-
rative sources for data analysis: they provide basic data sources and background information
based on which data analysis can be enriched, popular examples being e.g. collaborative
filtering [40]; automated annotation and the wisdom of the crowd enables to rely on label
information which, due to the sheer size of the participants, can be statistically very reliable;
further, the web provides an environment where humans can increasingly work together
and collaborate, making according platforms mandatory, examples are MOOCs or shared
bioinformatics data bases.

These developments provide new possibilities but also new challenges for InfoVis and
ML, such as the following: how to visualise and analyse data which comes from different
sources, how to align the usually slightly different data representations and persistently store
the involved information? One crucial aspects is, for example, a common data space or
language shared by the collaborators, a question which is tackled under the umbrella of
transfer learning in ML [41], and addressed in first systems in the InfoVis field [42].
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4.5.10 Discussion

We have discussed some tasks and questions shared by InfoVis and ML, pointing out the
different view of the two disciplines due to their user centred versus data centred view. This
difference often results in different technologies, which can be combined to open up revenues
for new, even more powerful technologies. With the advent of big data and distributed sensors,
data sets and analysis tasks become ever more complex: data sources are heterogeneous,
data are distributed, and massive volumes have to be addressed. At the same time the tasks,
which can be tackled, are no longer restricted to simple correlations, but complex questions
which relate to planning and decision making are investigated. This calls for a combination
of the two fields, such that it becomes possible to address these challenged with integrated
methods which can automate inference wherever possible, but which can use interactive
analysis wherever expert feedback is mandatory.
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4.6 Reproducibility and interpretability
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Evaluating visualizations and visualization tools is a broad area and is at the heart of
visualization research. Especially considering that a visualization requires a human to be
understood and used, the focus has always been on how to evaluate the user experience.
However, visualization research uses more and more sophisticated algorithms including some
developed in the field of machine learning. Most of these algorithms have a stochastic nature,
which makes that their result (or output) may depend on various settings, such as the
small variations in the data, some random initialization or random step in an optimization
procedure, etc. Therefore human evaluation of visualizations include various elements related
on one side to the human nature of evaluations, and on the other side to the stochastic nature
of the methods. The discussion in the group during the Dagstuhl seminar has concentrated
on 1) how to distinguish these two aspects, and 2) what are really the different effects that
have to be measured, in terms of robustness, generalizability, stability, etc.

Evaluation of visual data analysis tools can thus be viewed under a holistic perspective.
Let us consider the the process of (visual) data analysis as a special type of algorithm. It
takes inputs just like any other algorithm in form of data and/or parameters. Its output is
some type of number or other complex entity (as is common for any algorithm). Sometimes
this output will be some kind of decision made by the user, and hence it could be seen as a
classification (into 0 or 1 or any other class of possible decisions). The only difference would
be that while a traditional algorithm would simply be a structured sequence of computer
code, the new holistic way of algorithms could include components that are determined
by the so-called user-in-the-loop. In order to better distinguish this holistic view from the
traditional view, we call these hal-gorithms.

This is akin to the Turing Test. The purpose of the Turing Test is simply to find out
whether the algorithm one interacts is purely a machine or has components that can only be
performed by a “real” human.

Under this holistic view of an algorithm it makes sense to ask on how to evaluate
the quality of this hal-gorithms. With other words, we are considering the question on
how different algorithmic performance test would extend to a scenario where the human
is an integral part of the hal-gorithms. Again the evaluation of the quality necessitates
to distinguish between performances (or differences of performances) that result from the
algorithm itself, or from the user-in-the-loop supplementary layer.

The discussion during the Dagstuhl seminar has also covered terminology. Words such as
robustness, stability, generalizability and sensitivity are sometimes used without having in
mind a clear definition of their respective meaning and differences. Some can cover various
situations too. The following is a first attempt to clarify both the terminology and its use in
the holistic context.


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

Daniel A. Keim, Tamara Munzner, Fabrice Rossi, and Michel Verleysen

4.6.1 Robustness of algorithms

The term robustness with respect to algorithms refers to the ability of an algorithm to
gracefully handle any type of input. For instance the robustness of an algorithm with regards
to outliers is of great concern. The concept of robustness is not far from the concept of
stability (described below),

4.6.2 Robustness of hal-gorithms

Transferring the concept of robustness to hal-gorithms can have different meanings. For
example if the target visual data analysis tool was created for a specific user group (’experts’),
will it handled users that are not part of this group gracefully?

4.6.3 Generalizability of algorithms

The concept of generalizability of an algorithm is a contribution of the machine learning
community. The idea is that train the algorithm (i.e. estimate optimal parameter settings)
on a small subset of the known data. The performance of the algorithm is the evaluated on
a hold-out set, which allows estimating how the algorithm would generalize to a greater set
of possible (unknown) data. Estimating how an algorithm generalizes gives some indication
on how to choose between several algorithms or settings.

4.6.4 Generalizability of hal-gorithms

The concept of generalizability is not new to the visualization community. The “User Perfor-
mance” and “User Experience” evaluation methods speak exactly to aspects of understanding
visual encoding principles by a larger set of users. However, there is a difficulty of properly
testing relatively complex (visual analysis) tools. Often times there are too many confounding
factors to consider. On the other hand, many tools are created for specific applications
and particular experts. Having access to a larger number of these specific users is often
not possible. Further, it is often not feasible to create multiple tools for different subsets of
these users (the ‘training’ user set). Hence, during the design of a visual analysis tool (often
referred to as a Design Study) the algorithm / tool is iterated upon and refined with a set of
particular users one is working with. Hence, the generalizability of these tools is not tested.

4.6.5 Stability analysis of algorithms

Stability analysis is a term that often refers to the numerical stability of algorithms or
discretization schemes. It is tied to the analysis of errors in the numerical computation.
Hence, it is tied to the propagation of errors over several iterations. If the errors increase, the
algorithm is numerically unstable. If the errors decrease, the algorithm is stable and often an
analysis of the speed of convergence is followed. Even without ’errors’ stability issues may
be encountered due to the stochastic nature of data. On the other hand if ’errors’ also refer
to possible small variations in the data, the stability concept is not far from the robustness
concept, and from the sensitivity one. Stability can also be related to the objective function:
does the results of an algorithm change significantly if the objective function (the criterion
that is optimized by the algorithm) is slightly modified?
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4.6.6 Stability analysis of hal-gorithms

In cases where the generalizability of hal-gorithms can not be tested, perhaps a restricted
view can be taken and a stability analysis can be performed. I.e. perhaps it can be well
defined under what conditions and circumstances our hal-gorithms can be guaranteed to
perform well. Further, one can ask whether several users working together come to an answer
faster or to a better answer.

4.6.7 Sensitivity analysis of algorithms

Last but not least, sensitivity analysis is a branch of statistics that considers the change
of outputs with respect to the inputs. Here, one distinguishes between global sensitivity
analysis and local sensitivity analysis. Global sensitivity analysis is considering the possible
change in outputs over all possible input variables by constraining just one input. On the
other hand, local sensitivity analysis constraints all inputs to a specific value and analysis
the change of output with respect to a small change in input of one of the inputs.

4.6.8 Sensitivity analysis of hal-gorithms

Sensitivity analysis is perhaps the most interesting and neglected aspect of hal-gorithms.
How does the result change if the particular user using the visual analysis system changes?
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Routing is a fundamental mechanism in communication networks, and its security is critical to
ensure availability and to prevent attacks; however, developing and deploying secure routing
mechanisms is still a challenge. Routing is the process by which information is passed via the
communication network, from source to destination, via a series of intermediary nodes/routers.
Routing attacks include route-hijacking, i.e., diverting traffic to an adversary-controlled
router, and denial-of-service attacks exploiting the routing mechanism, i.e., preventing
communication (in parts or the entire network), e.g., by malicious dropping of packets by a
router.

Routing, and even more secure routing, are complex problems with many variants. In
particular, the Internet is a federation of many domains (usually referred to as autonomous
systems (ASes)), each managed by a separate organization; there are separate standard
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protocols for routing inside an AS (intra-domain routing) and for routing from a source
in one AS to a destination in a different AS (inter-domain routing). Significant efforts are
dedicated to securing intra-domain routing protocols and inter-domain routing protocols;
in addition, significant efforts are also dedicated to the design of completely new Internet
architectures that include secure routing mechanisms.

Another categorization of routing mechanisms and challenges involves mobility. Many
routing protocols, including standard Internet routing, are designed for a mostly static
topology, where connections between routers are relatively stable. However, communication
is increasingly performed among mobile devices. There are many efforts and challenges in the
design of (secure) routing mechanisms for highly mobile networks, e.g., between tiny wireless
sensors, swarms of tiny robots, or simply mobile users (e.g., upon catastrophic failure to
regular infrastructure).

There is also a need to re-evaluate and possibly re-design routing mechanisms and security
measures, to address changes in the way the Internet is used, and in the presence of new
security challenges. In particular, is there a need to adapt routing to facilitate, and/or
take advantage of, cloud services, and to support security for them? Is there a need to
adapt routing to the increased threat of Denial-of-Service attacks, or to facilitate widespread
provision of Quality-of-Service? Should routing be modified to take into account energy
considerations, or to take advantage of and facilitate Software Defined Networking (SDN)? If
modifications are made for these goals, how does this affect routing systems’ attack surface?
Finally, is there a need to modify routing and its security mechanisms, as a result of the recent
revelations regarding the scope of abuse of routing by powerful nation-state adversaries?

In summary, to advance routing security in the aforementioned topic areas, a number
of significant research problems need to be addressed, and identifying these problems was
the goal of this seminar. The first objective was to facilitate brainstorming and exchange of
ideas among experts working in different areas and types of secure networking, leading to an
improved understanding of the different aspects of secure routing. The second objective was to
identify the most important research challenges and to devise a roadmap towards addressing
urgent issues. Through the seminar, we aimed at opening up new avenues of research in
the area of routing security. For the given focus areas of the seminar, we contributed to the
following key research challenges:

Routing Security by Design for a Future Internet: the challenge was to overcome the

limitations and confined models imposed by today’s Internet. Both clean slate as well as

evolutionary approaches towards a secure-by-design future Internet were discussed.

Inter-domain Routing Security and Intra-domain Routing Security: challenges addressed

in inter-domain routing were the reconciliation of potentially conflicting security interests

across multiple domains and resilience against recently published attacks. Intra-domain
routing is underrepresented in research; here, the seminar aimed at identifying the key
research challenges towards a research roadmap.

Routing Security in Mobile/Wireless Networks, and in Delay- and Disruption-tolerant

Networks: the main goal within the seminar was to identify possible ways to provide

routing security in light of the severely limited resources and special characteristics of

mobile and wireless systems.

Quality of Service (QoS) and Denial of Service (DoS) aspects of Routing Security: the

challenge was to jointly consider security considerations and QoS aspects, both in theory

and practice.

To address these challenges, the seminar was organized in six working groups. They are
presented in Section 4 of this report. The schedule of the seminar and its working groups is
presented in Table 1 below.
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Table 1 Schedule for Dagstuhl Seminar 15102.

A — Taxonomy
F — Intra-domain

C — Inter-domain
D — Mobile/Wire-
less

E — QoS/DoS, For-
warding security

Dinner (18:00)

Cafe, wine, cheese, discussions in cafeteria, wine cellar,

music room, etc.

Sunday Monday Tuesday Wednesday
Breakfast from
7:30-8:45
9:00-10:30 + Welcome by | Wrap-up & wup- | Wrap-up & up-
Matthias date date
+ Intro of parti- | Plenary dis- | Plenary dis-
cipants cussion: A, B, | cussion: C, D,
+ Intro talk by | F E
Steven
Coffee
10:50-12:10 + Talk by Adrian | Parallel sessions Wrap-up & re-
Perrig C — Inter-domain | served
+ Talk by Randy | D — Mobile/Wire-
+ Agenda, plan, | less
goals by Amir E — QoS/DoS, For-
Picture of group warding security
Lunch (12:15) or lunch boxes for
early departure
13:30-15:30 Parallel sessions Social event: 1h | Departure
A — Taxonomy hiking/biking
B - (R)Evolution | around Dagstuhl
castle
from 14:30
Parallel sessions
contd.:
C — Inter-domain
D — Mobile/Wire-
less
E - QoS/DoS,
Forwarding
security
Coffee Arrival, registra-
tion from 15:00 to
19:00
15:50-17:50 Parallel sessions | Parallel sessions
contd.: contd.:

WG (A) Towards a taxonomy on secure routing

WG (B) Revolution and/or evolution?
WG (C) Securing inter-domain routing

WG (D) Routing security in mobile/wireless networks and delay-/disruption-tolerant networks

WG (E) Forwarding/data-plane security
WG (F) Intra-domain routing security
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3 Overview of Talks

3.1 Routing is as Insecure as the Rest of the Flippin’ Internet, but it’s
Scarier

Randy Bush — Internet Initiative Japan Inc., JP

License ) Creative Commons BY 3.0 Unported license
© Randy Bush

The goal of the opening talk is to raise lessons from other (Internet) evolutions and revolutions
to make us aware of the pitfalls such as ’second-system syndrome incompatibility’. Routing
protocols need to protect their assets (traffic content and meta data) from threats such
as traffic content inspection, modification, injection, and analysis. Both routing and DNS
attacks are today’s most severe security issues on the Internet, but routing threats are on
the rise. Attackers are primarily spammers, but also governments and financial institutions
are involved. Routing attacks target external infrastructure (e.g., IRR, Whois, RPKI) and
both well-implemented and poorly designed protocols. This is a disaster happening every
day but a cure is difficult to deploy. Security solutions need to provide a real benefit to some
involved entities, and deployment must be simple and backwards compatible. Lessons may
be learnt from bad examples such as IPv6 and better ones such as RPKI.

3.2 Routing Security Challenges
Steven Bellovin — Columbia University, US

License @ Creative Commons BY 3.0 Unported license
© Steven Bellovin

Routing security is hard because failures occur when someone lies. The protocol, however, is
executed correctly, and the liar may be distant. Attackers today are definitely spammers,
but governments may be involved. Attackers can lie about prefixes for paths. It can happen
internally or externally. There are currently no good incentives for deployment in the
interdomain case.

3.3 SCION: A Secure Next-Generation Internet Architecture
Adrian Perrig — ETH Ziirich, CH

License ) Creative Commons BY 3.0 Unported license
© Adrian Perrig

The Internet has been successful beyond even the most optimistic expectations. This success
has created a dependency on communication. Unfortunately, the current Internet suffers
from numerous vulernabilities and shortcomings that limits its availability. To address these
issues, we study the design of a next-generation Internet architecture that is secure, available,
and offers privacy by design; that provides incentives for a transition to the new architecture;
and that considers economic and policy issues at the design stage.
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4 Working Groups

Core topics of the seminar have been organized in six working groups. Each working group
lasted for one or two sessions of 120 minutes each and was running with one or two other
working groups in parallel (one working group was merged with another one due to a low
number of participants). Working group sessions were followed by a wrap-up session the
next day, in which the outcome was presented to all seminar participants. The following
subsections provide a summary of the discussions within each working group.

4.1 Towards a Taxonomy on Secure Routing

This working group has explored how secure routing protocols could be categorized towards
a better understanding of existing solutions and the areas that need improvement. Particular
focus has been put on identifying goals of secure routing protocols as this is an area that
currently is poorly specified.

Principal classifiers for secure routing protocols that have been identified include

attacks/vulnerabilities/risks on the routing protocol,

security solutions,

the routing abstraction/model/formalization/environment used, and

goals at the control and data plane.

It is important that goals are clearly specified as part of a system specification. In terms
of routing abstractions/models/formalizations, one may consider
information-centric/content-centric networking (e.g., in Future Internet),
software-defined networking (makes secure routing even more complex, but at the same
time there is a chance to do things exactly as they should be),
traditional Internet routing (intra- and inter-), and
mobile/wireless routing.
These properties form what was called the environment of the routing protocol.

Goals

The participants have determined that a taxonomy of current routing protocols based on
goals is difficult because today there are no formalisms for (routing) protocols. People talk
about safety, aliveness, lightness, etc., but these issues are not defined, and models do not
specify what is expected from networks. For example, a goal such as availability seems clear,
but under which circumstances is usually not specified. Routing protocols typically provide
a best-effort service under non-adversarial circumstances but specifications are not very clear
what can be expected under which (threat) scenarios. This issue has been identified by the
working group as an open problem on the network specification/modelling side.

Thus, what is needed is a model that clearly specifies what to be expected. To this end,
goals need to be separately specified for the data, control, and management plane, and they
may be different for different network entities (such as source vs. intermediate node vs.
destination) defined by the model.

The following goals or requirements for a secure routing protocol have been identified,
distinguishing the data plane from the control plane and the management plane:
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Data plane:

It should provide a certain service, which may be best-effort, reliable communication,
or reliable communication with performance guarantees.
It may provide (end-to-end) path enforcement.
There are a number of common security /protection goals, which include confidentiality,
integrity, and authenticity (CIA) as well as privacy.
Other goals that have been identified included net neutrality and censorship resilience.
What is meant by the latter needs to be better understood.
Control plane:

We may distinguish between two aspects:

centralized (e.g., SDN) vs. decentralized approaches, and

whether the routing protocol implements local state, global state, or is stateless.
Examples include distance-vector routing, which is decentralized with local routing
state, and link-state routing, which is decentralized but acquires a global state.
Common security goals include confidentiality, integrity, and authenticity (which may
be different between the control and the data plane).
Freshness and trustworthiness/completeness for a global routing state. Trustworthiness
in this context is not about integrity but about making sure that we can trust the
global state that we aggregate.

Management plane:

It must be reliable and timely.

In general, goals are expected to be similar to those of the data plane.
The control plane may cover one or more administrative domains, which needs to be taken
into account. At the same time, there are routing protocols without a control plane (e.g.,
flooding). The management plane, which is used mostly for monitoring the data and control
planes (but also for configuration and reboot), may implement message routing via dedicated
wires or some ‘obfuscated’ mechanism and may be multi- or single-hop. Attacks on the
management plane are similar to those on the data plane though the constraints are tighter.

A worthwhile reference that was mentioned is the paper [1], which provides a taxonomy
of common concepts and definitions for security goals in communication. The paper also
motivates looking at the boundary between the routing system and the environment. For
example, the attack surface depends on system boundaries, e.g., malicious hardware of router,
or attacks at interfaces such as power-attack/connection to 3G/4G. Another important issue
at the boundary is how to bootstrap the crypto (i.e., how key management is provided).

In terms of threats, it may be interesting to look at a study published by the European
Union Agency for Network and Information Security (ENISA) [2], which summarizes good
practices that aim at securing an Internet infrastructure asset from Important Specific Threats.
The study includes a mind map, which graphically categorizes Internet infrastructure assets
into eight families: protocols, software, hardware, information, human resources, facilities,
interconnection, and services; the latter which is split into four subfamilies: applications,
routing, addressing, and security.

A side question was whether/how vendors would be incentivized to work with the
community to implement these goals. While this has been identified as a separate issue,
a clear specification of goals would at least allow checking whether the protocol actually
provides these goals.
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Solutions

Participants in the working group agreed that it is not possible to provide a concise and
exhaustive list of solutions that implement the goals that have been identified. Therefore,
only a few examples have been discussed. It was assumed that any mechanisms for the data
plane must be able to rely on the control plane ‘doing its job’. Examples discussed included:
Confidentiality, integrity, and authenticity can be provided by classical cryptography,
both at the control and data plane. Attacks are the ‘usual suspects’ (side-channel attacks,
etc.).
Reliability with performance guarantees needs to be implemented by
Reliability measures such as forward error correction, network coding, and (negative)
acknowledgments.
Performance measures, which include prioritization, admission control, and resource
reservation.
Trustworthiness/completeness needs to be based on cryptography, reputation mechanisms,
heuristics, and invariants.

Future Internet

Goals for the Future Internet have only been briefly discussed. Comments included the
need to consider non-interference for parallel stacks and to be aware of downgrade attacks
when backwards compatibility is provided, and that routing over hybrid networks may be a
challenge.

Outcome

It was decided that it would be a good idea to write a survey paper on this topic. Currently,
there are surveys on routing taxonomy, but they are solely on wireless routing. Some
older survey that focuses on BGP exists but it does not cover newer developments such
as software-defined networking. Reference [3] is also not recent and it does not seem very
systematic.

In terms of the content of the paper, it was suggested that it needs to cover (1) the system
environment (akin to a trusted computing base) and its boundaries, (2) goals in terms of
functionality and security on data, control, and management plane, which then allows us
to describe (3) mechanisms to fulfil the goals, and subsequently (4) possible attacks on the
mechanisms. It was also suggested that we should consider the industry side, which sees
several security issues as rather academic from the viewpoint that dectection is already good
enough while protection at the cost of overhead is not worthy. From this perspective, it was
agreed that the paper needs to include a clear and realistic adversary model.

4.2 Revolution and/or Evolution?

This working group was concerned with the problem of incrementally deployable improvements
in secure communication and routing. It has raised two important issues towards addressing
the problem:
The identification of long-term ideal situations (the “vision”). This bears the question
whether the vision is realistic.
The identification of intermediate steps. The questions here are: what are incentives; and
what is the cost?
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There are a number of threats in incremental deployments. These include: (1) Not having
a vision. The vision may be too vague, too tight, or too ambitious. (2) Not all intermediate
steps constitute an improvement ([4]), and partial deployment might even lead to vulnerable
conditions. (3) Partial deployment may be hard to achieve, e.g., ingress filtering only prevent
others, so there may be no real incentives. (4) Corporate interests may result in conflicting
goals.

Ultimately, the goal is to implement the vision, which includes identifying and imple-
menting all intermediate steps.

Studying current deployments, the following systems have been identified: LISP, PKI,
spoofing prevention, secure E2E communication (SSH, IPsec, SSL), anonymous communica-
tion (Crowds, TOR), digital currencies (cybercash, café, Mondex, Millicent, Bitcoin), secure
email, and public-key crypto.

In terms of research activities, the Internet architecture board (IAB) recently held a
workshop on Internet technology adoption and transition and published its findings in RFC
7305 [5].

The working group concluded with identifying a challenge for future work, which is to
find other incentives for incremental deployments than just the operator’s economic ones.

4.3 Securing Inter-Domain Routing

Secure route discovery for inter-domain routing faces a number of challenges, including:
Privacy of control-plane data (e.g., of relationships between operators)
Correctness of the control plane (e.g., hijacking of routes must be prevented, i.e., routers
must know accurate, trustworthy routes to (all) destinations; and ownership must be
asserted)
Deployment (costs and incentives need to be considered; this may be even more challenging
for partial deployment)
Convergence (stable state vs. optimal state, efficiency)
Policy (source / destination / transit)
Trust relationships
Validation of identifiers

These challenges are not the least due to pressing security threats. Examples include:
(1) hijacking of resources (identifiers, links, IPs), (2) topology attacks (path redirection,
link cutting), (3) availability attacks (protocol, DDoS, complexity attacks), and (4) privacy
attacks (“learning” attack).

To address the challenges, a number of goals have been identified:

Functionality: this is about reaching equilibrium for convergence.

A specific question concerns how to characterize such equilibria (correctness), e.g.,
correct path establishment to ensure correct packet delivery (if a valid path exists, it
should be found), loop-freeness, and prevention of invalid name announcements.
Convergence must even be achievable under attack.

Trust: creation (who do you trust for what), representation, distribution, management,

agility & flexibility.

Policies for source and destination, and for transit.

Security in case of partial deployment.

Privacy

of the topology, and
of the policy.
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The working group has then discussed the current state-of-art in secure inter-domain
routing in terms of deployment and research. The following deployed systems have been
identified: RPKI, Origin Authentication (coming up), and BGPsec (close to being finished)

For BGPsec, a number of problems have been highlighted: RPKI and certificate man-
agements, hierarchies, resource intensive (crypto, memory), DoS (fake withdrawal attacks),
partial deployment, convergence, and deployment incentives.

In terms of research, several activities within the context of Future Internet research
efforts can be found: (1) SCION (which provides incentives for national/local deployment),
(2) FIA, (3) MobilityFirst, (4) ILNP, (5) LISP, and (6) HIP.

The working group concluded with an identification of the following research challenges:

interdomain multipath routing (beneficial for security)

diverse paths

non-hierarchical trust (toleration of malicious nodes)

impact of security on the system (measurements, verification)

guaranteed policy-compliant path computation (if path exists, it should be found, under-

stood, and useable)

centralization of route computation

finding policy-compliant path

building network model out of specifications and the formal statements about network

properties

deployment incentives

routing transparency

control plane congruence with data plane

proof of ownership in hierarchy

4.4 Routing Security in Mobile/Wireless Networks and
Delay-/Disruption-Tolerant Networks

Due to a limited number of participants, it was decided to join a larger discussion within the
working group on a taxonomy of secure routing protocols.

4.5 Forwarding/Data Plane Security

This working group has addressed the issue of providing a forwarding service under QoS
requirements and DoS attacks, which has real-world application in the intra-routing domain.
Aspects that need to be considered for this service include

latency and latency variance — this needs to consider limited throughput but does not

assume any adversary,

(local) fast recovery,

global monitoring, and

path enforcement (under non-adversarial scenarios).
Fast recovery and global monitoring provide a reliability service but not end-to-end reliability.
Current systems are decentralized but are moving towards central control (i.e., SDNs).

From a practical point of view, IPsec tunnels may be used to provide forwarding security.
However, they are not used for various reasons. For example, mobile base stations can
maintain just a few security associations, so this is a point of tension. Privacy is not
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considered a strict requirement since a cellular operator can disable encryption because
of load (e.g., consider New Year’s text message storm). However, privacy in residential
applications might be a desirable marketing option.

Concerning DoS attacks and traffic analysis, current system provide no protection against
traffic analysis. Existing techniques to mitigate traffic-based DoS attacks include filtering, in
particular the redirection of traffic through optimized filters. However, some defenses have
undesirable effects on intra-domain routing such as when path security is needed.

A threat model for forwarding security must consider both outsiders and insiders. Attacker
capabilities include:

Outsiders:

Traffic injection (possibly coordinated)
Eavesdropping (wireless links, only)

Insiders:

Packet delay, dropping, misdirection, injection, corruption (payload and header),
replays, etc.

Attacks may be directly carried out on the data plane, whereas all attacks on the
control plane impact the data plane.

The ENISA report on BGP [6] provides a good overview of threats.

In addition to attacks on the communication links, an adversary may attack the operating
system and the hardware. These system attacks ‘on the box’ impact the data plane as an
adversary may delay data, drop data, etc. (same as before). Adversaries may also collude
(e.g., by setting up a wormhole between two communication devices, which amounts to a
control-plane attack affecting the data plane).

Solutions for these threats must provide clear incentives (e.g., financial incentives). This
is possible when a security solution is an ‘enabler’ (e.g., for QoS).

It has been mentioned that while forwarding security is foremost considered for traditional,
static networks, mobile wireless networks must be addressed, too. This includes cellular
networks, wireless multi-hop networks, and specific settings such as medical networks.

4.6 Intra-Domain Routing Security

Secure intra-domain routing protocols are currently underrepresented in both the academic
literature and in deployed systems. The reasons for this unfortunate fact are not obvious;
attempts to identify why neither researchers nor industry have sufficiently addressed this
important problem resemble a guessing game. In existing intra-domain protocols, however,
attackers can easily create damage by launching various attacks.
The problem statement in this domain is thus how to secure intra-domain routing and
make it robust against malicious entities, be it routers, end-hosts, or administrators. Such
entities may launch a number of attacks including:
Redirection attacks
Path shortening (LSA alteration, bogus links)
Prefix announcements
Link cutting or congestion

Availability attacks (delay LSA or drop)

A practical problem that has been identified is that incidents are often not reported (in
comparison to the inter-domain case). A first step in addressing intra-domain routing attacks
is the deployment of better monitoring techniques.



Amir Herzberg, Matthias Hollick, and Adrian Perrig

Acknowledgments. We thank Raphael Reischuk for acting as a scribe during the Dagstuhl
seminar and Michael Noisternig for acting as a scribe during the seminar and the collector
for this report.

References

1 Avizienis et al., Basic Concepts and Taxonomy of Dependable and Secure Computing. IEEE
Trans. on Dependable and Secure Computing, vol. 1(1), pp. 11-33. 2004.

2 Threat Landscape and Good Practice Guide for Internet Infrastructure. European
Union Agency for Network and Information Security (ENISA), Jan. 2015.
https://www.enisa.europa.eu/activities/risk-management /evolving-threat-environment /
enisa-thematic-landscapes/threat-landscape-of-the-internet-infrastructure

3 Chakrabarti et al., Internet Infrastructure Security: A Taxonomy. IEEE Network, vol.
16(6), pp. 13-21. 2002.

4 Lychev et al., BGP security in partial deployment: is the juice worth the squeeze?, ACM
SIGCOMM Computer Communication Review, vol. 43(4), pp. 171-182. Oct. 2013.

5 Lear (ed.), Report from the IAB Workshop on Internet Technology Adoption and Transition
(ITAT), IETF RFC 7305. July 2014.

6 Secure routing: State-of-the-art deployment and impact on network resilience. European

Network and Information Security Agency (ENISA), July 2010. https://www.enisa.europa.

eu/publications/archive/state-of-the-art-deployment-and-impact-on-network-resilience

39

15102


https://www.enisa.europa.eu/activities/risk-management/evolving-threat-environment/enisa-thematic-landscapes/threat-landscape-of-the-internet-infrastructure
https://www.enisa.europa.eu/activities/risk-management/evolving-threat-environment/enisa-thematic-landscapes/threat-landscape-of-the-internet-infrastructure
https://www.enisa.europa.eu/publications/archive/state-of-the-art-deployment-and-impact-on-network-resilience
https://www.enisa.europa.eu/publications/archive/state-of-the-art-deployment-and-impact-on-network-resilience

40

15102 — Secure Routing for Future Communication Networks

Participants

Steven Bellovin

Columbia Univ. — New York, US

Saleem Bhatti
University of St. Andrews, GB

Randy Bush
Internet Initiative Japan Inc. —
Tokyo, JP

Joel M. Halpern
Leesburg, US

Amir Herzberg
Bar-Ilan University -
- Ramat Gan, IL

Matthias Hollick
TU Darmstadt, DE

Ivan Martinovic
University of Oxford, GB

Rossella Mattioli
ENISA — Athens, GR
Cristina Nita-Rotaru
Purdue University — West
Lafayette, US
Michael Noisternig
TU Darmstadt, DE
Panagiotis Papadimitratos
KTH Royal Institute of
Technology, SE
Adrian Perrig
ETH Ziirich, CH
Raphael Reischuk
ETH Ziirich, CH

Alvaro Retana
CISCO Systems — Research
Triangle Park, US

Michael Schapira
Hebrew Univ. — Jerusalem, IL

Thomas C. Schmidt
HAW — Hamburg, DE

Jean-Pierre Seifert
TU Berlin, DE

Haya Shulman
TU Darmstadt, DE

Mahesh Tripunitara
University of Waterloo, CA

Gene Tsudik
Univ. of California — Irvine, US

Laurent Vanbever
ETH Ziirich, CH

Matthias Wéhlisch
FU Berlin, DE




Report from Dagstuhl Seminar 15111

Computational Geometry

Edited by
Otfried Cheong!, Jeff Erickson?, and Monique Teillaud?

1 KAIST — Daejeon, KR, otfried@kaist.edu
2  University of Illinois — Urbana, US, jeffe@cs.uiuc.edu
3 INRIA Nancy — Grand Est, FR, Monique.Teillaud@inria.fr

—— Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 15111 “Computa-
tional Geometry”. The seminar was held from 8th to 13th March 2015 and 41 senior and young
researchers from various countries and continents attended it. Recent developments in the field

were presented and new challenges in computational geometry were identified.
This report collects abstracts of the talks and a list of open problems.

Seminar March 8-13, 2015 — http://www.dagstuhl.de/15111

1998 ACM Subject Classification F.2 Analysis of Algorithms and Problem Complexity, G.2 Dis-
crete Mathematics, G.4 Mathematical Software

Keywords and phrases Algorithms, geometry, theory, approximation, implementation, combin-
atorics, topology

Digital Object ldentifier 10.4230/DagRep.5.3.41

Edited in cooperation with Maria Saumell

1 Executive Summary

Otfried Cheong
Jeff Erickson
Monique Teillaud

License ) Creative Commons BY 3.0 Unported license
© Otfried Cheong, Jeff Erickson, and Monique Teillaud

Computational Geometry

Computational geometry is concerned with the design, analysis, and implementation of
algorithms for geometric and topological problems, which arise naturally in a wide range
of areas, including computer graphics, robotics, geographic information systems, molecular
biology, sensor networks, machine learning, data mining, scientific computing, theoretical
computer science, and pure mathematics. Computational geometry is a vibrant and mature
field of research, with several dedicated international conferences and journals, significant
real-world impact, and strong intellectual connections with other computing and mathematics
disciplines.

Seminar Topics

The emphasis of the seminar was on presenting recent developments in computational
geometry, as well as identifying new challenges, opportunities, and connections to other
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fields of computing. In addition to the usual broad coverage of emerging results in the field,
the seminar included invited survey talks on two broad and overlapping focus areas that
cover a wide range of both theoretical and practical issues in geometric computing. Both
focus areas have seen exciting recent progress and offer numerous opportunities for further
cross-disciplinary impact.

Computational topology and topological data analysis. Over the last decade, computa-
tional topology has grown from an important subfield of computational geometry into a
mature research area in its own right. Results in this field combine classical mathematical
techniques from combinatorial, geometric, and algebraic topology with algorithmic tools
from computational geometry and optimization. Key developments in this area include
algorithms for modeling and reconstructing surfaces from point-cloud data, algorithms for
shape matching and classification, topological graph algorithms, new generalizations of
persistent homology, practical techniques for experimental low-dimensional topology, and new
fundamental results on the computability and complexity of embedding problems. These res-
ults have found a wide range of practical applications in computer graphics, computer vision,
robotics, sensor networks, molecular biology, data analysis, and experimental mathematics.

Geometric data analysis. Geometric data sets are being generated at an unprecedented
scale from many different sources, including digital video cameras, satellites, sensor networks,
and physical simulations. The need to manage, analyze, and visualize dynamic, large-scale,
high-dimensional, noisy data has raised significant theoretical and practical challenges not
addressed by classical geometric algorithms. Key developments in this area include new
computational models for massive, dynamic, and distributed geometric data; new techniques
for effective dimensionality reduction; approximation algorithms based on coresets and other
sampling techniques; algorithms for noisy and uncertain geometric data; and geometric
algorithms for information spaces. Results in this area draw on mathematical tools from
statistics, linear algebra, functional analysis, metric geometry, geometric and differential
topology, and optimization, and they have found practical applications in spatial databases,
clustering, shape matching and analysis, machine learning, computer vision, and scientific
visualization.

Participants. Dagstuhl seminars on computational geometry have been organized in a two
year rhythm since a start in 1990. They have been extremely successful both in disseminating
the knowledge and identifying new research thrusts. Many major results in computational
geometry were first presented in Dagstuhl seminars, and interactions among the participants
at these seminars have led to numerous new results in the field. These seminars have
also played an important role in bringing researchers together, fostering collaboration, and
exposing young talent to the seniors of the field. They have arguably been the most influential
meetings in the field of computational geometry.

The organizers held a lottery for the second time this year; the lottery allows to create
space to invite younger researchers, rejuvenating the seminar, while keeping a large group of
senior and well-known scholars involved. Researchers on the initial list who were not selected
by the lottery were notified by us separately per email, so that they knew that they were not
forgotten, and to reassure them that—with better luck—they will have another chance in
future seminars. The seminar has now a more balanced attendance in terms of seniority and
gender than in the past.

This year, 41 researchers from various countries and continents attended the seminar,
showing the strong interest of the community for this event. The feedback from participants
was very positive.
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No other meeting in our field allows young researchers to meet with, get to know, and
work with well-known and senior scholars to the extent possible at the Dagstuhl Seminar.

We warmly thank the scientific, administrative and technical staff at Schloss Dagstuhl!
Dagstuhl allows people to really meet and socialize, providing them with a wonderful
atmosphere of a unique closed and pleasant environment, which is highly beneficial to
interactions. Therefore, Schloss Dagstuhl itself is a great strength of the seminar.
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3 Overview of Talks

3.1 Untraditional Geometric Queries
Peyman Afshani (Aarhus University, DK)

License ) Creative Commons BY 3.0 Unported license
© Peyman Afshani

We consider some geometric queries that do not fit in the traditional semigroup searching/re-
porting model. After a brief review of the classical roots of range searching and existing
classical results, we will examine a few recent results (both published and unpublished).

First, we look at recent results on “Concurrent Queries” where each point is associated
with nomial data fields (e.g., “color”) and the query includes both a geometric region and a
list of colors. The output should be the points inside the geometric region with the specified
colors. These results were presented in SODA’14 and they are joint works with Bryan
Wilkinson, Yufei Tao, Cheng Sheng.

Next, we look at two different geometric queries: range summary queries and range
sampling queries. After reviewing their definitions, we will briefly mention some yet unpub-
lished results obtained in a joint work with Zhewei Wei.

We will finish with a list of open problems.

3.2 Surface Patches from Unorganized Space Curves
Annamaria Amenta (University of California — Davis, US)

License @ Creative Commons BY 3.0 Unported license
© Annamaria Amenta

Recent 3D sketch tools produce networks of three-space curves that suggest the contours of
shapes. The shapes may be non-manifold, closed three-dimensional, open two-dimensional,
or mixed. We describe a system that automatically generates intuitively appealing piecewise-
smooth surfaces from such a curve network, and an intelligent user interface for modifying
the automatically chosen surface patches. Both the automatic and the semi-automatic parts
of the system use a linear algebra representation of the set of surface patches to track the
topology. On complicated inputs from ILoveSketch [1], our system allows the user to build
the desired surface with just a few mouse-clicks.

References
1 Seok-Hyung Bae, Ravin Balakrishnan, Karan Singh. ILoveSketch: as-natural-as-possible
sketching system for creating 3d curve models. Proc. UIST’08, pp. 151-160.

3.3 Voronoi Diagrams of Parallel Halflines in 3D

Franz Aurenhammer (TU Graz, AT)

License @ Creative Commons BY 3.0 Unported license
© Franz Aurenhammer

The Voronoi diagram for n lines and/or line segments in 3D is a complicated structure.
Bisectors are complex geometric objects, and the combinatorial size is still unclear. Things
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get somewhat easier when the line segments are confined to have only a constant number of
orientations. We consider the special case of n parallel (vertical) halflines in 3D. In this case,
the intersection of the 3D diagram with any horizontal plane can be shown to be a power
diagram of n weighted point sites. This enables us to study the structural properties of the
Voronoi diagram of parallel halflines, and to design a relatively simple and output-sensitive
algorithm for constructing it.

3.4 Faster DBSCAN and HDBSCAN in Low-Dimensional Euclidean
Spaces

Mark de Berg (TU Eindhoven, NL)

License ) Creative Commons BY 3.0 Unported license
© Mark de Berg

DBSCAN is one of the most widely used density-based clustering methods. The clustering it
produces depends on two parameters, MinPoints and e, where MinPoints is typically fixed at

a small constant, and ¢ essentially determines the scale at which we perform the clustering.

We present a new algorithm for DBSCAN in Euclidean spaces, whose running time is
much less sensitive to the value of the parameter ¢ than previous approaches. As a result,
our algorithm computes a DBSCAN-clustering in subquadratic time in the worst case when
MinPoints is a constant, irrespective of the choice of €. The worst-case running time of our
algorithm in R? is O(nlogn) for d = 2 and O(n*~ W221+1+7) for d > 3, where v > 0 is an
arbitrarily small constant. Our experiments show that the new algorithm is not only faster
in theory, but also in many practical settings.

We also present a novel algorithm for HDBSCAN, a hierarchical version of DBSCAN
introduced recently. In R? our algorithm computes the HDBSCAN hierarchy in O(n logn)
time in the worst case when MinPoints is a constant.

Finally, we introduce d-approximate DBSCAN* and d-approximate HDBSCAN, and we
show how to compute these approximate versions of DBSCAN and HDBSCAN in near-linear
time in any fixed dimension, for any given approximation error ¢ > 0.

3.5 Segmentation and Classification of Trajectories
Maike Buchin (Ruhr-Universitat Bochum, DE)

License @ Creative Commons BY 3.0 Unported license
© Maike Buchin

We consider segmentation and classification of trajectories, that is splitting and grouping
trajectories such that they have similar movement characteristics. Our approach is based on
a movement model parameterized by a single parameter, like the Brownian bridge movement
model. We define an optimal segmentation (resp. classification) to be one that minimizes an
information criterion balancing the likelihood of the model and its size. We give an efficient
algorithm to compute the optimal classification for a discrete set of parameter values. For
continuous parameters the problem becomes NP-hard. But we also present an algorithm
that solves the problem in polynomial time under mild assumptions on the input.
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3.6 Shortest Paths on Polyhedral Surfaces and Terrains
Siu-Wing Cheng (HKUST — Kowloon, HK)

License ) Creative Commons BY 3.0 Unported license
© Siu-Wing Cheng
Joint work of Cheng, Siu-Wing; Jin, Jiongxin; Vigneron, Antoine
Main reference S.-W. Cheng, J. Jin, “Shortest paths on polyhedral surfaces and terrains,” in Proc. of the 46th
Annual ACM Symp. on Theory of Computing (STOC’14), pp. 373-382, ACM, 2014.
URL http://doi.acm.org/10.1145/2591796.2591821

We present an algorithm for computing shortest paths on polyhedral surfaces under convex
distance functions. Let n be the total number of vertices, edges and faces of the surface.
Our algorithm can be used to compute L; and L., shortest paths on a polyhedral surface
in O(n?log*n) time. Given an e € (0,1), our algorithm can find (1 + €)-approximate
shortest paths on a terrain with gradient constraints and under cost functions that are
linear combinations of path length and total ascent. The running time is O(\%n2 logn +

n? logznlogz(n/e). This is the first efficient PTAS for such a general setting of terrain
navigation.

3.7 Walking in Random Delaunay Triangulations
Olivier Devillers (INRIA Nancy — Grand Est, FR)

License @ Creative Commons BY 3.0 Unported license
© Olivier Devillers
Joint work of Broutin, Nicolas; Devillers, Olivier; Hemsley, Ross
Main reference N. Broutin, O. Devillers, R. Hemsley, “Efficiently navigating a random Delaunay triangulation,” in
Proc. of the 25th Int’l Conf. on Probabilistic, Combinatorial and Asymptotic Methods for the
Analysis of Algorithms (AofA’14), DMTCS-HAL Proceedings Series, pp. 49-60, 2014.
URL https://hal.inria.fr/hal-01077251

Walking in triangulation is a widely used strategy for point location in triangulation. There are
several strategies to walk between neighboring vertices or neighboring faces of a triangulation,
but the analysis of such strategies under random distribution hypotheses for the point set is
very difficult. This is due to the fact that the probability for an edge to be part of the walk
depends on the whole set of points, thus you get dependence between these probabilities that
are difficult to deal with. All these kind of walks are conjectured to have length O(y/n). We
propose the analysis of two walking strategies.

The cone walk is a walk amongst vertices where the dependence is reduced. The visibility
is the most commonly used strategy to walk amongst faces and we analyze it using percolation
theory.

3.8 Toward Parameter-Free (Friendly?) Topology Inference
Tamal K. Dey (Ohio State University — Columbus, US)

License ) Creative Commons BY 3.0 Unported license
© Tamal K. Dey
Joint work of Dey, Tamal K.; Dong, Zhe; Wang, Yusu

In topological inference from point data, a simplicial complex such as Vietoris-Rips is built
on top of the data to carry out the topological analysis. This requires a user-supplied global
parameter, which in some cases may be impossible to determine for the purpose of correct
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topology inference. We show that when the underlying space is a smooth manifold of known
dimension embedded in an Euclidean space, a parameter-free sparsification of the data leads
to a correct homology inference. This follows from the fact that we can compute a function
called lean-set feature size over the data points with which it can be made locally uniform.
The construction of the Vietoris-Rips complex on such data can be done adaptively without
requiring any user-supplied parameter from which homology of the hidden manifold can
be inferred. Preliminary experiments suggest that the strategy achieves correct topological
(homology) inference with effective sparsification in practice.

3.9 Realization Spaces of Arrangements of Convex Bodies
Michael Gene Dobbins (Postech — Pohang, KR)

License ) Creative Commons BY 3.0 Unported license
© Michael Gene Dobbins
Joint work of Dobbins, Michael Gene; Holmsen, Andreas; Hubard, Alfredo
Main reference M. G. Dobbins, A. Holmsen, A. Hubard, “Realization spaces of arrangements of convex bodies,”
arXiv:1412.0371v2 [math.MG], 2015.
URL http://arxiv.org/abs/1412.0371v2

In this talk I introduce combinatorial types of arrangements of convex bodies, extending
order types of point sets to arrangements of convex bodies, and present some results on
their realization spaces. Our main results witness a trade-off between the combinatorial
complexity of the bodies and the topological complexity of their realization space. First,
we show that every combinatorial type is realizable and its realization space is contractible
under mild assumptions. Second, we prove a universality theorem that says the restriction
of the realization space to arrangements polygons with a bounded number of vertices can
have the homotopy type of any primary semialgebraic set. This is joint work with Andreas
Holmsen and Alfredo Hubard.

3.10 Clustering Time Series under the Frechet Distance
Anne Driemel (TU Eindhoven, NL)

License (@ Creative Commons BY 3.0 Unported license
© Anne Driemel

The Frechet distance is a popular distance measure for curves. We study the problem of
clustering time series under the Frechet distance. In particular, we give (14 ¢)-approximation
algorithms for variations of the following problem with parameters k and [. Given n univariate
time series P, each of complexity at most m, we find k£ time series, not necessarily from P,
which we call cluster centers and which each have complexity at most I, such that (a) the
maximum distance of an element of P to its nearest cluster center or (b) the sum of these
distances is minimized. Our algorithms have running time near-linear in the input size. To
the best of our knowledge, our algorithms are the first clustering algorithms for the Frechet
distance which achieve an approximation factor of (1 + €) or better.

49

15111


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://arxiv.org/abs/1412.0371v2
http://arxiv.org/abs/1412.0371v2
http://arxiv.org/abs/1412.0371v2
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

50

15111 — Computational Geometry

3.11 Low-quality Dimension Reduction and High-dimensional
Approximate Nearest Neighbor

Toannis Z. Emiris (University of Athens, GR)

License @@ Creative Commons BY 3.0 Unported license
© Ioannis Z. Emiris
Joint work of Anagnostopoulos, Evangelos; Emiris, Ioannis Z.; Psarros, Ioannis
Main reference E. Anagnostopoulos, 1. Z. Emiris, I. Psarros, “Low-quality dimension reduction and

high-dimensional Approximate Nearest Neighbor,” in Proc. of the 31st Int’l Symp. on
Computational Geometry (SoCG’14), LIPIcs, Vol. 34, pp. 436-450, Schoss Dagstuhl —
Leibniz-Zentrum fiir Informatik, 2015; pre-print available at arXiv:1412.1683v1 [cs.CG].

URL http://dx.doi.org/10.4230/LIPIcs.SOCG.2015.436

URL http://arxiv.org/abs/1412.1683v1

The approximate nearest neighbor problem (e-ANN) in a Fuclidean space is a fundamental
question, which has been addressed by two main approaches: Data-dependent space parti-
tioning techniques, typically tree-based such as kd-trees or BBD-trees, perform well when the
dimension is bounded, but are affected by the curse of dimensionality. On the other hand,
Locality Sensitive Hashing (LSH) has polynomial dependence in the dimension, sublinear
query time with an exponent inversely proportional to (1 + ¢€)?, and subquadratic space
requirement.

In this paper, we generalize the celebrated Johnson-Lindenstrauss Lemma to define
“low-quality” mappings to a Euclidean space of significantly lower dimension than previously
considered, such that they satisfy a requirement weaker than approximately preserving all
distances or even preserving the nearest neighbor. This mapping guarantees, with high
probability, that an ANN lies among the k¥ ANN’s in the projected space: the latter can
be efficiently retrieved by a tree-based data structure, such as BBD-trees. Our algorithm,
given n points in dimension d, achieves optimal space usage in O(dn), preprocessing time
in O(dnlogn), and query time in O(dn”logn), where p is proportional to 1 — 1/Inlnn, for
fixed € € (0,1). Moreover, our method is quite simple and easy to implement. The dimension
reduction is larger if one assumes that pointsets possess some structure, namely bounded
expansion rate.

We implemented our method using projection matrices whose entries are i.i.d. Gaussian
variables and solve the k-ANN problem in the projected space by using software library
ANN. We present experimental results in up to 500 dimensions and 10® points, which show
that the practical performance is better than that predicted by the theoretical analysis. In
particular, k seems to grow like /n rather than n?. In addition, we compare our approach to
E2LSH: our method requires less space but is somewhat slower than E2LSH on the examined
datasets.

3.12 The Offset Filtration of Convex Objects
Michael Kerber (MPI fiir Informatik — Saarbriicken, DE)

License ) Creative Commons BY 3.0 Unported license
© Michael Kerber
Joint work of Kerber, Michael; Halperin, Dan; Shaharabani, Doron
Main reference D. Halperin, M. Kerber, D. Shaharabani, “The Offset Filtration of Convex Objects,”
arXiv:1407.6132v2 [cs.CG], 2015.
URL http://arxiv.org/abs/1407.6132v2

We consider offsets of a union of convex objects. We aim for a filtration, a sequence of nested
simplicial complexes, that captures the topological evolution of the offsets for increasing
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radii. We describe methods to compute a filtration based on the Voronoi partition with
respect to the given convex objects. The size of the filtration and the time complexity for
computing it are proportional to the size of the Voronoi diagram and its time complexity,
respectively. Our approach is inspired by alpha-complexes for point sets, but requires more
involved machinery and analysis primarily since Voronoi regions of general convex objects do
not form a good cover. We show by experiments that our approach results in a similarly fast
and topologically more stable method for computing a filtration compared to approximating
the input by a point sample.

3.13 Minimizing Co-location Potential for Moving Points
David G. Kirkpatrick (University of British Columbia — Vancouver, CA)

License ) Creative Commons BY 3.0 Unported license
© David G. Kirkpatrick
Joint work of Kirkpatrick, David G.; Evans, Will; Loffler, Maarten; Staals, Frank; Busto, Daniel

Imagine a collection of entities that move in d-dimensional space each with some bound on
their speed. If we know the location of an individual entity at a particular time then its
location lies in a region of uncertainty at all subsequent times. We consider the problem of
minimizing the ply of the uncertainty regions (defined as the maximum, over all points p
in the space, of the number of uncertainty regions that contain p) by means of queries to
individual entities that are restricted to one query per unit of time. This notion of co-location
potential is studied in two settings, one where ply is measured at some fixed time in the future,
and the other where ply is measured continuously (i.e. at all times). Competitive query
strategies are described in terms of a notion of intrinsic ply (the minimum ply achievable by
any query strategy, even one that knows the trajectories of all entities).

Based on joint work with Will Evans, Maarten LofHer, Frank Staals, and Daniel Busto.

3.14 Fire
Rolf Klein (Universitat Bonn, DE)

License ) Creative Commons BY 3.0 Unported license
© Rolf Klein
Joint work of Klein, Rolf; Langetepe, Elmar; Levcopoulos, Christos

Suppose that a circular fire spreads in the plane at unit speed. A fire fighter can build a
barrier at speed v > 1. How large must v be to ensure that the fire can be contained, and
how should the fire fighter proceed? We provide two results. First, we analyze the natural
strategy where the fighter keeps building a barrier along the frontier of the expanding fire. We
prove that this approach contains the fire if v > v, = 2.6144 ... holds. Second, we show that
any “spiralling” strategy must have speed v > 1.618, the golden ratio, in order to succeed.
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3.15 Approximating the Colorful Caratheodory Theorem
Wolfgang Mulzer (FU Berlin, DE)

License ) Creative Commons BY 3.0 Unported license
© Wolfgang Mulzer
Joint work of Mulzer, Wolfgang; Stein, Yannik
Main reference W. Mulzer, Y. Stein, “Computational Aspects of the Colorful Caratheodory Theorem,”
arXiv:1412.3347v1 [cs.CG], 2014.
URL http://arxiv.org/abs/1412.3347v1

Given d + 1 point sets Py, ..., Py 1 in R? (the color classes) such that each set P; contains
the origin in its convex hull, the colorful Caratheodory theorem states that there is a colorful
choice C' which also contains the origin in its convex hull. Here, a colorful choice means a set
containing at most one point from each color class. So far, the computational complexity of
computing such a colorful choice is unknown.

We consider a new notion of approximation: a set C’ is called a c-colorful choice if it
contains at most ¢ points from each color class. We show that for all € > 0, an e(d+1)-colorful
choice containing the origin in its convex hull can be found in polynomial time.

3.16 The Cosheaf-Less Reeb Graph Interleaving Distance
Elizabeth Munch (University of Albany, US)

License ) Creative Commons BY 3.0 Unported license
© Elizabeth Munch
Joint work of de Silva, Vin; Munch, Elizabeth; Patel, Amit
Main reference V. de Silva, E. Munch, A. Patel, “Categorified Reeb Graphs,” arXiv:1501.04147v1 [cs.CG], 2015.
URL http://arxiv.org/abs/1501.04147v1

The interleaving distance was recently defined in order to give a method for comparison of
Reeb graphs. The definition draws inspiration from the interleaving distance for persistence
modules via category theory and cosheaves. Here, we present this distance using the equivalent
yet concrete definition which looks for function preserving maps on graphs and checks for
commutativaty of a particular diagram. The distance definition also yields as a substep a
new definition for the smoothed Reeb graph. This later construction can be performed in
polynomial time, while the general computation of the distance is graph isomorphism hard.
This is joint work with Vin de Silva and Amit Patel.

3.17 On a Line-symmetric Puzzle
Yota Otachi (JAIST - Ishikawa, JP)

License ) Creative Commons BY 3.0 Unported license
© Yota Otachi
Joint work of Korman, Matias; Otachi, Yota; Roeloffzen, Marcel; Uehara, Ryuhei; van Renssen, André

Given k simple polygons, the goal of the line-symmetric puzzle is to find a polygon that
can be exactly covered by the k polygons without overlap. We study the computational
complexity of this puzzle and show a hardness result.
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3.18 Geometric Data Analysis: Matrix Sketching to Kernels
Jeff M. Phillips (University of Utah — Salt Lake City, US)

License ) Creative Commons BY 3.0 Unported license
© Jeff M. Phillips

I overview some recent developments in geometric data analysis. The initial focus will be
in describing how geometric analysis has been essential and central to many core problems
in data mining and machine learning. Then I overview recent developments in the area of
matrix sketching which has broad applications within these core data mining and machine
learning problems. I highlight the geometric connections, recent developments, and broad
future directions. Finally, I talk about the uses of kernels and kernel density estimates for
geometric data analysis. These enforce certain analyses to be robust, and in some cases have
computational advantages. In this area I identify a number of open computational geometry
problems which while easy to state may have important implications in data analysis.

3.19 Richter-Thomassen Conjecture about Pairwise Intersecting
Curves (and Beyond)

Natan Rubin (Ben Gurion University — Beer Sheva, IL)

License ) Creative Commons BY 3.0 Unported license
© Natan Rubin

A long standing conjecture of Richter and Thomassen states that the total number of
intersection points between any n simple closed (i.e., Jordan) curves in the plane which are
in general position and any pair of them intersect, is at least (2 — o(1))n.

Very recently, we established an even stronger form of the above conjecture, which states
that the overall number of proper intersection points must exceed, in asymptotic terms, the
number of the touching pairs of curves.

If time permits, we discuss this result in connection with other fundamental questions
concerning string graphs and arrangements of curves in the plane.

This is joint work in progress with Janos Pach and Gabor Tardos.

3.20 Controlling Modular Robotic Systems: Some Ideas from
Computational Geometry

Vera Sacristan (UPC — Barcelona, ES)

License ) Creative Commons BY 3.0 Unported license
© Vera Sacristan

A self-reconfiguring modular robot consists of a large number of independent units that
can rearrange themselves into a structure best suited for a given environment or task. For
example, it may reconfigure itself into a thin, linear shape to facilitate passage through a
narrow tunnel, transform into an emergency structure such as a bridge, or surround and
manipulate objects in outer space. Since modular robots comprise groups of identical units,
they can also repair themselves by replacing damaged units with functional ones. Such robots
are especially well-suited for working in unknown and remote environments.
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In this talk I will introduce various types of units for modular robots that have been
designed and prototyped by the robotics community, present the current challenges in the
field, discuss how computational geometry can help in solving some of them, and present
some current results and strategies, as well as open problems.

3.21 A Dynamic Programming Algorithm to Find Subsets of Points in
Convex Position Optimizing some Parameter

Maria Saumell (University of West Bohemia — Pilsen, CZ)

License @@ Creative Commons BY 3.0 Unported license
© Maria Saumell

Given a set .S of n points in the plane, we may consider the problem of finding a subset of
S of maximum cardinality such that they are the vertices of a convex polygon and their
convex hull is empty of other points of S. This problem can be solved in cubic time by a
dynamic programming algorithm [1]. We show that this algorithm can be adapted to solve a
variety of other optimization problems related to convex polygons, in particular, the problem
of computing largest monochromatic islands in a bicolored point set [2], or the problem of
finding cliques of maximum size in the visiblity graph of a simple polygon [3, 4].

References

1 David Avis, David Rappaport. Computing the largest empty convex subset of a set of
points. Proc. SoCG’85, pp. 161-167.

2 Crevel Bautista-Santiago, José Miguel Diaz-Béanez, Dolores Lara, Pablo Pérez-Lantero,
Jorge Urrutia, Inmaculada Ventura. Computing optimal islands. Oper. Res. Lett. 39(4):246—
251 (2011).

3 Sergio Cabello, Maria Saumell. A randomized algorithm for finding a maximum clique in
the visibility graph of a simple polygon. Discrete Math. Theor. Comput. Sci. 17(1):1-12
(2015).

4 Sergio Cabello, Josef Cibulka, Jan Kyn¢l, Maria Saumell, Pavel Valtr. Peeling potatoes
near-optimally in near-linear time. Proc. SoCG’14, pp. 224-231.

3.22 A Middle Curve Based on Discrete Fréchet Distance
Ludmila Scharf (FU Berlin, DE)

License @ Creative Commons BY 3.0 Unported license
© Ludmila Scharf
Joint work of Ahn, Hee-Kap; Alt, Helmut; Buchin, Maike; Scharf, Ludmila; Wenk, Carola
Main reference H.-K. Ahn, H. Alt, M. Buchin, L. Scharf, C. Wenk, “A Middle Curve Based on Discrete Fréchet
Distance,” to appear in Proc. of the 2015 European Workshop on Computational Geometry
(EuroCG’15).

Given a set of polygonal curves we seek to find a “middle curve” that represents the set
of curves. We ask that the middle curve consists of points of the input curves and that it
minimizes the discrete Fréchet distance to the input curves. We develop algorithms for three
different variants of this problem.
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3.23 On Perturbations of the Expansion Cone
André Schulz (Universitat Minster, DE)

License ) Creative Commons BY 3.0 Unported license
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Joint work of Schulz, André; Igamberdiev, Alexander

An expansive motion is an assignment of infinitesimal velocities to points in the plane such
that all pairwise distances are (infinitesimal) nondecreasing. The space of the infinitesimal
velocities forms a polyhedral cone. After a perturbation we obtain a polyhedron, whose
corners represent geometric graphs induced by the tight inequalities. One set of perturbation
parameters gives the polytope of pointed pseudo-triangulations. We reprove this result and
show how a different set of parameters can be used to define a polyhedron whose corners
represent a different class of planar Laman graphs. These graphs have no nonempty convex
polygon (a necessary but not a sufficient condition). As a consequence we obtain a new
description of the associahedron.

3.24 Topological Data Analysis
Donald Sheehy (University of Connecticut — Storrs, US)

License ) Creative Commons BY 3.0 Unported license
© Donald Sheehy
URL http://donsheehy.net

I will present a top-down survey of some topics in topological data analysis (TDA). Consider
the following model of data analysis.

U—(X—>R)—S

U is the universe, a population, or some “underlying” thing to be studied. The “data”
comes in the form of real-valued functions on some (possibly unknown) space X. S is for
signatures or summaries. A major goal of TDA is to define and compute signatures that are
“topologically invariant” in the sense that

Sig(f(X)) = Sig(f(h(X)))

whenever h is a homeomorphism. I will show how many of the known results and many
open research directions in TDA can be understood by systematically adding noise, error,
discretization, or new hypotheses into this model.

3.25 Restricted Constrained Delaunay Triangulations

Jonathan Shewchuk (University of California — Berkeley, US)

License ) Creative Commons BY 3.0 Unported license
© Jonathan Shewchuk
Joint work of Shewchuk, Jonathan; Lévy, Bruno; Khoury, Marc; van Kreveld, Marc

The constrained Delaunay triangulation is a geometric structure that adapts the Delaunay
triangulation to enforce the presence of specified edges. The restricted Delaunay triangulation
is a geometric structure drawn on a smooth surface embedded in three-dimensional space,
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having properties similar to those of the Delaunay triangulation in the plane. We combine
these two structures to address a question of Bruno Levy: can we define mathematically
well-behaved constrained Delaunay triangulations on smooth surfaces?

We define the restricted constrained Delaunay triangulation to be the dual of a restricted
extended Voronoi diagram, which is a generalization of the extended Voronoi diagram
introduced by Raimund Seidel as a dual of the constrained Delaunay triangulation. The
topological space on which we define the restricted extended Voronoi diagram is a 2-manifold
created by cutting slits in the input surface (one slit for each specified edge constraint) and
gluing two extrusions onto each slit. We define a metric on this 2-manifold that is similar
to the three-dimensional Euclidean metric but is modified so that vertices on one “side” of
an edge constraint cannot influence the portion of the Voronoi diagram on the other “side”.
The Voronoi diagram on the 2-manifold under this metric dualizes to a triangulation of the
original surface if certain sampling conditions are met.

3.26 Beyond the Euler Characteristic: Approximating the Genus of
General Graphs

Anastasios Sidiropoulos (Ohio State University — Columbus, US)

License ) Creative Commons BY 3.0 Unported license
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of General Graphs,” in Proc. of the 47th Annual ACM Symp. on Theory of Computing
(STOC’15), pp. 675682, ACM, 2015; pre-print available at arXiv:1412.1792v1 [cs.DS].
URL http://dx.doi.org/10.1145/2746539.2746583
URL http://arxiv.org/abs/1412.1792v1

Computing the Euler genus of a graph is a fundamental problem in graph theory and topology.
It has been shown to be NP-hard by [Thomassen 1989] and a linear-time fixed-parameter
algorithm has been obtained by [Mohar 1999]. Despite extensive study, the approximability
of the Euler genus remains wide open. While the existence of an O(1)-approximation is not
ruled out, the currently best-known upper bound is a trivial O(n/g)-approximation that
follows from bounds on the Euler characteristic.

In this paper, we give the first non-trivial approximation algorithm for this problem.
Specifically, we present a polynomial-time algorithm which given a graph G of Euler genus g
outputs an embedding of G into a surface of Euler genus ¢©(!). Combined with the above
O(n/g)-approximation, our result also implies a O(n!~%)-approximation, for some universal
constant o > 0.

Our approximation algorithm also has implications for the design of algorithms on graphs
of small genus. Several of these algorithms require that an embedding of the graph into a
surface of small genus is given as part of the input. Our result implies that many of these
algorithms can be implemented even when the embedding of the input graph is unknown.
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3.27 The Cosheaf Reeb-graph Interleaving Distance
Vin de Silva (Pomona College — Claremont, US)

License ) Creative Commons BY 3.0 Unported license
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Topological data analysis is typically carried out in a persistent framework [1]: a data set is
converted to a filtered family of topological spaces, and the homological invariants of this
system (rather than of any individual space in the family) are provably stable [2,3]. The
family is typically parametrized by a real variable, which represents the scale at which the
discrete data set is blurred to make it into a space.

Taking a more general view of persistence [4] as the study of functors on small sites and
certain ‘interleaving’ relationships between them, we see that merge trees and Reeb graphs
are susceptible to the same treatment. A merge tree can be viewed as a set-valued functor
on the real line, and a Reeb greeph can be viewed as a set-valued cosheaf on the category
of real intervals. In both cases there is defined an interleaving metric [5,6] that is provably
stable with respect to perturbations of the initial data.
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3.28 Augmenting Embedded Paths and Trees to Optimize their
Diameter

Fabian Stehn (Universitit Bayreuth, DE)

License ) Creative Commons BY 3.0 Unported license
© Fabian Stehn

We consider the problem of augmenting a graph with n vertices embedded in a metric space,
by inserting one additional edge in order to minimize the diameter of the resulting graph.
We present algorithms for the cases when the input graph is a path (running in O(n log® n)
time) or a tree (running in O(n?logn) time). For the case when the input graph is a path in
R?, where d is a constant, we present an algorithm that computes a (1 + ¢)-approximation
in O(n +1/&3) time.
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3.29 Flip Distances in Triangulations and Rectangulation
Csaba Toth (California State University — Northridge, US)

License ) Creative Commons BY 3.0 Unported license
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Vincent; Loffler, Maarten; Mermelstein, Joshua; Souvaine, Diane; Toth, Csaba; Wettstein, Manuel

Main reference J. Cardinal, M. Hoffmann, V. Kusters, C.D. Téth, M. Wettstein, “Arc Diagrams, Flip Distances,
and Hamiltonian Triangulations,” in Proc. of the 32nd Symp. on Theoretical Aspects of Computer
Science (STACS’15), LIPIcs, Vol. 30, pp. 197-210, Schloss Dagstuhl — Leibniz-Zentrum fir
Informatik, 2015.

URL http://dx.doi.org/10.4230/LIPIcs.STACS.2015.197

It is shown that every triangulation (maximal planar graph) on n > 6 vertices can be flipped
into a Hamiltonian triangulation using a sequence of less than n/2 combinatorial edge flips.
The previously best upper bound uses 4-connectivity as a means to establish Hamiltonicity.
But in general about 3n/5 flips are necessary to reach a 4-connected triangulation. Our result
improves the upper bound on the diameter of the flip graph of combinatorial triangulations
on n vertices from 5.2n — 33.6 to bn — 23. We also show that for every triangulation on n
vertices there is a simultaneous flip of less than 2n/3 edges to a 4-connected triangulation.
The bound on the number of edges is tight, up to an additive constant.

For n noncorectilinear points in a unit square [0, 1]?, a rectangulation is a subdivision of
[0,1])% into n + 1 rectangles by n axis-aligned line segments, one passing through each point.
It is shown that a sequence of O(nlogn) elementary flip and rotate operations can transform
any rectangulation to any other rectangulation on the same set of n points. This bound is
the best possible for some point sets, while ©(n) operations are sufficient and necessary for
others.

3.30 Road Map Construction and Comparison
Carola Wenk (Tulane University, US)

License @ Creative Commons BY 3.0 Unported license
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Map construction is a new type of geometric reconstruction problem in which the task
is to extract the underlying geometric graph structure described by a set of movement-
constrained trajectories, or in other words reconstruct a geometric domain that has been
sampled with continuous curves that are subject to noise. Due to the ubiquitous availability
of geo-referenced trajectory data, the map construction task has widespread applications
ranging from a variety of location-based services on street maps to the analysis of tracking
data for hiking trail map generation or for studying social behavior in animals.

Several map construction algorithms have recently been proposed in the literature, however
it remains a challenge to measure the quality of the reconstructed maps. We present an
incremental map construction algorithm based on the Frechet distance. And we present
different distance measures for comparing two road maps which amounts to comparing two
uncertain embedded geometric graphs. One approach is based on comparing the set of paths
in the graphs, and the other uses persistent homology of the offset filtration to compare the
local topology of the graphs. We also introduce local signatures based on these distance
measures, which allow us to identify regions where the maps differ the most.
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3.31 Completely Randomized RRT-Connect: A Case Study on 3D
Rigid Body Motion Planning

Nicola Wolpert (University of Applied Sciences — Stuttgart, DE)
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3D Rigid Body Motion Planning,” in Proc. of the 2015 IEEE Int’l Conf. on Robotics and
Automation (ICRA’15), pp. 2944-2950, IEEE, 2015.
URL http://dx.doi.org/10.1109/ICRA.2015.7139602

Nowadays sampling-based motion planners use the power of randomization to compute
multidimensional motions at high performance. Nevertheless the performance is based on
problem-dependent parameters like the weighting of translation versus rotation and the
planning range of the algorithm. Former work uses constant user-adjusted values for these
parameters which are defined a priori. Our new approach extends the power of randomization
by varying the parameters randomly during runtime. This avoids a preprocessing step to
adjust parameters and moreover improves the performance in comparison to existing methods
in the majority of the benchmarks. Our method is simple to understand and implement.
In order to compare our approach we present a comprehensive experimental analysis about
the parameters and the resulting performance. The algorithms and data structures were
implemented in our own library RASAND, but we also compare the results of our work with
OMPL and the commercial software KineoTM Kite Lab.

4 Open Problems

On Monday evening (19:15-20:30), March 9, 2015, we held an open problem discussion. The
session scribe was Joe Mitchell and the session chair was Jeff Erickson. The problems span a
range of topics, including fundamental algorithms, discrete geometry, combinatorics, and
optimization.

» PROBLEM 1 (DON SHEEHY). A metric problem: Given n points P in R%. For a curve
v, define len(y) = fv N(z)dz, where N(x) is the Euclidean distance from the nearest
point of P to the point z. Let dn(p,¢q) = inf,len(y), where the infimum is over all
paths starting at p and ending at q. Define Wy, = (1/4)||a — b|?, for a,b € P. Define
ds(p,q) = infp—vy, . vi=q >; Wo,_,v;» where the points v; are all points of P. Conjecture:
dy =dg.

Note that it is true for 2 points; this is the source of the “1/4” in the definition. From
this it follows that the piecewise linear path ~ that determines dg has len(vy) = ds(p, q). So,
for all p,q € P, ds(p,q) > dn(p,q). Moreover, it’s easy to check that any edge traversed in
the piecewise linear path determining dg must be Gabriel, i.e. it must have a diametral ball
empty of other points of P. This follows from the Pythagorean theorem, as any point inside
the diametral ball would create a shortcut and, thus, a shorter path.

The problem is motivated by density-based distances. The metric dy is a natural density-
based distance arising from the nearest neighbor density estimator. We originally believed
dg would be a good approximation, but never found an example where they differ.

» PROBLEM 2 (JEFF ERICKSON). A question in elementary topology: Any generic closed
curve in the plane can be continuously deformed into a simple closed curve through a series
of elementary local transformations resembling Reidemeister moves:
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— Remove an empty loop: o« = (

— Remove an empty bigon: () = )(

— Flip an empty triangle: ¥ = A

How many moves are required in the worst case, as a function of the number of self-intersection
points? A proof of Steinitz’s theorem® by Griinbaum? yields an O(n?) upper bound. A more
recent algorithm of Feo and Provan® yields an upper bound of O(nD) moves, where D is the
diameter of the graph. On the other hand, the /n x (y/n + 1) “torus knot” curve provably
requires at least (\éﬁ) = Q(n*/?) moves. I conjecture that the lower bound is tight.

» PROBLEM 3 (TAMAL DEY). Deciding triviality of cycles: Let K be a finite simplicial
complex linearly emedded in R3. Let C be any given 1-cycle in K. We are interested in
detecting if C' is trivial in the first homology group, that is, if there is a set of triangles in K
whose boundaries when summed over Zg give C. This problem can be solved in O(M (n))
time by first reducing the boundary matrix of K (triangle-edge matrix) to Echelon form and
then reducing a column corresponding to C' to see if it becomes empty column or not. Here
M (n) is the matrix multiplication time whose current best bound is O(n?37-).

» Conjecture 1. Let K be a finite simplicial complex linearly embedded in R? with a total
of n simplices. Given a 1-cycle C in K, one can detect if C' is trivial in the first homology
group (with Zy coefficient) in O(n?) time.

If K is a 2-manifold, the detection can be performed in O(n) time by a simple depth-
first walk in K. If K is a 3-manifold with connected boundary, the algorithm in “An
efficient computation of handle and tunnel loops via Reeb graphs [D.-Fan-Wang] ACM Trans.
Graphics (SIGGRAPH 2013), Vol. 32(4), 2013" can be modified to accomplish the task in
O(n?) time. The question remains open for general simplicial complexes. Although, the
conjecture is posed here for K embedded in R? and for a 1-cycle C, it can be posed for a
finite simplicial complex embedded linearly in R¢ and a given p-cycle C in it.

» PROBLEM 4 (NINA AMENTA). A problem of unique polyhedron determination: Let P
be a simplicial (triangulated) three-dimensional polyhedron, not necessarily convex. Given
the combinatorial structure of P, that is, the graph of its 1-skeleton, and the dihedral angle
at every edge. Assume the dihedrals are all bounded away from 0, although they could be
positive (convex) or negative (concave). Does this uniquely determine the vertex positions
(up to rotation, translation, scale)? (Mazzeo and Montcouquiol, 2011, Journal of Differential
Geometry, proved that uniqueness holds for convex polyhedra; highly nontrivial proof.)

» PROBLEM 5 (MICHAEL GENE DOBBINS). Realizing order types by k-gons: We say an
arrangement of convex bodies is orientable when the bodies do not pair-wise cross (each pair
of bodies has exactly 2 common supporting tangents) and among every three bodies, each
body appears exactly once on the boundary of their convex hull. We define the order type
of an orientable arrangement as the orientation of each triple of bodies: (+) if the bodies
appear in counter-clockwise order around the boundary of their convex hull, and (—) if they
appear in clockwise order.

For a fixed integer k, how complicated can the set of arrangements of k-gons of a fized
order type be?

L Every 3-connected planar graph is the 1-skeleton of a 3-polytope, and vice versa.

2 Branko Griinbaum. Convez Polytopes. John Wiley & Sons, 1967.

3 Thomas A. Feo and J. Scott Provan. Delta-wye transformations and the efficient reduction of two-
terminal planar graphs. Operations Research 41(3):572-582, 1993.
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With Andreas Holmsen and Alfredo Hubard, we were able to show that the k-gon realiza-
tion space of an arrangement can have the homotopy type of any primary semialgebraic set,
but the arrangement used for this construction was not orientable. Orientable arrangements
are a natural class of arrangements to consider, since the orientations on triples in such an
arrangement satisfy the chirotope axioms, and as such are more closely related to config-
urations of points. We conjecture that universality also holds for orientable arrangements.
That is, we conjecture that the set of arrangements of k-gons of a fixed order type modulo
projectivities can have the homotopy type of any primary semialgebraic set.

» PROBLEM 6 (JOE MITCHELL). Two problems: (a) Given n points in R? in general position,
is it always the case that there exists a triangulation (tetrahedralization) of S whose dual
graph is Hamiltonian? (The dual graph has a node for each tetrahedron, and an edge between
facet-sharing tetrahedra. We look for a Hamiltonian path.) In R? it is always the case that
a Hamiltonian triangulation exists. In R? it suffices to consider points in convex position
(after which, if a Hamiltonian triangulation is found, the interior points can be inserted, one
by one, and the corresponding tetrahedra repartitioned to maintain Hamiltonicity).

(b) Given a unit-radius ball (“planet”) in R?, find a minimum-length set X (path, cycle,
or tree), outside the ball, such that X does not penetrate the interior of the ball and all
of the surface of the ball is illuminated by X. The shortest known path (see SoCG video
paper Timothy M. Chan, Alexander Golynski, Alejandro Lépez-Ortiz, Claude-Guy Quimper,
“The asteroid surveying problem and other puzzles”. SoCG 2003:372-373) consists of a union
of two segments and a connecting spiral curve; the shortest known cycle is the “baseball
curve” consisting of 4 semicircles on the surface of the bounding cube; is the shortest tree
any different from the shortest path?

» PROBLEM 7 (MICHAEL KERBER). A problem of well centeredness: A d-simplex o in R?
is well-centered if the circumsphere of ¢ is inside CH (o). Is there a point set P of n points
in R? such that the Delaunay diagram of P has at least ¢ - n/%/?1 well-centered d-simplices?
What if d = 37

(Related to Pitteway triangulations.)

» PROBLEM 8 (JOE MITCHELL). The guarding game: In 2014 I posed the “guarding game”:
For a given set S of n points in the plane, player 1 (the “guarder”) is to pick a subset, G, of
S, of size k = |G|, at which he places guards; separately, without seeing what play 1 does,
play 2 (the “polygonalizer”) is to give a simple polygonalization, P, of S (the set S is the
vertex set of P). The guarder wins if G guards P; otherwise, the polygonalizer wins. What
is a reasonable value for k (as a function of n, or possibly of the number, i, of points of S
interior to CH(S)) to make the game close to “fair”? What is the best strategy for each
player?
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The network calculus has established as a versatile methodology for the queueing analysis
of resource sharing based systems. Its prospect is that it can deal with problems that are
fundamentally hard for alternative methodologies, based on the fact that it works with
bounds rather than striving for exact solutions. The high modelling power of the network
calculus has been transposed into several important applications for network engineering
problems, traditionally in the Internet’s Quality of Service proposals IntServ and DiffServ, and
more recently in diverse environments such as wireless networks, sensor networks, switched
Ethernets, Systems-on-Chip, as well as smart grids.

The goal of this Dagstuhl seminar was to gather the deterministic and stochastic network
calculus community, to discuss recent research activities, to identify future research questions,
and to strengthen cooperation. Topics of this Dagstuhl seminar were:

Wireless systems: for the analysis of wireless networks, a question of interest is how the
stochastic properties of wireless channels impact delay and backlog performance. The
usual statistical models for radio signals in a propagation environment do not lend

Except where otherwise noted, content of this report is licensed
37 under a Creative Commons BY 3.0 Unported license

Network Calculus, Dagstuhl Reports, Vol. 5, Issue 3, pp. 63-83
Editors: Florin Ciucu, Markus Fidler, Jorg Liebeherr, and Jens Schmitt

\\v pagstunL Dagstuhl Reports
rReporTs  Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


http://www.dagstuhl.de/15112
http://dx.doi.org/10.4230/DagRep.5.3.63
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/dagstuhl-reports/
http://www.dagstuhl.de

64

15112 — Network Calculus

themselves easily to a queueing model. Promising methods that were elaborated in the
seminar are effective capacities and a recent network calculus of fading channels.

Lower bounds and tightness of bounds: based on the ability to solve some fundamentally
hard queueing problems, the stochastic network calculus is regarded as a valuable al-
ternative to the classical queueing theory. The derivation of performance bounds in the
stochastic network calculus, e.g., for backlog, and delay, frequently exploits well known
tail estimates, such as Chernoff bound and others. The tightness of these bounds and
alternative more accurate models and techniques, such as Martingale bounds, were a
topic of the seminar.

Network topology: a remarkable quality of the network calculus is that it includes a variety
of systems that can be composed to arbitrary network topologies. Various analytical as
well as numerical approaches have been explored to analyze different types of topologies,
such as line topologies or feed-forward networks. The goal of this seminar was to identify
relevant classes of topologies, their defining properties, and corresponding methods.

Parallel systems: the area of performance evaluation of parallel systems has recently become
increasingly important due to the prevalence of modern parallel computational models. It
is thus a great opportunity for the network calculus community to develop new models and
methods which can enable a fundamental and broad understanding of the performance
of parallel systems. At the seminar, recent approaches to parallel systems have been
discussed.

Related methods: the network calculus has a number of rather unexplored and unexploited
connections to related methods in the areas of competitive analysis, adversarial queueing
theory, and robust queueing theory that may offer a significant potential for future
research. At the seminar, researchers from related fields provided valuable new input to
the network calculus community.

During the seminar, we discussed and (partly) answered the following questions:

What are the requirements on a wireless network calculus? Given the increasing im-
portance of wireless communications, the seminar featured two sessions comprising seven
presentations on wireless systems, where different approaches and their applications were
discussed. Subsequently, a wireless roadmap discussion was centered around the following
questions:

How to model wireless channels and systems?

What are the most relevant future systems and technologies?

Which assumptions are needed, which can be safely made?

What kind of results are needed, which theories can provide these?
With regard to the questions above, we highlight some of the main aspects that were
elaborated on during the seminar. The methods that were presented include

effective capacities,

impairment models (duality with left-over service curves of scheduling),

(min, x)-calculus for fading channels,

capacity-delay-error boundaries,

central limit theorem,

Martingale bounds.
Providing different pros, a common basis of many of these methods was found to be due to
the prevailing use of moment generating functions (Laplace transforms or Mellin transforms).
Relevant systems that were discussed are cognitive radio, 3GPP, MIMO, spatial multiplexing,
automatic repeat request, and medium access control. Some fundamental aspects of modelling
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wireless systems are the assumptions that are required today. Typical choices include
service increments:
independent,
Markovian, Gilbert-Elliott channel,
in-order delivery,
error-free, instantaneous feedback channel,
instantaneous retransmission of erroneous data,
channel state information.
During the discussion, the need for transfer domains beyond Gilbert-Elliott models was
raised. Also, the introduction of a notion of time into information-theoretic concepts, such

as channel capacity, was discussed and finite-block length capacity results were brought up.

Topics of further interest included spatial aspects of wireless networks, interference, and
multi-hop networks in general. Regarding the solutions that can be obtained, a tradeoff
between exactness and analytical closed forms became apparent. In particular, in system
optimization analytical solutions were mentioned to be most useful to obtain derivatives
of relevant performance measures. The discussion also touched upon some more general
aspects such as qualitative vs. quantitative results, where many practical applications may
not require exact results but can benefit from measurable rules of thumb.

What are most promising future research topics in the network calculus? This question
was elaborated on in group work sessions, where the task was to identify an upcoming, relevant

research topic where performance evaluation can be expected to make a key contribution.

The discussion was guided by the following questions:

What are the requirements for theory, which assumptions can be made?

Which results would be needed from theory?

How would a model/approach look like?

What would be the best case outcome?

Which body of theory could provide such results?

What would be a good topic/method/approach for a PhD dissertation in this area?
Relevant topics in the network calculus were found to include cross-layer design, industrial

communication, systems on chip, networks on chip, data center communication, and big data.

A strategic orientation may also focus on new and unorthodox problems such as

just-in-time manufacturing,

renewable energy, smart grid,

caching,

financial engineering,

road traffic,
where the intuitive concept of envelopes as used by the network calculus may be beneficial for
many applications in industry. Methodological aspects that may pose relevant and interesting
challenges were discussed in the areas of:

re-entrant lines, particularly stability of such systems,

max-min problems,

derivative constraints, e.g., in modelling of batteries,

network topologies, particularly non-feed forward networks.

Making network calculus happen: computational aspects, application modelling, tool
support. Clearly, for network calculus to become a standard technique in performance
modelling and analysis of networked and distributed systems it is crucial to arrive at
computable solutions, demonstrate its strengths in diverse applications and provide software
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tools to support performance engineers in their daily tasks. As these different issues are
interrelated on many levels two sessions with nine presentations were devoted to them. Among
the different issues raised during these presentations and the corresponding discussions were
the following:

What are suitable novel application domains for network calculus? What are their

requirements?

How can network calculus computations be made more scalable? Where are fundamental

limits for the network analysis? How do current software tools perform?

What is the “killer” application for network calculus, and, in particular, for stochastic

network calculus?

How can network calculus’ scope be extended to open up for new application domains?
Some (partial) answers to these important questions could be hinted at by the presentations
and the subsequent discussions:

Currently, some of the most promising application domains of (deterministic) network

calculus were identified in industrial control, automotive and aerospace industries; also,

interesting steps using (stochastic) network calculus in the modelling of smart energy
grids were presented.

The hardness of feedforward network analysis is by now understood, good heuristic

approaches are on the way; however, cyclic dependencies and feedback systems are still

open problems to some degree.

The modelling of parallel systems using network calculus seems a promising building

block to address novel attractive applications.

Software tool support for network calculus, in particular for the stochastic version, is

under construction and requires a community effort.

Looking over the fence: related methods. The research goals of network calculus and
its methodologies, such as system performance evaluation, Markov chain analysis, or large
deviations, intersect with those of other research communities. The objective of the session
“Related Methods” was to create a forum where researchers from diverse research communities
present their research approaches and discuss them with network calculus researchers. Thus,
the session exposed the network calculus community to recent trends in system performance
evaluation. Moreover, since speakers in this session had previously no or only limited exposure
to network calculus, the session created an opportunity to disseminate the network calculus
research agenda to other communities. The session was subtitled as “Looking over the
fence”, indicating an interest in learning new methodologies and the desire for cross- and
interdisciplinary interactions. The session featured speakers from four countries (Canada,
France, Israel, USA), from three disciplines (mathematics, theoretical computer science,
operations research), presenting recent research on approaches on topics such as robust
queueing theory, adversarial queueing theory, and competitive analysis.

This report provides an overview of the talks that were given during the seminar. Also,
the seminar comprised a one minute madness session for introduction and for statements on
the network calculus, a breakout session for group work on promising future research topics
in the network calculus, as well as a podium discussions on wireless network calculus. The
discussions, viewpoints, and results that were obtained are also summarized in the sequel.

We would like to thank all presenters, scribes, and participants for their contributions and
lively discussions. Particular thanks go to the team of Schloss Dagstuhl for their excellent
organization and support.
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3 Overview of Talks

3.1 Network Calculus for Parallel Processing

George Kesidis (The Pennsylvania State University, US)

License ) Creative Commons BY 3.0 Unported license
© George Kesidis

We begin with an overview of classical Markovian results in fork-join queues and cloud-
computing jargon. We then present preliminary results on the use of network calculus for
parallel processing (fork join) systems such as MapReduce. We derive a probabilistic bound
on delay through a single parallel processing stage. We also provide a numerical result using
a publicly available dataset of a Facebook data-center that includes the total job arrival rate
and workload statistics of the tasks of different types of MapReduce jobs at both the mapper
and reducer stages. Finally, we discuss how to extend to tandem queues.

3.2 Wireless Network Calculus
Yuming Jiang (NTNU - Trondheim, NO)

License @@ Creative Commons BY 3.0 Unported license
© Yuming Jiang

In this talk, an overview of the difficulty, the key underlying issues and an overall picture
of Wireless Network Calculus, i.e. extension/application of SNC to wireless networks, is
first presented. This is followed by a brief introduction of our achieved research results in
Wireless Network Calculus. The last part is devoted to the introduction of a fundamental
problem in Wireless Network Calculus, which is end-to-end (e2e) QoS analysis of wireless
networks where there is interference among neighbor hops. Some preliminary ideas to deal
with this analysis are presented.

3.3 Energy Efficient Effective Capacity for 5G Networks
Eduard Jorswieck (TU Dresden, DE)

License ) Creative Commons BY 3.0 Unported license
© Eduard Jorswieck
URL http://5glab.de/

In wireless 5G networks a paradigm change of services and applications to machine-to-machine
low delay communications (tactile internet) requires to guarantee round trip times below
1-10 ms. On the other hand, the energy efficiency in 5G should be improved by a factor of
1000, too. Therefore, we propose a new performance metric which combines both conflicting
objectives into the efficient effective capacity defined as the ratio of effective capacity to
total consumed energy. The maximization of this metric leads to a fractional programming
problem which can be solved efficiently by the Dinkelbach algorithm. The extension of the
efficient effective capacity to the elements of multiuser networks, i.e., to the multiple access
and broadcast channel is not available yet, because expressions for the effective capacity
region are missing. In order to develop 5G networks with latency requirements/guarantees,
we need to solve the following problems:
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Derive the effective capacity region for multiple access channels.
Compute the effective capacity region for broadcast channels.

3. Derive the effective capacity for multihop (relaying) networks for different relaying
protocols (amplify-and-forward, decode-and-forward, compress-and-forward, compute-
and-forward, noisy network coding).

3.4 Effective Capacity — Through Physical and Data-Link Layers
Sami Akin (Leibniz Universitat Hannover, DE)

License @ Creative Commons BY 3.0 Unported license
© Sami Akin

Alongside the growth in social networks, mobile computing and pervasive communications,
and the innovations in lower layer technologies, we see the need to re-visit network design
strategies and develop better protocols. Can we design better higher layer strategies that
inform, or are informed by, the underlying physical layer? With sufficient co-existence
mechanisms, what novel cognitive radio network architectures are required? Hence, in this
presentation, we discuss Effective Capacity from a physical layer perspective and investigate
the effects of physical layer features on buffer performance in data-link layers by considering
the cognitive radio framework as a working ground.

3.5 Performance of In-Network Processing for Visual Analysis in
Wireless Sensor Networks

Hussein Al-Zubaidy (KTH Royal Institute of Technology, SE)

License ) Creative Commons BY 3.0 Unported license
© Hussein Al-Zubaidy
Joint work of Al-Zubaidy, Hussein; Gyorgy, Dan; Viktoria, Fodor
Main reference H. Al-Zubaidy, D. Gyorgy, F. Viktoria, “Performance of in-network processing for visual analysis in
wireless sensor networks,” in Proc. of the 14th IFIP Networking Conf. (Networking 2015), pp. 1-9,
IEEE, 2015.
URL http://dx.doi.org/10.1109/IFIPNetworking.2015.7145292

Nodes in a sensor network are traditionally used for sensing and data forwarding. However,
with the increase of their computational capability, they can be used for in-network data
processing, leading to a potential increase of the quality of the networked applications as well
as the network lifetime. Visual analysis in sensor networks is a prominent example where the
processing power of the network nodes needs to be leveraged to meet the frame rate and
the processing delay requirements of common visual analysis applications. The modelling of
the end-to-end performance for such networks is, however, challenging, because in-network
processing violates the flow conservation law, which is the basis for most queuing analysis.
In this work we propose to solve this methodological challenge through appropriately scaling
the arrival and the service processes, and we develop probabilistic performance bounds
using stochastic network calculus. We use the developed model to determine the main
performance bottlenecks of networked visual processing. Our numerical results show that an
end-to-end delay of 2-3 frame length is obtained with violation probability in the order of
1075, Simulation shows that the obtained bounds overestimates the end-to-end delay by no
more than 10%.
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3.6 Capacity-Delay-Error Boundaries: A Composable Model of Sources
and Systems

Nico Becker (Leibniz Universitat Hannover, DE)

License @ Creative Commons BY 3.0 Unported license
© Nico Becker
Joint work of Fidler, Markus; Liibben, Ralf; Becker, Nico
Main reference M. Fidler, R. Lubben, N. Becker, “Capacity-Delay-Error Boundaries: A Composable Model of
Sources and Systems,” IEEE Trans. onWireless Communications, 14(3):1280-1294, 2014.
URL http://dx.doi.org/10.1109/TWC.2014.2365782

It is presented a notion of capacity-delay-error (CDE) boundaries as a performance model of
networked sources and systems. It is shown that the model has the property of additivity,
which enables composing CDE boundaries obtained for sources and systems as if in isolation.
Results for essential sources, channels and for the composition of sources and channels coders
are presented.

3.7 Service-Martingales: Theory and Applications to the Analysis of
Random Access Protocols

Feliz Poloczek (TU Berlin, DE)

License ) Creative Commons BY 3.0 Unported license
© Felix Poloczek
Joint work of Poloczek, Felix; Ciucu, Florin
Main reference F. Poloczek, F. Ciucu, “Service-martingales: theory and applications to the delay analysis of
random access protocols,” in Proc. of the 2015 IEEE Conf. on Computer Communications
(INFOCOM’15), pp. 945-953, IEEE, 2015.
URL http://dx.doi.org/10.1109/INFOCOM.2015.7218466

We propose a martingale extension of effective capacity, a concept which has been instrumental
in the teletraffic theory to model the link-layer wireless channel and to analyze QoS metrics.
Together with a recently developed concept of an arrival-martingale the proposed service-
martingale concept enables the queuing analysis of a bursty source sharing a MAC channel.
In particular, we derive the first rigorous stochastic delay bounds for a Markovian source
sharing either an ALOHA or CSMA/CA channel. By leveraging the powerful martingale
methodology, the obtained bounds are remarkably tight.

3.8 Queuing Analysis of Wireless Systems: A Waste of Time?
James Gross (KTH Royal Institute of Technology, SE)

License ) Creative Commons BY 3.0 Unported license
© James Gross

For some time now, there is a significant research activity with respect to queuing analysis
of wireless systems based on effective capacity. These contributions follow a certain pattern:
Identify what is hot in information theory and provide the corresponding queuing analysis.
However, such contributions are limited by the additional insight they provide (in comparison
to the original publication), while on the other hand the models are usually too theoretic to
have practical value. In this talk I mainly illustrate these circumstances based on my own
work, and intend to provoke discussions around the future value of queuing-related analysis
of wireless systems. A few possible ways forward are finally presented, too.
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3.9 SLA Calculus — Modelling Software Systems with Network Calculus
Peter Buchholz (TU Dortmund, DE)

License ) Creative Commons BY 3.0 Unported license
© Peter Buchholz

Quantitative properties of modern software systems are often defined as part of a service
level agreement (SLA) that fixes the maximal load and the maximal delay. Evaluation of
the software system in order to validate the SLA is a challenging task since the system is
to a large extend unknown and unpredictable. Thus, performance analysis has to be based
on the SLAs without additional information about the basic system. The talk presents a
new approach to analyze software architectures based on the ideas available in network-
order real time calculus. In this way, bounds for departure processes are computed from
available bounds for the arrival and delay processes. With the technique systems of composed
services can be easily analyzed resulting in SLAs for the composed service. It is shown, how
the solutions can be used to help a user and a provider to analyze and determine SLAs.
Furthermore, open questions and limitations of the proposed approach are outlined.

3.10 Modelling Avionics Communicating Systems: Successes, Failures,
Challenges

Marc Boyer (ONERA — Toulouse, FR)

License ) Creative Commons BY 3.0 Unported license
© Marc Boyer

This talk gave some perspectives on “the application modelling side, what is required from
NC, what is still missing, what are success and failure stories”. The talk presented how the
modelling of AFDX has been done in an accurate way, whereas the one of SpaceWire has
not. Thereafter, seven challenges on modelling are listed.

3.11 Industrial Application of Network Calculus
Kai-Steffen Jens Hielscher (Universitit Erlangen-Nirnberg, DE)

License ) Creative Commons BY 3.0 Unported license
© Kai-Steffen Jens Hielscher
Joint work of Herpel, Thomas; Hielscher, Kai-Steffen; Klehmet, Ulrich; German, Reinhard
Main reference T. Herpel, K.-S. Hielscher, U. Klehmet, R. German, “Stochastic and deterministic performance
evaluation of automotive CAN communication,” Computer Networks, 53(8):1171-1185, 2009.
URL http://dx.doi.org/10.1016/j.comnet.2009.02.008

In this talk we present the application of deterministic Network Calculus for two real-world
examples: Communication of embedded controllers in automotive networks in cooperation
with Audi AG and industrial Ethernet communication for industry automation in cooperation
with Siemens AG. In the automotive example, the industry partner provided the topology and
information about periodic CAN and FlexRay messages. The goal was to decide on which of
the different busses inside a car interoperating electronic control units (ECUs) should be
placed to avoid the violation of the hard real-time bounds. To achieve this, the CAN media
access method had to be modelled in Network Calculus. Since the busses are interconnected
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by a central gateway, the service of this gateway also has to be modeled. Besides the

scheduling strategy, this involved considering the aggregation of numerous interfering flows.
Industrial automation today mainly uses variants of industrial Ethernet like Profinet RT.

Since these technologies do not provide guarantees like traditional field busses, our industry
partner Siemens uses Network Calculus to calculate bounds for real-time traffic. For this
purpose, they are integrating a Network Calculus Engine into their existing network planning
tool. The tool already contains topology information and necessary information to generate
arrival curves for scheduled flows. Other flows generated by user programs can be integrated
by semi-automatic static code analysis. Since the end users often integrate hardware like web
cams and HMI terminals into the network that generates non-real-time traffic, traffic profiles
for these applications have been defined. To ensure that the limits provided in the profiles
are not exceeded, traffic shaping has to be introduced into the network for the non-real-time
flows.

References

1 T. Herpel, K.-S. Hielscher, U. Klehmet, and R. German. Stochastic and deterministic
performance evaluation of automotive CAN communication, in Computer Networks, vol. 53,
no. 8, pp. 1171-1185, 2009, Performance modelling of Computer Networks: Special Issue
in Memory of Dr. Gunter Bolch.

2 S. Kerschbaum, K.-S. Hielscher, U. Klehmet, and R. German, A framework for establishing
performance guarantees in industrial automation networks, in Measurement, Modelling,
and Evaluation of Computing Systems and Dependability and Fault Tolerance, ser. Lecture
Notes in Computer Science, K. Fischbach and U. Krieger, Eds., Springer International
Publishing, 2014, vol. 8376, pp. 177-191.

3.12 On the Scalability of Real Time Calculus
Kai Lampka (Uppsala University, SE)

License ) Creative Commons BY 3.0 Unported license
© Kai Lampka
Joint work of Lampka, Kai; Perathoner, Simon; Suppiger, Urban; Thiele, Lothar
Main reference U. Suppiger, S. Perathoner, K. Lampka, L. Thiele, “A simple approximation method for reducing
the complexity of modular performance analysis,” Technical Report 329, ETH Zurich, August 2010.
Main reference http://www.tik.ce.ethz.ch/db/public/tik/?db=publications&form=report_single_ publication&
publication_ id=3494

With Real Time Calculus and the related tool-support [8], it can be observed that the
computation of the commonly used piece-wise linear pseudo-periodic functions, may require
significant demands of computation and memory resources. The resulting overheads might
render system analysis inefficient, if not infeasible, or often enforce simplifications, respectively
overapproximations in the modelling. Simplifying overapproximations of signal frequencies
or processing patterns, yield analysable models and guarantees conservativeness of results.
However, it results in a non-tight bounding of performance metrics and ultimately yields
potentially over-provisioned system designs. This shortcoming is the starting point for precise
prefixing of bounding functions, as it only exploits overapproximations on the unneeded parts
of functions. In order to achieve this the presentation presents the following innovations.
The presentation introduces the concept of curve prefixing. This allows one to present
curves precisely only on the interval [0,¢]. For the range (¢,+o00) the concept uses
simplifying overapproximations which makes periodic tail descriptions of curves obsolete.
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The presentation formally establishes the framework for computing backlog and delay
bound which are as tight as if one would have used the original curve representation.
It thereby lifts the presenter’s previous work in this direction from the level of an
approximation method to the level of a precise analysis technique.

The presentation contains an industrial, real-time constraint communication system. The
system contains over 200 devices and integrates different real-time applications in a single
(non-partitioned) architecture.

The concept of curve prefixing and tail overapproximations makes a clear distinction
to today’s implementations of Network or Real-time Calculus, e.g., as provided by the
Matlab-based MPA-toolbox [5]. There, curve prolongation is the default behaviour, at each
component the least common multiple of the periods of two input curves gives the period of
the resulting output curve. The proposed approach therefore clearly increases the scalability
of RTC-based system analysis as demonstrated by the industrial case study. But most
importantly, it works on top of the existing tools and thereby avoids re-implementation of
RTC.
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3.13 Network Calculus Tool Support — Expectations and Reality
Steffen Bondorf (University of Kaiserslautern, DE)
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The first part of this talk will be covering the Disco Deterministic Network Calculator
(DiscoDNC), an open-source network calculus tool [1].

Steffen Bondorf has been working with the network calculus tool support offered by the
DISCO group for some time [2] before he eventually took over the role as its maintainer.
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Since then, he has put effort into improving the tool in different aspects [3] — one of which
is lowering the barrier to start working with deterministic network calculus. For that, the
code has been restructured, the API reworked, functional tests have been created and their
computations have been documented in detail.

This work led to several inquiries from researchers seeking to make use of network calculus
results in order to evaluate their work. Unfortunately, there is a gap between the expectations
that those researcher had regarding tool support and the reality at hand. Most notably,
the preceding modelling step required to apply network calculus emerged as the single most
problematic hurdle on the way towards deriving delay and backlog bounds. The DiscoDNC,
however, strictly depends on the network calculus model, i.e., service curves and arrival
curves need to be given in order to analyze a network.

In his talk, Steffen shares his experiences from being approached by academics making
their first steps in the area of network calculus. He will depict common misconceptions
along the lines of an example, showing that the effort to analyze a “simple” network with
roughly 200 nodes can result in actually analyzing a so-called server graph connecting 1140
queues (servers) connected by nearly 7000 links. This observation motivates Steffen’s work
on improving the efficiency of network calculus analyses.

The second part of this talk will depict several enhancements to the computational
efficiency of network calculus analyses. These improvements can be divided into two groups:

Technical solutions allowing the DiscoDNC to derive bounds faster and

Conceptual improvements in network calculus itself.
The former part covers the reuse intermediate results and the potential to parallelize the
execution of a network analysis — both possible thanks to the modularity of (algebraic)
deterministic network calculus.

The latter part will conclude the talk by providing some insight into an upcoming result
[4] enabling to significantly reduce the analysis effort in sink trees with token-bucket arrival
curves and rate-latency service curves.
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3.14 Exact Delays in Networks
Anne Bouillard (ENS/INRIA, FR)
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In this talk, we present a method based on linear programming to compute exact worst-
case delay bounds under network calculus assumptions. We assume that the network is
feed-forward; that the arrival/service curves are piecewise linear concave/convex and that
the service policy is FIFO. The proposed method encodes every NC constraint into linear
constraints, possibly with boolean variables. Then the solution of the LP is the exact
worst-case delay. This algorithm is compared against existing method; derived into two
simpler LPs that respectively compute good approximations of the upper bound and lower
bound of the exact worst-case delay.

3.15 Optimal Joint Path Computation and Rate Allocation for
Real-time Traffic

Giovanni Stea (University of Pisa, IT)

License ) Creative Commons BY 3.0 Unported license
© Giovanni Stea

Computing network paths under worst-case delay constraints has been the subject of abundant
literature in the past two decades. Assuming Weighted Fair Queueing scheduling at the nodes,
this translates to computing paths and reserving rates at each link. The problem is N P-hard
in general, even for a single path; hence polynomial-time heuristics have been proposed in
the past, that either assume equal rates at each node, or compute the path heuristically and
then allocate the rates optimally on the given path. In this paper we show that the above
heuristics, albeit finding optimal solutions quite often, can lead to failing of paths at very
low loads, and that this could be avoided by solving the problem, i.e., path computation
and rate allocation, jointly at optimality. This is possible by modelling the problem as a
mixed-integer second-order cone program and solving it optimally in split-second times for
relatively large networks on commodity hardware; this approach can also be easily turned
into a heuristic one, trading a negligible increase in blocking probability for one order of
magnitude of computation time. Extensive simulations show that these methods are feasible
in today’s ISPs networks and they significantly outperform the existing schemes in terms of
blocking probability.

3.16 How Can Network Calculus Help Smart Grids?
Yashar Ghiassi (University of Waterloo, CA)

License ) Creative Commons BY 3.0 Unported license
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This work is motivated by the challenges that arise when integrating large scale renewable
energy integration. The significant fluctuations injected to the grid by renewable energy
sources must be captured by storage systems. The role of storage in smart grids resembles
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the role of buffers and shapers in computer networks. We use this analogy to employ the
buffer-overflow bounds from network calculus to size storage systems for given maximum
loss of power and rate of power probabilities. This framework applies to a large range of
applications in smart grids given that storage is an integral element in smart grids.

3.17 Computable Bounds in Fork-Join Queueing Systems
Amr Rizk (University of Massachusetts — Amherst, US)

License ) Creative Commons BY 3.0 Unported license
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Joint work of Rizk, Amr; Poloczek, Felix ; Ciucu, Florin
Main reference A. Rizk, F. Poloczek, F. Ciucu, “Computable Bounds in Fork-Join Queueing Systems,”
SIGMETRICS Perform. Eval. Rev., 43(1):335-346, ACM, 2015.
URL http://dx.doi.org/10.1145/2745844.2745859

A Fork-Join (FJ) queueing system is characterized by an upstream fork station that splits
incoming jobs into N tasks to be further processed by N parallel servers, each with its own
queue; the response time of one job is determined, at a downstream join station, by the
maximum of the corresponding tasks’s response times. FJ queueing systems help modelling
multi-service systems subject to synchronization constraints. One prominent example are
MapReduce clusters. In this work we provide first computable stochastic bounds on the
waiting and response time distributions in FJ systems for renewal and non-renewal arrivals.
Further, we consider blocking and non-blocking server behavior and prove that delays scale
as O(log N) in the non-blocking case, a law which is known for first moments under renewal
input only. We show simulation results indicating that our bounds are tight, especially at
high utilizations.

3.18 Window Flow Control in Network Calculus
Michael Beck (University of Kaiserslautern, DE)

License ) Creative Commons BY 3.0 Unported license
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This talk is concerned with the long-standing problem of feedback in Network Calculus (NC),
in particular Stochastic Network Calculus (SNC). While there are plenty and elegant results
on the deterministic side of NC, corresponding theorems are missing in SNC. This in turn
limits the areas where SNC could be applied. In this talk — presenting preliminary work —
the feedback-inequality in its original form and its connection to a Window Flow Controller
is given. An overview follows, presenting the generalizations on the feedback-inequality.
This is concluded with the solution to the feedback-inequality for the continuous-time and
bivariate case. While this is a necessary step, it is not sufficient for a full analysis of a WFC.
It provides, however, some insights, especially on a paradox behavior concerning dynamic
window sizes, which perform worse compared to their static window counterparts. At last it
is shown that under (very) strict assumptions an analysis of the stochastic WFC is possible.
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3.19 Scaling Laws in the Network Calculus Bounds vs. Exact results
Almut Burchard (University of Toronto, CA)

License ) Creative Commons BY 3.0 Unported license
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In this talk, I described how exact results can be recovered from performance bounds in the
stochastic network calculus in certain important limits. For example, it is well-understood
that the output bound agrees, in the long-time limit, with the arrival rate; similarly, the
exact fail decay of the backlog can be recovered from the delay bound. A more delicate
question is the growth of end-to-end delays with the path length. For heavy-tailed and
self-similar processes, such delays grow with a power-law, but the exact power is not known.
I illustrated the importance of simple scaling laws for the evaluation of simulations.

3.20 Routing and Scheduling for Bursty Adversarial Traffic —
Adversarial Queuing Theory

Adi Rosén (CNRS / University Paris-Diderot, FR)

License ) Creative Commons BY 3.0 Unported license
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In this talk we mainly consider the setting of Adversarial Queuing Theory.

The main part of the talk gives a simple, deterministic, local-control routing and scheduling
protocol that applies to any network topology. This protocol guarantees that, for any input
traffic for which stability is possible, stability is indeed achieved, and moreover the buffers
at the nodes are polynomially-bounded as well as each packet has polynomially-bounded
delivery time. This part of the talk is based on the paper [1].

This main part of the talk is complemented by a short (partial) survey of results in
Adversarial Queueing Theory, as well as results on the achievable throughput in networks
with fixed, bounded buffers. The latter results, compared to the results in Adversarial
Queuing Theory, suggest that the question of stability and the question of throughput under
bounded buffers are different questions with answers that do not relate to each other.

References
1 W. Aiello, E. Kushilevitz, R. Ostrovsky, and A. Rosén. Adaptive packet routing for bursty
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3.21 Managing Queues with Bounded Buffers: Micro-decisions from a
Competitive Lens

Gabriel Scalosub (Ben Gurion University — Beer Sheva, IL)

License ) Creative Commons BY 3.0 Unported license
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Network Calculus has traditionally assumed flow conservation, and that no traffic is lost
while traversing the network. In consequence, it has primarily focused on understanding
the performance of systmes in terms of delay, and provisioning of capacity. Nevertheless,
packet loss is a feature of common networks, most predominantly the Internet, where packets
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are dropped due to buffer overflows, congestion control mechanisms, and and ever growing
demand for more bandwidth which is not always available. In this talk we present models
and algorithms for dealing with such packet loss, focusing primarily on buffer-management
mechanisms. These results are cast within a competitive framework, which subscribes to other
related models, such as AQT. We present both classic results in this framework, as well as
some more recent results, and emphasize the characteristics of performing buffer-management,
which are sometimes counter-intuitive, and sometimes lead to surprising results. Among
other things, this talk may also serve as a teaser for Network Calculus to try and incorporate
packet loss (and working with bounded buffers) into its framework.

3.22 Robust Queueing Theory
Nataly Youssef (MIT - Cambridge, US)

License ) Creative Commons BY 3.0 Unported license
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Main reference C. Bandi, D. Bertsimas, N. Youssef, “Robust Queueing Theory,” Operations Research,
63(3):676-700, 2015.
URL http://dx.doi.org/10.1287/opre.2015.1367

We propose an alternative approach for studying queues based on robust optimization. We
model the uncertainty in the arrivals and services via polyhedral uncertainty sets which
are inspired from the limit laws of probability. Using the generalized central limit theorem,
this framework allows to model heavy-tailed behavior characterized by bursts of rapidly
occurring arrivals and long service times. We take a worst-case approach and obtain closed
form upper bounds on the transient and steady-state system time in multi-server queues
and feedforward networks. These expressions provide qualitative insights which mirror the
conclusions obtained in the probabilistic setting for light-tailed arrivals and services and
generalize them to the case of heavy-tailed behavior. We also develop a calculus for analyzing
a steady-state network of queues based on the following key principle: (a) the departure
from a queue, (b) the superposition, and (c) the thinning of arrival processes have the same
uncertainty set representation as the original arrival processes. The proposed approach (a)
yields results with error percentages in single digits relative to simulation, and (b) is to a large
extent insensitive to the number of servers per queue, network size, degree of feedback, traffic
intensity, and somewhat sensitive to the degree of diversity of external arrival distributions
in the network.

4  Working Groups

4.1 Working group A
Steffen Bondorf

License () Creative Commons BY 3.0 Unported license
© Steffen Bondorf

The working group started with discussing recent developments combining network calculus
(NC) with optimization. In deterministic network calculus (DNC), work in this area started
as early as 2008 when the basic problem of existing algebraic tandem analyses was identified.
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It was suggested to derive an optimization problem from the network calculus “constraints” to
solve it. Since then, the optimization-based analysis has been advanced to ultimate tightness,
i.e., the best results possible with the given NC constraints, and has been extended to
encompass the entire network instead of a tandem of servers only. In the stochastic network
calculus (SNC) branch, work recently suggested to make use of its modelling capabilities in
robust optimization. Thus creating a robust queueing theory.

These developments were caused by deficiencies in network calculus that are not easy to
overcome. The discussion identified the following major issues:

Lack of decision variables: Being restricted to the analysis of systems, NC relies on the

provision of an exact model. It lacks the capability to directly support system engineering

by finding assignments for open parameters such that a given requirement is fulfilled.

Complementary methodologies as add-ons can help NC to increase its applicability in

this area.

Bounds instead of exact results: Network calculus itself is concerned with bounding

a performance indicator instead of providing an exact result. Quality of bounds is a

problem of both branches, DNC and SNC.

Computational effort: Moreover, the computational effort involved in deriving bounds can

be very high. For example, in the DNC analysis of tandems of FIFO multiplexing servers

can already be very involved, yet, it is not ultimately tight. Although NC only derives

bounds, oftentimes an additional tradeoff is required to derive results at all — especially

in the analysis of reasonably sized networks.
The working group then turned to the aspect thought to be the common cause of the above
problems: The model used for network calculus. From the beginning, i.e., Cruz’ first papers,
its simplicity was considered as defining NC’s beauty. NC does not take many assumptions
into account whereas classic performance tend to have too many to keep track of all of them
properly. However, in order to overcome the problems identified in the discussion, the model
may be considered simplistic. It is, e.g., even simpler than visual models for simulation as
used by OMNeT++ or others. Summarizing, this kind of beauty defines the limitations of
network calculus as well. The constrained expressiveness hampers the ambition to derive
better bounds while simultaneously not allowing for fast and easy derivations either.

Given that the NC model’s expressiveness currently seems to restrict leaps forward, the
question about creating a potentially better model appeared. The group members asked
themselves if it was possible to take such a disruptive step that incorporates the knowledge
and experience the community generated over the past years. l.e., can we redesign the
calculus such that its main deficiencies will be gone for good?

4.2 Working group B
Yashar Ghiassi

License ) Creative Commons BY 3.0 Unported license
© Yashar Ghiassi

We started the meeting by discussing the application domains of network calculus. We
classified the applications to two groups: emerging applications and traditional ones. Ex-
amples of emerging applications are vehicular transportation, energy systems (battery and
EVs), financial engineering, and inventory control and manufacturing systems. Examples of
traditional applications are communication networks and computation networks (e.g., cloud,

embedded).
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In the second half of our meeting we tried to discuss possible interesting problems (in each
of the applications listed above) for which network calculus is helpful. The first interesting
set of problems are facility location and dynamic topology; e.g., how do we optimally size and
locate storage systems in smart grids? As another important and open problem we discussed
feedback networks problems and the possibility that network calculus extends to that area

of research. Routing algorithms was the third possible research direction that we discussed.

Finally, we discussed a series of control related problems: state-dependent scheduling, traffic
lights/signals, avoiding underflow (finance), and ramp limitations (electricity).

4.3 Working group C
Amr Rizk

License ) Creative Commons BY 3.0 Unported license
© Amr Rizk

The main focus of the discussion within this working group was on identifying requirements
for advancing the Network Calculus (NC), as well as, main technical problems that are not
solved (yet!) in the NC framework. We identified two pillars that would help the advancement
of Network Calculus in the sense of increasing the user, as well as, the researcher community,
i.e., (i) bringing NC to standardization and (ii) teaching NC at a graduate level. One success
story of a related performance evaluation research topic that made a key contribution through
the transition to (IETF) standardization is fair scheduling. Hence, it is of utmost importance
to visualize the impact of the NC framework with implementations and case studies of actual
deployment. A particular strength of NC lies in providing fundamental characterizations
(limits) on basic networking elements that can be compiled into complex communication
scenarios. We believe that a collection of such results with appropriate deployment examples
would be very instructive for potential adoption. However, there are still basic elements
and protocols that do not lend themselves to the (stochastic) Network Calculus, such as
feedback and lossy systems. The conclusion of the discussion was that there are still many
open challenges/problems to be solved within the Network Calculus framework.
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5 Seminar Programme
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09:00-09:30 | Welcome and general introduction
09:30-10:30 | One minute madness: introduction of participants
11:00-12:00 | Seed talk: George Kesidis
14:00-15:30 | Wireless network calculus
Yuming Jiang
Eduard Jorswieck
Sami Akin
Hussein Al-Zubaidy
16:00-17:00 | Wireless network calculus
Nico Becker
Felix Poloczek
James Gross
17:00-17:45 | Wireless network calculus: roadmap discussion
evening Network calculus pub quiz
Tuesday
09:00-10:00 | Seed talk: Peter Buchholz
10:00-12:00 | Group work: future network calculus topics
14:00-15:30 | Making network calculus happen: computational aspects application modelling
and tool support (CAT)
Marc Boyer
Kai-Steffen Hielscher
Kai Lampka
Steffen Bondorf
16:00-17:45 | Making network calculus happen: computational aspects application modelling
and tool support (CAT)
Anne Bouillard
Giovanni Stea
Yashar Ghiassi-Farrokhfal
Amr Rizk
Michael Beck
Wednesday
09:00-10:30 | Looking over the fence: related methods
Almut Burchard
Adi Rosen
Gabriel Scalosub
Nataly Youssef
11:00-12:00 | Feedback from group work

12:00-12:15

Seminar resume and farewell
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This report provides an overview of the discussions, the program and the outcomes of the first
Dagstuhl Seminar on Mixed Criticality on Multicore/Manycore Platforms. The seminar brought

together researchers working on challenges related to executing mixed criticality real-time ap-
plications on multicore and manycore architectures with the main purpose of promoting a closer
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1  Executive Summary
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Real-time systems are characterised not only by the need for functional correctness, but
also the need for timing correctness. Today, real-time embedded systems are found in many
diverse application areas including; automotive electronics, avionics, and space systems. In
these areas, technological progress is resulting in rapid increases in both software complexity
and processing demands. To address the demand for increased processor performance, silicon
vendors no longer concentrate on increasing processor clock speeds, as this approach has led to
problems with high power consumption and excessive heat dissipation. Instead, technological
development has shifted to multicore processors, with multiple CPUs integrated onto a single
chip. The broad technology trend is towards much larger numbers of cores, referred to as
manycore, requiring network-on-chip rather than bus interconnects.
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Requirements on Size Weight and Power consumption, as well as unremitting cost
pressures, are pushing developments in avionics and automotive electronics towards the
adoption of powerful embedded multicore processors, with a longer term vision of migrating
to manycore. With the adoption of such technology comes the opportunity to combine
different applications on the same platform, potentially dramatically reducing assembly and
production costs, while also improving reliability through a reduction in harnessing. Different
applications may have different criticality levels (e.g. safety-critical, mission-critical, non-
critical) designating the level of assurance needed against failure. For example, in automotive
electronics, cruise control is a low criticality application, whereas electric steering assistance
is of high criticality. In an aerospace context, flight control and surveillance applications
in Unmanned Aerial Vehicles are of high and low criticality respectively. The very low
acceptable failure rates (e.g. 10~? failures per hour) for high criticality applications imply
the need for significantly more rigorous and costly development and verification processes
than required by low criticality applications.

Combining high and low criticality applications on the same hardware platform raises
issues of time separation and composition; it must be possible to prevent the timing behaviour
of high criticality applications from being disturbed by low criticality ones, otherwise both
need to be engineered to the same rigorous and expensive standards. Simple methods
of achieving this separation, such as time partitioning or allocation to different cores can
however be wasteful of processing resources. They may require more expensive hardware than
necessary, increasing production costs, which is something industry is strongly motivated to
avoid. Time composability is needed so that the timing behaviour of applications, determined
in isolation, remains valid when they are composed during system integration. Without time
composability integration of complex applications would become infeasible expensive. The
transformation of real-time embedded systems into mixed criticality multicore and manycore
systems is recognised as a strategically important research area in Europe and the USA.

The seminar focused on the two key conflicting requirements of Mixed Criticality Systems:
separation between criticality levels for assurance and sharing for resource efficiency, along
with the related requirement of time composability. The key research questions addressed
were:

How to provide effective guarantees of real-time performance to applications of different

criticality levels via intelligent sharing of resources while respecting the requirements for

asymmetric separation / isolation between criticality levels?

How to provide asymmetric time separation between applications with different levels of

criticality so that the impact of lower criticality applications on those of higher criticality

can be tightly bounded independent of the behaviour or misbehaviour of the former,
without significantly compromising guaranteed real-time performance?

How to provide time composability for applications of different criticality levels, so that

the timing behaviour of applications determined in isolation remains valid when they are

composed during system integration?

The sessions of the seminar were structured around a set of themes. Particular attention
was given to the interfaces between themes, as these are the areas that can benefit most from
improved understanding and collaboration. The discussion groups were organized around the
following themes that correspond to research challenges in mixed criticality systems (MCS):

Platforms and Experimental Evaluation (see Section 5.1);

Worst-Case Execution Time (see Section 5.2);

Criticality (see Section 5.3);

Probabilistic (see Section 5.4).
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Organization of the Seminar

The seminar took place from 15th to 20th March 2015. The first day started with a keynote
talk by Prof. Alan Burns (University of York), one of the most influential researchers in the
Real-Time Systems field over the last 25 years. Alan reviewed advances in MCS research
and underlined current open problems. An overview of his talk is provided in Section 3. The
first day ended with presentations and feedback on real implementations (see Section 4) as
well as identifying the main themes for group discussion.

The following three days started with presentations, which were followed by discussions
either within the identified groups or in an open format.

The second day started with discussions about the motivation for mixed-criticality systems
presented by three different participants (see Sections 4.4, 4.5 and 4.6). Different notations
are used by different sub-communities and several presentations underlined these differences
(see Sections 4.7, 4.8 and 4.9). An outline of the main ideas for probabilistic analysis of
real-time systems provided the topics for the discussion group on probabilistic MCS (see
Sections 4.10 and 4.11).

The morning of the third day commenced with discussions on the relation between time
and MCS (see Section 4.11), which continued into the afternoon’s hiking activity.

Starting from the fourth day a slot dedicated to anonymous mixed criticality supporters
was added to the program allowing researchers new to the topic to identify open problems in
MCS from the perspective of their different domains.

As detailed later in this report, the seminar enabled the real-time community to make
important progress in articulating and reaching a common understanding on the key open
problems in mixed criticality systems, as well as attracting new researchers to these open
problems (see Section 6). The seminar also provided an ideal venue for commencing new
collaborations, a number of which are progressing towards new research publications, see
Section 7.

The seminar has helped define a research agenda for the coming years that could be
supported by follow-up events, given the strong interest expressed by the participants of this
seminar.

As organizers, we would like to thank Prof. Reinhard Wilhelm for encouraging us to
submit the seminar proposal, Dagstuhl’s Scientific Directorate for allowing us to run a
seminar on mixed criticality systems, and to the staff at Schloss Dagstuhl for their superb
support during the seminar itself. Finally, we would like to thank all of the participants
for their strong interaction, presentations, group discussions, and work on open problems,
sometimes into the early hours of the morning. We were very pleased to hear about the
progress of new found collaborations, and to receive such positive feedback about the seminar
itself. Thank you to everyone who participated for a most enjoyable and fruitful seminar.
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3 Keynote

3.1 Mixed Criticality — A Personal View
Alan Burns (University of York, GB)

License ) Creative Commons BY 3.0 Unported license
© Alan Burns

In this talk I want to address four topics:
The notion of mixed criticality
A overview of the literature on mixed criticality
An augmented system model for mixed criticality
Open Issues in mixed criticality research

The third of these topics is addressed in a separate abstract in Section 3.2. Notes
on the other topics are provided below. As this is an extended abstract, derived from a
talk, T will not include citations of the many works that have been published on Mixed
Criticality. For accurate accrediting of the work alluded to below I refer readers to the
Review from York (updated every 6 months and funded by the MCC project) available from:
http://www-users.cs.york.ac.uk/~burns/.

It is important to be clear on the notion of ‘criticality’ as it is used in the, now extensive,
literature on mixed critically. To me the notion is primarily based on the consequences and,
to some extent, the likelihood of failure. A classification is therefore obtained by some form
of hazard (or risk) analysis following a process usually defined in a Standard. All potential
hazards much be mitigated during the design and implementation of both the hardware
and software architectures. Software components, perhaps implemented within a run-time
thread or task, will be assigned a criticality level (although different names are used for this
classification in different Standards and application domains). If the late running of a task
can contribute to a potential hazard then there must be evidence to support the view that
such a deadline miss is sufficient unlikely. Such evidence will come from WCET analysis of
the code and scheduling theory. It may also rely on run-time checks and enforcement.

The level of hazard, and the assignment of an assurance, integrity or criticality level
will dictates the level of hardware redundancy and the procedures required in the design,
verification and implementation of the code. There is considerable cost implications in
(justifiable) begin able to reduce the classification of the software within a system.

To me, ‘mixed criticality’ is a means of dealing with the inherent uncertainty in a complex
system. It is a means of providing efficient resource usage in the context of this uncertainty.
It is also the means of protecting the more critical work when faults occur; including where
assumptions are violated (rely conditions are false).

A mixed critically system is therefore not a mixture of hard and soft deadlines, nor is it
a mixture of critical and non-critical components. Moreover it is not only concerned wi