
Volume 8, Issue 9, September 2018

Measuring the Complexity of Computational Content: From Combinatorial Problems to
Analysis (Dagstuhl Seminar 18361)

Vasco Brattka, Damir D. Dzhafarov, Alberto Marcone, and Arno Pauly . . . . . . . . . . . 1

Knowledge Graphs: New Directions for Knowledge Representation on the Semantic Web
(Dagstuhl Seminar 18371)

Piero Andrea Bonatti, Stefan Decker, Axel Polleres, and Valentina Presutti . . . . . . 29

Quantum Programming Languages (Dagstuhl Seminar 18381)
Michele Mosca, Martin Roetteler, and Peter Selinger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Algebraic Methods in Computational Complexity (Dagstuhl Seminar 18391)
Markus Bläser, Valentine Kabanets, Jacobo Torán, and Christopher Umans . . . . . . 133

Automating Data Science (Dagstuhl Seminar 18401)
Tijl De Bie, Luc De Raedt, Holger H. Hoos, and Padhraic Smyth . . . . . . . . . . . . . . . . 154

Dagstuh l Rep or t s , Vo l . 8 , I s sue 9 ISSN 2192-5283

http://dx.doi.org/10.4230/DagRep.8.9.1
http://dx.doi.org/10.4230/DagRep.8.9.1
http://dx.doi.org/10.4230/DagRep.8.9.29
http://dx.doi.org/10.4230/DagRep.8.9.29
http://dx.doi.org/10.4230/DagRep.8.9.112
http://dx.doi.org/10.4230/DagRep.8.9.133
http://dx.doi.org/10.4230/DagRep.8.9.154


ISSN 2192-5283

Published online and open access by
Schloss Dagstuhl – Leibniz-Zentrum für Informatik
GmbH, Dagstuhl Publishing, Saarbrücken/Wadern,
Germany. Online available at
http://www.dagstuhl.de/dagpub/2192-5283

Publication date
March, 2019

Bibliographic information published by the Deutsche
Nationalbibliothek
The Deutsche Nationalbibliothek lists this publica-
tion in the Deutsche Nationalbibliografie; detailed
bibliographic data are available in the Internet at
http://dnb.d-nb.de.

License
This work is licensed under a Creative Commons
Attribution 3.0 DE license (CC BY 3.0 DE).

In brief, this license authorizes each
and everybody to share (to copy,

distribute and transmit) the work under the follow-
ing conditions, without impairing or restricting the
authors’ moral rights:

Attribution: The work must be attributed to its
authors.

The copyright is retained by the corresponding au-
thors.

Digital Object Identifier: 10.4230/DagRep.8.9.i

Aims and Scope
The periodical Dagstuhl Reports documents the
program and the results of Dagstuhl Seminars and
Dagstuhl Perspectives Workshops.
In principal, for each Dagstuhl Seminar or Dagstuhl
Perspectives Workshop a report is published that
contains the following:

an executive summary of the seminar program
and the fundamental results,
an overview of the talks given during the seminar
(summarized as talk abstracts), and
summaries from working groups (if applicable).

This basic framework can be extended by suitable
contributions that are related to the program of the
seminar, e. g. summaries from panel discussions or
open problem sessions.

Editorial Board
Gilles Barthe
Bernd Becker
Daniel Cremers
Stephan Diehl
Reiner Hähnle
Lynda Hardman
Hannes Hartenstein
Oliver Kohlbacher
Bernhard Mitschang
Bernhard Nebel
Bernt Schiele
Albrecht Schmidt
Raimund Seidel (Editor-in-Chief )
Emanuel Thomé
Heike Wehrheim
Verena Wolf

Editorial Office
Michael Wagner(Managing Editor)
Jutka Gasiorowski (Editorial Assistance)
Dagmar Glaser (Editorial Assistance)
Thomas Schillo (Technical Assistance)

Contact
Schloss Dagstuhl – Leibniz-Zentrum für Informatik
Dagstuhl Reports, Editorial Office
Oktavie-Allee, 66687 Wadern, Germany
reports@dagstuhl.de
http://www.dagstuhl.de/dagrep

http://www.dagstuhl.de/dagrep
http://www.dagstuhl.de/dagpub/2192-5283
http://dnb.d-nb.de
http://creativecommons.org/licenses/by/3.0/de/legalcode
http://creativecommons.org/licenses/by/3.0/de/legalcode
http://dx.doi.org/10.4230/DagRep.8.9.i
http://www.dagstuhl.de/dagrep


Report from Dagstuhl Seminar 18361

Measuring the Complexity of Computational Content:
From Combinatorial Problems to Analysis
Edited by
Vasco Brattka1, Damir D. Dzhafarov2, Alberto Marcone3, and
Arno Pauly4

1 Universität der Bundeswehr – München, DE, vasco.brattka@cca-net.de
2 University of Connecticut – Storrs, US, damir@math.uconn.edu
3 University of Udine, IT, alberto.marcone@uniud.it
4 Swansea University, GB, arno.m.pauly@gmail.com

Abstract
This report documents the program and the outcomes of Dagstuhl Seminar 18361 “Measuring the
Complexity of Computational Content: From Combinatorial Problems to Analysis”. It includes
abstracts of talks presented during the seminar and open problems that were discussed, as well as
a bibliography on Weihrauch complexity that was started during the previous meeting (Dagstuhl
seminar 15392) and that saw some significant growth in the meantime. The session “Solved
problems” is dedicated to the solutions to some of the open questions raised in the previous
meeting (Dagstuhl seminar 15392).

Seminar September 2–7, 2018 – http://www.dagstuhl.de/18361
2012 ACM Subject Classification Theory of computation → Models of computation, Theory

of computation → Complexity classes, Mathematics of computing → Numerical analysis,
Theory of computation → Logic

Keywords and phrases Computability and complexity in analysis, computations on real num-
bers, reducibilities, descriptive complexity, computational complexity, reverse and construct-
ive mathematics

Digital Object Identifier 10.4230/DagRep.8.9.1
Edited in cooperation with Marta Fiori Carones

1 Executive Summary

Vasco Brattka (Universität der Bundeswehr – München, DE)
Damir D. Dzhafarov (University of Connecticut, US)
Alberto Marcone (University of Udine, IT)
Arno Pauly (Swansea University, GB)
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Reducibilities such as many-one, Turing or polynomial-time reducibility have been an
extraordinarily important tool in theoretical computer science from its very beginning. In
recent years these reducibilites have been transferred to the continuous setting, where they
allow us to classify computational problems on real numbers and other continuous data
types.

In the late 1980s Weihrauch has introduced a reducibility that can be seen as an analogue
of many-one reducibility for (multi-valued) functions on infinite data types. This reducibility,
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now called Weihrauch reducibility, was studied since the 1990s by Weihrauch’s school of
computable analysis and flourished recently when Gherardi and Marcone proposed this
reducibility as a tool for a uniform approach to reverse analysis.

Reverse mathematics aims to classify theorems according to the axioms that are needed
to prove these theorems in second-order arithmetic. This proof theoretic approach yields
non-uniform classifications of the computational content of certain theorems. However, many
of these classifications also have uniform content and Weihrauch complexity allows us to
study this uniform computational content directly using methods of computability theory.

This perspective has motivated Dorais, Dzhafarov, Hirst, Mileti and Shafer, on the one
hand, Hirschfeldt and Jockusch, on the other hand, to study combinatorial problems using this
approach. This research has led to a number of further reducibilities (computable reducibility,
generalized Weihrauch reducibility and others) that can be seen as non-uniform or less
resource sensitive versions of Weihrauch reducibility. Using this toolbox of reducibilities one
can now adjust the instruments exactly according to the degree of uniformity and resource
sensitivity that one wants to capture.

A precursor seminar1 that was also held at Dagstuhl has been instrumental in bringing
together researchers from these different communities for the first time. This has created
a common forum and fostered several research developments in this field. We believe that
the current seminar was very successful in strengthening and deepening the collaborations
between the involved communities. Ample time was left and successfully used for research in
groups. A novelty of the current seminar was a special session at which solutions of open
problems from the previous seminar were presented. To see that several of the major open
problems of the previous meetings were solved in the meantime was inspiring and motivating!
Some of the solutions involve new techniques with a wider applicability. Hopefully, we will
see solutions to some of the open questions presented at the current seminar in the not
too far future! Altogether, the seminar did proceed in a highly productive atmosphere,
thanks to many excellent contributions from participants. Inspired by these contributions
the organizers are planning to edit a special issue of the journal Computability dedicated to
this seminar.

This report includes abstracts of many talks that were presented during the seminar, it
includes a list of some of the open problems that were discussed, as well as a bibliography on
Weihrauch complexity that was started during the previous meeting and that saw significant
growth in the meantime. Altogether, this report reflects the extraordinary success of our
seminar and we would like to use this opportunity to thank all participants for their valuable
contributions and the Dagstuhl staff for their excellent support!

1 15392 Measuring the Complexity of Computational Content: Weihrauch Reducibility and Reverse
Analysis, see https://doi.org/10.4230/DagRep.5.9.77

https://doi.org/10.4230/DagRep.5.9.77
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3 Overview of Talks

3.1 Weihrauch goes Brouwerian
Vasco Brattka (Universität der Bundeswehr – München, DE) and
Guido Gherardi (University of Bologna, IT)

License Creative Commons BY 3.0 Unported license
© Vasco Brattka and Guido Gherardi

Main reference Vasco Brattka, Guido Gherardi: “Weihrauch goes Brouwerian”, CoRR, Vol. abs/1809.00380, 2018.
URL http://arxiv.org/abs/1809.00380

We prove that the Weihrauch lattice can be transformed into a Brouwer algebra by the
consecutive application of two closure operators in the appropriate order: first completion
and then parallelization. The closure operator of completion is a new closure operator that
we introduce. It transforms any problem into a total problem on the completion of the
respective types, where we allow any value outside of the original domain of the problem.
This closure operator is of interest by itself, as it generates a total version of Weihrauch
reducibility that is defined like the usual version of Weihrauch reducibility, but in terms of
total realizers. From a logical perspective completion can be seen as a way to make problems
independent of their premises. Alongside with the completion operator and total Weihrauch
reducibility we need to study precomplete representations that are required to describe these
concepts. In order to show that the parallelized total Weihrauch lattice forms a Brouwer
algebra, we introduce a new multiplicative version of an implication. While the parallelized
total Weihrauch lattice forms a Brouwer algebra with this implication, the total Weihrauch
lattice fails to be a model of intuitionistic linear logic in two different ways. In order to
pinpoint the algebraic reasons for this failure, we introduce the concept of a Weihrauch
algebra that allows us to formulate the failure in precise and neat terms. Finally, we show
that the Medvedev Brouwer algebra can be embedded into our Brouwer algebra, which also
implies that the theory of our Brouwer algebra is Jankov logic.

3.2 Effectivity and Reducibility with Ordinal Turing Machines
Merlin Carl (Universität Konstanz, DE)

License Creative Commons BY 3.0 Unported license
© Merlin Carl

Main reference Merlin Carl: “Generalized Effective Reducibility”, in Proc. of the Pursuit of the Universal – 12th
Conference on Computability in Europe, CiE 2016, Paris, France, June 27 – July 1, 2016,
Proceedings, Lecture Notes in Computer Science, Vol. 9709, pp. 225–233, Springer, 2016.

URL http://dx.doi.org/10.1007/978-3-319-40189-8_23

By taking Turing computability as its basic notion of effectivity, the study of Weihrauch
reducibility is restricted to realms where objects are countable or can be encoded by countable
objects. By replacing Turing machines with Koepke’s Ordinal Turing Machines (OTMs), we
obtain a notion of effective reducibility that applies to sets of arbitrary size. We can then
ask for arbitrary Π2-statements in the language of set theory whether they are effective or
whether one is effectively reducible to the other. As a sample application, we consider several
variants of the axiom of choice and see that the versions with systems of representations
and choice functions are effectively equivalent, while the well-ordering principle is strictly
stronger.

18361
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By taking OTMs as the underlying concept of effectivity, we can also reinterpret the
realizability interpretation of intutionistic logic, thus obtaining a notion of effectivity for
set-theoretical statements of arbitrary quantifier complexity. In this sense, the axioms of
KP turn out to be effective, while the power set axiom and the axioms of replacement and
separation are not.

3.3 Around finite basis results for topological embeddability between
functions

Raphael Carroy (Universität Wien, AT)

License Creative Commons BY 3.0 Unported license
© Raphael Carroy

We say that a function f embeds (topologically) in a function g when there are two (topolo-
gical) embeddings σ and τ satisfying τ ◦ f = g ◦ σ. This quasi-order is a strengthening of
the topological strong Weihrauch reducibility. In recent years, various subclasses of analytic
functions were shown to admit a finite bases under topological embeddability, including
non-σ-continuous functions (Solecki-Pawlikovski-Sabok) and non-Baire-class-one functions
(in a joint work with Benjamin Miller). In an effort to understand if topological embeddability
could be a well-quasi-order, which would mean that every subclass of functions admits a finite
basis under embeddability, we recently proved a dichotomy for spaces of continuous functions
with compact Polish 0-dimensional domains: embeddability is either analytic complete or a
well-quasi-order.

References
1 Raphaël Carroy, Yann Pequignot and Zoltán Vidnyánszky. Embeddability on functions:

Order and Chaos. To appear in Transactions of the American Mathematical Society. See
also https://arxiv.org/abs/1802.08341

3.4 On the Solvability Complexity Index hierarchy, the computational
spectral problem and computer assisted proofs

Matthew Colbrook (Cambridge University, GB)

License Creative Commons BY 3.0 Unported license
© Matthew Colbrook

Joint work of Matthew Colbrook, Anders Hansen
Main reference Matthew J. Colbrook, Bogdan Roman and Anders C. Hansen: “How to compute spectra with error

control”, submitted, 2018.
Main reference Jonathan Ben-Artzi, Matthew J. Colbrook, Anders C. Hansen, Olavi Nevanlinna and Markus

Seidel: “ On the solvability complexity index hierarchy and towers of algorithms”, 2018.

We will discuss the Solvability Complexity Index (SCI) hierarchy, which is a classification
hierarchy for all types of problems in computational mathematics that allows for classifications
determining the boundaries of what computers can achieve in scientific computing. The SCI
hierarchy captures many key computational issues in the history of mathematics including the
insolvability of the quintic, Smale’s problem on the existence of iterative generally convergent
algorithm for polynomial root finding [1] (and McMullen’s solution [2]), the computational
spectral problem [3], inverse problems, optimisation, PDEs etc., and also mathematical logic.

http://creativecommons.org/licenses/by/3.0/
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Perhaps surprisingly, many of the classifications in the SCI hierarchy do not depend on the
model of computation used.

The SCI hierarchy allows for solving the long standing computational spectral problem,
and reveals potential surprises. For example, the problem of computing spectra of compact
operators, for which the method has been known for decades, is strictly harder than the
problem of computing spectra of Schrödinger operators with bounded potentials, which
has been open for more than half a century. We also provide an algorithm for the latter
problem, thus finally resolving this issue [4]. Moreover, the SCI hierarchy helps classifying
problems suitable for computer assisted proofs. In particular, undecidable or non-computable
problems are used in computer assisted proofs, where the recent example of the resolution of
Kepler’s conjecture (Hilbert’s 18th problem) is a striking phenomenon [5]. However, only
certain classes of non-computable problems can be used in computer assisted proofs, and the
SCI hierarchy helps detecting such classes. As we will discuss, the problems of computing
spectra of compact operators and Schrödinger operators with bounded potentials are both
non-computable, however, whereas the compact case is in general unsuitable for computer
assisted proofs, the Schrödinger case is indeed suitable. We will also discuss exciting new
algorithms for computing spectra with error control and provide some cutting edge numerical
examples [6].

References
1 Steve Smale. On the complexity of algorithms of analysis, Bull. AMS, 13 (1985), pp 87–121
2 Curt McMullen. Families of rational maps and iterative root-finding algorithms, Annals of

Mathematics. Second Series, 125 (1987), pp 467–493
3 Anders C. Hansen. On the solvability complexity index, the n-pseudospectrum and approx-

imations of spectra of operators, JAMS, 1 (2011), pp 81–124
4 Jonathan Ben-Artzi, Matthew J. Colbrook, Anders C. Hansen, Olavi Nevanlinna and

Markus Seidel. On the solvability complexity index hierarchy and towers of algorithms,
(2018)

5 Thomas C. Hales. A proof of the Kepler conjecture, Annals of Mathematics, (2005), pp
1065–1185

6 Matthew J. Colbrook, Bogdan Roman and Anders C. Hansen. How to compute spectra
with error control, submitted, (2018)

3.5 Some properties of the countable space S0

Matthew de Brecht (Kyoto University, JP)

License Creative Commons BY 3.0 Unported license
© Matthew de Brecht

In a generalization of Hurewicz’s dichotomy theorem, we showed that a countably based
co-analytic space is either quasi-Polish or else it contains a Π0

2 subspace homeomorphic to one
of four particular countable spaces (called S2, S1, SD, and S0). The spaces S2 (the rationals),
S1 (the cofinite topology on the integers), and SD (the Alexandrov topology on the natural
numbers) are relatively well-known spaces and are often used as counter examples to various
completeness properties (such as the Baire category theorem or sobriety).

In this talk we will look more closely at the space S0 (finite sequences of natural numbers
with a very weak topology), which is less well-known. Although S0 does has some nice
completeness properties (it is sober and every closed subset is a Baire space), we will show
that it also resembles the space of rationals in several ways.
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3.6 Ishihara’s Boundedness Principle BD-N and below
Hannes Diener (University of Canterbury – Christchurch, NZ)

License Creative Commons BY 3.0 Unported license
© Hannes Diener

The aim of constructive reverse mathematics (CRM) is to classify theorems and principles
over intuitionistic logic. The resulting hierarchy in many parts resembles parts of (Simpson
style) reverse mathematics and parts of the Weihrauch lattice.

BD-N is one of the weakest principles that is of interest in CRM. It was introduced in
the 1990ies by Hajime Ishihara to find a “logical” counterpart to the analytical statement
that all sequentially continuous functions defined on a separable metric space are point-wise
continuous. That characterisation makes it seem like quite a straightforward principle,
however, from 2010 onward, there have been a number of statements identified that are
all implied by BD-N, but that surprisingly lie strictly below it. Furthermore there is little
understanding between how this statements interact.

This talk tries to present these ideas and hopefully initiate some discussion on whether
this situation is reflected in the Weihrauch lattice or some variation thereof.

3.7 Some results in higher levels of the Weihrauch lattice
Jun Le Goh (Cornell University, US)

License Creative Commons BY 3.0 Unported license
© Jun Le Goh

We present some results regarding higher levels of the Weihrauch lattice. We show that
comparability of well-orderings is Weihrauch equivalent to its weak version, answering a
question of Marcone. The proof proceeds via the ATR-like problem of producing the jump
hierarchy on a given well-ordering. We also formulate a “two-sided” version of ATR: given
a linear ordering L and a set of natural numbers A, produce either a jump hierarchy on L
which starts with A, or an infinite L-descending sequence. We show that this problem is
closely related to Koenig’s duality theorem about countable bipartite graphs.

3.8 Trees Describing Topological Weihrauch Degrees of Multivalued
Functions

Peter Hertling (Universität der Bundeswehr – München, DE)

License Creative Commons BY 3.0 Unported license
© Peter Hertling

We suggest definitions of continuous strong Weihrauch reducibility and of continuous
Weihrauch reducibility on the set of functions mapping a subset of the Baire space to
some quasi-order. Then we present descriptions of the corresponding topological strong
Weihrauch degrees and of the topological Weihrauch degrees of ∆0

2 measurable functions
mapping the Baire space to some better-quasi-order, by suitable trees and forests and suitable
reducibility relations on forests. We also consider Wadge degrees. Furthermore, we show that
this leads to a similar description of the Wadge degrees, the topological strong Weihrauch
degrees and the topological Weihrauch degrees of multivalued functions defined on a subset
of a countably based T0-space with range in a finite discrete space.
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3.9 Leaf management
Jeffry L. Hirst (Appalachian State University – Boone, US)

License Creative Commons BY 3.0 Unported license
© Jeffry L. Hirst

Joint work of Caleb Davis, Jeffry Hirst, Jake Pardo
Main reference Caleb Davis, Jeffry Hirst, Jake Pardo, Tim Ransom: “Reverse mathematics and colorings of

hypergraphs”, Archive for Mathematical Logic, November, 2018.
URL https://doi.org/10.1007/s00153-018-0654-z

We demonstrate a process for transforming trees into trees with sets of leaf nodes. This
process can be used to eliminate bootstrapping in certain reverse mathematics arguments,
and may prove useful in calibrating Weihrauch strength of some statements. This talk
includes joint work with Caleb Davis and Jake Pardo.

3.10 Degrees of randomized computability (Informal talk)
Rupert Hölzl (Bundeswehr University Munich, DE)

License Creative Commons BY 3.0 Unported license
© Rupert Hölzl

Joint work of Rupert Hölzl, Christopher P. Porter

In this survey we discuss work of Levin and V’yugin on collections of sequences that are
non-negligible in the sense that they can be computed by a probabilistic algorithm with
high probability. More precisely, Levin and V’yugin introduced an ordering on collections
of sequences that are closed under Turing equivalence. Roughly speaking, given two such
collections A and B, A is less than B in this ordering if A \ B is negligible. The degree
structure associated with this ordering, the Levin-V’yugin degrees (or LV-degrees) can be
shown to be a Boolean algebra, and in fact a measure algebra.

We demonstrate the interactions of this work with recent results in computability theory
and algorithmic randomness: First, we recall the definition of the Levin-V’yugin algebra and
identify connections between its properties and classical properties from computability theory.
In particular, we apply results on the interactions between notions of randomness and Turing
reducibility to establish new facts about specific LV-degrees, such as the LV-degree of the
collection of 1-generic sequences, that of the collection of sequences of hyperimmune degree,
and those collections corresponding to various notions of effective randomness. Next, we
provide a detailed explanation of a complex technique developed by V’yugin that allows the
construction of semi-measures into which computability-theoretic properties can be encoded.
We provide examples of the uses of this technique by explicating and extending V’yugin’s
results about the LV-degrees of the collection of Martin-Löf random sequences and the
collection of sequences of DNC degree, as well as results concerning atoms of the LV-degrees.

References
1 Leonid A. Levin and Vladimir V. V’yugin. Invariant properties of informational bulks.

Lecture Notes in Computer Science, 53:359–364, 1977.
2 Vladimir V. V’yugin. On Turing-invariant sets. Soviet Mathematics Doklady, 17:1090–1094,

1976.
3 Vladimir V. V’yugin. Algebra of invariant properties of binary sequences. Problemy Pere-

dachi Informatsii, 18(2):83–100, 1982.
4 Vladimir V. V’yugin. On empirical meaning of randomness with respect to parametric

families of probability distributions. Theory of Computing Systems, 50(2):296–312, 2012.
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3.11 Average-case polynomial-time computability of the three-body
problem

Akitoshi Kawamura (Kyushu University, JP)

License Creative Commons BY 3.0 Unported license
© Akitoshi Kawamura

Joint work of Akitoshi Kawamura, Holger Thies, Martin Ziegler
Main reference Akitoshi Kawamura, Holger Thies, Martin Ziegler: “Average-Case Polynomial-Time Computability

of Hamiltonian Dynamics”, in Proc. of the 43rd International Symposium on Mathematical
Foundations of Computer Science, MFCS 2018, August 27-31, 2018, Liverpool, UK, LIPIcs,
Vol. 117, pp. 30:1–30:17, Schloss Dagstuhl – Leibniz-Zentrum fuer Informatik, 2018.

URL http://dx.doi.org/10.4230/LIPIcs.MFCS.2018.30

We apply average-case complexity theory to physical problems modeled by continuous-time
dynamical systems. The computational complexity when simulating such systems for a
bounded time-frame mainly stems from trajectories coming close to complex singularities
of the system. We show that if for most initial values the trajectories do not come close to
singularities the simulation can be done in polynomial time on average. For Hamiltonian
systems we relate this to the volume of “almost singularities” in phase space and give some
general criteria to show that a Hamiltonian system can be simulated efficiently on average. As
an application we show that the planar circular-restricted three-body problem is average-case
polynomial-time computable.

3.12 Weihrauch reducibility for some third order principles
Takayuki Kihara (Nagoya University, JP)

License Creative Commons BY 3.0 Unported license
© Takayuki Kihara

In order to examine the degrees of difficulty of separation principles on topological spaces,
we introduce Weihrauch reducibilty for some third order principles. For instance, in terms of
third order continuous Weihrauch reducibility, we show that (1) LLPO is not reducible to the
closed separation principle on a separable metrizable space; (2) the open separation principle
on a non-discrete second-countable Hausdorff space is equivalent to the uniform-LPO (the
map on 1 returning the Kleene’s type 2 object 2E) which is strictly stronger than lim; and
(3) the coanalytic separation principle on a Polish space is located strictly between (some
versions of) the Borel choice and the analytic choice.

3.13 Cohesiveness in the Tree Ramsey Theorem for Pairs
Wei Li (National University of Singapore, SG)

License Creative Commons BY 3.0 Unported license
© Wei Li

Joint work of C.T. Chong, Wei Li, Wei Wang, Yue Yang
Main reference C.T. Chong, Wei Li, Wei Wang, Yue Yang: “On the strength of Ramsey’s theorem for trees”,

preprint.

In this talk, we present a version of cohesiveness in the setting of the tree Ramsey Theorem.
We prove that the cohesiveness for trees is Pi11 conservative over PΣ1 +BΣ2. It is a joint
work with C. T. Chong, Lu Liu and Yue Yang.
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3.14 Using a Weihrauch degree finitely many times
Arno Pauly (Swansea University, GB)

License Creative Commons BY 3.0 Unported license
© Arno Pauly

The closure operator � introduced in [3] captures the idea of using a Weihrauch degree finitely
many times, without any requirements on a priorily bounding the number of uses:

I Definition 1. f� has instances
A register machine programM using f as a primitive operation (could be non-deterministic!)
An input x for M on which M halts

and provides M(x) as solutions.

It is intimately linked to the generalized Weihrauch reducibility by Hirschfeldt and
Jockusch:

I Observation 1. f ≤W g� iff f ≤gW g.

The following example (jww Kazuto Yoshimura) shows that it does not even have to hold
that the number of oracles uses depends on the input – it can depend on intermediate results
to the oracel calls:

I Example 2. Let (qi)i∈ω be strongly Turing-incomparable. Define F by F (0ω) = {iqi | i ∈
ω}, F (qi+1) = qi. Then q0 ≤W F �, but we have no bounds for the run-time.

Various classifications or stability results for � have been proven. We shall list some of
those:

I Theorem 3. LPO� ≡W CN (Neumann & Pauly [3])
C�{0,1}ω ≡W C{0,1}ω , C�R ≡W CR, C�ωω ≡W Cωω

Sort� ≡W Π0
2CN (Gassner, P. & Steinberg)

(Σ0
αLPO)� ≡W Π0

αCN (Brattka, Gherardi, Hölzl, Nobrega & P.)
C{0,1}ω,]<∞ ≡W C�{0,1}ω<∞ (Pauly & Tsuiki [1])
C�{0,1}ω,]≤2 ≡W

∐
n∈N C{0,1}ω,]≤n ≡W C∗{0,1}ω,]≤2 (Pauly & Tsuiki [1])

C�{0,1}ω,]=2 ≡W
∐
n∈N C{0,1}ω,]=n ≡W C∗{0,1}ω,]=2 (Pauly & Tsuiki [1])

For the last three items, we recall:

I Definition 4 (Le Roux & P. [2]; Tsuiki & P. [1]). Let C{0,1}ω,]=n, C{0,1}ω,]≤n, C{0,1}ω,]<∞
be closed choice on 2ω restricted to sets of cardinality n, at most n, or finite.

References
1 Denis Hirschfeldt & Carl Jockusch: On notions of computability-theoretic reduction

between Π1
2-principles. Journal of Mathematical Logic 2016.

2 Stéphane Le Roux & Arno Pauly: Finite choice, convex choice and finding roots. Logical
Methods in Computer Science 2015.

3 Eike Neumann & Arno Pauly: A topological view on algebraic computations models.
Journal of Complexity 2018.

4 Arno Pauly & Hideki Tsuiki: Tω-representations of compact sets. arXiv:1604.00258
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3.15 Overt choice on CoPolish spaces
Matthias Schröder (Universität der Bundeswehr – München, DE)

License Creative Commons BY 3.0 Unported license
© Matthias Schröder

Choice principles are cornerstones in the Weihrauch lattice, as many important Weihrauch
degrees are characterised by a choice problem. Overt choice means the computational task
of picking a point in a closed set given by positive information. From Computable Analysis
we know that overt choice is computable on computable Polish spaces.

We show that overt choice is discontinuous on CoPolish spaces like the vector space of
polynomials or the space of tempered distributions. The discontinuity is caused by the fact
that these spaces are not Frechet-Urysohn spaces. There is a minimal non-Frechet-Urysohn
CoPolish space Smin which embeds as a closed subspace into every other such space. Overt
choice on Smin turns out to be Weihrauch equivalent to LPO.

On the positive side, we show that overt-compact choice on CoPolish spaces is continuous.
It is even computable, if the CoPolish space meets some reasonable effectivity conditions.
Finally we present a Choice Elimination Theorem for compact choice on CoPolish spaces.

3.16 Q-Wadge degrees as free structures
Victor Selivanov (A. P. Ershov Institute – Novosibirsk, RU)

License Creative Commons BY 3.0 Unported license
© Victor Selivanov

Based on ideas, notions and results of P Hertling, J. Duparc and V. Selivanov, T. Kihara and
A. Montalban have recently characterized up to isomorphism the structure WQ of Wadge
degrees of Borel Q-partitions of the Baire space, for every countable better quasiorder Q.
The characterization is in terms of the so called h-quasiorder on suitably iterated Q-labeled
countable well founded forests. Since the corresponding precise definitions are rather long
and technical, we attempt here to find a clear shorter characterization.

To achieve this goal, we formulate some easy axioms for a theory T in a language
expanding the language of sigma-semilattices. Then we show that many initial segments
of WQ (including WQ itself) are (reducts of) free structures of suitable subtheories of T .
Informally, in this way we obtain a kind of axiomatizations for the initial segments of WQ.

3.17 Polynomial-time Weihrauch reductions
Florian Steinberg (INRIA Sophia Antipolis, FR)

License Creative Commons BY 3.0 Unported license
© Florian Steinberg

Main reference Florian Steinberg: “Computational Complexity Theory for Advanced Function Spaces in Analysis”,
PhD thesis 2017.

The complexity of operators on the real functions has been a topic of interest for some time
(see [1]). However, until fairly recently, complexity theoretical considerations on continuous
strutures where limited by the framework. While complexity theory for function on the the
real numbers worked reasonably well, many function spaces were known to be “to broad” to
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be captured. Thus, complexity considerations about operators were confined to be point-wise.
Nontheless, interesting results were proven in this setting: For instance that the integration
operator preserves the class of polynomial-time computable functions if and only if FP =
#P.

This changed, when in 2012 Kawamura and Cook introduced a framework for complexity
theory for operators from analysis that allowed for a uniform treatment of operators on
real functions by relying on type-two complexity theory. The added uniformity requirement
often removes the dependence of results on separation results about complexity classes. For
instance, within Kawamura and Cooks framework, it is possible to prove that the integration
operator is not polynomial-time computable. In his PhD Thesis and subsequent work,
Kawamura introduced a corresponding notion of reducibility and provides some examples
of uniformizations. This reducibility is a polynomial-time version of Weihrauch reducibility
and can be used to gain further insight in the properties of the operators that are related to
separation of complexity classes.

We give a short introduction to the framework of Kawamura and Cook and an overview
over what is known about polynomial-time Weihrauch reducibility so far. It turns out that
there are some interesting differences to non resource-restricted Weihrauch reducibility. For
instance, strong Weihrauch reducibility may fail not only for information theoretic reasons but
also because the operator to reduce to forgets about the sizes of instances. For illustration we
take a closer look at a uniformization of one of Friedmann and Ko’s results about integration
of real functions that was part of the authors PhD project.

References
1 Ker-I Ko. 1991. Complexity Theory of Real Functions. Birkhauser Boston Inc., Cambridge,

MA, USA.
2 Akitoshi Kawamura and Stephen Cook. 2012. Complexity Theory for Operators in Analysis.

ACM Trans. Comput. Theory 4, 2, Article 5 (May 2012), 24 pages.

3.18 Proof-theoretic characterization of Weihrauch reducibility
Patrick Uftring (TU Darmstadt, DE)

License Creative Commons BY 3.0 Unported license
© Patrick Uftring

First, we discuss some counterexamples to the theorems of the article [2] by Rutger Kuyper
about the characterization of Weihrauch reducibility in RCA0.

Secondly, we present some results of our own: Affine logic is a refinement of classical logic
that restricts contraction. We define affine Peano arithmetic in all finite types in order to
characterize different formalizations of Weihrauch reducibility for different classes of total
problems. We do this by combining a variation of Gödel’s Dialectica interpretation for
classical affine logic due to Masaru Shirahata [3], a functional interpretation by Benno van
den Berg, Eyvind Briseid, and Pavol Safarik for nonstandard arithmetic [1], and a hereditarily
defined notion of computability for higher types derived from associates.

References
1 Benno van den Berg, Eyvind Briseid, and Pavol Safarik. “A functional interpretation for

nonstandard arithmetic”. Annals of Pure and Applied Logic 163.12 (2012), pp. 1962–1994.
2 Rutger Kuyper. “On Weihrauch reducibility and intuitionistic reverse mathematics”. The

Journal of Symbolic Logic 82.4 (2017), pp. 1438–1458.
3 Masaru Shirahata. “The Dialectica interpretation of first-order classical affine logic”. Theory

and Applications of Categories 17.4 (2006), pp. 49–79.
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3.19 Computable planar curves intersect in a computable point
Klaus Weihrauch (FernUniversität in Hagen, DE)

License Creative Commons BY 3.0 Unported license
© Klaus Weihrauch

Main reference Klaus Weihrauch: “Computable planar paths intersect in a computable point”, CoRR,
arXiv:1708.07460v2, 2017.

URL https://arxiv.org/abs/1708.07460

Consider two paths f, g : [0; 1]→ [0; 1]2 in the unit square such that f(0) = (0, 0), f(1) =
(1, 1), g(0) = (0, 1) and g(1) = (1, 0). By continuity of f and g there is a point of intersection.
We prove that there is a computable point of intersection if f and g are computable.

The article has been accepted by the journal “Computability” and will appear soon.

4 Solved questions

4.1 Joins in the strong Weihrauch degrees
Damir D. Dzhafarov (University of Connecticut – Storrs, US)

License Creative Commons BY 3.0 Unported license
© Damir D. Dzhafarov

The Weihrauch degrees and strong Weihrauch degrees are partially ordered structures
representing degrees of unsolvability of various mathematical problems. Their study has
been widely applied in computable analysis, complexity theory, and more recently, also
in computable combinatorics. We answer an open question about the algebraic structure
of the strong Weihrauch degrees, by exhibiting a join operation that turns these degrees
into a lattice. Previously, the strong Weihrauch degrees were only known to form a lower
semi-lattice. We then show that unlike the Weihrauch degrees, which are known to form a
distributive lattice, the lattice of strong Weihrauch degrees is not distributive. Therefore,
the two structures are not isomorphic.

4.2 Separating products of Weihrauch degrees
Takayuki Kihara (Nagoya University, JP)

License Creative Commons BY 3.0 Unported license
© Takayuki Kihara

Joint work of Takayuki Kihara, Arno Pauly
Main reference Takayuki Kihara, Arno Pauly: “Dividing by Zero – How Bad Is It, Really?”, in Proc. of the 41st

International Symposium on Mathematical Foundations of Computer Science, MFCS 2016, August
22-26, 2016 – Kraków, Poland, LIPIcs, Vol. 58, pp. 58:1–58:14, Schloss Dagstuhl – Leibniz-Zentrum
fuer Informatik, 2016.

URL http://dx.doi.org/10.4230/LIPIcs.MFCS.2016.58
Main reference Takayuki Kihara, Arno Pauly: “Finite choice, convex choice and sorting”. Preprint.

We show that the compositional product of LLPO and AoUC is not Weihrauch reducible to
finite parallelization of AoUC [1], and the the compositional product of IVT and AoUC is
not Weihrauch reducible to any finite dimensional convex choice [2]. This solves two open
problems raised at a recent Dagstuhl meeting 15392 on Weihrauch reducibility.
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4.3 ATR0 in the Weihrauch lattice
Alberto Marcone (University of Udine, IT)

License Creative Commons BY 3.0 Unported license
© Alberto Marcone

Joint work of Takayuki Kihara, Alberto Marcone, Arne Pauly

This is a survey on the progress made since the previous Dagstuhl workshop on the study
within the Weihrauch lattice of problems arising from statement lying at the upper levels
of the reverse mathematics hierarchy. In particular, we consider statements equivalent, or
closely related, to ATR0, such as various set-existence axioms, comparability of well-orders,
the perfect tree theorem, and open determinacy. The Weihrauch degrees appearing in this
research include Unique Choice and Choice on Baire space.

The results will be included in a joint paper with Takayuki Kihara and Arno Pauly.

References
1 Takayuki Kihara, Alberto Marcone, and Arno Pauly. Searching for an analogue of ATR0 in

the Weihrauch lattice. In preparation.

4.4 RT2
2 compared to the product of SRT2

2 and COH
Ludovic Patey (University Claude Bernard – Lyon, FR)

License Creative Commons BY 3.0 Unported license
© Ludovic Patey

Joint work of Damir D. Dzhafarov, Jun Le Goh, Denis R. Hirschfeldt, Ludovic Patey, Arno Pauly
Main reference Damir D. Dzhafarov, Jun Le Goh, Denis R. Hirschfeldt, Ludovic Patey, Arno Pauly: “Ramsey’s

theorem and pro ducts in the Weihrauch degrees”, CoRR (2018), arXiv:1804.10968
URL https://arxiv.org/abs/1804.10968

Ramsey’s theorem for pairs and two colors (RT2
2) asserts that every 2-coloring of [N]2 admits

an infinite monochromatic set. RT2
2 can be decomposed into a stable version (SRT2

2) and
the cohesiveness principle (COH). From the viewpoint of Weihrauch reducibility, RT2

2 is a
consequence of the compositional product of SRT2

2 and COH and implies their coproduct. In
a previous Dagstuhl seminar, it was asked which reversals hold.

In this talk, we present a complete overview of the question and show that none of the
reversal holds. In particular, we prove that the cartesian product of SRT2

2 and COH is not
Weihrauch reducible to RT2

2.
This is a joint work with Damir Dzhafarov, Jun Le Goh, Denis Hirschfeldt and Arno

Pauly.
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4.5 Grouping principle
Keita Yokoyama (JAIST – Ishikawa, JP) and Ludovic Patey (University Claude Bernard –
Lyon, FR)

License Creative Commons BY 3.0 Unported license
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Main reference Ludovic Patey and Keita Yokoyama: “The proof-theoretic strength of Ramsey’s theorem for pairs
and two colors, Advances in Mathematics”, 330:1034–1070, 2018.

URL https://doi.org/10.1016/j.aim.2018.03.035

Grouping principle is a technical combinatorial statement which is a direct consequence of
Ramsey’s theorem. In the previous seminar (Dagstuhl seminar 15392), Yokoyama posed a
question “what is the reverse mathematical strength of the grouping principle for pairs and
two colors?” Patey answered this quesiton by showing that any computable instance of the
stable version of the grouping principle for pairs admits has a low solution.

5 Open problems

5.1 Density and minimality properties of the Weihrauch lattice
Vasco Brattka (Universität der Bundeswehr – München, DE)

License Creative Commons BY 3.0 Unported license
© Vasco Brattka

This open problem is related to lattice theoretic properties of the Weihrauch lattice and its
variants. These questions apply to the Weihrauch lattice itself, to the strong Weihrauch
lattice, to the parallelized Weihrauch lattice, the parallelized total Weihrauch lattice and
other variants:
1. What can be said about density properties of the corresponding lattice?
2. Are there regions where the lattice is dense and others where it is not? Can those be

classified?
3. Are there minimal pairs or atoms?

Basically nothing is known about the answers to such questions!

5.2 Ramsey’s theorem: products versus colors
Vasco Brattka (Universität der Bundeswehr – München, DE)

License Creative Commons BY 3.0 Unported license
© Vasco Brattka

We consider Ramsey’s theorem for a fixed cardinality n and k colors. It is easy to see that
the m–fold product of Ramsey’s theorem for k colors is strongly Weihrauch reducible to a
single instance with km colors (all for the fixed cardinality n) [31, Corollary 3.18 (1)]. This
means that colors can make up for products. Does the converse hold true, i.e., can products
make up for colors? More precisely, is there a number m for each k, such that Ramsey’s
theorem for k colors is Weihrauch reducible to the m–fold product of Ramsey’s theorem for
only 2 colors (all for the fixed cardinality n)? (See also [31, Question 3.22].) The answer is
yes for cardinality n = 1 [31, Proposition 3.23], but not known for higher cardinalities n ≥ 2.
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5.3 Weihrauch strength of countable well-orderings
Jeffry L. Hirst (Appalachian State University – Boone, US)
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What is the Weihrauch strength of various statements about countable well-orderings? In
the reverse mathematics setting, they tend to clump into two groups, one at the ACA0 level
and the other at ATR0. Do they separate in the Weihrauch hierarchy?

Possibly useful resources include the survey of ordinal arithmetic in Reverse Mathematics
2001 [1] and Sierpinski’s text, Cardinal and Ordinal Numbers [2]. Also see the related work
by Jun Le Goh and by Alberto Marcone and his affiliates.
A small subproject: Examine statements related to indecomposable ordinals.

Weak comparability of indecomposable well-orderings.
If α is well-ordered, then ωα is well-ordered. (Consider the contrapositive to formulate
this as a Weihrauch problem.)
If α is indecomposable, then there is a β such that α = ωβ . (Here, the equality could
indicate weak comparability or strong comparability.)

In the subproject, the reverse mathematical analysis of the statements has already been
completed. One could also select a previously unanalyzed statement from Sierpinski [2] and
do both the reverse mathematical analysis and the Weihrauch analysis.
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5.4 Some questions around Weihrauch counterparts of ATR
Takayuki Kihara (Nagoya University, JP)
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Main reference Paul-Elliot Anglès D’Auriac and Takayuki Kihara: “A comparison of various analytic choice
principles”, Preprint.

Goh introduced the two-sided version ATR2 of arithmetical transfinite recursion, and Anglès
D’Auriac and Kihara [1] introduced its variant ATR2′ which is shown to be arithmetically
Weihrauch equivalent to the Σ1

1-choice on Cantor space.
Q1. Is ATR2′ arithmetically Weihrauch equivalent to ATR2?
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Anglès D’Auriac and Kihara [1] showed that the Σ1
1-choice on Baire space is not Weihrauch

reducible to the parallelization of the Σ1
1-choice on the natural numbers.

Q2. Is the Σ1
1-choice on Baire space hyperarithmetically Weihrauch reducible to the

parallelization of the Σ1
1-choice on the natural numbers?
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5.5 Two open questions from Dagstuhl Seminar 18361
Carl Mummert (Marshall University – Huntington, US)
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These two questions concern the Weihrauch degrees of problems in algebra. The first concerns
vector spaces. The elements of a countable vector space over Q can be identified with elements
of N, so that the elementary diagram can be encoded canonically as an element of 2N. We can
use this representation to ask about the degrees of problems in linear algebra. For example,
the problem of producing a basis for a countable vector space over Q has Weihrauch degree
L̂PO, and in the setting of reverse mathematics the analogous principle of second order
arithmetic is equivalent to ACA0 over RCA0. The first question relates to the problem of
finding a proper finite dimensional subspace of a countable vector space over Q.

Problem: Let P : ⊆ 2N ⇒ 2N be the partial multifuction that, given the atomic
diagram of an infinite dimensional vector space over Q, returns the characteristic
function of a finite dimensional nonzero subspace of the vector space. What is the
Weihrauch degree of P?

Downey, Hirschfeldt, Kach, Lempp, Mileti, and Montalbán [1] proved that the principle
of second order arithmetic analogous to P is equivalent to ACA0 over RCA0. Their proof
has an interesting nonuniformity, as it relies on the ability to choose a basis for the finite
dimensional subspace. It follows from their results that WKL ≤W P ≤W L̂PO. We suspect
P ≡W L̂PO, but a new proof method seems to be needed.

The second problem comes from group theory. It is a classical fact that every group with
more than 2 elements has a nontrivial automorphism. We represent countably infinite groups
by identifying their set of elements with N, so that their elementary diagrams can be viewed
as elements of 2N. There is no loss of generality in assuming the identity element is identified
with 0 ∈ N.

Problem: Let A : ⊆ 2N ⇒ NN be the partial multifunction that, given the atomic
diagram of a countably infinite group, produces a nontrivial automorphism of the
group. What is the Weihrauch degree of A?

The known upper bound is A ≤W LPO × LPO. The two particular questions that
LPO is used to answer are whether the group is abelian and whether every element has
order 2. In particular, every computable countably infinite group has a computable nontrivial
automorphism. If the Weihrauch degree of A is nontrivial, this provides another example of
the importance of weak choice principles.
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5.6 Characterizing the diamond-operator
Arno Pauly (Swansea University, GB)
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The �-operator in the Weihrauch lattice captures the idea of making finitely many calls
to an oracle available, without any a priori known bound on the number of calls. See the
abstract “Using a Weihrauch degree finitely many times” abstract for details. It is clear that
if f ≡W f�, then 1 ≤W f and f ≡W f ? f . Our question is whether the converse holds:

Does 1 ≤W f and f ≡W f ? f imply f ≡W f�?
During the seminar, Linda Brown Westrick obtained a positive answer to this question.

5.7 Compact Hausdorff spaces are regular
Arno Pauly (Swansea University, GB)
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It is a well-known result from topology that compact Hausdorff spaces are regular. The
traditional proof proceeds as follows: We are given x ∈ X and A ∈ A(X) with x /∈ A. For
each y ∈ A there are disjoint opens Uy 3 x and Vy 3 y, since X is Hausdorff. Consider the
open cover A ⊆

⋃
y∈A Vy. By compactness of X, there exists some finite I ⊆ A such that

already A ⊆
⋃
y∈I Vy. Now

⋃
y∈I Vy and

⋂
y∈I Uy are disjoint open sets separating x and A.

In computable topology, however, this argument does not go through. In order to
obtain

⋃
y∈A Vy as an open set, we would require A as an overt set, not merely as a closed

set. Restricted to countably-based spaces, a different approach was shown to work in [1].
Here, we ask whether the statement holds in general:

Is every computably Hausdorff computably compact represented spaces already comput-
ably regular?
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5.8 Characterization of overt choice on maximal CoPolish spaces
Matthias Schröder (Universität der Bundeswehr – München, DE)
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It is known that there exist maximal CoPolish spaces X in the sense that any other CoPolish
space is homeomorphic to a closed subspace of X. A CoPolish space is defined to be the
direct limit of an increasing sequence of compact metric spaces. One example of a maximal
CoPolish space is the Hilbert space l2 equipped with the sequentialization of the weak∗
topology on l2. Overt choice is the problem of picking a point in a closed subset given with
positive information.

Question: Characterize the Weihrauch degree of overt choice V (l2) on l2.
Note that overt choice on any CoPolish space is continuously Weihrauch reducible to

V (l2) due to the maximality property.

5.9 Minimal continuous Weihrauch degrees
Matthias Schröder (Universität der Bundeswehr – München, DE)
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Let f 6= 0 be any multifunction, where 0 denotes the nowhere defined problem.
Question: Does there exist a multifunction g 6= 0 such that g is strictly below f in the

continuous Weihrauch lattice?

5.10 When can one step function Weihrauch compute another?
Linda Brown Westrick (Pennsylvania State University – University Park, US)
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Joint work of Adam Day, Rod Downey, Takayuki Kihara, Linda Westrick

Let ≤ denote the lexicographic order on Cantor space. For A ∈ 2ω, define the step function
sA : 2ω → 2 to be the characteristic function of {X ∈ 2ω : A ≤ X}.

Question: Characterize the pairs (A,B) for which sA ≤W sB .
The little that is known about this is strange. If B is computable and sB is discontinuous,

then sA ≤W sB if and only if A is left-c.e. But if B is not computable and sA ≤W sB , then
A and B are Turing equivalent.
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1 Executive Summary
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In 2001 Berners-Lee et al. stated that “The Semantic Web is an extension of the current web
in which information is given well-defined meaning, better enabling computers and people to
work in cooperation.”

The time since the publication of the paper and creation of the foundations for the
Semantic Web can be roughly divided in three phases: The first phase focused on bringing
Knowledge Representation to Web Standards, e.g., with the development of OWL. The
second phase focused on data management, linked data and potential applications. In the
third, more recent phase, with the emergence of real world applications and the Web emerging
into devices and things, emphasis is put again on the notion of Knowledge, while maintaining
the large graph aspect: Knowledge Graphs have numerous applications like semantic search
based on entities and relations, disambiguation of natural language, deep reasoning (e.g.
IBM Watson), machine reading (e.g. text summarisation), entity consolidation for Big Data,
and text analytics. Others are exploring the application of Knowledge Graphs in industrial
and scientific applications.

The shared characteristic by all these applications can be expressed as a challenge:
the capability of combining diverse (e.g. symbolic and statistical) reasoning methods and
knowledge representations while guaranteeing the required scalability, according to the
reasoning task at hand. Methods include: Temporal knowledge and reasoning, Integrity
constraints, Reasoning about contextual information and provenance, Probabilistic and
fuzzy reasoning, Analogical reasoning, Reasoning with Prototypes and Defeasible Reasoning,
Cognitive Frames, Ontology Design Patterns (ODP), and Neural Networks and other machine
learning models.

With this Dagstuhl Seminar, we intend to bring together researchers that have faced and
addressed the challenge of combining diverse reasoning methods and knowledge representa-
tions in different domains and for different tasks with Knowledge Graphs and Linked Data
experts with the purpose of drawing a sound research roadmap towards defining scalable
Knowledge Representation and Reasoning principles within a unifying Knowledge Graph
framework. Driving questions include:

What are fundamental Knowledge Representation and Reasoning methods for Knowledge
Graphs?
How should the various Knowledge Representation, logical symbolic reasoning, as well as
statistical inference methods be combined and how should they interact?
What are the roles of ontologies for Knowledge Graphs?
How can existing data be ingested into a Knowledge Graph?

In order to answer these questions, the present seminar was aiming at cross-fertilisation
between research on different Knowledge Representation mechanisms, and also to help
to identify the requirements for Knowledge Representation research originating from the
deployment of Knowledge graphs and the discovery of new research problems motivated by
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applications. We foresee, from the results summarised in the present report, the establishment
of a new research direction, which focuses on how to combine the results from knowledge
representation research in several subfields for joint use for Knowledge Graphs and Data on
the Web.

The Seminar
The idea of this seminar emerged when the organisers got together discussing about writing
a grant proposal. They all shared, although from different perspectives, the conviction
that research on Semantic Web (and its scientific community) reached a critical point: it
urged a paradigm shift. After almost two decades of research, the Semantic Web community
established a strong identity and achieved important results. Nevertheless, the technologies
resulting from its effort on the one hand have proven the potential of the Semantic web vision,
but on the other hand became an impediment; a limiting constraint towards the next major
breakthrough. In particular, Semantic Web knowledge representation models are insufficient
to face many important challenges such as supporting artificial intelligence systems in showing
advanced reasoning capabilities and socially-sound behaviour at scale. The organisers soon
realised that a project proposal was not the ideal tool for addressing this problem, which
instead needed a confrontation of the Semantic Web scientific community with other relevant
actors, in the field. From this discussion, the ”knowledge graph” concept emerged as a key
unifying ingredient for this new form of knowledge representation – embracing both the
Semantic Web, but also other adjacent communities – and it was agreed that a Dagstuhl
seminar on ”Knowledge Graphs: New Directions for Knowledge Representation on the
Semantic Web” was a perfect means for the purpose.

The list of invitees to the seminar included scientists from both academia and industry
working on knowledge graphs, linked data, knowledge representation, machine learning,
automated reasoning, natural language processing, data management, and other relevant
areas. Forty people have participated in the seminar, which was very productive. The
active discussions during plenary and break out sessions confirmed the complex nature of
the proposed challenge. This report is a fair representative of the variety and complexity of
the addressed topics.

The method used for organising the seminar deserves further elaboration. The seminar
had a five-day agenda. Half of the morning on the first day was devoted to ten short
talks (5 minutes each) given by a selection of attendees. The speakers were identified by
the organisers as representatives of complimentary topics based on the result of a Survey
conducted before the seminar: more than half of the invitees filled a questionnaire that gave
them the opportunity to briefly express their perspectives on the topic and to point out
relevant challenges that they would put in their future research agenda with the highest
priority.

The aim of these short speeches was to ignite the confrontation by sharing the emerging
views on the main challenges from this survey. After the speeches we organised the further
discussion in an “Open Space” session that served to collaboratively build the agenda for the
rest of the day (and that influenced the agenda of the next days). The open space method
consists of giving everyone the opportunity to propose one or more break out topics. To
propose a topic, a proposer had to explain in few words what it was about, then write it
down on a post-it that was attached on a blackboard (see Figure 1). At the end of the
session, attendees were invited to sign up for the topics of their interest (by marking the
corresponding post-it).
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Figure 1 Blackboard with post-its from the open session.

The more popular ones (up to fifteen and having at least three sign ups) were selected
to compose the agenda. Each break out session used a one-hour slot during the afternoon.
The second day continued with most of the break out sessions with the aim of continuing
the discussion started the first day and work towards consolidating a report (finalised on
the fourth day). Reports would reflect view and vision emerging from the break out group.
On the same day attendees had the opportunity to self-propose to give additional short
speeches, addressing missing relevant topics. We used part of the second day’s morning for
these speeches. We explicitly asked attendees to avoid speeches on “my research” and to
only address relevant challenges that were overlooked so far.

On the third day we started with a plenary discussion and the seminar group agreed on
splitting into four groups to discuss “Grand challenges” separately, then share the results
before going back to the break out sessions. The aim was to share a common high level
vision reference before consolidating the more specific discussions that were ongoing in the
break out sessions. On the fourth day, the seminar group split again in break out sessions
including a “Grand challenges” one. Each session was assigned to at least two coordinators,
who committed to consolidate in a draft report the results from the previous meetings. It
was decided to merge a few topics, when appropriate.

Break out sessions had varied level of technical abstraction depending on the nature of
the topic, and its level of maturity within the state of the art. To give some examples: the
break out session about “Grand challenges” mainly discussed a vision for a future research
agenda and maintained a high level of abstraction, while the session on “Human and Social
Factors in Knowledge Graphs” provided more concrete insights as it could build on both
academic and industrial research results, projects and practical experiences. The session on
“Applications of Knowledge Graphs” focused on technical details and issues on two relevant
sample applications.
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Overview of the Report
This report is organised in two main parts: Section 3 includes a list of abstracts providing
an overview of the short speeches that we had the first two days. All the other sections are
consolidated reports of the emerging vision, research challenges, possible research agenda,
and proposed approaches, from break out sessions. When applicable, the reports give an
overview of specific relevant research work.
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3 Overview of Short Talks

3.1 Evolution and dynamics
Eva Blomqvist (Linköping University, SE)
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Nobody would today consider the Web as a static thing. Similarly, knowledge in a company is
never static, it is constantly changing. So why is it that so many approaches developed in the
past decades make the assumption that knowledge on the web, or elsewhere, is not going to
change? At an early stage this can be a way to manage the complexity of a problem, simply
to get started, but we cannot afford to use that excuse any more – if we want to be taken
seriously by developers and users out in industry. New methods, technologies and standards
that we produce, or propose, need to start from this assumption, i.e., that everything is
dynamic, and build on that, rather than ignoring it and then potentially trying to cover it by
add-ons at the end. Knowledge graphs in a highly dynamic environment necessarily needs to
themselves be highly dynamic and constantly evolving, and we are the ones that have to
provide the technology to support that evolution!

3.2 Enabling Accessible Scholarly Knowledge Graphs
Sarven Capadisli (TIB – Hannover, DE)

License Creative Commons BY 3.0 Unported license
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Scholarly knowledge includes a range of research artefacts that needs to be described. These
include research articles, peer reviews, research data, social interactions like review requests
and notifications in general, as well as different kinds of annotations on research objects. The
current state of access and use of scholarly knowledge is insufficient for society at large. By
enabling accessible scholarly knowledge graphs as well as applications which make use of
it, we hope to enable universal access to previous research. By improving the availability
through linked research, we can facilitate discovery and building on existing research. A
fundamental first step is to investigate and develop effective ways to represent fine-grained
information that is accessible, human and machine-interpretable, and interconnected. Other
challenges look into ways in which academic journals can decouple the registration and
certification functions of scholarly communication. Also we can investigate the feasibility
of universal access to knowledge through decentralisation, freedom of expression, privacy
respecting, and social.
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3.3 Logic and learning – Can we provide Explanations in the current
Knowledge Lake?

Claudia d’Amato (University of Bari, IT)
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The goal of the talk is to raise the attention on the following research questions: a) is it
important to provide explanations when providing information by exploiting a Knowledge
Graph (KG)? b) Would it be possible to design integrated numeric and symbol-based machine
learning methods, to be used for tackling the link prediction problem, that are scalable
and able to provide interpretable models? c) Are interpretable models a sufficient form of
explanation or do we need to provide an actual line of reasoning, illustrating the decision
making process? d) Is it possible to develop a unified framework integrating different
reasoning paradigms?

A KG is often defined as an object for describing entities and their interrelations, by
means of a graph. Knowledge graphs are usually assumed to be large and arbitrary entities
may be interrelated, thus covering various topical domains [1]. The importance of assessing
relations among entities has driven research on developing effective methods for solving the
link prediction problem. This is often regarded as a classification problem that can be solved
by the use of machine learning classification methods. In the last few years, vector space
embedding solutions have been largely adopted [2, 3]. They allow to create propositional
feature vector representations starting from more complex representations, such as graphs,
thus allowing to apply numeric approaches resulting scalable besides of effective. The main
problem of numeric approaches is that they do not allow to provide somehow an explanation
of the predicted results, that is, similarly to the goal of “Explainable AI” research field
(which aims to produce “glass box” models that are explainable to a human, without greatly
sacrificing performances), an explanation of the reason why a certain entity is predicted as
being related (with respect to a given relation) to another one. The exploitation of symbol-
based learning methods would be useful at this regards since they are known to generate
interpretable models that allow to explain how conclusions are drawn [4, 5]. Nevertheless,
symbol-based learning methods are also known to be less scalable than numeric methods.
As such integrated numeric and symbol-based approaches need to be developed in order to
come up with interpretable models whilst still staying scalable. Such an integrated solution
would be an initial step ahead towards providing explanation. Indeed interpretable models
actually describe how solutions are obtained but not why they are obtained. Providing an
actual explanation means to formulate and supply a line of reasoning, illustrating the decision
making process of a model whilst using human understandable features of the input data.
The ability of performing reasoning is important not only for providing explanations. KGs are
often considered as the output of an information acquisition and integration process, where
information may come from several and different sources. As such, problems such as noise
and conflicting information may arise. Additionally, some acquired information could be valid
only in some contexts or with respect to a certain period of time. As such the ability to apply
different reasoning paradigms such deductive reasoning, paraconsistent reasoning, inductive
reasoning, normative reasoning, analogical reasoning could be necessary. Large research
efforts have been devoted to study each reasoning paradigm, however, when considering
large KGs coming from the integration of multiple sources of information, multiple reasoning
paradigms could be needed at the same time. As such a unified framework integrating
different reasoning paradigms needs to be formalized.
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3.4 Knowledge graph creation and management
Michel Dumontier (Maastricht University, NL)
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While there are many manifestations of knowledge graphs (KGs), there are few guidelines as
to how to create them or make them widely available in a reliable manner owing to ambiguity
in their definition. In the most basic sense, KGs represent some form of knowledge that
is amenable to processing by graph or reasoning algorithms, in which entities are related
to their attributes and to other entities, along with provenance of where that knowledge
was obtained. KGs are created through a myriad of approaches – be it manual, automatic,
or semi-automatic – using a variety of data sources such as textual documents, microdata
embedded in web pages, large and small databases, and crowdsourced statements. They are
subject to a wide variety of data processing activities such as mapping entities to concepts,
extracting relations from text, transforming facts to specific formats for indexing, integrating
vastly different data sources, and finding errors through quality assessment. All KG creation
methods have their advantages and disadvantages, and can often create vastly different
KGs that can have important implications in downstream applications such as answering
questions, offering recommendations, and making new predictions. Clearly, there remain
great challenges towards organizing the emerging KG community in making their KGs FAIR
– Findable, Accessible, Interoperable, and Reusable – to the benefit of both humans and
machines.

3.5 New Symbol Groundings for Knowledge Graphs
Paul Groth (University of Amsterdam, NL & Elsevier Labs, NL)
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Today’s knowledge graphs primarily use social systems in combination with logics to define
the meaning of their symbols. For example, a knowledge graph might use rdfs:subClassOf to
define a subclass hierarchy – the meaning of which is found by dereferencing to a document
on the web and then interpreting the natural language and mathematical definitions found
at the location. I suggest that we should instead think about grounding the symbols of
a knowledge graph (the entities and relations) in other mediums. For example, one can
think about grounding these symbols in a sub-symbolic space (e.g. vector embeddings).
Likewise, it is possible to ground symbols in physical reality through sensors or in shared
simulations. Adopting these other forms of groundings would allow for more expressive
knowledge graphs. There are a number of sets of related work that provide good routes into
these alternative mechanisms. The work of Douwe Kiela is highly relevant as discussed in
his thesis “Deep embodiment: grounding semantics in perceptual modalities”. The work of
Cynthia Matuszek on grounded language acquisition using robotics is also highly relevant.
Additionally, resources such as visualgenome.org enable the connection of symbols and images.
Overall, combining these lines of work with Knowledge Graphs can provide a rich set of new
research avenues around integration, reasoning, use and exchange.
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3.6 Cultural issues in multilingual knowledge graph
Roberto Navigli (Sapienza University of Rome, IT)
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When dealing with multilingual lexicalized knowledge graphs, such as Wikidata or BabelNet,
a number of issues arise, including the impossibility to lexicalize a certain concept in a given
language (e.g. ikigai from Japanese; gezellig from Dutch), the different perception of the same
concept in different cultures (e.g. copyright in the UK vs. Germany) or the granularity of
sense distinctions. All these issues need to be addressed in upcoming research of multlingual
KGs.

3.7 Quality and Evaluation of Knowledge Graphs (beyond DBpedia)
Heiko Paulheim (Universität Mannheim, DE)
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Various metrics for the quality evaluation of knowledge graphs have been proposed. Zaveri et
al. [1] propose a set of 17 metrics, focusing mostly on technical and legal dimensions of the
data and Linked Data recommendations. They cluster the metrics into availability, licensing,
interlinking, security, and performance. Färber et al. [2] come up with a broader collection,
encompassing accuracy, trustworthiness, consistency, relevancy, completeness, timeliness,
ease of understanding, interoperability, accessibility, licensing, and interlinking. Looking not
only at those papers, but also at the open reviews reveals that defining objective metrics for
KG quality is a challenging endeavour. Despite the mere analysis of the quality of existing
knowledge graphs, various methods for improving the quality of those knowledge graphs have
been proposed as well, which we have reviewed in [3]. In that article, we do not only review
more than 40 approaches of KG completion and error detection, but also shed more light on
the evaluation.

Some of the key findings of the survey include:
1. Although KG completion and error detection seem related, there are rarely any approaches

that tackle both tasks simultaneously.
2. Likewise, although quite a few approaches deal with error detection, error correction is

hardly addressed.
3. DBpedia is the most used KG for evaluation. Many papers only report on DBpedia,

hence making it difficult to derive general applicability of the proposed approaches.
4. There is a large variety of evaluation setups, ranging from split validation to cross

validation with various splits and foldings, and a large number of different metrics used
aside precision, recall, and F1-score. Due to those differences in the setup, it is hard to
compare results between different papers directly.

5. Scalability evaluations are still rare; almost half of the papers do not mention scalability
at all.

Following up on those observations, there are some research question that we identfy
worthwhile diving into:
1. Which quality improvements does the community deem the most necessary (e.g., com-

pleteness, correctness, linkage, ...)
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2. How can we come up with standardized evaluation setups for KGs and KG completion/-
correction methods?

3. How can we best preserve the efforts made towards KG improvements?
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3.8 Humans in the Loop, Human readable KG
Marta Sabou (TU Wien, AT)
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We consider two interaction interfaces between humans and knowledge graphs. On the
one hand, during the process of knowledge acquisition and verification, humans act as
sources for different types of knowledge, including, factual, expert, or social knowledge.
Mechanisms for acquiring such knowledge are diverse and range from manual approaches, to
semi-automatic and human-in-the loop systems where algorithmic and human computation
are intertwined (e.g., through active learning). On the other hand, knowledge graphs enable
various information seeking tasks, such as question answering, search (semantic, exploratory,
serendipitous) and conversational systems (e.g., chatbots). Technical challenges in these
interaction settings arise from dealing with large KGs and from the need to adapt generic
methods to domain/enterprise specific scenarios. Opportunities arise in terms of being able
to collect viewpoints, opinions etc from humans that enable the creation of more realistic
applications. Additionally, knowledge graphs enable a range of new applications (such as
sense making) which should be built by relying on cognitive science theories to maximize
the effectiveness of the information transfer to humans. Besides technical challenges, ethical
issues should be considered when involving humans in KG creation processes (e.g., through
crowdsourcing) as well as for ensuring correct, unbiased and diversity aware output of
applications built on top of KGs.

3.9 ML with KGs – research and use cases around KGs at Siemens
Volker Tresp (Siemens AG – München, DE)
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Labeled graphs can describe states and events at a cognitive abstraction level, representing
facts as subject-predicate-object triples. A prominent and very successful example is the
Google Knowledge Graph, representing on the order of 100B facts. Labeled graphs can
be represented as adjacency tensors which can serve as inputs for prediction and decision
making, and from which tensor models can be derived to generalize to unseen facts. These
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ideas can be used, together with deep recurrent networks, for clinical decision support by
predicting orders and outcomes. Following Goethe’s proverb, “you only see what you know”,
we presented how background knowledge can dramatically improve information extraction
from images by deep convolutional networks and how tensor train models can be used for the
efficient classification of videos. We discussed potential links to the memory and perceptual
systems of the human brain. We concluded that tensor models, in connection with deep
learning, can be the basis for many technical solutions requiring memory and perception,
and might be a basis for modern AI.

3.10 Privacy and constrained access
Sabrina Kirrane (WU Wien, AT)
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Irrespective of whether the goal is to provide open access to a knowledge graph or to constrain
access to the graph or a subset of the knowledge held therein, policies have an important role
to play. For instance, if a data publisher does not specify a license the default is all rights
reserved. a company may wish to restrict access to their Enterprise knowledge graph and
likewise individuals may exercise there rights to specify how there data should be used and
by whom. There are already several existing ontologies and policy languages that could be
leveraged ranging from general policy languages, to specific policy languages, including some
standardisation efforts, however the expressivity, correctness and completeness with respect
to specific use case requirements is still and open research challenge. Although it may be
possible to employ existing encryption and anonymisation techniques to knowledge graphs,
the utility of the knowledge will most certainly be compromised. Constraints are a fact of
life. Therefore we need to figure out how to deal with them!

3.11 Value Proposition of Knowledge Graphs
Sonja Zillner, (Siemens AG, DE)
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We often talk about the value of knowledge graphs. But what is their main value proposition
and what is their USP? In industrial settings, knowledge graphs are an important asset
for realizing industrial Artificial Intelligence (AI) applications. Through the combination
of both, knowledge graphs that capture relevant domain knowhow and AI algorithms that
reason and learn to solve problems or answer questions, augmented intelligence applications
supporting users to focus on ambitious and creative instead of repetitive tasks can be
developed. Examples range from the improved visualization of radiological findings to
advanced diagnostics systems for power plants to flexible manufacturing for Industry 4.0
applications. But is there also a clear correlation between the type of a knowledge graph’s
value proposition and its addressed technical requirements?
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3.12 Social-Technical Phenomena of (Enterprise) Knowledge Graph
Management

Juan F. Sequeda, (Capsenta, USA)
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An early vision in Computer Science has been to create intelligent systems combining
Knowledge and Data capable of reasoning on large amounts of data. Today, this vision is
starting to be fulfilled through Knowledge Graphs.

Even though we are starting to see adoption of Knowledge Graphs by the large enterprises,
we are also observing barriers for adoption by small and medium enterprises. It is important
to understand why and see if there are new scientific problems and opportunities.

We argue that these barriers are not just technical/engineering but also social. For
example, we lack tools for non-experts, methodologies to design conceptual models together
with mappings, understanding who are the different stakeholders and the roles they can/should
play. Therefore it is important to study and understand the socio-technical phenomena of
managing (creation, maintenance, evolution, etc) Knowledge Graphs.

3.13 Concise account of the notion of Knowledge Graph
Claudio Gutierrez (University of Chile – Santiago de Chile, CL)
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Brief origins of the notion.

If one would try to find a footprint of the prehistory of the notion of knowledge graph (KG), it
would be the idea of representing knowledge in a diagrammatic form, in people like Aristotle
(∼ 350 BC), Sylvester (1878 [11]) , Peirce (1878 [6]), Frege (1879 [2]), etc.

The origins of the modern idea can be traced back to Ritchens (1956 [8]), Qullian (1963
[7]) and Milgram (1967 [12]). From a formal point of view, it was very influential the
introduction of the notion of frames (M. Minsky (1974 [4]) A Framework for representing
knowledge); the formalization of semantic networks (W. A. Woods (1978 [13]), What’s in a
Link: Foundations for Semantic Networks); and the notion of conceptual graphs (J. Sowa
(1979 [9]), Semantics of Conceptual Graphs).

A systematic study involving KG is the Ph.D. Thesis of R. R. Bakker, Knowledge Graphs:
representation and structuring of scientific knowledge in 1987 [1]. Many of these ideas were
published in 1992 in a paper authored by P. James (a name representing many researchers)
and titled Knowledge Graphs [3].

Twenty years later, in 2012, Google popularized the notion worldwide with the patent
Knowledge graph based search system, a system described as follows:

“[...]a novel, useful system that develops and maintains one or more individual and/or
group contexts in a systematic fashion and uses the one or more contexts to develop
a Personalized Medicine Service [...] The innovative system of the present invention
supports the development and integration of any combination of data, information
and knowledge from systems that analyze, monitor, support and/or are associated
with entities in three distinct areas:[...]”

18371

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/


44 18371 – Knowledge Graphs

What is really a Knowledge Graph?

John Sowa wrote in the entry Semantic networks in the Encyclopedia of Cognitive Science
(1987 [10]):

“Woods (1975) and McDermott (1976) observed, the semantic networks themselves
have no well-defined semantics. Standard predicate calculus does have a precisely
defined, model theoretic semantics; it is adequate for describing mathematical theories
with a closed set of axioms. But the real world is messy, incompletely explored, and
full of unexpected surprises.”

P. James, mentioned before, defined a Knowledge Graph as follows:

“A knowledge graph is a kind of semantic network. [...] One of the essential differences
between knowledge graphs and semantic networks is the explicit choice of only a few
types of relations.”

Later Lei Zhang in a Ph.D. thesis titled Knowledge Graph Theory and Structural Parsing
(2002 [14]) defined:

“Knowledge graph theory is a kind of new viewpoint, which is used to describe human
language [...] knowledge graphs have advantages, which are stronger ability to express,
to depict deeper semantic layers, to use a minimum relation set and to imitate the
cognition course of mankind etc. Its appearance gave a new way to the research of
computer understanding of human language.”

The Google Patent (2012) referred above conceptualized KG as systems:

“The system of the present invention systematically develops the one or more complete
contexts for distribution in a Personalized Medicine Service. These contexts are in
turn used to support the comprehensive analysis of subject performance, develop
one or more shared contexts to support collaboration, simulate subject performance
and/or turn data into knowledge.”

More recently, M. Nickel, K. Murphy, V. Tresp and E. Gabrilovich in their article A
Review of Relational Machine Learning for Knowledge Graph (2016 [5]) defined KG as
follows:

“[...] a graph structured knowledge bases (KBs) that store factual information in form
of relationship between entities.”

In summary, we learned that a knowledge graph is a kind of semantic network, an artifact
whose scope, characteristic, features, even uses, remain open and are in the process of being
defined. The brief history presented above suggests that, to design the future of the field,
it would be valuable to climb on the shoulders of three giant notions: Frames, Semantic
Networks and Conceptual Graphs.
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3.14 Grand Challenges
Paul Groth (University of Amsterdam, NL & Elsevier Labs, NL), Frank van Harmelen
(Free University Amsterdam, NL), Axel-Cyrille Ngonga-Ngomo (Universität Paderborn, DE),
Valentina Presutti (CNR – Rome, IT), Juan F. Sequeda (Capsenta Inc. – Austin, US), and
Michel Dumontier (Maastricht University, NL)
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The emergence of large scale knowledge graphs (KGs) has opened up the possibility for
a wide-range of exciting research directions. This chapter attempts to capture some of
these large scale challenges. The participants tried to formulate challenges that pushed the
boundaries of current thinking. We clustered 14 specific challenges into four groups:
1. Representing Knowledge i.e. “How do you say that?”
2. Access and interoperability at scale i.e “How do you get that?”
3. Applications i.e. “How do you do that?”
4. Machine ⇔ Humanity Knowledge Sharing i.e .”Computamus ergo sumus”
These clusters range from deep technical challenges that are being tackled today (e.g. the
connection between subsymbolic and symbolic representations) to future visions where
knowledge graphs act as the communication mechanism between humanity and AI. We see
these challenges not as the definitive list but as inspiration for the broader community to
think about where the foundations of knowledge graphs can take us.

During the discussion, one frame that helped us was to think about the notion of
knowledge and data at scale. We begin by introducing that context. We then list the
challenges themselves.
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Context: the structure of knowledge & data at scale
There are credible models of data at scale (from Data Management). There are credible
models of knowledge (from Knowledge Representation and Knowledge Engineering), but
there are very few credible models of knowledge and data at scale. (where “scale” is with
respect to each of the V’s: volume, variety, veracity, velocity, etc).

Our object of study is therefore the structure of knowledge and data at scale.
As in any scientific field, we distinguish the following three layers:
Models: a model of the structure of knowledge and data at scale (e.g. knowledge graphs)
Manifestations: instances of such a model (e.g. Wikidata, DBpedia)
Applications: methods and tools that rely on such instances (e.g. “search engine”, “re-
commender system’, “data interoperability”,”knowledge integration system”, “knowledge
discovery”)

In the light of the above, what the community has done is to develop a model for the
structure of knowledge & data at scale, namely: Knowledge Graphs.

Multiple models for the structure of knowledge and data at scale have been proposed:
1. Relation algebra (“it’s a table!”)
2. Knowledge graphs (“it’s a graph!”)
3. Latent semantics (“it’s a vector space!”)
4. World Wide Web (“it’s a network of documents!”)
Thus, current knowledge graphs are just one model for the “structure of knowledge & data
at scale”, and alternative and complementary models have been studied and will no doubt
be proposed in the future. Each of these will explain/describe/implement other aspects of
the structure of knowledge & data at scale. Essential to our understanding of the structure
of knowledge & data at scale is knowing when to use which of these complementary and
sometimes competing models.

Any model has to be testable, in order to distinguish it from other models and to decide
when which model is most appropriate. A model for knowledge and data at scale can
be tested against:

Theoretical properties (Kuhn’s properties of scientific theories: accuracy, internal consist-
ency, scope, simplicity; as well as properties specific for models of knowledge and data at
scale such as robustness, graceful degradation and others)
Performance in a task at scale (the V’s): how well does this model support performance
of a particular task, measured in various ways: ease of design, ease of implementation,
ease of maintenance, does it combine with other models, and others).
Performance for users: supporting useful abstractions for presentation, explainability, etc.
Cognitive “convenience”
Occam’s razor (as always)

These and other criteria will allow models to be compared against other models, telling
us when to use which model. When a model falls short on some of these criteria, that
is a prompt to improve or extend the model. For example, current knowledge graphs
fall short on representing time, versioning, probability, fuzziness, context, reification, and
handling inconsistency among others. New generations of knowledge graph models should
explain/describe/implement these and other aspects of the structure of “knowledge & data
at scale”.

The challenges clustered below can be thought of as directions in the exploration of
knowledge & data at scale.
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Representing Knowledge
How do you say that?

Diversity and flexibility in methods for knowledge representation. To have at our disposal
a plurality of knowledge representations (from logics to embeddings, and others) to effectively
capture all forms of knowledge including ambiguous, inconsistent, incomplete, erroneous,
biased, diverging, approximate, contested, and context-specific knowledge.

How do we capture and represent change within Knowledge Graphs? Knowledge Graphs
today are primarily entity centric. The goal here is develop new formalisms, algorithms,
techniques to handle the evolution and change of events, languages, and entities.

Symbolic meets subsymbolic (KG + ML): Knowledge graphs represent knowledge by
means which generalize well but lack the flexibility of more fuzzy models to knowledge
representation such as those used by connectionist paradigms. Connectionist approaches on
the other hand fail to generalize and lack explainability. The is a need to enable connectionist
ML to consume and generate knowledge graphs while allowing for knowledge to represent
and infer upon knowledge stored in connectionist models.

Access and interoperability at scale
How do you get that?

Interoperable knowledge graphs: A large number of KGs are already available and they
capture a large portion of the knowledge of domains such as products, persons, locations,
etc. However, these knowledge graphs are available in heterogeneous formats with partly
incompatible semantics. The multitude of formats and semantics is likely to persist. How
can we create a universe of knowledge graphs with different semantics that can interoperate
and represent all knowledge necessary for both humans and AIs. Related questions include
scalable partial/incomplete reasoning under these constraints as well the need to abide by
practical restrictions while using KGs.

A Public FAIR Knowledge Graph of Everything. We increasingly see the creation of
knowledge graphs that capture information about the entirety of a class of entities. For
example, Amazon is creating a knowledge graph of all products in the world and Google and
Apple have both created knowledge graphs of all locations in the world. This grand challenge
extends this further by asking if we can create a knowledge graph of “everything” ranging
from common sense concepts to location based entities. This knowledge graph should be
“open to the public” in a FAIR manner democratizing this mass amount of knowledge.

Uniform computational access to knowledge-based services. Can we access all forms
of knowledge, whether previously stated or inferred by computational service) through a
common interface, thereby reducing the barrier to finding and using knowledge at the time
it is needed?

Rapid task-performant reindexing of knowledge. Successful execution of particular tasks
(finding relevant datasets, predicting new drug uses, etc) may require transformation of
knowledge to other representations that are better suited for the task. Can we create an
infrastructure to facilitate this repurposing of global knowledge?
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Applications
How do you do that?

Answering sophisticated questions over heterogeneous knowledge graphs. Can we an-
swer sophisticated, context-sensitive questions over different knowledge graphs with different
formalisms, languages, schemas, content, availability, restrictions, access methods?

Make the translation of knowledge to praxis instantaneous. Currently, knowledge is
transferred to practice through complex chains where humans translate knowledge into
software and physical systems. With the advent of cyber-physical systems (e.g. augmented
reality, IoT), there is the potential to directly translate knowledge into action. Thus, the
vision is that gap between knowing and practicing will approach zero.

Knowledge graphs as socio-technical systems. Graphs and their applications are largely
created by people. We need to leverage theory, methods and empirical evidence from other
disciplines (behavioural economics, CSCW, UX, cognitive psychology etc) to: Understand
the cognitive and social processes by which knowledge (and knowledge shaped as a graph)
emerges; Identify patterns and best practices to support these processes; Improve developer
experience to allow them to create, curate and reuse KGs effectively; Provide guidelines
and best practices to help developers use and appreciate large-scale KGs that are inherently
messy, diverse and evolving; Understand what social features (expertise of KG contributors,
their motivations, group composition) influence the outcomes (completeness of the knowledge,
how it is represented, what is missing, viewpoints and opinions etc.)

Machine ⇔ Humanity Knowledge Sharing
Computamus ergo sumus (We compute, therefore we are).

Knowledge graphs as an interface between humanity and machines as well as machines
and machines. As machines become generators of knowledge how do we enable communic-
ation between those machines and humanity as whole. Likewise, just as humans share their
knowledge through institutions such as libraries how do we enable machines and humans to
share their knowledge at scale.

Generating, grounding, translating, and using machine generated languages. Recent
work suggests how machines may create their own languages that are distinct from those
that we know and understand. How can we explain or translate statements made in those
languages to other (human / non-human) languages?

Natural Data Understanding: The plethora of data formats and implicit semantics required
universal machinery which can consume arbitrary data (incl. KGs) and generate KGs. All
existing efforts in natural language understanding, processing of web tables, etc. can be
regarded as a foundation for this effort.

Self-aware KGs: What should KGs be? They are currently regarded as the result of some
(partly continuous) knowledge extraction processes. One possible path towards knowledge
graphs being universal enablers for agent-agent interchange (where agent = humans +
machines) would be to regard them as biological entities, which live in a digital space. These
universal independent social agents would be able to interface with other agents (humans,
machines) to fulfill goals set externally or internally.
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3.15 On the Creation of Knowledge Graphs: A Report on Best
Practices and their Future

Sabbir Rashid (Rensselaer Polytechnic Institute – Troy, US) Eva Blomqvist (Linköping
University, SE), Cogan Matthew Shimizu (Wright State University – Dayton, US), and
Michel Dumontier (Maastricht University, NL)

License Creative Commons BY 3.0 Unported license
© Sabbir M. Rashid, Eva Blomqvist, Cogan Shimizu, and Michel Dumontier

Knowledge Graphs have an important role in organizing and making information more broadly
available to people and machines. While many knowledge graphs have been developed, the
approaches used to build them can differ substantially. The elusiveness of standards or
best practices in this area poses a substantial challenge to the knowledge engineer that
wants to maximize their discovery and reuse, as dictated by the FAIR (Findable, Accessible,
Interoperable, Reusable) principles. In this chapter, we define a set of best practices to
constructing FAIR knowledge graphs.

Introduction
A knowledge graph (KG) is a conceptual entity that, as the name implies, is a graph
structure that represents knowledge [13]. Knowledge graphs have been used for a variety
of tasks, including question answering, relationship prediction, and searching for similar
items. A knowledge graph has several components, including resources that convey attributes
and entities, relationships between such resources, and additionally annotations to express
metadata about the resources. Several requirements for KGs [13] are that they express
meaning as structure and use a limited set of relations. All statements and entities in
a knowledge graph should be unambiguous, which can be accomplished by “using global
identifiers with unambiguous denotation.” Furthermore, knowledge graphs must provide
justification for statements by including explicit provenance information.

The Findability, Accessibility, Interoperability, and Reusability (FAIR) [17] principles
provide guidelines for publishing data and metadata on the web. In order for a knowledge
graph to adhere to the FAIR principles, resources in the graph should use unique and
persistent identifiers. The knowledge graph should be accessible, freely and openly, even after
the data has been retired. The resources should be described using descriptive metadata that
is written using vocabularies that adhere to the FAIR principles. Furthermore, provenance
about the resource, such as how they was derived, should be rich and detailed.

Interoperability is the ability of data or tools from different sources to be integrated
[17]. It is one important aspect of knowledge graphs, as it advocates understanding and
reuse amongst various users. In order to achieve this across the multitude of engineers,
developers, and researchers, it is important to define a coherent set of best practices for
the engineering and creation of knowledge graphs. However, today there exist many best
practices and methodologies for creating different kinds of knowledge graphs (e.g. ontologies,
linked data, etc.), resulting in knowledge graphs of various quality. Worse yet, when drawing
the best practices from these different development communities, we see that they are
sometimes incompatible. For example, there is conflict over the best practices between those
communities that adhere to strong or weak weight semantics for their knowledge graphs.
In addition, we must consider how these best practices may apply to knowledge graphs in
general outside of semantic web communities, such as those used by the Natural Language
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Processing (NLP) or Machine Learning (ML) communities. Often, at the application or
project level, methodologies used for the creation of knowledge graphs may not necessarily
follow any particular set of best practices. For example, several methods employed when
constructing knowledge graphs may include using models inherent in specific ontologies that
suggest a particular knowledge representation pattern. Additionally, for annotation using
concepts from ontologies, such as the annotation of dataset variables, the use of public search
engines on vocabulary repositories (Bioportal [14], Ontobee [18], linked open vocabularies
[16]) are often employed. The result may be the use of a concept that best matches the
task at hand. The use of multiple ontologies may have undesirable consequences, such as
resulting in inconsistencies between terms. If such concepts do not exist, one may continue
to define their own terms and build their own ontology without using commonly agreed upon
definitions. As a validation approach, some form of consistency checking is required in order
to keep the knowledge graph suitable for inference activities.

Knowledge graph developers must choose between methodologies and best practices
for specific domains, or for engineering different kinds of knowledge graphs. Therefore,
one challenge is to examine and consolidate existing best practices, and possibly extend
them, to encompass all kinds of knowledge graphs, as well as currently unaddressed aspects
of knowledge graphs. Thus, we may ultimately provide a clear workflow for an arbitrary
development team to create FAIR [17] (Findable, Accessible, Interoperable, and Re-usable)
knowledge graphs.

Existing Best Practices
We distinguish between two different categories of best practices for the creation of knowledge
graphs: its provision (driving “findable” and “accessible”) and its design (driving “interoper-
able” and “re-usable”). In addition, we must promote these standards, because, even within
the Semantic Web community, an exhaustive set of best practices or standards is nonexistent.
It is hard to know which best practices to develop if we do not know which others may exist.
It then seems unreasonable to expect a similar set of best practices from the NLP and ML
communities with whom we try to bridge the gap. While an exhaustive set is difficult to
come by, we have identified a non-exhaustive list of existing best practices related to the
design of knowledge graphs, inclusion of high quality metadata and provenance, and methods
for converting structured data into knowledge graphs.

Knowledge Graph Design
When starting to design an ontology or knowledge graph, all the necessary concepts or possible
uses may not be initially known. Agile [9] & eXtreme [15, 1] Design (XD) methodologies
allows for modular updates when needed, which is pertinent for the design and sharing
of ontologies among collaborative groups. This approach is often referred to as modular
ontology modelling or design [8].

Agile design encourage simplicity, in which only essential features are implemented at
first, and additional features can be included in the future. When following this methodology,
one should explain complex ideas fully and keep straightforward ideas simple. The eXtreme
Design methodology was inspired by this Agile approach, as ontologies used should only
contain concepts and properties that are essential for the particular task at hand. XD
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requires end-user or customer involvement, is driven based on a set of design requirements,
and is iterative in that it produces an early deliverable and subsequently builds on the end
result.

Ontology Design Patterns (ODPs) [5] can provide guidance into specific ways to represent
different forms of knowledge1. Use of ODPs promote interoperability across disciplines.
Ontology Design Patterns include a set of ontology pattern types, a list of existing patterns,
and a table of domains and their descriptions for which the patterns can be applied. Ontology
pattern types cover structural ODPs, such as logical and architectural ODPs, correspondence
ODPs, such as re-engineering and alignment ODPs, and presentation ODPs, such as naming
and annotation ODPs. Additionally, content, reasoning, and lexico-syntactic ODPs are
included. The list of patterns contain community submitted patterns for content, re-
engineering, alignment, logical, architectural and lexico-syntactic ODPs. The specified
domains are available on the organization wiki2 and include various sciences, linguistics,
music and media, and various industry related topics, such as management, industrial
processes, and manufacturing. Creating ODPs allows for re-usability of artifacts across
different use cases. Re-usability and interoperability is further promoted by following best
practices for documenting Ontology Design Patterns [10].

High Quality Metadata
High quality metadata is crucial to help users find relevant knowledge graphs. Two useful
specification are the HCLS dataset specification [6] and the Data on the Web Best Practices
[12]. The HCLS dataset specification provides detailed requirements on how to describe
datasets in terms of Semantic Web vocabularies in order to promote the search and reuse of
datasets. Many of the properties recommended in this specification can be applied to the
publication of knowledge graphs, such as the inclusion of publication and version information,
descriptions and keywords, and provenance.

The Data on the Web Best Practices W3C recommendation also provides guidelines
related to the publication of data that can also be extended to publishing knowledge graphs.
This document includes the specifications of providing detailed metadata, data quality
information, provenance, persistent identifiers, and documentation. Furthermore, the reuse
of existing vocabularies and making the data accessible through an application program
interface (API) are also recommended.

As mentioned above, an important aspect of high quality metadata is the inclusion of
detailed provenance, where the content comes from and how it was generated or derived.
PROV-O [11] and Nanopublications [7] offer guidance in this respect. The PROV-O ontology
is a W3C recommendation that provides a set of OWL classes, properties, and restrictions
that can be used to include provenance annotations. PROV-O includes high level classes
for prov:Entity, prov:Agent, and prov:Activity. Entities are defined as anything physical,
digital, conceptual, real or imaginary that has fixed features. Example prov:Entity classes
include prov:Collection, prov:Plan and prov:Bundle. Agents are defined as the bearers of
responsibility for an activity. Included in the set of prov:Agent classes are prov:Organization,
prov:Person and prov:SoftwareAgent. Finally, prov:Activities represent events that occur
over a period of time that involve entites.

1 http://ontologydesignpatterns.org/wiki/
2 http://ontologydesignpatterns.org/wiki/Community:Domain
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Nanopublications allow for context to reinforce the value of an assertion, which can be
included in the form of provenance statements about assertions or facts. The nanopublication
model can be implemented using a collection of RDF Named Graphs. Facts are included in
an assertion graph. Provenance information about the assertion is included in a provenance
graph. Provenance about the nanopublication itself is included in a publication information
graph.

Linked Data offers another way of providing semantically rich knowledge graphs. The
Best Practices for Publishing Linked Data [2] specifies a set of guidelines as a sequence
of steps. These steps include selecting and then modeling a dataset, choosing appropriate
URIs, referencing standard vocabularies when possible, converting the data to a Linked
Data representation, and providing machine access such that the data is reachable by search
engines and similar web processes.

Structured Data Transformation
Standardized methods to transform data into knowledge graphs make it easier to maintain
and reproduce. Two such methods for data tranformation that we recommend include using
R2RML [3] or RML [4]. R2RML is language that allows the user to define custom mappings
from a relational database schema to an RDF model. The R2RML document itself is written
in RDF, in which mappings for each table can include a template for the desired output
URI structure, specified ontology classes to be instantiated to, and relationships between
columns. Such relationships can be used to link to other relational databases through, for
example, primary keys. Since the input data are stored in relational databases, SQL queries
can be used in the R2RML mapping files when constructing the desired RDF. An extension
to R2RML is RML, which aims to be more generic by keeping the core model of the R2RML
vocabulary, but excluding database specific concepts.

Challenges
We have identified four challenges that must be overcome to promote the use of best practices
when constructing knowledge graphs. It is important to promote the best practices identified
in this chapter in order to encourage wide spread use. We must also find additional best
practices that were missed in this initial search. Overcoming the challenges of consolidating
and integrating best practices from different communities will allow for interdisciplinary
collaboration. Finally, the set of best practices that are required for different methodologies
of knowledge graph creation should be specified. For example, the best practices used for
manual creation of knowledge graphs may differ from automated approaches. Corresponding
sets have to be discovered and organized accordingly.

Conclusion
In this chapter we considered how to apply best practices to knowledge graphs by identifying
a non-exhaustive list of existing best practices. We discussed best practices pertaining
to knowledge graph design, including Agile and eXtreme Design methodologies, as well
as Ontology Design Patterns. We considered W3C specifications pertaining to including
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high quality metadata when publishing knowledge graphs, including the HCLS dataset
specification, the Data on the Web best practices, and the Best Practices for Publishing
Linked Data. Furthermore, we considered existing mapping languages for transforming
structured data into knowledge graphs, including R2RML and RML. Finally, we discussed
some challenges that need to be overcome. A coherent set of best practices for the engineering
and creation of knowledge graphs advocates understanding and reuse amongst engineers,
developers, and researchers working with knowledge graphs.
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Introduction
The number and variety of data sets have grown exponentially during the last decades and a
similar growth rate is expected in the next years. In order to transform the enormous amount
of disparate data into actionable knowledge, fundamental problems, such as knowledge
integration, must be solved. Integrating data sets requires the effective identification of
entities that, albeit described differently, correspond to the same real-world entity. This
integration problem has received considerable attention from various computer science
domains such as databases, artificial intelligence, and semantic web. However, there are still
key challenges that need to be faced in order to integrate knowledge at scale. Open issues
arise because entities can be made available by autonomous sources either at rest or in motion,
and represented in various models or (un)structured formats. Moreover, entity meaning may
change over time and become inconsistent and incomplete with periodic peaks. During the
Dagstuhl seminar “Knowledge Graphs: New Directions for Knowledge Representation on
the Semantic Web”, members of the “Knowledge Integration at scale” working group have
discussed these challenges around entity meaning and identity reasoning. Results of these
discussions are reported, as well as existing approaches for knowledge integration, grand
challenges, and future research directions.

Knowledge Integration and Existing Approaches
The problem of knowledge integration can be framed as follows. Given a collection of data
sets such as unstructured text, media (e.g., images, videos, sounds), knowledge graphs,
databases, and knowledge bases, the problem of knowledge integration is to identify if two
entities in the collection of data sets match or do not match the same real-world entity. An
entity–in a data collection–is a multi-modal item of knowledge like a word, a concept, a
sentence, a text, a database record, a media segment, a knowledge graph, or an ontology.
Solving the problem of knowledge integration requires first identifying the knowledge items
in diverse data sets. Then, interoperability conflicts among these items need to be detected,
and finally, these conflicts need to be resolved. Once equivalent entities have been matched,
different fusion policies are performed for merging them into a single entity [6]. Considering
the wide nature of entities, the state of the art has focused on integration methods that
reduce manual work and maximize accuracy and precision.

Data integration has been extensively treated in the context of databases [9]. As a result,
a vast amount of integration frameworks [13] have been developed; they implement data
integration systems following the local-as-view (LAV), global-as-view paradigms (GAV), and
global and local as view (GLAV) [20]. Further, query processing has also played a relevant
role in solving data integration on the fly. Graph-based traversal [2, 21], and distributed and
federated query processing [3, 5, 27, 31] are representative approaches for enabling the fusion
of the properties of equivalent entities on demand, i.e., at query execution time.
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To overcome interoperability conflicts generated by the wide variety of existing formats–
short notes, videos, images, maps, or publications–several unstructured processing techniques
have been proposed. Natural language processing techniques contribute to integrating struc-
tured and textual data by providing linguistic annotation methods at different levels [25], e.g.,
part-of-speech tagging, syntactic parsing, named entity recognition, word sense disambigu-
ation, entity linking, and anaphora resolution. Further, visual analytics techniques facilitate
the extraction and annotation of entities from non-textual data sources [1, 15]. Annotations
extracted from unstructured data represent the basis for determining relatedness among the
annotated entities by the mean of similarity measures, as well as for identifying matches
between highly similar entities.

Several approaches have been proposed to integrate structured data. KARMA [18] is
a semi-automatic framework that relies on ontologies and mapping rules for transforming
data sources such as relational tables or JSON files, into RDF knowledge graphs. LDIF
[32], LIMES [26], MINTE [6], Sieve [22], Silk [36], and RapidMiner LOD Extension [29] also
tackle the problem of data integration. However, they resort to similarity measures and link
discovery methods to match equivalent entities from different RDF graphs. Likewise, Galkin
et al. [12] present SJoin, a join operator, for identifying entity matches in heterogeneous
RDF knowledge during query processing. With the aim of transforming structured data in
tabular or nested formats like CSV, relational, JSON, and XML, into RDF knowledge graphs,
diverse mapping languages have been proposed [7, 16, 19, 34]. Exemplary mapping languages
and frameworks include RDF Mapping Language (RML) [8], R2RDF [33], and R2RML [28].
Additionally, a vast amount of research has been conducted to propose effective and efficient
approaches for ontology alignment [4, 11, 23]. Regardless of the effort of automatizing entity
and ontology matching, still a significant amount of manual work is required in all these
approaches. This lack of automation prevents applications from scaling up to large and
heterogeneous data sets.

The AI community has also actively contributed to the problem of data integration [14].
Specifically, recent machine learning methods provide effective and accurate building blocks
for entity matching, entity linking, name resolution, deduplication, and identity resolution.
For instance, random forest models have shown significant improvement of entity matching
[10, 30]. Further, deep learning and embedding representations are promising methods for
matching knowledge items represented in diverse formats [24, 35]. Moreover, logic-based
approaches like probabilistic soft logic, have evidenced accurate performance in matching of
entities from multiple types [17]. Notwithstanding the overall cost reduction and improved
precision observed by the state-of-the-art machine learning approaches, the outcome of these
approaches directly depends on the quality of the training data. Given the large variety
and volume of existing data sets, the generation of these training data sets represents a
fundamental open challenge.

Grand Challenges of Knowledge Integration
The tremendous amount of research contributions for integrating knowledge items accurately
corroborates the importance of the problem. Nevertheless, data complexity challenges imposed
by current available data sets and modern knowledge-driven applications demand novel
computational methods for solving knowledge integration at scale. Particularly, integration
of multi-modal entities represented at different levels of abstraction and evolving over time,
remains unsolved. Finally, context-based knowledge integration, including cultural specificity
of a concept, temporal context (within a given culture), and domain context also demand
effective and efficient solutions from the community.

18371



56 18371 – Knowledge Graphs

Opportunities of Knowledge Integration in Knowledge Graphs
Knowledge graphs encompass large volume of knowledge items, and enable the description
of the meaning of their main properties and relations. Albeit challenging in terms of data
and knowledge complexity, knowledge graphs bring enormous opportunities for improving
modern methods of knowledge integration. First, machine learning approaches like knowledge
graph embeddings, transfer learning, bidirectional information extraction, active learning,
and distance supervision, can benefit from the knowledge encoded in knowledge graphs, thus
providing more accurate results during knowledge integration. Further, the definition of
expressive formalisms for describing integrated knowledge such as probabilistic logic, and
symbolic or subsymbolic knowledge representation, represent open challenges. Similarly,
the definition of entity matching methods capable of exploiting these novel representations
correspond to a propitious research topic. Finally, there is an expeditious need of devising
methods for efficiently including humans in the loop, and enabling them to effectively define
and curate high-quality training data sets.

Conclusions and Future Directions
The problem of knowledge integration in a vast variety of large data sets has been discussed.
Existing approaches in areas like databases and semantic web, as well as the application
of modern machine learning methods, not only evidence the relevance of the problem, but
also the diversity of challenges that demand to be faced. The future of the area promises
a wide range of opportunities that vary from representation formalisms, modern machine
learning methods, and hybrid knowledge integration techniques. Our ambition is that the
presented discussion encourages the community to develop novel methods that enable the
overall reduction of knowledge integration while providing highly accurate results.
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Knowledge lives. It is not static, nor does it stand alone. It may change or grow–evolve;
its provenance may become more or less certain. Belief in it may wax or wane over time.
Studying how knowledge graphs may capture the evolutionary nature of knowledge is a
critical need that the community must address. In this chapter, we outline some motivating
use-cases and the accompanying challenges, as well as starting points in existing literature.
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Introduction
Knowledge is not static, but constantly evolving. This is true, regardless of whether we are
representing personal knowledge, knowledge within a company, or open, common knowledge
on the web. Not only does the knowledge itself change, but also our perception of and beliefs
about it, such as its trustworthiness or accuracy. Therefore, if knowledge graphs are to
capture at least a significant portion of the world’s knowledge, they also need to be able to
evolve and capture the changes made to the knowledge it contains. There already exist some
approaches, in various related fields, for both describing those changes, as well as for dealing
with volatile knowledge. However, quite a few open questions still exist.

Perhaps foremost and fundamental of those is the question, ”What exactly does it mean
for a knowledge graph to evolve?” We do not, at this time, have a clear definition or
description of what knowledge graph evolution means. Then, we must address the following.
1. “Are existing methods for reflecting the evolutionary nature of knowledge sufficient for

capturing such knowledge in a knowledge graph?”
2. “What problems are not solved by existing methods?”
3. “What tasks are to be performed manually versus completed by a system?”
Yet, we do know that evolution is a very important aspect to the future of knowledge graphs;
this is recognised by almost all large knowledge graph developers and providers, today.

Examples of this were given during the Enterprise-Scale Knowledge Graphs Panel at the
17th International Semantic Web Conference.3 For instance, Yuqing Gao from Microsoft
pointed out their challenge of having a real-time knowledge graph, but with archiving, which
is still a research challenge at Microsoft. Jamie Taylor of Google also acknowledged the long
term evolution of the Google Knowledge Graph as one of their main challenges. The IBM
Watson group is also struggling with similar challenges, although they claim to take a more
dynamic approach, not focusing on one global knowledge graph, but a framework for building
domain specific knowledge graphs, including knowledge discovery and analysis of change
effects. Thus, their main struggles include modelling and analysing changing information
and incrementally updating global knowledge on horizontally scaled storage solutions.

The rest of the chapter is organized as follows. Section 3.17 briefly explores related
work that we may use as as starting points for further studying evolving knowledge graphs.
Section 3.17 describes some use-cases for evolving knowledge graphs, as identified during this
Dagstuhl seminar. Section 3.17 presents the initial challenges facing developers for evolving
knowledge graphs. Finally, in Section 3.17, we summarize and conclude.

Starting Points
While we may not have a clear definition for evolution in knowledge graphs, we may still
draw inspiration from previous work in related fields. As, in the realm of knowledge graphs,
there is no clear distinction between data and information on one side and knowledge4 on
the other (ontologically, or in terms of description logics, we would say, ABox and TBox,
respectively), we may draw from a wide variety of fields. For example, this means that
both approaches for managing changing (web) data [8, 4] as well as schema and ontology
evolution[7, 2, 10, 5, 6] may be relevant for knowledge graph dynamics and evolution.

3 http://iswc2018.semanticweb.org/panel-enterprise-scale-knowledge-graphs/
4 as the term is classically used in knowledge representation
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It is also important to examine the rate of change in the data, as approaches differ across
the spectrum. When data changes infrequently, state of the art approaches most often include
the production of new, manually curated versions of the data at certain time intervals, and
some appropriate version tracking and archiving of the dataset[8, 4], possibly combined with
query rewriting and other techniques. At the other end of the spectrum, data may be treated
as a stream, where approaches for data stream management and stream reasoning[9, 1, 3],
including RDF stream processing, have been applied.

The versioning of datasets and ontologies is a quite well-studied problem. For example,
there exist annotation schemas and ontologies for describing datasets and ontologies and
track versions, such as through extensions of the PROV-O.5 In addition, there exist mapping
languages for mapping between versions. Query rewriting has been used to transform queries
over one version to queries over a new version of the data.

Inherently, due to the open world assumption, languages proposed for the web are also
quite well suited for managing incomplete information. However, there are less approaches
proposed for how to actually manage the change process, detect change needs, apply changes,
and so on. We do know quite well, at a technical level, how to manually update ontologies
(e.g. implement changes, check consistency, track provenance of changes). Unfortunately, how
to automate parts of this process, or how to trigger and guide the change process is largely
unstudied. This is particularly true for schemas/ontologies, while for change management
in data we can rely on the history of relational database research and thereby also more
approaches have been proposed for graph data.

Additionally, there are approaches proposed for managing inconsistent and fuzzy know-
ledge, for example when using ontologies. These are maybe not so well used in practice, but
are usually well founded theoretically, and may have an important role to play when dealing
with large scale real-world knowledge that is rarely precise and consistent.

However, particularly targeted at knowledge graphs there are still not many approaches
available, hence, we are again left with either applying approaches originally developed with
some related structure in mind, e.g. ontologies and linked data, or we may look at the actual
practices for managing large knowledge graphs today and learn from there. While the former
was already discussed above, instead considering the latter an example of a change tracking
model, particularly targeted at knowledge graphs, is the Wikidata model for storing edit
history.

Use Cases
As an additional starting point, during the Dagstuhl seminar we collected a small (incomplete)
set of motivating use cases that may provide enough challenges in order to actually start
specifying the possible tasks involved and create a more detailed map of what solutions exist
and where the white spots are.

New laws are usually written as modifications of previous laws. This creates a complex
network of changes to laws, which together makes up the law of a country. If this is
to be modelled in a knowledge graph, the evolution/change history conveys important
information about the actual content and meaning of the law.

5 https://www.w3.org/TR/prov-o/

https://www.w3.org/TR/prov-o/
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Patient records contain information about the states of a patient. Something that is
believed at one point might be proven false in the next time instant. This needs to be
captured, tracked and reasoned with, when analysing patient data.
A related use case is that of patient monitoring, where IoT devices and sensors are
used to monitor patients, either at home or in a care facility. Streams of data come
from each sensor and need to be interpreted both with respect to the patient record
and history, as well as in relation to generic medical knowledge. This in order to create
situation awareness, and reason on potential future situation that are likely to occur,
e.g. to prevent dangerous situations and alert medical staff. Here several KGs can be
envisioned, i.e. both the personal, patient specific, knowledge, but also generic medical
knowledge graphs, and all of them have to evolve, although potentially at a very different
pace.
Knowledge discovery, for instance in drug discovery, implies to treat concepts individu-
ally in a local context, to allow for different viewpoints. In this way changes can happen
locally, without affecting the whole knowledge graph. Knowledge graphs can later be
composed of these components, filtered for certain views. Creating what could be called
a fluent KG, where new knowledge can emerge at every new KG composition.
In many organisations, such as a police department, individuals (such as police analysts)
want to have their own concepts represented in the knowledge graph. This may imply to
have individual knowledge graphs, or individual views of a knowledge graph, but such
additions or changes may also need to be introduced into the overall shared knowledge
graph if they reflect evolution or emergenc of new concepts, rather than just individual
views. Such changes need to be tracked, and one needs to determine what view (or
version) to use in a specific case, what knowledge from individual views (or contexts) to
propagate and what should stay private.
Crisis detection of large scale events (i.e. natural disaster, battle spaces, crime) is
another use case. Inputs will be frequent and likely conflicting. Representative, underlying
knowledge graphs will need to handle this in order to reason on what has actually occurred
and what is currently happening. We will need ways to also visualize and render such
information as well as tracking provenance and uncertainty and enabling evolution of
data in the graph.

Major Challenges
Based on what we know about the state of the art in knowledge and data evolution and
dynamics, and these use cases we have identified a (probably still incomplete) list of challenges
in this area, which are listed below.

Define the exact notion of evolution, i.e. distinguish it from notions such as change,
dynamicity, versioning, etc.

Different levels of tracking evolution will be needed for different use cases; best practices
and guidelines will need developed.

Manage the volume of provenance (i.e. preventing provenance explosion) caused by
capturing all evolution information, all data versions, etc.

This could include patterns for providing provenance information outside the actual
knowledge graphs.

Presenting provenance (and information about evolution) to an end user, developer,
knowledge engineer.
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Lenses could be used (e.g., show just the current state versus showing the evolution
path to this statement). This allows for different viewpoints on a subject.

Managing the full scale of evolution rates, i.e. from slowly changing concepts to rapidly
changing streams of data – potentially all in one system.
Engineering mechanisms for evolution (e.g., detecting and submitting updates)
Social processes need to be taken into account – someone usually owns a KG and may
not want it to be changed.

Mechanism for curation, change suggestions, moderation etc. are needed.
∗ Managing the computational challenge of assessing and handling the effects of the

updates.
Developing those mechanisms in a “tolerant” way (i.e., accepting local changes but
avoiding global drift), predicting effects of a change on local and global levels.
Methods for automating evolution, e.g. detecting signals of change, generating sugges-
tions, finding the most appropriate change action.
Tooling and methodology support

Embracing controversy – we must be able to represent different viewpoints, contexts,
inconsistencies, and even fuzzy or unclear notions that may or may not later evolve into
more crisp ones. For example, consider a knowledge graph that encompasses religions.
Overcoming current storage and computation limitations for implementing evolution and
dynamics of KGs in real-world systems, i.e. it all needs to scale.

Conclusion
Capturing the evolutionary nature of knowledge is critical as the community moves forward
and continues to build large, encompassing knowledge graphs, especially those that aim
to capture knowledge as it is created, discovered, or genreated. Of course, there are many
challenges inherent to this, from provenance explosion to what it actually means for an
knowledge graph to evolve. In this chapter, we have described several motivating use-cases
that capture useful knowledge, but in order to be effective, must address the notion of
evolving knowledge. In addition, we have described the challenges that these developers must
face, but have also included a number of well-studied starting points from similar fields.
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As there are more and more efforts to build knowledge graphs that complement the “main-
stream” KGs such as DBpedia and Wikidata, and a plethora of work that try to improve
those knowledge graphs in various directions (e.g., adding missing pieces of information, or
flagging incorrect axioms), there is a growing need to define the standards for an evaluation.
Moreover, since each research work has to prove itself against the state of the art, there is a
stronger focus on reproducibility of scientific experiments, also for knowledge graphs. This
chapter discusses some questions and guidelines regarding evaluation methods and protocols
for knowledge graphs.

Introduction
The evaluation of conceptual models has its roots in the field of Knowledge-based systems
and was adapted to the evaluation of Description Logics ontologies popular in Semantic Web
[9], leading to a vibrant field [6, 8, 29, 24]. Ontology evaluation focuses on “checking the
technical quality of an ontology against a frame of reference” such as a gold standard ontology,
a representative domain corpus, a specification document, or general human knowledge [9].
Evaluation activities have the goal of assessing the ontology’s domain coverage, quality of
modeling (syntactic, structural, semantic quality), suitability for an application, or community
adoption [24]. Evaluation goals are achieved with evaluation methods. Metrics-based methods
assess ontology quality by computing a numeric value based on its characteristics [6, 8].
Verification methods identify defects (a.k.a. errors, or pitfalls) in the ontology, i.e., a set of
issues related to a part of the ontology that should be corrected [22].
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When discussing knowledge graph evaluation, there can be two possible targets:
1. Evaluating a knowledge graph as such, and
2. Evaluating techniques for constructing and/or improving knowledge graphs
The first target is rather related to data profiling [5, 14, 17] – i.e., which data exists and and
in which quality – whereas the second is more concerned with the process of data creation
and/or manipulation. Nevertheless, it can be argued that both of the targets are actually
two sides of the same coin. In both cases, the object of study is a knowledge graph, so
that the same metrics can be applied. Evaluating a knowledge graph is also implicitly an
evaluation of the process that created that KG, and evaluating a method for construction or
improvement of a knowledge graph is usually done by evaluating the knowledge graph that
is the outcome of that process [18].

Evaluation Setups
On a coarse grained level, we can distinguish two orthogonal dimensions: intrinsic vs.
task-based evaluation, and automatic vs. human-centric evaluation.

Intrinsic vs. Task-based Evaluation
Intrinsic evaluation only looks at the knowledge graph per se. It measures, e.g., the size,
the fraction of correct statements, or the completeness. A larger set of quality metrics for
intrinsic evaluation have been proposed in the literature [7, 30]. While these measures are
intuitive and objective, they can only be a first attempt to evaluate a knowledge graph.

Knowledge graphs are not created as a means in themselves, thus, it is questionable
whether intrinsic evaluations can be the only means of evaluation, or whether we should
rather measure the quality of a knowledge graph by the added value it brings on an actual
task, such as question answering or recommender systems. The benefit of this task-based of
evaluation is that it clearly shows the potential impact of the system under scrutiny. Another
aspect of this type of evaluation is that it can show how efforts from different communities
can be integrated.

The main difficulty with task-based evaluations is that the interpretation of the results
can become more difficult. Often there are many aspects involved in running an evaluation,
and it is not always clear how they interact. In other words, even when the results of the
task are looking good, it might be that the actual performance is explainable by the interplay
of the other components. It is important to point out that neither of the two can serve as a
proxy or approximation for the other. A knowledge graph with good measures on internal
quality may perform poorly in a specific task (e.g., since it may have a good quality globally,
but bad quality in the domain at hand), and vice versa.

Automatic vs. Human-centric evaluation
While some evaluation protocols can be fully automated, especially if there is a gold standard
available, others cannot. Thus, human-centric evaluation is often used at least as one building
block for knowledge graph evaluation.
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It is clear that this kind of evaluation is not equally feasible for all tasks which are
reported in research work. Here we think especially about evaluation processes with a
human in the loop, evaluations which require special infrastructure or access to datasets
which are not publicly available. An important research question refers to identifying those
evaluation tasks that cannot (at this moment) be performed with automatic techniques,
but rather require input from humans. Some examples are: checking the freshness of the
information (i.e., whether it is up-to-date), checking completeness (e.g., does a KG contain
all German cities) [23], correctness of domain knowledge (e.g., was a person born in the given
place or not); correctness appropriateness of modeling decisions (e.g., whether some entities
should be modeled as concepts or instances, whether partonomy is modeled as subsumption).
Necessarily, the types of tasks will dictate the choice of the suitable human subjects (e.g.,
experts vs. laymen), as well as the most suitable human computation approach (e.g.,
gamification [12, 26] vs. expert-sourcing vs. crowdsourcing [1, 13]). A further challenge refers
to how to scale up human-centric evaluation [19], especially by combining with automatic
approaches [20]. Active learning approaches [25] are a possible solution, but have not yet
been applied in the evaluation.

Reproducibility
Reproducibility is an essential part of evaluation. Only if the experiments performed are
reproducible, one can independently verify whether reported results are factual. Besides, one
can then compare the presented result with the results obtained from different experiments.
Or at least see whether these results are in fact produced in similar conditions and whether
a comparison would make sense. [21] In our community, we have more or less generally
accepted tasks and even evaluation frameworks for SPARQL querying [4, 16], reasoning [10],
natural language question answering [27], entity linking [28], and ontology matching [2].

We identified at least one other community which has a reproducibility initiative – i.e., the
database community has reproducibility guidelines for SIGMOD6. With these guidelines, each
paper has the option to prove its reproducibility by sending the code, data, and parameter
settings for the experiments to a review board. They will then rerun the experiments to
see whether the same, or at least very close results can be obtained. In this process, the
evaluator will also investigate how sensitive the evaluation is to changes in both the input
data and changes in the parameter settings.

Currently, reproducing or even comparing research results is difficult due to various
datasets, protocols, and metrics used (but not always documented) in different experiments
[18]. E.g., a sentences such as “We achieve an F1 score of 0.89 for type prediction on
DBpedia”’ is usually not enough to reproduce the results. Hence, in order to come to
reproducible and comparable results, the characteristics of the experiments carried out need
to be specified along various dimensions. Those include:
1. Dataset(s) / KG(s) used
2. Evaluation protocol
3. Evaluation metrics
4. Tasks (in case of task-based evaluation)

6 http://db-reproducibility.seas.harvard.edu/
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Specifying Datasets and Knowledge Graphs
Specifying the dataset(s) or KG(s) used is the first step towards reproducible results. This
does not only include referring to a dataset by name (e.g., “DBpedia”), but being as specific
as possible. Recommended attributes to be reported include: which version was used? which
subset of the dataset (if any)? The same applies to external sources of knowledge used (e.g.,
text corpora), if any. One possible way to verify the replicability of the experiments is to
report a content-based hash of the dataset(s) used for the evaluation. In case of KGs that
are not release-based (such as DBpedia), but constantly changing (such as Wikidata), either
a snapshot of the version used or clear instructions on how to obtain the version used should
be included.

As far as datasets or KGs are concerned, well-known knowledge graphs like DBpedia are
the most widely used [18]. However, the use of synthetic knowledge graphs has also been
proposed [11, 15]. While evaluations encompassing a larger variety of KGs are clearly better
suited to harden the evidence that an approach works well in general (and not just on a
specific KG), evaluations on specific knowledge graphs still have their own utility, e.g., when
demonstrating a solution for a particular domain.

Specifying the Evaluation Protocol
The evaluation protocol is as important as the datasets. For example, for machine-learning
based approaches, cross or split validation may be used, and the random seed for folds can
have an impact on the results as well.

Specifying Evaluation Metrics
There are quite a few evaluation metrics, and although there is a wide adoption of recall,
precision, and F1-score, these are not the only metrics used (and in many cases, it may
make sense to use other metrics as well). Here, it is also important to be as specific as
possible. Typical distinctions include: macro vs. micro average, subset of entities on which
the evaluation is carried out (e.g., for type prediction: is the evaluation only carried out on
previously untyped entities?), and exact computation of the metrics (e.g., is the prediction of
the type owl:Thing for an entity counted as a true positive or ignored due to being trivial?).

Specifying Tasks
Finally, for task-based evaluations, the task has to be specified with equal care. For example,
for evaluating the performance of particular KGs in tasks like entity linking, question
answering, or recommender system, it is important to describe both the task and the KGs
used along the dimensions above.

Recommendations and Conclusions
As we can assume that there is no single approach for creating and/or refining a knowledge
graph that works best in all tasks and for all knowledge graphs, one higher level goal of
evaluations (which is rarely addressed in current research) is to understand which approaches
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work well under which characteristics of the KGs (e.g.: size, connectivity, etc.). Therefore,
when conducting more systematic evaluations, those can be done either by synthesizing
datasets with different variations, or by using a variety of datasets with different characteristics.
Therefore, datasets for such evaluations may include:
1. Synthetic datasets, which could rely on some existing benchmark datasets such as LUBM

[11] or SP2B [16]. Those can be used both for systematic testing of scalability, as well as
for analyses of the behavior of approaches when varying certain other properties of the
KG.

2. Alternatively, we could index existing datasets in terms of relevant properties that
are relevant for evaluation algorithms. These properties include: (a) graph/network
properties (degree, connectedness); (b) descriptive statistics of graph elements (e.g.,
number and distribution of classes, property types, entities); (c) expressiveness of the
data (e.g., RDF(S), OWL); (d) whether the dataset is fully materialized or contains
implicit knowledge; (e) natural language metrics (languages used, presence/absence of
natural language information); (f) the presence of specific domains (e.g., use of certain
namespaces, presence of geospatial data); (g) other: what were the main mechanisms
for creation. Note that many of these properties are easy to compute automatically, for
example, as in LOD Laundromat [3]. One issue is that they are mostly computed at the
level of file, rather than at the level of datasets/KGs.

3. Hybrid approaches, e.g., use properties calculated over (2) in order to improve the
generation of synthetic benchmarks [15].7

There is still some steps to be taken from the way evaluations are mostly carried out today
and the vision sketched above. As it is hard to enforce a change over night, we suggest we
propose to have a similar effort ongoing in the major semantic web conferences. One option
is to award a “most reproducible paper” award. This way, we can increase the credibility of
our research and hopefully get more reuse of existing effort. This would likely also lead to
more research software being open sourced and further built upon as code which is under
scrutiny of a reviewer will be written much cleaner.
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Introduction
The topics of data analytics and querying in the context of Knowledge Graphs have been
addressed as part of two separate fields. However, most data processing pipelines using
Knowledge Graphs require interleaving analytical and query tasks. While there exists
infrastructure (languages, tools, algorithms, optimisations, etc.) for performing queries and
analytics as separate processes, currently there does not exist an infrastructure for integrating
the two. Still, many conceptual questions that a domain expert may wish to ask imply
such a combination. There are several applications for combining analytical algorithms and
querying relevant to Knowledge Graphs, for example:

Ranking query results (e.g., ordering solutions based on the centrality of nodes in a
graph),
selecting topical sub-graphs to query (e.g., performing community detection to run queries
on parts of a graph relevant to a given topic),
exploratory search (e.g., finding weighted shortest paths between pairs of nodes returned
as results for a query),
dataset search (e.g., considering various graph metrics to select an external dataset
suitable to querying), or
data quality issues (e.g., analysing the connectivity of the graph).

These examples illustrate that in some cases we may wish to query the results of an analytical
process, in other cases we may wish to perform analysis on the results of a query, or in other
cases still, we may wish to interleave various query/analysis steps.
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In this chapter we attempt to identify some essential steps towards combining graph
querying and analytics in terms of useful features. We briefly discuss the state-of-the-art
standard technologies to implement these features. We shall also turn towards questions
about how to implement those features in a scalable manner, and missing bits and pieces
with respect to these standard technologies. With currently available technologies we likely
end up with the necessity to store and transfer graphs between different systems and stores
to enable all of these features, due to the non-availability of a single system and engine to
implement them. We argue that (extensions of) RDF and SPARQL seem to be the most
suitable anchor points as a crystallisation point to enable such interchange and integration
of query and analytics features.

Potential Starting points & Prior attempts
Although there have been proposals of various languages for querying graphs [2], including
for example Cypher [11] and G-CORE [1], in the Semantic Web community, SPARQL [6] has
been set as the standard query language for (Knowledge) Graphs, until now remaining the
only graph query language backed by a standardisation body and implemented by numerous
engines. The following discussion thus focuses on SPARQL, though the topics covered
generalise also to other query languages for graphs, such as those mentioned.

Since the original standardisation of SPARQL [9], the scientific community has proposed
lots of useful extensions for this language in terms of analytics and data processing features and
combinations with other languages. This has led to SPARQL 1.1. which was a conservative
extension of features agreed, by the W3C, to be key to the future of the language, essentially
taking on board and consolidating the most urgent of these proposed features.

However, as for specific connections to graph analytics, apart from basic path query and
aggregation features, many issues and in meanwhile urgent features remain unaddressed. In
particular, core features relating to graph algorithms and network analysis have not found
their way into the standard, despite being part of many typical (knowledge) graph processing
pipelines.

While there have been attempts to combine SPARQL with other Turing-complete lan-
guages, e.g. Spark, Gremlin [3], XSPARQL [4], which would allow to address and implement
all such features – herein, we rather aim at investigating which are the core features and
tasks that typically are needed and that would deserve to be added as first-class citizens (or
built-ins) in such a language.

Likewise, extensions of typical analytics languages like R [12], working on data frames,
have simple libraries to import/incorporate SPARQL results tables as such data frames, but
not allowing per se the reuse of analytical results as graphs again in a SPARQL-like query
language, nor providing an integrated graph analytics and query language.

Also, potentially interesting starting points are widely-used graph analysis systems outside
of the Semantic Web world; to name a few, e.g.: Shark [14], that allows to run SQL queries
and sophisticated analytics functions; Google’s Pregel [8], a system to efficiently process large
graphs (of billions of vertices and trillions of edges) which powers Google’s PageRank; as
well as frameworks built on top of Apache Spark [13, 5], as well as various academic projects
such as Signal-Collect [10].
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Motivating Examples
Before continuing, we enumerate some motivating examples that help to illustrate the
importance of considering queries and analytics in a unified framework. We will consider
a hypothetical Knowledge Graph of bibliographical data considering scientific articles, the
articles they cite, where they were published, their authors, their fields, and relations between
fields. Potentially relevant questions on such a Knowledge Graph include:

Find sub-communities of Computer Science in Mexico.
Find the most important papers in AI published in IJCAI.
Find connections (paths) from researchers in UChile and UBA.

Such questions involve goals that are naturally expressed through queries (Computer Science
papers, authors in Mexico, papers in IJCAI, researchers in UChile, etc.) and goals that are
naturally expressed through analytics (sub-communities, important papers, connections).
Inspecting these questions, we can see that querying and analytical goals are interleaved,
where we may wish to analyse a graph produced as the result of a query, or querying a graph
enriched with the results of analyse, or any such combination.

Rather than pushing data between separate querying and analytical frameworks, the goal
would be to combine both into one framework, allowing for the design of a unified language,
hybrid algorithms optimised to consider all goals, as well as practical tools, interfaces and
implementations.

Graph Analysis Requirements:

Let us consider some of the common types of algorithms used in the graph analytics community
that could be interesting to combine with queries in a unified framework.

Centrality. Centrality of graphs can serve as indicators of finding the most important/most
influential vertices of a graph. As an example, centrality measure would allow, e.g., an
analysis of the most influential papers in a network of publications, cross-citations, and
co-authorships (given the above example bibliographic Knowledge Graph).

Community structure/detection. A graph is said to have communities if there are densely
connected structures that can be grouped in node subsets. Community detection al-
gorithms, such as minimum-cut algorithms, allow to discover these sub-communities,
which, for instance, could relate to a connected sub-community of researchers, given the
above example.

Paths/Flows. A path in a graph generically denotes a connection between two nodes that
may traverse multiple edges. Various technical definitions exist that restrict the set of
valid paths between such nodes, including simple paths that do not visit the same node
twice, or regular path queries that restrict the labels of edges that can be traversed by
the path [2]. Additionally, extensions of such regular path queries with more complex
conditions on properties have been defined, which are particularly important when dealing
with graph data beyond “flat” RDF, such as property graphs that express provenance or
other contextual information along the edges.

Vertex similarity. There exist measures for “vertex similarity” that capture the relatedness
of nodes in a graph by considering the neighbours they have in common and/or the
specificity of the paths that exist between them. These methods allow to understand
what connects nodes, and, thereafter, in what ways they are similar.

Connectivity/Spanning trees. The connectivity of a graph – defined as the number of vertices
or edges that need to be removed to disconnect the graph – in the context of Knowledge
Graphs allows to analyse the resilience and (un)reachability of components. Also, related
to the connectivity is the spanning tree of such a graph.
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Semantic Graph Analytics
There are various data models that can be used to describe “graphs”, including, for example,
directed-edge labelled graphs, property graphs, and so forth. However, many of the traditional
graph algorithms – though their generality and usefulness have been well-established in a
variety of domains – are proposed and studied for simple graphs or directed graphs without
labels. Hence the question arises of how to adapt and apply these algorithms to other
structures; there may be many options to “project” out a directed graph from a more
complex Knowledge Graph model, where each such projection may yield radically different
results; respectively, depending on how the Knowledge Graph is stored, computing such
a projection and transforming it into a format amenable to these algrotithms itself might
impose a significant effort.

Aside from structure, Knowledge Graphs often embed semantics of domain terms ex-
pressed, for example, using formal model theory. Such semantics then permit reasoning
methods that allow for transforming or extending graphs in a manner that preserves truth
(i.e., applying inference); examples include subclass reasoning, or inferences over transitive or
inverse properties, identity reasoning, and so forth [2]. Applying analytics before or after
such transformations may again yield radically different results, and hence it is important
to study such differences, and to study (and justify/evaluate) which transformations better
reflect the real-world phenomena under analysis.

Projections here can involve “Inference-based transformations”, i.e. materialisation or
core-reduction (e.g. removing transitives or inverse edges to reduce a graph to its raw form,
resolving non-unique names by choosing canonical representatives for an equivalence class)
wrt. semantic rules (related to e.g. spanning trees computation). That is, when doing
analytics one often needs to be aware that “semantically equivalent” graphs (with respect to
the chosen KG semantics) may behave fundamentally differently when taken as inputs for
graph analytics steps.

Conclusions and Next Steps
To present the herein discussed topics to a broader and appropriate audience we plan to
submit an extended version of this report as a position paper to the upcoming W3C Workshop
on Web Standardization for Graph Data.8 The scope of the Workshop includes requirements
for graph query languages and different kinds of reasoning in graph database systems. Also, it
aims at bringing together the adjacent worlds of RDF and Property Graphs (cf. for instance
[7]), to achieve productive and interoperable boundaries, and foster information exchange
and mutual awareness.
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The phrase “Knowledge Graph” has recently gained a lot of attention in both industry and
academia. But what is a “Knowledge Graph”? Several definitions have been proposed but –
we shall argue – fall short of capturing the full generality of the usage of the term. We argue
for a looser, more permissive definition that may be instantiated in various concrete ways,
setting the stage for the study and practice of “Knowledge Graphs” to become a commons
that unites – rather than divides – previously disparate areas of Computer Science, focused
on a shared goal: using graphs as a medium to make sense of large-scale, diverse data.

Introduction
Since the launch of the Google Knowledge Graph in 2012 – and subsequent announcements
of Knowledge Graphs by companies such as AirBnB, eBay, Elsevier, Facebook, Microsoft,
Springer Nature, and others – the notion of a “Knowledge Graph” has crystallised a number of
efforts that draw upon a variety approaches for collecting, managing, integrating, publishing,
annotating, processing and analysing diverse data using a graph abstraction.

Given its origins, the phrase “Knowledge Graph” (in its modern use) naturally encourages
a pragmatic view of the data management and knowledge representation landscape. The
Knowledge Graph (KG) viewpoint emphasises that the expense and difficulty of curating and
extracting knowledge from large-scale data motivates interdisciplinary collaboration around
common data structures, knowledge extraction and knowledge representation techniques.
Initiatives, datasets and systems that self-describe as “KGs” are not (and, we argue, should
not be) dominated by a specific scientific research field or application domain, but rather
should be seen as a commons within which various complementary perspectives are combined,
involving not only academia, but also industry, public organisations, developers, etc.

In terms of academic stakeholders, research on KGs should bring together techniques
from scientific disciplines such as Knowledge Representation, Machine Learning, Semantic
Web, Databases, Natural Language Processing, Multimedia Processing and Information
Extraction, amongst others, leading to applications in a variety of domains such as Life
Sciences, Library Science, Astronomy, Economics, Sociology, and more besides.

This inclusive view then leads to a contentious but key question that we address here:
“What is a Knowledge Graph?”. We first begin by reviewing several prior attempts to answer
this question, concluding that many of the definitions proposed recently in the literature
are too narrow-focused, adding technical requirements that – while concretising the notion
of a Knowledge Graph – exclude other viewpoints; some of these definitions arguably even
preclude the industrial KGs responsible for the recent popularisation of the phrase. We thus
aim to (re)define a Knowledge Graph not based on what it denotes, but rather by what it
has become to connote: the use of graphs to represent data from which knowledge can (later)
be composed. Our goal with this (re)definition of Knowledge Graphs is to position the topic
as a commons that can benefit from work combining various disciplines, outlining a more
general scope within which various concrete definitions and research questions can coexist.

http://creativecommons.org/licenses/by/3.0/
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Knowledge Graphs: Background
Several works have attempted to provide definitions of what a knowledge graph is (or isn’t).
We provide a non-exhaustive collection of examples herein to serve as general background.

Long before Google popularised the phrase “Knowledge Graph”, mentions can be found
in the scientific literature. In 1974, Marchi and Miguel [6] defined a “Knowledge Graph” as a
mathematical structure with vertices as knowledge units connected by edges that represent
the prerequisite relation; this implies that units of knowledge are only accessible if other
units are previously known. In the late 1980’s, Bakker, in his Ph.D. Thesis [1], developed
his notion of a “Knowledge Graph” as a way of structuring and representing text encoding
scientific knowledge. In 1994, van der Berg [9] presented an extension of this work using
First Order Logic to model consistency and implication in such Knowledge Graphs. Though
related, we assume that the modern incarnation of the notion of a “Knowledge Graph” was
derived independently from such earlier definitions; these independent inventions of the
phrase do indicate some level of “naturalness” of the abstract idea, which can also be seen in
similar proposals, for example, of “Semantic Networks” [3], though under a different name.

Nor did the 2012 announcement of the Google Knowledge Graph appear out of the blue:
the direct lineage of the Google Knowledge Graph can, in fact, be traced back to a 2000 essay
by Hillis [5] outlining his vision of “Aristotle”: a knowledge web in the form of an online
database “organized according to concepts and ways of understanding them [containing]
specific knowledge about how the concepts relate, who believes them and why, and what they
are useful for”. Hillis would later go on to co-found (in 2005) the Metaweb company, which
oversaw the development of the collaboratively-edited Freebase knowledge-base [2]. Metaweb
in turn was acquired by Google in 2010, with Freebase subsequently forming an important
source for the Google Knowledge Graph (with key involvement from ex-Metaweb personnel),
as well as the collaboratively-edited Wikidata knowledge-base [8, 10]. These developments
have directly led to the recent popularisation of the phrase “Knowledge Graph”.

Turning to more recent times, the following descriptions have been provided by various
participants of the Dagstuhl Seminar 18371, Sept. 2018, within the plenary discussions:

“A graph-structured knowledge-base”
“Any Dataset that can be seen through the lense of a Graph perspective”
“Something that combines data and semantics in a graph structure”
“Structured data organisation with a formal semantics and labels [that is] computationally
feasible & cognitively plausible”
“[Knowledge Graphs are defined] by example: Babelnet, OpenCyc, DBpedia, Yago,
Wikidata, NELL and their shared features”

We see some varying and sometimes orthogonal approaches to the definition, including
some descriptions that focus on the graph abstraction, some that emphasise the role of
(formal) semantics, one that emphasises the importance of cognitive understanding, with the
latter description rather proposing that Knowledge Graphs should be defined extensionally
by looking at common characteristics of a class of important graph-structured datasets.

Various other proposed definitions of a “Knowledge Graph” appear in the literature,
amongst which McCusker et al. [7] put forward that:

“a knowledge graph represents knowledge, and does so using a graph structure.”

before coming to more binding technical criteria for defining a “Knowledge Graph”:

“Knowledge graph meaning is expressed as structure.”
“Knowledge graph statements are unambiguous.”
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“Knowledge graphs use a limited set of relation types.”
“All identified entities in a knowledge graph, including types and relations, must be
identified using global identifiers with unambiguous denotation.”

Ehrlinger and Wöß [4] also collect proposed definitions, and even go as far as adding:
“A knowledge graph acquires and integrates information into an ontology and applies a
reasoner to derive new knowledge.”

The benefit of these latter more specific definitions would be to provide an initial technical
agreement upon which further works can be elaborated and made interoperable. However,
the consensus at the Dagstuhl Seminar – which included various industry stakeholders – was
that these latter proposed definitions:

are biased towards particular scientific disciplines (particularly the Semantic Web);
define aspects that are in fact not essential for a Knowledge Graph, and thus, for example,
are not satisfied by the industrial Knowledge Graphs that have played a key role in the
recent popularisation of the phrase.

Upon reviewing prior proposals, it was decided to seek a more inclusive definition that
repositions Knowledge Graphs as a commons for researchers and practitioners from various
disciplines that are interested, more generally, in both the practical and scientific challenges
stemming from the collection, management, integration, publication, annotation, processing
and analysis of graph-structured data at scale. Beyond the (perhaps questionable) exercise
of laying claim to “yet another definition” of a Knowledge Graph, our goal is to outline a
scope and direction for this topic within which complementary perspectives can coexist.

Knowledge Graphs: A New Definition
Rather than assuming any specific core formalism for representing “knowledge” (e.g., rule-
based axiomatisation, description logics, computational linguistics, machine learning models,
relational schema and constraints), KGs start with data, and it is the data itself – organised
and viewed as a graph of entities and their relationships – that takes centre stage. This
graph representation allows data to cross application barriers, be aggregated and integrated
at different levels of abstraction, without the encumbrance of sticking rigidly to a particular
formalism: a particular schema, notion of logical consistency, ontological language, etc.
Various mechanisms for extracting and representing “knowledge” can then be applied to
complement the data in its graph abstraction, making explicit more of its meaning, allowing
its interpretation in increasing depth and with increasing sophistication.

We thus propose to define a “Knowledge Graph”, succinctly, as:
“a graph of data with the intent to compose knowledge”.

We elaborate on this definition in the following.
In terms of a “graph of data”, we refer to a dataset viewed as a set of entities represented

as nodes, with their relations represented as edges; technically this notion can be instantiated
with a number of concrete graph models, including for example:

directed edge-labelled graphs (aka sets of triples), composed of named binary relations
(labelled edges) between entities (nodes);
property graphs, which extends directed edge-labelled graphs such that both nodes
and edges may be additionally annotated with sets of property-attribute pairs;
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named graphs, where rather than supposing one large graph, data are represented as a
collection of (typically directed edge-labelled) graphs, each associated with an identifier.

We do not see a particular choice of graph model as being necessary for constituting a
KG: any such graph model will suffice since – although different models may offer particular
conveniences or give rise to particular challenges in particular scenarios – data in one model
can be automatically converted to another with a suitable structural mapping. Hence the
choice of graph model is not fundamental to the challenges that KGs address. On the
other hand, the choice of such a graph model is not sufficient for constituting a KG: a
randomly-generated property graph, for example, does not intend to compose knowledge.

We then view the conceptual shift from “data” to “knowledge” as characterised by the
“interpretation” of the data. In terms of “composing knowledge”, we view this process as
starting with the graph of data, and as involving both the extraction and representation of
knowledge – potentially drawing upon a variety of formalisms, descriptions, and techniques –
in order to enrich the graph, and allow it to be interpreted, in greater and greater detail, by
human and machine alike. Such knowledge may originate from the graph itself or from other
complementary sources; the resulting knowledge may be represented as part of the graph
abstraction, or as an attachment to the graph. Some directions in which the composition of
knowledge may follow include, but are not limited to:

describing the formal semantics of terms used in the graph, through (for example)
logics founded in model theory; this increases the machine-interpretability of the under-
lying graph and allows for formal reasoning methods that can infer new data, detect
inconsistencies, enable query answering over implicit knowledge, etc.;
adding lexical knowledge, such as multilingual labels and descriptions, increasing the
interpretability of the graph by humans who speak particular languages and by machines
in relation to natural language in text documents, user questions, etc.;
capturing the completeness and bias of the graph, denoting for example which parts of
the graph are complete with respect to the real world, how representative are the entities
captured in the graph in terms of the complete real-world population studied, etc.; this
increases the interpretability of, for example, statistics and machine learning models built
on top of the graph;
providing links (particularly relating to identity) from the local graph to external datasets;
such links increase the interpretability of the graph in relation to other datasets;
representing context that may capture, for example, the provenance of particular elements
of the graph, spatial or temporal settings in which (parts of) the graph are known to be
valid, and so forth; such representations of context help to understand how the graph
should be interpreted in different settings.

This is intended to be an illustrative rather than a complete list. By “composing
knowledge”, again we generally refer to a continual process of extracting and representing
knowledge in a manner that enhances the interpretability of the resulting Knowledge Graph;
there are of course other directions in which this idea could be followed. No single example
is necessary to fulfil our definition of a “Knowledge Graph”, but rather each gives a concrete
direction in which the “intent to compose knowledge” could follow. We deliberately choose
not to restrict this notion of the “intent to compose knowledge”, but rather allow for different
techniques that increase both machine and human interpretability for different purposes; for
example, this neither precludes nor prescribes a goal that has often been mentioned in the
context of the term Knowledge Graphs: to eventually serve as a key for the “explainability”
of data and models built from and around data.
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Knowledge Graphs: A Commons
Our definition establishes a deliberately low barrier to entry for what is considered a
“Knowledge Graph” to not only fit the diverse views now established in practice, but also
to encourage study across a variety of areas, fitting with our goal that it may become a
commons for more interdisciplinary research. The study of “Knowledge Graphs” ideally
involves participation of researchers from the variety of fields previously mentioned, benefiting
from tighter collaborations between such fields, leading to novel research questions, theories
and techniques being applied specifically to understanding how to compose knowledge from
diverse data at scale. By scale we refer not only to volume, but also the notions of velocity,
variety and veracity often referred to under the moniker of “Big Data”.

On the other hand, we strongly encourage researchers who wish to refer to “Knowledge
Graphs” as their object of study to rigorously define how they instantiate the term as
appropriate to their investigation. Such a definition should begin by defining the particular
graph-based model/view of data adopted by that particular study (while refraining from
excluding other definitions). Thereafter, the study should clarify what is the form of
“knowledge” that such a graph intends to compose, how this form of “knowledge” contributes
to the interpretability of such graphs, and what techniques are proposed along those lines.
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Knowledge Graphs (KGs) are becoming more and more popular with an increasing interest
of both big industrial players and scientific communities in different research fields such as
Semantic Web (SW), Databases, Machine Learning and Data Mining. However, an agreed
formal definition of KG is nowadays missing [15] and, as a consequence, also a shared view
on the needed KG semantics. Starting from defining a KG, the attention of this document is
devoted to fix the semantics that is needed for KGs and importantly, the requirements to
be taken into account when fixing such a semantics. The importance of taking into account
(different kinds of) contextual information is also analyzed and possible research directions for
tackling this aspect are illustrated. Finally, we analyzed another issues related to accessing
KGs, specifically when a fully open setting cannot be assumed, hence we report the main
research questions that need to be addressed.

Introduction
Knowledge Graphs (KGs) are becoming more and more popular with an increasing interest
of both big industrial players, such as Google and Amazon, and scientific communities in
different research fields such as Semantic Web (SW), Databases, Machine Learning and Data
Mining. However, despite this increasing interest in KGs, an agreed formal definition of KG is
nowadays missing [15] and, as a consequence, also a shared view on the needed KG semantics.
Starting from defining a KG as a graph-based structured data organization, endowed with
formal semantics (i.e. a graph-based data organization where a schema and multiple labelled
relations with formal meaning are available), the attention of this document is devoted to fix
the semantics needed for KGs and importantly, the requirements to be taken into account
when fixing the semantics. The main motivation for looking at this direction is that, as
testified by recent studies on understanding the Empirical semantics [4, 14, 27, 43] in SW
(where clear and formal semantics is often provided), the actual usage of formal languages by
human experts does not always matches the formal specifications.

Particularly, in [4, 27, 43] the formal and actual meaning of owl:sameAs has been
investigated, whilst in [14] the empirical proof that some semantics is encoded within
IRIs is provided; as a consequence, meanings within IRIs are practically exploited thus
generating polysemy issues of IRIs (similarly to texts) and wrong reuse of IRIs due to
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the misinterpretation of the IRI’s intended meanings. Additional problems that have been
experimentally shown are: the misuse of classes and instances (classes adopted as instances
and vice-versa) [1], the incorrect interpretation of domain and/or range for properties, and
the injection of logical inconsistencies due to wrong conceptualizations. The results of these
empirical studies, the diffusion of tools aiming at limiting the usage of formal semantics [44],
the very large size of (existing) KGs [15], that may also evolve by interlinking existing KGs
(the Linked Open Data Cloud9 can be considered an example in this direction), suggest
that the semantics for KGs needs to satisfy the following basic requirements: facilitate
interoperability, simplicity (of usage), cognitive plausibility. Nevertheless, besides these
basics requirements, additional aspects and potential issues need to be taken into account.
Specifically, KGs are meant to represent large corpora of knowledge, possibly referring to
several, potentially interconnected, domains, as such conflicting information may arise. This
may not only be due to the fact that one piece of information and its opposite are declared,
e.g in different KGs, but also to additional factors that are currently almost disregarded.
One of them is represented by the fact that the validity of (pieces of) knowledge can be:
context dependent, e.g., there exists norms that are valid in some countries whilst they
are not applicable in other countries; or it can be time dependent, e.g., Barack Obama as
USA president is applicable only to a certain period of time. Many KG-related projects
show the need to represent contexts: statement qualifiers in Wikidata; attributes in the
property graph data model; temporal and spatial validity in Yago(2). Actually, the word
context has several meanings and as such several forms of context may need to be taken into
account. Specifically, the following kinds of context are considered of particular importance:
a) temporal and spatial; b) domain, application, task and process; c) social, cultural, legal;
d) provenance, sourcing circumstances, trust; e) “view” such as looking at knowledge from
a perspective that is not entity-centric. This implies that the semantics for KGs needs to
allow for expressing (different kinds of) contextual information while granting ambiguity and
inconsistency. Consequently, approximate inferences from approximate statements could
be allowed but, on the same time, the ability to make sound and complete inferences from
correct facts is somehow lost.

Arguably, one semantics may not be able to adequately address all requirements, intended
meanings, and usage scenarios. This means there is the need to allow for individual,
diverging semantics. At the same time, the “intended” meaning and/or usage should be
made transparent for the sake of interoperability, common understanding and appropriate
reuse.

A possible solution is to allow the KG to be accompanied by (meta)information about
how it is meant to be interpreted. Approaches to be considered are: a) the adoption of a
declarative description of the KG formal semantics, e.g., in terms of model theory; b) the
specification of a piece of code as an operational or procedural semantics; c) the usage of a
pointer to a semantic profile already defined elsewhere.

In the following, possible research directions for tackling the issues and requirements
illustrated above are presented.

9 https://lod-cloud.net/

https://lod-cloud.net/
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Taking context into account
To tackle the issue of managing and specifying different kinds of contexts, two main research
directions are envisioned:
1. Representing contexts explicitly by extending the representation (reminding the trade-off

with the requirement of keeping things simple);
2. Discovering context by exploiting on the actual data available in KGs, e.g., finding

consistent subgraphs.

As regards the first direction, some proposals have been made in the literature such as:
Reification: representing contextual information on the level of the graph structure
(e.g., in plain RDF) by introducing auxiliary graph vertices to represent anything that
needs to be annotated (a comparison of reification approaches is presented in [18]);
Named graphs, Nquads: extensions of graph models that provide the “handle” to
edges and groups of edge, avoiding reification [28, 10];
Property graph, Wikidata, attributed logics: enriched graph models that add a
second layer for representing contextual data;
Semiring annotations: attaching a value from a well defined algebraic structure
(semring) to all statements, that expresses to what extent the assertion can be considered
“true”. The value can capture contextual information such as provenance, probability, and
access permissions in (graph) databases.

The variety of solutions reflects a basic syntactic question, namely, “What belongs in the
KG and what belongs in the context?” Furthermore, is it necessary to separate context
from data? Answering these syntactic questions represents one of the main priorities when
considering the solution of representing contexts explicitly.

Additionally, the explicit representation of contexts also raises a basic related semantic
question, that is: “If a statement holds in one context, can we infer that it also holds in
another context?” In order to answer this question, hybrid reasoning approaches may need
to be formalized and developed. Additionally, the following views need to be taken into
account: crispness vs. uncertainty; discrete vs. continuous; declarative vs. procedural;
unstructured vs. semi-structured vs. structured; monotonicity; inconsistency tolerance.
Such a hybrid reasoning solution should be somewhere on the spectrum between latent
semantics (e.g. embeddings in vector spaces) and model-based semantics, and should include
statistics, graph theory, and (limited) natural language forms. This also implies that a sort
of multidimensional semantics needs to be considered. The semantic question has been
answered differently in the literature:

Semiring-style semantics and annotated logics (such as Annotated Logic Programming [31],
Annotated RDF and RDFS [46, 51]): define what can be entailed based on formal, logical
semantics and non-obvious consequences can be obtained.
Reification: makes contexts part of the normal graph data, which might still be evaluated
under some general semantics (e.g., RDFS), but the method does not specify how to use
context. Different reification models affect entailments differently, as shown in [21, 50]
Named graphs and Nquads: do not offer a standard semantics for making entailments,
but various, conflicting approaches can be used to formalize it [49].
Property graphs: do not support entailment or formal semantics of any kind whilst attrib-
uted logics are a proposal for defining an entailment semantics for property-graphs [34].
Logics where context is a first class citizen: an example is given by McCarthy’s logic of
context [39] which has been formalized in different ways [24, 9, 2, 8, 41] and applied to
RDF [25].
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Logics where contexts are separated from the universe of discourse: based on Giunchiglia’s
approach of contextual reasoning [22] and local model theory [20] (DFOL, DDL, E-
connection, Package-based DL, IDDL, CKR, E-SHIQ and other variations).

The inconvenients of the last two options are that the logical formalisms are diverse, com-
plicated, and non intuitive. Despite of the multiple existing proposals, converging on a
sufficiently flexible, yet not overly general approach remains a major challenge.

As regards the second research direction, that is discovering contexts, the works on
empirical semantics (see the previous section) have shown that capturing the intended
semantics starting from the evidence provided by the mass of data is actually doable. As
such, by extensions, discovering contexts appears to be meaningful in principle. Particularly,
latent semantic approaches [35, 36] could be exploited for discovering preliminary (even
if weak) notion of context, whilst semantic data mining [37] methods could be extended
for tackling more complex notions of contexts. Also pattern mining methods applied to
semantically reach representations [19, 13] could be an important direction to be investigated.
Specifically, in this case, the pattern discovery process should be goal driven, where goals
should be given by different kinds of context to be possibly discovered.

The two research directions represent orthogonal views of the same issue: contextual
information can be represented when available whilst additional contextual information can
possibly be captured by exploiting the evidence coming from the data (contexts are described
extensionally whilst no explicit (intensional) representation is provided). A mixture of the
solutions developed in each direction is considered a valuable research perspective potentially
delivering even more powerful results (e.g. on performing “context discovery”) when applying
it to rich data that has “explicit context”.

Accessing Knowlege Graphs
Until now, mostly KGs in an open access scenerio have been implicitely considered. However,
in broader scenarios, this would not be the case, whilst confidentiality requirements and
usage constraints may arise, due to privacy concerns, laws, licensing, and more. The lack
of technical instruments for regulating access to knowledge and its usage, may hinder the
adoption of knowledge-based technologies in application contexts where such technologies
may give significant contributions. Knowledge graphs – and the other forms of digitized,
processable knowledge – play different roles with respect to constrained access and usage,
as they can be both the object that must be “protected”, and the specification of the
constraints, namely the policies. The former role leads to specific confidentiality requirements
such as being inference-proof. In other words, it should not be possible to reconstruct
concealed information by (automatically) reasoning on the visible part. The latter role poses
expressiveness requirements on the (knowledge based) policy language. Both roles pose
scalability requirements, since the access control layer should not introduce unsustainable
overhead. We use two scenarios to illustrate the importance of regulating access to knowledge,
and the main open research challenges in this area. The scenarios consist of: (i) integrating
different knowledge graphs with different licenses, and (ii) providing support for a knowledge
graphs marketplace.

In the marketplace use case, there is a need to build a marketplace for knowledge that
could be used to speed up business processes and systems. The primary challenge relates
to the automated matchmaking between knowledge owners and knowledge consumers.
In order to support this matchmaking, we must be able to represent not only potential
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usage constraints (like licenses) but also the knowledge request in a manner in which it
can be checked automatically.
In the biomedical use case we need to give a license to a knowledge graph that has been
composed from several other knowledge graphs, each with an associated license. Here the
primary challenges relate to extracting terms of use from textual licenses, and representing
individual licenses in a manner that enables license composition and conflict resolution.

In terms of enabling inference-proof secure access control for knowledge graphs, efforts in
integrating symbolic AI with machine learning will introduce new challenges in preserving
the confidentiality of knowledge. In the long term, where machine learning and symbolic
knowledge feed into each other and the respective inference mechanisms are integrated or
composed, new attack models arise. For example, symbolic knowledge may be exploited
as background knowledge to “break” the confidentiality guarantees offered by differentially
private learning mechanisms. Conversely, link prediction and other ML-based inferences may
be used to attack the (supposedly) secure views on knowledge bases obtained with methods
that take into account purely symbolic attacks.

Taking access constraints into account
In terms of supporting constrained access to knowledge graphs, fundamental challenges relate
to associating various policies with data and knowledge, enforcing inference proof access
control and ensuring knowledge confidentiality.

3.21.1 Associating policies with data and knowledge

Generally speaking, the sticky policy concept [29] is used to tightly couple usage policies
to data and knowledge. When it comes to the state of the art, sticky policies are usually
implemented by using cryptography to strongly associate policies with data [40, 42]. However,
it is worth noting that there are currently no standard approaches for attaching policies to data
in a linked data setting. Also, it is important to highlight that from a practical perspective it
is not possible for said policies to be enforced automatically (more precisely, it is an honors
system whereby data controllers and processors can choose to either obey the policy or not).
One of the challenges with respect to existing approaches is that there is a need for a trusted
third party to ensure that obligations specified in the policy are fulfilled. Methodologies and
formats for linking data and policies in a semantic framework are currently being investigated
in the SPECIAL H2020 project10. When it comes to usage control in the form of licensing,
research topics range from using Natural Language Processing to extract license rights and
obligations to licenses compatibility validation and Composition [47, 26, 23]. However, there
are currently no standard license-aware data querying and processing mechanisms.

3.21.2 Inference-proof access control

[32] provide a detailed survey of the various access control models, standards and policy
languages, and the different access control enforcement strategies for RDF. However, at
the level of (possibly distributed) queries, linked data protocols do not currently support
inference-proof access control in a standard way. Considering the array of access control

10 SPECIAL H2020 project, https://www.specialprivacy.eu/
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specification and enforcement mechanisms proposed to date, a necessary first step towards is
to develop a framework that can be used to evaluate existing access control offerings in terms
of expressivity, correctness and completeness. Inference-proof access control for distributed
data sources has been extensively discussed in a recent Dagstuhl workshop (n.17262, on
Federated Data Management, 2017) in the context of federated query processing. A recent
proposal in this direction is [17].

3.21.3 Knowledge confidentiality

Several proposals to enable confidentiality of RDFS and OWL knowledge bases that adopt
simple confidentiality models exist (cf. [3, 11, 33, 45, 16]).

These approaches are vulnerable to attacks based on meta-knowledge; this issue has
been dealt with in [7, 6], that show how to construct robust secure views. However, this
method probably does not scale sufficiently yet.
Another limitation of this confidentiality criterion lies in its “crisp” nature: what if a
secret is not entailed by the available (meta)knowledge but is very likely, given that
same knowledge? We cannot still assume the secret to be effectively protected. The
probabilistic and correlation information used for this kind of attacks can be obtained
through both standard statistical analyses and machine learning algorithms. A refined,
probabilistic confidentiality model has already been developed [5], but it is difficult to
implement efficiently, given the inherent complexity of probabilistic reasoning. Moreover,
the probabilistic criterion does not currently handle the knowledge produced by learning
algorithms, that is not strictly probabilistic.
Conversely, symbolic reasoning may be used to attack the confidentiality of privacy-
preserving data mining algorithms. Such algorithms produce k-anonymous or differentially
private outputs (a survey is available in deliverable D1.7 of the H2020 project SPECIAL).
It is known that anonymization techniques are vulnerable to background knowledge
[48, 30, 12, 38]. So it is important to investigate whether and how the symbolic background
knowledge encoded in KGs can be used to leak confidential information.

Open research questions in relation to providing constrained access to Knowledge Graphs
include:

How does the whole protocol work?
How do we attach policies to data and how do we query considering the policy? Can
sticky policies be used?
Can we support automatic negotiation using policies?
Which additional information shall be removed to avoid inferring knowledge that should
not be accessible?
How do we avoid hybrid symbolic/ML attacks?

Conclusions
In this section we provided our envisioned defintion for Knowledge Graph, since an agreed
formal definition of KG is nowadays still missing. Starting from defining a KG as a graph-
based structured data organization, endowed with formal semantics we fixed the semantics
that should be needed for KGs and most importantly, the necessary requirements to be
taken into account when fixing the semantics. We particularly argued on the importance
of taking (different kinds of) context and contextual information into account. Hence, we
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illustrated threee main research directions that we considered appropriate for the the purpose.
Furthremore we argued on existing open issues concerning the access to KGs, when a fully
open setting cannot be assumed.
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Introduction
The Natural Language Processing (NLP) community has focused on machine learning and
data-driven approaches to linguistic problems for several decades now, leading to the recent
proposal of implicit, latent models and representations obtained from large amounts of
training data [9, 17]. In contrast, the Semantic Technology community has primarily taken
a symbolic approach resulting in the production of explicit, human-readable knowledge
representations [7, 19]. However, both communities share core goals of Artificial Intelligence
such as making applications more intelligent and interactive, and, in the longer term, enabling
machine understanding. Knowledge Graphs provide a key contribution to bridging the gap
between the two areas and join forces to achieve their common mission.

Challenges in NLP
A central goal in NLP is to study the design and implementation of abstractive and com-
prehensive representations of the knowledge captured in natural language. In many cases,
this can be achieved by means of knowledge graphs. The problem can be viewed from two
perspectives:

Capturing the richness of text as a knowledge graph: this perspective is charac-
terized by challenges such as extracting and representing:

quantifiers (e.g., “in this country a woman gives birth every 15 minutes”);
modality (e.g., “it can be a good opportunity”);
negation and logical structures (e.g., “this solution is not good”);
temporal aspects, based on context and tenses (e.g., “Barack Obama served as US
President from 2009 to 2017”) or based on historical context (e.g., the evolution of
cultural heritage goods);
pragmatics, including coreference and anaphora resolution, common-sense reasoning
and irony detection (e.g., referring to the above sentence, “our job is to find that
woman and stop her”).
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Enhancing NLP techniques with knowledge graphs: the key idea here is to
leverage graph-structured knowledge to improve tasks that are typically solved via
mainstream supervised techniques, such as deep learning. This perspective would benefit
several NLP tasks including:

Word Sense Disambiguation (WSD), where the use of symbolic, structured knowledge
has already been shown to improve the performance [14, 11, 1];
Named Entity Linking, a task analogous to WSD where, instead of associating word
senses, we associate named entities with mentions occurring in context;
Semantic parsing, where the need for structured knowledge is intrinsic to the task and
a graph representing a sentence or a larger text is produced by the system;
Cultural-centric sentiment analysis, where the sentiment associated with certain situ-
ations might vary considerably on a cultural basis, therefore requiring encoding cultural-
specific knowledge in structured form.

Existing Approaches
There is a large body of work that touches on these themes, including primers on knowledge
graph construction from text111213 and work from the emerging community of automated
knowledge base construction14. Likewise, the recent attempts at providing universal struc-
tured representations of text such as Abstract Meaning Representation15, UCCA16 and
Universal Dependencies17 are of interest, although their representation of world knowledge
is less rich in comparison with knowledge graphs. Additionally, the state of the art in
Word Sense Disambiguation as well as entity linking and distant supervision often leverages
knowledge graphs [12, 8].

To tackle the well-known issue of the knowledge acquisition bottleneck which affects
supervised lexical-semantic disambiguation techniques, recent approaches, like Train-O-Matic
[16], use lexicalized knowledge graphs such as BabelNet [15] to create large training data
and scale to arbitrary languages. Relevant research has also been carried out trying to
bridge NLP with the world of knowledge graphs. For example, it is worth mentioning the
paradigm of machine reading [4], i.e., systems able to transform natural language text to
formal structured knowledge such that the latter can be interpreted by machines, according
to a shared semantics. The NELL knowledge base [10], for instance, is built from triples
extracted from the Web. Tools such as FRED [6] and PIKES [2] aim at machine reading
beyond the level of subject-predicate-object triples. But while linguistic resources are brought
together in the Linguistic Linked Open Data Cloud, integrating these sources in (statistical
and neural) NLP tools is still an open issue. Relevant examples of datasets part of the
Linguistic Linked Open Data initiative are BabelNet [15], Framester [5], Lexvo.org [3], and
FrameBase [18].

11 https://kgtutorial.github.io
12 https://kdd2018tutorialt39.azurewebsites.net
13 http://usc-isi-i2.github.io/AAAI18Tutorial/
14 http://www.akbc.ws/
15 https://amr.isi.edu
16 http://www.cs.huji.ac.il/~oabend/ucca.html
17 http://universaldependencies.org
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Opportunities
The following opportunities are open at the intersection between knowledge graphs and NLP:

Mutual exchange between knowledge graphs and NLP: Explicit knowledge may
help filter out incorrect named entity linking candidates based on temporal constraints (a
car model cannot be involved in an accident before it is produced). Accordingly:

Is a knowledge graph expressive enough for NLP? An opportunity is to in-
vestigate new formalisms or theories for enabling knowledge graphs to represent the
richness of natural language;
Can lexicalized knowledge graphs improve NLP?Multilingual knowledge graphs
on Web scale can be used as background knowledge for addressing NLP tasks more
effectively. For example, NLP tasks that needs to be context-aware or require commons
sense might benefit from lexical knowledge graphs.

Representation issues: for instance, the semantics of an apparently unambiguous word
like copyright has distinct culturally-specific meanings in different countries; some words,
such as ikigai or gezellig, cannot be expressed in other languages and alternative (typically
more general) meanings have to be provided.
How to address cultural specificity? Applications can be better tailored to users
needs, and barriers in cross-cultural communication can be overcome. This, together with
the above point, are important research opportunities to tailor solutions to the culture
which speaks (or translates from) a certain language.
Is there any effective and usable formal semantics that, from an NLP perspective,
can be consistently adopted to capture the meaning of language (independently of which
language is used)? For instance, work in the field of semantic parsing is still struggling
for the right type of structured representation [13].

Conclusions
The time is ripe for NLP and knowledge graphs to get together. Several opportunities
are open which can provide the two areas with mutual benefits and clear performance
improvements, on one hand, in the type and quality of the represented knowledge, and, on
the other hand, on the use of general knowledge for improving text understanding.
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Machine learning with deep networks, and Knowledge Representation with knowledge graphs
are both advancing rapidly, both in depth and scale. Each has distinct advantages: symbolic
(knowledge graph) representation and inference brings high reliability, explainability and
reusability; machine learning brings the ability to learn from very weak signals (whole image
labels, or reinforcement signals), and to learn to do tasks that humans cannot program. These
sources of power are largely orthogonal, but applicable to similar problems and domains.
Although their advances have been proceeding largely independently, and sometimes in
ignorance of the other, there are early indications that they can be combined effectively. We
believe that the potential value of this combination warrants immediate joint action.

To draw a roadmap for such action, the section is structured as follows:
1. position knowledge graphs in relation to the most closely related machine learning

paradigms (see Sect. 1)
2. identify some major opportunities that knowledge graphs may offer to machine learning

to improve overall learning and inference (see Sect. 3).
3. analyse commonalities and differences that machine learning systems and knowledge

graph systems offer with regard to manipulation of knowledge (see sect. 2).
4. provide a brief survey of methods and representations that benefit from knowledge graphs

already today (see Sect. 4).
5. sketch future challenges for an integration of the two disciplines.
6. conclude with a call for action.

Positioning Knowledge Graphs with respect to Machine Learning
Paradigms
Traditional machine learning algorithms operate over feature vectors representing objects in
terms of numeric or categorical attributes. The main learning task is to learn a mapping
from such feature vectors to an output prediction in some form. This could be class labels, a
regression score, an unsupervised cluster ID or a latent vector (embedding). In knowledge
induction generally, the representation of an object, event or type can contain explicit
representations of the properties and simple or complex relationships with other objects,
types or events. In knowledge graph learning more specifically, the representation of an object
can include representations of its direct relationships to other individual objects, thus, the
data is in the form of a graph, consisting of nodes (entities) and labelled edges (relationships
between entities).

There are three main paradigms (for a survey consult [13] and [17]) that can be used for
performing the aforementioned learning task.
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In Inductive Logic Programming, the learned machine learning models make deterministic
or close to deterministic based predictions, formulated in some logic language. ILP-
type approaches also permit the integration of ontological background knowledge. In
ILP, the main object of research is not making the predictions per se, but techniques
for automatically acquiring components of the theory that enables them, in a logical
language,
In Statistical Relational Learning approaches, learned machine learning models make
probabilistic statements formulated either as a conditional probability (as in Probabilistic
Relational Models) or as a potential function (as in Markov Logic Programming).
Currently most popular are models using latent representations. Popular examples are
RESCAL, TransE, HolE and ComplEx. More recent developments are Graph Convolu-
tional approaches.

When considering KGs, most often the learning problem is formulated as a link prediction
problem (“Is component A suitable for problem B?”) or a class (type) prediction problem
(“Is this a promising customer?”). Recently, KGs have been used also in transfer learning
approaches, where the latent representations are shared between knowledge graph models,
and the representations are used in a particular application. This has been the basis, for
instance, for a medical decision support system. Particularly interesting is the pairing of
knowledge graph-based learning with the use of unstructured data. For instance, this research
direction has been used to better understand texts and images, and, conversely, also for
knowledge graph completion.

Managing and Manipulating Knowledge: Comparing Machine Learning
and Knowledge Graphs
The symbolic representations of knowledge encountered in knowledge graphs have a number
of distinct characteristics in comparison with the kinds of latent representations at the
subsymbolic level that can be induced using machine learning.

Latent representations excel at capturing knowledge that is not crisp, e.g., statistical
regularities and similarities [3, 4]. A knowledge graph, in contrast, captures discrete facts
and it is non-trivial – though still possible [5, 22] – to quantify the strength of association
between arbitrary items.

An important advantage of latent representations is their ability to generalize beyond
what is known explicitly [3]. For instance, while a knowledge graph might store genre
information for several thousands of movies, latent representations may enable us to infer the
genre of additional movies based on various informative cues. However, latent representations
do not straightforwardly allow us to keep track of exceptions to typical patterns. They may
learn the typical attributes of 14-year old Canadian teens, but would not be able to keep
track of the fact that Computer scientist Erik Demaine completed his Bachelor’s degree at
the age of 14 and was awarded his PhD degree at the University of Waterloo at the age of 20.

More generally, latent representations typically fail to record precise identities. Dense
vector representations do not normally accurately keep track of who is married to whom.
Services such as Google or Siri would not try to rely on latent representations to deliver
answers to queries such as “Where was Einstein born?’ [10]’. Depending on the application,
it may be important to distinguish precisely whether someone won the Nobel Prize for
Literature or rather a similar – but distinct – literature award.
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This affects the interpretability of the knowledge and the explainability and thus also
trustworthiness of results derived from such knowledge. Latent representations consist of
series of numbers without any obvious human interpretation. The knowledge in a knowledge
graph, in contrast, can straightforwardly be inspected.

The inability to record information precisely further also affects the updatability of the
stored knowledge. While one can easily add a new fact to a knowledge graph, updating latent
representations is often non-trivial and even if it is possible, the newly added information
may still fail to be reflected the predictions made from the representations. The same applies
when removing facts. One can easily remove a fact from a knowledge graph, but updating a
machine learning model to capture such a change is challenging.

This suggests that representation learning alone cannot exhaustively address all knowledge
needs of modern AI-driven applications. The machine learning components in conversational
agents, Web search, and intelligent decision support systems will have to draw on large
repositories of knowledge to obtain the desired results.

Knowledge Graph Assets for Machine Learning: Grand Opportunities
Most of human learning is intrinsically linked to knowledge that the individual possesses.
Thus, we believe that bringing knowledge graphs to machine learning will systematically
improve the accuracy and extend the range of machine learning capabilities. In particular,
we see the following four grand opportunities:
1. Data efficiency: When data is sparse, knowledge structures may help to fill the gap.

Knowledge graph abstractions may be used for coping with data sparsity by generating
additional training data, e.g. negative data that would lead to inconsistent interpretations,
or by giving indications of how to aggregate uncertain predictions over categories related
or similar in the knowledge graph. Thus, knowledge graphs may improve data efficiency.

2. Zero-shot learning describe the challenge to cope with previously unencountered types
of situations. The combination of induction from machine learning and deduction from
knowledge graphs provides for the opportunity to deal, e.g., with pictures where the
type of situation did not appear in the training data. One example might be a group of
dark wild boars roaming a street at night where an autonomous car is driving and thus
encountering a situation that might not have been in the training data at all.

3. Consistent and coherent structured predictions: The more complex the actual
prediction the less accurate it tends to be. Structured predictions may aim at predicting a
whole course of events (e.g. how a video will continue, how a patient’s illness will develop),
but not all of these predictions may exhibit the same level of consistency. Knowledge
graphs let us check which predictions might be consistent/inconsistent or coherent/inco-
herent with our available knowledge. For instance, the most likely classification of traffic
signs – even under adversarial attacks – might be re-assessed with regard to a vehicle’s
knowledge graph.

4. Succinct explanations: Several difficulties arise when explaining predictions made by
machine learning systems. One issue is the implicit representations causing the predictions
(e.g. neural curve fitting). A second problem is the possible low level of explanation a
system might give, even when it works on explicit representations. A third issue may
result from the sheer volume of explanation produced, and, fourth, an actual user might
only be interested in a specific detail of the overall explanation. Knowledge graphs may
alleviate all these four issues by (i) mapping the explanation to (ii) an appropriate level
of generalization, (iii) summarizing the found phenomenon and (iv) comparing this to a
state of knowledge that the user might already have.
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These are a few opportunities arising from the usage of knowledge graphs in machine
learning, which we consider could lead to step changes. More will likely be developed and
many gradual improvements may result from progressing machine learning to learn not only
from tables, but also from knowledge graphs of various levels of expressiveness and size.

Vice versa, as reported also in other sections of this report, creating and maintaining
knowledge tasks constitutes a major effort, which benefits already know benefits a lot from
machine learning [7] – and probably even more so in the future.

Representations and Methods
Some prominent cases

1. Language/Images:
Question answering
Question answering is one important application of knowledge graphs. KGs contain a
wealth of information and question answering could be a good way to help end users to
more effectively and also more efficiently retrieve information from the KGs. Various
approaches have been developed in this area and they are targeting different types of
knowledge bases. A number of challenges pertaining to using knowledge graphs for
question answering are presented in [9].
Berant et al. [1] developed the SEMPRE system that translates/parses a natural
language question into a logic form. The approach takes into account both free text
and a knowledge base (more specifically, freebase) when translating the questions.
TR Discover [20] takes advantage of a feature-based context free grammar in order to
translate natural language questions into a first-order logic representation. The logic
representation serves as an intermediate representation and it is further translated to
executable queries in different query languages, including Cypher (Neo4J), SPARQL
and SQL. By further adopting a deep learning-based approach, the system tags the
tokens in a natural language question in order to reduce its dependence on the grammar
[19].
Deep learning-based approaches have been actively developed for question answering,
not only for RDF-based knowledge bases but also other types of databases. decaNLP
[11] is a recent system that provides question answering capability against relational
databases. It provides the general concept that a natural language question can be
represented by the question itself and its context (e.g., PoS tagging, semantic role
labeling result and relation extraction result). Instead of learning on a single task, it
tries to perform multi-task learning on various tasks and observed better performances
on some of the tasks.
In addition to adopting fully automatic query parsing, CrowdQ [6] also incorporates
crowd-sourcing techniques for understanding natural language questions.
Machine translation. [12]
Natural language generation (NLG) for structured data.
The NLG community has an increasing interest in the generation of natural language
from knowledge graphs, especially as this interface promises to generate the interface
between the data-centric world in which knowledge graphs dwell and humans. Chal-
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lenges such as E2E18,19 [14] and the WebNLG challenge [8] provide first indications as
to KGs a potential lingua franca for human-machine interaction.
Early approaches to NLG are mostly template-based, which prevents them from being
easily adapted to other domains [16]. There are also approaches that compare and
contrast deep learning-based and template-based approaches [15, 2].
Caption generation for images
Video prediction

2. Medical / Drug:
Drug activity prediction
Transparency in the knowledge, behaviour and assumption change in the clinical
decision process.
The Clinical Data Intelligence Project. The notion of “clinical data intelligence” refers
to the integration of medical data from heterogeneous resources, the combination of
the extracted information, and the generation of medical clinically-relevant knowledge
about patients or treatments. [21]. Again here the semantic integration, that is,
the codification of data, metadata and relationships with other sources and user
description together in one standard format, allows us to uniformly apply machine
learning techniques to this now unified knowledge.
Blue Brain Nexus20 is a data repository and metadata catalogue organizing (agnostic
of the domain) that treats provenance as a first-class citizen, thus facilitating the
tracking of the origin of data and how it is being used, thus allowing to assess data
quality.

3. Link Recommendation
4. Robotics. RoboBrain (2014): “Building such an engine brings with it the challenge

of dealing with multiple data modalities including symbols, natural language, haptic
senses, robot trajectories, visual features and many others. The knowledge stored in the
engine comes from multiple sources including physical interactions that robots have while
performing tasks (perception, planning and control), knowledge bases from the Internet
and learned representations from several robotics research groups.” [18].
Integrating these data sources to build a dataset requires importing and documenting in
the data the sources, types, interrelations, etc., that is, building a knowledge graph.

5. Deep Learning
Knowledge Graphs supporting DL for prediction and decision support
Transfer Learning: from KGs to DL
Knowledge Graph supported DL Perception Systems
Autonomous training of new DL models using data stored in KG, based on problem
description (completely automate training of a DL classifier or transformer by storing
the data in a KG and identifying the relevant training examples using inference).
Similarly, supporting completely automated Data Science
Demonstrate storing outputs from a DL system in a KG in a form that allows another
DL system to perform better on a new task

E.g. translation system learns a new language with few examples using grammatical
or semantic knowledge acquired elsewhere
E.g. same KG improves caption generation

18 http://www.macs.hw.ac.uk/InteractionLab/E2E/
19 https://inlg2018.uvt.nl/special-session-generation-challenges/
20 https://bluebrain.epfl.ch/page-153280-en.html
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Novel Representations and Paradigms
Knowledge about inference; rules, higher order, Meta knowledge, problem-solving know-
ledge
Learning to do inference or do it better
Interpretation

Conclusions and Calls to Action
Conclude by comparing the two:

Explicit KG representations Implicit KG representations
Retrieving facts Trivial Noisy
Adding facts Trivial Challenging

Removing facts Trivial Challenging
Generalizing facts Requires additional machine

learning
Straightforward

Computing similarities Requires graph algorithms /
weights

Straightforward

Interpretability Trivial Very limited

Call for action for academia (machine learning, data base and knowledge graph com-
munities):

Treat knowledge/metadata/provenance as first order citizens
Call for action for funding agencies

China does it! Japan does it?
Call-for-action for knowledge graph users (industry)

Build and publish knowledge graphs in various domains for machine learnig
Example proponents: Thomson Reuters (https://permid.org/), Blue Brain Nexus, Amazon
Product Knowledge Graphs and Alexa AI Knowledge Graph
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Knowledge graphs are created in socio-technical systems. The fewest of them are produced
without any form of human or social activity. In most cases, whether it is community projects
such as Wikidata and the Linked Open Data Cloud or enterprise knowledge graphs such as
Amazon’s product graph, various knowledge acquisition and curation aspects can hardly be
fully automated for technical or operational reasons. Through their applications, knowledge
graphs also reach people as end-users or consumers, and fuel algorithmic decision-making
with potentially far-reaching economic and social impact.

Exploring the human and social factors of knowledge graphs has hence extensive benefits:
It aids tech designers come up with methods and tools that support people at their
knowledge graph work.
It gives insight into the range of skills required to create, maintain and use knowledge
graphs, hence making projects more effective.
It helps develop an understanding of the social processes that underpin community
projects such as Wikidata and DBpedia, and of the links between the social make-up of
the community and the qualities of its outcomes.
In the same context, it can assist community managers in improving teams’ performance
and collaboration, and spot areas that could benefit from a greater diversity of skills,
interests and opinions.
It informs the design of useful interfaces and representations of knowledge graphs, partic-
ularly towards application end-users with limited technical abilities.
It supports the generation of richer explanations and other forms of transparency and
accountability of AI systems.

People and communities engage with knowledge graphs in multiple ways. Interactions
can be explicit (for instance, adding a statement to Wikidata) or implicit (for instance,
clicking on a product in Amazon’s knowledge graph when browsing the Amazon’s website).
To characterise them, we considered three dimensions:
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Scenarios (centred around the types of knowledge graphs created and the underlying
processes): open vs. closed (e.g. in an enterprise); generic vs. domain-specific.
Lifecyle of KGs (types of activities and the ways each activity impacts KGs): from KG
creation to developing KG-based applications to using those applications.
Types of users (roles across scenarios and KG lifecycle and their characteristics, needs, and
expectations): individual vs. community contributors; lay people vs. experts; developers
vs. end-users.

Following these dimensions, we discussed open research challenges, which require input
from several disciplines: knowledge representation, knowledge engineering, social computing,
social sciences, behavioural economics, software engineering and HCI.

Challenges
Tailored support to KG engineering. The scenarios introduced earlier greatly influence the
choice of methods and tools to create and curate knowledge graphs. Organisations operate
within existing process, project and quality assurance frameworks. Grassroots initiatives
tend to define such frameworks as they advance with their work, leveraging the skills, ideas
and views of the participants. Hence, an approach suitable to develop a knowledge graph
in an enterprise context is likely to need substantial alterations if applied to a bottom-up,
community-driven project.

Existing knowledge and ontology engineering literature is rich in methodologies, tools,
and best practices, which should be revisited and updated to state-of-the-art technology
and practice. For open, decentralised scenarios, we have access to several notable initiatives
which could be subject to observational studies, interventions, and experiments to map the
research space and derive guidelines for system designers and community managers. As
organisations embrace participatory approaches in internal contexts to seek a broader base
of contributions and ideas, it would be equally interesting to study how ideas and lessons
learned in large community projects could transfer to enterprise or government contexts.

We have identified the following needs:
Update existing methodological guidelines to match the skills and requirements of their
audiences, offer bespoke support to different scenarios, and be clear about the scenarios
they work best in.
Add advanced features for the use of patterns in tool, for example through search and
composition.
Provide platforms and champion the publication of case studies and experience reports,
for example in the form of data study groups that bring together experts in databases,
RDF, knowledge acquisition, online communities etc.
Create a stronger culture of user-centric research and encourage comprehensive evaluations
of new methodologies, for example through the use of crowdsourcing.

Transparency and accountability in AI. Knowledge graphs are a valuable resource. They
empower decision-making algorithms and support people in seeking information. In a world
of filter bubbles and fake news, is it more important than ever to be able to explains how
particular outcomes or conclusions came about and knowledge graphs can turn into powerful
gateways to produce more transparent and accountable AI ecosystems. Considering the three
dimensions introduced earlier, any approach to explainability will have to be tailored to
the specific scenario, activities and roles involved, from developers issuing SPARQL queries
against Wikidata to end-users asking questions to intelligent assistants such as Siri, which
leverages Wikidata to generate answers.
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We discussed features of knowledge graph representation which would help developers add
transparency and accountability by design to their knowledge graph applications. Provenance
and trust, as well as the ability to capture knowledge diversity were mentioned in this
context. Challenges remain in understanding the best ways to use these features, which
some knowledge graphs already offer, in applications and to create tools and incentives for
developers to explore them in greater detail. More research is needed, for example in the
form of studies using ethnographic,as well as other qualitative and quantitative methods
to build a better understanding how developers work with knowledge graphs and how it
could be improved to support them in delivering transparent, accountable knowledge graph
experiences.

In addition, the knowledge graph community should consider existing work from related
fields on frameworks and approaches to communicate provenance and uncertainty of data
and analyses built on top of knowledge graphs to support question answering, information
retrieval and decision making. There are also opportunities to advance the state of the art in
human data interaction and data visualisation, as most relevant literature has focused on
tabular, numerical data rather than graphs, possibly labelled in multiple languages.

Finally, while some knowledge graph projects have been ahead of the curve in raising
awareness about the need to promote knowledge diversity, in most cases we have a rather
limited understanding of how biased knowledge graphs are. By the nature of knowledge
representation, knowledge graphs will capture an simplified view of the world. They may
abstract from particular details, make choices on how to model specific aspects and vary in
the quality and level of detail of the information they cover.

We need more research into knowledge representation approaches that can tackle complex-
ity and methods and tools to make it easier for developers to support and facilitate contextual
depth, diversity and potentially conflicting viewpoints when processing and analysing inform-
ation from a knowledge graph. Studies in other disciplines, including cognitive, behavioural,
social and political sciences can offer very interesting impulses to put forward proposals that
are not only novel from a technology point of view, but also match the capabilities, needs and
expectations of the people engaging with the information – some participants noted there
are lessons to be learned from existing proposals such as link sets which were not effective in
user studies [1].

Besides ways to capture and use additional knowledge graph features, there is a need
for representations and methods to study the inherent biases knowledge graphs suffer from
as they evolve in time. Data ingestion, social processes and the availability of resources
and expertise inadvertently lead to imbalances in the content and quality of a knowledge
graph, which may be remedied in time. To be able to do so effectively, we need new models
and techniques to analyse and improve the quality of knowledge graphs (e.g. completeness,
correctness) and to conceptualise and measure diversity. We discussed the challenges arising
from defining a suitable framework of reference, as biases in a knowledge graph may merely
reflect biases in the data sources it relies on. Visual analytics and dashboards, similar to what
Wikidata does with geographical coverage of entities, could be used to monitor additions
and changes to a knowledge graph and detect anomalies, though more research is needed to
understand user requirements for these tools in a knowledge graph context.

Make knowledge graph research truly interdisciplinary. There are many techniques that
can facilitate engagement with knowledge graphs: entity-centric exploratory search; narrative
generation; or games with a purpose. To be effective, these techniques need to be better
aligned with theory and empirical evidence from cognitive sciences, which teach us how
different demographics and professional groups create, organise and make sense of knowledge.
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For example, healthcare practitioners are used to work with lists of concepts, rather than
networks and graphs. Studies in cognitive sciences can help evaluate knowledge representation
decisions and inform the design of the tools and applications through which people interact
with knowledge graph structures, suggesting effective ways to render and present them.

The UX of entity-centric exploratory tasks could be greatly enhanced if considering
theories about the nature of learning and the best ways to support it. For example, tools
could start by showing users entities they are familiar with, or entities that are far away
from their area of expertise, depending on the effect that needs to be achieved. Learning
considerations should also inform the design of evaluations and benchmarks, which should
be extended to capture the effects a particular technique or algorithm had on the reference
model of their users.

Natural language generation (NLG) can be used to create text summaries of datasets
which are more accessible to audiences that are not familiar with the particulars of data
modeling and engineering. Accessibility is critical to allow a greater range of people and
communities to contribute to knowledge graphs. In open contexts, this is very much aligned
with their diversity and inclusivity agendas. For enterprise knowledge graphs, broadening the
base of contributors is a pathway to sustainability. Existing narrative generation techniques
follow a tech-centric approach, using rule-based templates to capture domain knowledge or
data-heavy deep learning. The underlying models should incorporate insights from theoretical
and empirical cognitive science to ensure that the text they produce matches the abilities
and needs of the people using it.

Beyond text, the human data interaction community is exploring alternative data repres-
entations, interfaces and experiences, for instance by using games with a purpose, interactive
storytelling, or virtual and augmented reality. These approaches could be applied to knowledge
graphs, which through their rich content and connectedness offer an interesting playground
for the development of bespoke projects that appeal to broader, non-expert audiences in
various professional roles.

In summary, there is a need to reach out to communities traditionally involved in studying
human and social factors. All challenges discussed by the group would benefit from insights
and methods from complementary disciplines, including HCI and behavioural, cognitive,
social and political sciences. We should as a community strive to support the organisation of
workshops at venues such as CSCW, CHI, Information Science and Web Science, including
researchers and practitioners from other fields early on.

Summary
In summary, this working group concluded that a major challenge related to human and
social factors of knowledge graphs lies in leveraging theory, methods and empirical evidence
from other disciplines in order to:

Understand the cognitive and social processes by which knowledge (and knowledge shaped
as a graph) emerges.
Identify patterns and best practices to support these processes.
Improve developer experience to allow them to create, curate and reuse knowledge graph
effectively.
Build an understanding of the frameworks, methods and tools required to support
developers create knowledge graph applications that are transparent and accountable by
design.
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Provide guidelines and best practices to help developers use and appreciate large-scale
knowledge graphs that are inherently messy, diverse and evolving.
Understand what social features (for example, expertise, motivation, team composition)
influence what qualities of the graph.
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We report on two application areas for knowledge graphs as well as potential research
directions.

Scholarly Knowledge
Findability and use of scholarly and scientific knowledge is integral to the advancement of
human knowledge. Scholarly knowledge includes a range of research artefacts that needs to
be described and connected. These include research articles, peer reviews, research data,
social interactions like review requests and notifications in general, as well as different kinds
of annotations on research objects.

The common methods of access and (re)use of scholarly output is technically and ethically
inadequate for the society at large. By enabling accessible scholarly knowledge graphs as
well as applications which make use of it, we hope to enable universal access to previous
research. By improving the availability through accessible knowledge graphs, we can facilitate
discovery and building on existing research.

The construction of a scholarly commons that meets the core requirements of a scholarly
communication system, i.e. registration, awareness, certification, and archiving functions in
scientific communication [3], that is accessible to both humans and machines would require
capturing information at different parts of the process. The incentive for content creators
and consumers of content would require lowering the barriers through useful and accessible
applications.

Some of the open challenges include identifying and building mechanisms to deal with
disagreements both within scholarly knowledge as well as knowledge on the Web at large.
Improving tooling to create knowledge graphs also facilitates the discovery of knowledge.
For example, academic authors can find relevant scientific assertions during the writing
process. Hence, one of the research directions is to investigate and develop effective ways to
represent fine-grained information. Knowledge graphs at different degrees of abstraction can
be formulated, whether they are about a collection of documents, at the document level, or
for any unit of information.
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Other research directions would include the creation and management of scholarly journals
that are machine-readable. One of the related challenges in this respect is an aim to decouple
the registration and certification functions in scientific communication so that free expression
can be exercised towards materialising open and accessible scholarly knowledge [4].

Further research directions would include the development of interoperable applications
to improve discovery, accessibility, integrability, and reusability of knowledge graphs. More
generally, facilitating interactions with knowledge graphs where applications enabling read-
write operations on information at distributed locations with different access controls,
factoring in user’s privacy and security, as well as, allowing multiple researcher identities (eg
personal, professional) working on different parts of a graph. For example, along the lines of
research and development around decentralised and interoperable systems [1, 2].

Wikidata
Wikidata [5] is a knowledge base that has gained a lot of attention over the last years and is
growing. It has various interesting features that the knowledge graph community can learn
from. It also faces a number of challenges.

Wikidata’s data model has a number of features that make dealing with diverse knowledge
possible for its community. These include the ability to record conflicting data as well as
qualifying data with additional statements to for example give it temporal information and
record the provenance of the data. It strikes an interesting balance between a strict ontology
that makes re-use easy and a flexible data model that makes it possible to capture the
complexity of the world.

Through its open and flexible nature Wikidata also faces a number of challenges. These
can roughly be grouped along the data lifecycle of import, clean-up/maintenance and export.
Some of them include:

During import it is a challenge to understand what consequences adding a particular
change will have. This includes violating of constraints in the system or unintended
changes to the larger ontology.
Wikidata lacks provenance information in the form of references for a considerable part
of the existing statements it contains. It is a challenge to find references in an automated
way for this existing data.
Some of the concepts in Wikidata are not separated cleanly (e.g. a website and the
company operating the website being treated as one accidentally). It is not trivial to find
such concepts in order to separate them more cleanly.
By its nature Wikidata is concept-centric. This makes it harder to see and understand
the ontology and how individual classes fit into the ontology. Becauses of this lack of
high-level overview it is easy for editors to make mistakes that have a significant influence
on the ontology without realizing it.
With its hundreds of millions of statements it is unavoidable that some of them become
outdated, vandalized or otherwise wrong. These are hard to spot for editors and without
more visibility this data is propagated to the users of that data.
Users of Wikidata’s data want to understand the state of the data before committing
to using it in their application or visualisation. It is currently not possible to get an
overview of the quality of a particular subset of the data.
When using Wikidata’s data a number of statements will have multiple values like the
prizes a famous person won. Wikidata’s built-in mechanism to rank those values by are
not always sufficient.
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Querying Wikidata’s data is an important way to access the data and gain new insights.
It requires writing SPARQL queries, which is not possible for a significant part of the
intended users – especially considering the data model’s special features (qualifiers, ranks,
references).

We invite the research community in helping us address these challenges in order to build
and maintain a general-purpose knowledge graph for everyone.
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Introduction
The web provides a large store of data and information from which knowledge graphs can be
constructed. The raw input that can be sourced from the web for constructing knowledge
graphs differs in formality, in variety and scope, from text to HTML and XSL documents
to RDF. Some knowledge graphs rely on information extracted from unstructured sources,
while other knowledge graphs focus on information already available as RDF.

In the text, we focus on different ways to organise knowledge graphs built from structured
data such as RDF or other graph-centric frameworks.

In this report we focus essentially on the counterpoint between centrally organized versus
decentralized knowledge graphs. Some current examples of centralised or organisational
knowledge graphs are the Google Knowledge Graph (former: Freebase), Wikidata, and
DBpedia. Examples of decentralized or personal knowledge graphs are the Linking Open
Data (LOD) cloud and the collection of all Linked Data on the web. The web with its
decentralised architecture is able to accommodate in principle both approaches.
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Problem Statement
Centralised knowledge graphs and decentralised knowledge graphs exhibit different qualities.
To make informed decisions on which of these designs to use, we need to find out the trade-offs
between them. Once these quality criteria are established, we want to know whether these
aspects are inherent to the fact whether the knowledge graph is centralised or decentralised.
If they are not, we want to be able to transfer approaches and techniques in one design
approach to the other.

The Centralised vs. Decentralised Spectrum
There is a spectrum of knowledge graphs being published: on the one hand, the more
organisational-centric, which are centralised, and on the other hand the more individual-
centric, which are decentralised.

The spectrum between centralised and decentralised approaches has been a topic of
research in information systems [2, 1] and databases [7] in general and in personal data [4],
social networks [3] and querying the Web of Data [5, 6] in particular.

In the following, we contrast properties of centralised and decentralised knowledge graphs.
We identified the following characteristics. We start with centralised knowledge graphs and
first list characteristics related to organization, then move on to characteristics related to
implementation.

Survivability and Robustness: Centralised knowledge graphs can be controlled by a single
entity that can decide strategic issues, thus giving more powerful control over all aspects
of the knowledge graph. This can be beneficial for their owners but, with regard to
survivability and robustness, not necessarily for its users (e.g., the shutdown of Freebase).
Besides organizational aspects, centralised knowledge graphs rely on one big node and
can thus can become unavailable for technical reasons.
Stability: Centralised knowledge graphs have uniform terms of use, a degree of promise of
longevity and availability. Hence, they have a more stable behaviour and are less likely
to suffer from disappearing links or can at least give a clear indication when a link would
disappear, or preserve the provenance information of changes made.
Curation: Centralised knowledge graphs have a clear curation mechanism in place, which
is expected to have a positive effect on the consistency and quality of the data.
Rights and License: Centralized knowledge graphs usually have a clear license. Wikidata
and DBpedia are intended as public resources, indicated by their respective CC0 and
CC BY-SA 3.0 Unported licence. Other organizational knowledge graphs are typically
seen as an internal organizational asset. Sometimes parts of these are also made publicly
available, especially for reasons of interoperability with other systems. Examples include
the schemas developed by schema.org used by search engines to extract information from
web pages and Thomson Reuters’ permid.org, which has a public part licensed using
CC-BY 4.0 and CC-NC 3.0, and a part of the data not publicly available.
Service Level Agreements: Centralized knowledge graphs may have Service Level Agree-
ments (SLAs), giving clear guarantees on aspects such as response time and correctness.
One could even imagine a company being liable for the information provided.
Privacy and Security: If the KG contains personal information, with centralized knowledge
graphs, users give up some privacy in exchange of some convenience. In particular, the
access logs are also centralised, which facilitates analysing the logs. However, because the
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graph is centralized, the company responsible for it might have more means to devise
proper security measures for the system. Indeed, users would not be prepared to share
their data if it appears the solution is not secure.

Characteristics related to implementation include:
Identifiers: Centralised knowledge graphs control and manage their own identifiers and
namespaces. Not all knowledge graphs (e.g., the Google Knowledge Graph) expose their
identifiers to the outside. Sometimes centralised knowledge graphs do link to external
sources as well, leading to a hub-and-spoke structure of the graph.
Schema: Centralised knowledge graphs have a single schema, used all over the data.
Query: Centralised knowledge graphs offer an API for data retrieval (or provide data
dumps) and querying. These systems are furthermore optimised for the type of queries
they support.
Location: Centralised knowledge graphs require substantial computing infrastructure to
be able to handle the load, especially for knowledge graphs that offer a query interface.
Timeliness: If data for centralised knowledge graphs needs to be aggregated from outside
sources, the update interval of the aggregator influences the overall timeliness of the
knowledge graph.
Modularity/Allocation: Resources are allocated at the central point, so infrastructure has
to be provided at the central point.
Data Volume: Centralized knowledge graphs can be partitioned according to centrally
defined criteria.
Consistency: Given a centrally managed curation process, in combination with test cases
run on the integrated data, the overall consistency of centralised knowledge graphs can
be ensured.
Load Balancing: Access load can be easily balanced in an organisation’s internal infra-
structure.

Decentralised knowledge graphs promise benefits which cannot be offered by centralised
variants. Again, we start with aspects related to organisation, and then list aspects related
to implementation.

Survivability and Robustness: Decentralized knowledge graphs do not assume a central
authority over all resources. With decentralised variants, resources are independently
created, managed, and distributed such that unavailability of any particular part will not
necessarily influence the other knowledge graphs. Hence, one could say that the system
has a higher survivability and robustness, at the cost of a chance that parts become
unavailable.
Stability: The decentralised architecture, once socialised and embraced by a critical mass
of users, gives strong stability to applications, not depending on external influences (like
change of owner, company commercial decisiones, etc.). Although parts of the knowledge
graphs can become unavailable if individual providers go offline, the overall knowledge
graph is potentially more resilient than centralized systems.
Curation: As the experience of free software has shown, curating open artifacts is far
more convenient that closed or private ones.
Rights and License: The different parts are owned by their creators; parts of decentralised
knowledge graphs tend to be copyrighted or unlicensed, however often with intention for
public reuse.
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Service Level Agreements: As data is not centralized, there are no SLAs. Indeed, it would
be impossible to enforce them in case they are not met. On the other hand, because the
data is decentralized, one could in case of need decide to make local copies of the data,
i.e., centralize parts for which a specific level of service is expected.
Privacy and Security: With decentralised knowledge graphs, users retain their privacy to
the extent that usage patterns are distributed across systems. In these systems the security
aspect is often not stringent as the data is intended to be shared. One exception would
be the provenance of the data. Techniques like signing statements using public-private
key infrastructure exist to enable guaranteed authenticity of statements.

Characteristics related to implementation include:
Identifiers: Even when knowledge is distributed, there could be shared vocabularies.
Besides, one could implement a system for shared identifiers where people can create
their own (persistent) identifiers, hoping that others will reuse these. However, one would
not expect there to be a centralized identifier system which all users have to adhere to,
as this would become a single point of failure and essentially make this a centralized
system. In effect, one cannot prevent users from using identifiers in a wrong way or even
for completely wrong entities, nor can it be prevented that new identifiers are created for
already existing entities.
Schema: As mentioned, in a distributed system, there can be shared schemas. However,
anyone would be able to add their own schema parts to the system. One could also
imagine a distributed system in which users get to vote for schemas. This could be
combined with micropayments.
Query: As the system is not centralized, it would be expected that querying results in
more communication and total processing overhead. Data has to be aggregated from
many sources during query time. Parallelized data access can mitigate some of the
performance penalty, however, wide-area network access remains much slower than access
to local storage.
Location: Decentralised knowledge graphs can be made available from any location (e.g.,
own personal web server)
Timeliness: The data in decentralised knowledge graphs is updated immediately whenever
the data owner wants to update it.
Modularity/Allocation: The distributed nature results in a distributed allocation of
resources (processing, storage, and communication). The cost of deployment of the graph
is a) distributed over many parties and b) the upfront cost (capital expenditure) is low
for each participant.
Data Volume: Distributed knowledge graphs are already partitioned into smaller parts
where each has a specific purpose.
Consistency: Parts of the knowledge graphs are likely more consistent as providers
maintain their own data. But the combination of parts of the graph is likely to be less
consistent as in a centralized approach.
Load Balancing: The decentralisation works effectively as a load balancing when consid-
ering the knowledge graph as a whole.

Conclusion
We have identified the above directions for further research and development of applic-
ations, to enable content creators and consumers to better access distributed resources.
Such applications should aim to preserve the benefits decentralised approaches (e.g., be
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privacy-aware, support multiple online user identities, provide mechanisms for extensible
resource descriptions, enable read-write operations on personal and group data storages) and
conform to interoperable open web standards. Many of such applications could benefit from
visualisations of schema-less data.

It is possible that a compromise emerges: knowledge graphs with a curated, centrally
organised core, which on the fringes of the graph link external knowledge graphs under
diverse ownership. The way DBpedia and Wikidata evolved points in such a direction.

In all but the fully centralised approaches, a research direction concerns the notion of
agents that are able to access, integrate and interact with distributed knowledge graphs.
Instead of having a single centralised component that provides a single integrated knowledge
graph, the notion of agents could bring more flexibility and distribution. A starting point
could be both resident agents (running on one user’s machine) and transient agents that roam
from machine to machine in the network. Especially in the area of connected devices, further
research is needed to provide the ability to access knowledge graphs from many devices.

On the non-technical side, further research could consider moving organisational structures
from the centralised approach to the decentralised approach, including the design of business
models in decentralised settings.
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This report documents the program and the outcomes of Dagstuhl Seminar 18381 “Quantum
Programming Languages”.

The aim of the seminar was to bring together researchers from quantum computing—
in particular those focusing on quantum algorithms and quantum error correction—and
classical programming languages. Open questions that were of interest to this group include
new methods for circuit synthesis and optimization, compiler optimizations and rewriting,
embedded languages versus non-embedded languages, implementations of type systems and
error reporting for quantum languages, techniques for verifying the correctness of quantum
programs, and new techniques for compiling efficient circuits and protocols for fault-tolerant
questions and their 2D layout.

Quantum computing is getting real. Several laboratories around the world are implement-
ing hardware platforms. For instance, systems based on superconducting qubits, such as
those at IBM, Google, Intel, the University of Maryland, ionQ, and Rigetti are now scaling
into the 50-150 qubit range.

While research on the theoretical side of the field addressed fundamental questions such
as how to best leverage this new model of computation for algorithmic applications, a topic
that has received significantly less attention is how to actually program quantum computers.
To take advantage of the immense computing power offered by quantum computers as they
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come online in the coming years, software tools will be essential. We want these tools to be
available, efficient and reliable, so that we can quickly and reliably reap the positive benefits
that quantum computers have to offer.

It is clear that quantum programming will require tools for automatically generating
large-scale circuits and for synthesizing circuits from elementary fault-tolerant gates which
then can be carried out by a future quantum computer. However, it is less clear what the
best way will be to go about these challenging issues. Questions that were discussed at the
seminar include the following:

How can we program a quantum computer? What are the basic structures that a language
should support and how can a compiler help a user develop abstract/high-level reasoning
about algorithms?
How do we model the underlying instruction set? As currently the underlying hardware
is quickly evolving, how can we best model a fault-tolerant quantum computer?
How to compile and optimize quantum programs? Automatic translation of high-level
programs into circuits will be key to program quantum computers. How to design good
tools for this?
How to we test and verify quantum programs? Given that it is hard for classical computers
to simulate the time evolution of a quantum computer, how can we ascertain correctness
of a circuit?

The seminar brought together some 44 researchers with diverse skill sets from quantum
computing, mathematical foundations of programming languages, implementation of pro-
gramming languages, and formal verification. The seminar consisted of 23 talks, as well as a
number of vibrant discussion sessions and a software demonstration session. The sessions
where:

Wine Cellar discussion, moderated by Sabine Glesner. This was our first discussion
session. We discussed the questions raised by Sabine Glesner during her talk: Why do we
need quantum programming languages? Which “killer applications” would make quantum
programming languages successful? What are appropriate abstractions from quantum
hardware? What are theoretical models for quantum computing?
Discussion session on Debugging, moderated by Rodney Van Meter. This session focused
on what are appropriate debugging techniques for quantum computing. The issue
arises because the most common classical debugging technique, setting break points and
examining the program state, cannot be applied in the context of quantum computing.
Discussion session on Challenge Problems for Quantum Computing, moderated by Earl
Campbell. In this session, we discussed coming up with well-defined problems with some
success quantifier for quantum computation, similar to the successful SAT competitions.
Group survey session on a Bird’s Eye View on Quantum Languages, moderated by Robert
Rand. In this session, the group compiled a list of all quantum programming languages
and toolkits we are currently aware of, and classified them according to various criteria, for
example, whether the languages are imperative or functional, whether the computational
paradigm is circuit generation or Knill’s QRAM model, whether the language is high-level
or assembly, whether it supports type-safety and/or verification, etc.
Group survey session on Tools for Quantum Optimization, moderated by Matthew Amy.
In this session, the group compiled a list of available tools for optimization of quantum
circuits.
Group discussion on Opportunities for Education and Outreach, moderated by Rodney
Van Meter. The discussion centered on new opportunities for public outreach and
education that are enabled by the emergence of new quantum tools.
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114 18381 – Quantum Programming Languages

Software demonstration session, moderated by Martin Roetteler. In this session, 10
researchers gave rapid demonstrations, of a about 10 minutes each, of various software
tools they have designed.

Most of the participants rated the seminar as a success. We managed to connect researchers
from different communities, and engaged in a vibrant exchange of novel ideas, and started
to tackle important problems such as the analysis of quantum algorithms for real-world
computational problems, compiler optimizations, reversible computing, and fault-tolerant
quantum computing.
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3 Overview of Talks

3.1 Functional Verification of Quantum Circuits
Matthew Amy (University of Waterloo, CA)

License Creative Commons BY 3.0 Unported license
© Matthew Amy

Main reference Matthew Amy: “Towards Large-scale Functional Verification of Universal Quantum Circuits”,
CoRR, Vol. abs/1805.06908, 2018.

URL https://arxiv.org/abs/1805.06908

We introduce a framework for the formal specification and verification of quantum circuits
based on the Feynman path integral. Our formalism, built around exponential sums of
polynomial functions, provides a structured and natural way of specifying quantum operations,
particularly for quantum implementations of classical functions. Verification of circuits over
all levels of the Clifford hierarchy with respect to either a specification or reference circuit is
enabled by a novel rewrite system for exponential sums with free variables.

We evaluate our methods by performing automated verification of optimized Clifford+T
circuits with up to 100 qubits and thousands of T gates, as well as the functional verification
of quantum algorithms using hundreds of qubits. We further show that our method can
perform the simulation of a Hidden Shift algorithm due to Roetteler with 100 qubits in just
minutes on a tablet computer.

3.2 Phase polynomials, T-count optimisation and Lempel’s algorithm
Earl Campbell (University of Sheffield, GB)

License Creative Commons BY 3.0 Unported license
© Earl Campbell

Main reference Luke E Heyfron, Earl T Campbell: “An efficient quantum compiler that reduces T count”, in
Quantum Science and Technology, Vol. 4 (1), p. 015004, 2018.

URL https://doi.org/10.1088/2058-9565/aad604

I review the basics of the phase polynomials and the connection to T-count optimisation,
summarising the work of Amy and Mosca as well as my own work on this with Luke
Heyfron. This leads to a 3-tensor optimisation problem that is hard. But is it closely
related to an easier (relaxed) optimisation problem solved in the 1970s by Lempel (https:
//epubs.siam.org/doi/abs/10.1137/0204014) All of my work on the problem has been based
on modifying Lempel’s algorithm to build a heuristic for the harder quantum problem. Rather
than getting into the details of the hard quantum problem, I sketch Lempel’s method as I
believe it is not well known and could have further applications in the field.

3.3 Low overhead quantum computation using lattice surgery
Austin G. Fowler (Google Research – Mountain View, US)

License Creative Commons BY 3.0 Unported license
© Austin G. Fowler

The surface code is a method of detecting errors in a quantum computer. Many different
methods of computing using this code exist. We fully analyze lattice surgery and show that
this method is unambiguously better than braiding defects, the previous standard method.
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3.4 Dependent types in Proto-Quipper
Frank Fu (Dalhousie University – Halifax, CA)

License Creative Commons BY 3.0 Unported license
© Frank Fu

Joint work of Peter Selinger
Main reference Francisco Rios, Peter Selinger: “A categorical model for a quantum circuit description language”,

in Proc. of the 14th International Conference on Quantum Physics and Logic, QPL 2017,
Nijmegen, The Netherlands, 3-7 July 2017., EPTCS, Vol. 266, pp. 164–178, 2017.

URL https://doi.org/10.4204/EPTCS.266.11

Are dependent types useful for quantum circuit programming? In this talk, I will present an
implementation of dependently typed Proto-Quipper, a stand-alone language for quantum
circuit description. I will argue that dependent types are useful in three aspects:
1. Precise types for quantum circuit description functions.
2. Precise notion of boxing a family of circuits.
3. Encapsulating unused wires via existential dependent data types.

3.5 Reflections on what programming languages are good for –
traditionally and in the face of quantum computing

Sabine Glesner (TU Berlin, DE)

License Creative Commons BY 3.0 Unported license
© Sabine Glesner

When I first heard about quantum computing, which was in 1994, it was at about the same
time I first heard about internet browsers. At that time, I could not tell which of these
two developments would be faster. Today we know that it was not quantum computing.
Nevertheless, quantum computing has made enormous progress during the last years, so
much that we even have a Dagstuhl seminar on quantum programming languages. In this
talk, I want to sum up what traditional programming languages have been good for and
raise the question of what the situation looks like for quantum computing.

3.6 Reversible Programming Languages – From Classical Results to
Recent Developments

Robert Glück (University of Copenhagen, DK)

License Creative Commons BY 3.0 Unported license
© Robert Glück

Joint work of Martin Holm Cservenka, Robert Glück, Tue Haulund, Torben Ægidius Mogensen
Main reference Martin Holm Cservenka, Robert Glück, Tue Haulund, Torben Ægidius Mogensen: “Data

Structures and Dynamic Memory Management in Reversible Languages”, in Proc. of the 10th
International Conference on Reversible Computation, RC 2018, Leicester, UK, September 12–14,
2018, Lecture Notes in Computer Science, Vol. 11106, pp. 269–285, Springer, 2018.

URL https://doi.org/10.1007/978-3-319-99498-7_19

This talk highlighted the principles and main ideas of reversible programming languages with
which we have been working for the past several years (the “Copenhagen Interpretation of
Reversible Computing”). Reversible languages form their own distinct class of programming
languages because they are deterministic in both computation directions. They complement
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the mainstream programming languages like C and Haskell that are backward nondetermin-
istic. Recent developments with dynamic memory management allowed the design and
implementation of reversible object-oriented and functional languages. This enables, for the
first time, the reversible manipulation of high-level dynamic data abstractions such as binary
trees, lists and queues.

3.7 Quantum Linguistic Relativity
Christopher Granade (Microsoft Corporation – Redmond, US)

License Creative Commons BY 3.0 Unported license
© Christopher Granade

In this talk, I will consider a set of goals for new quantum programming languages, motivated
by applications and with an eye to making it easier for new quantum programmers to get
started. To meet these goals, I propose thinking of quantum language design in terms of
linguistic relativity, the hypothesis that the language in which we express an idea affects how
we think about that idea. Finally, I present Q# as a case study for this approach to design,
and discuss how we chose Q# features according to linguistic relativity.

3.8 The OpenQL programming framework
Nader Khammassi (TU Delft, NL)

License Creative Commons BY 3.0 Unported license
© Nader Khammassi

Quantum computing is rapidly evolving, especially after the discovery of several efficient
quantum algorithms solving intractable classical problems. Expressing these quantum al-
gorithms using a high-level programming language and making them executable on a quantum
processor, while abstracting hardware details and targetting different qubit technologies, is
an important problem. After discussing the different compilation challenges, we present the
OpenQL programming framework, and show how its modular design allows the integration
of a full-stack quantum computer architecture for different qubit technologies.

3.9 Cheaper alternative to Euler decomposition for SU(2) gates and
fall-back circuits

Vadym Kliuchnikov (Microsoft Corporation – Redmond, US)

License Creative Commons BY 3.0 Unported license
© Vadym Kliuchnikov

We give an alternative to Euler decomposition that leads to average case circuit complexity
scaling as 7 log5(1/ε) as opposed to 9 log5(1/ε) for Pauli+V gate sets. The idea readily
generalizes to many other gate sets.
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3.10 Operator algebras and their role in quantum programming
languages

Albertus Johannis Lindenhovius (Tulane University – New Orleans, US)

License Creative Commons BY 3.0 Unported license
© Albertus Johannis Lindenhovius

Quantum systems are usually described in the Hilbert space formalism. Operator algebras,
which were introduced by von Neumann, form an alternative formalism with several advant-
ages over the Hilbert space formalism, such as the possibility of describing the interaction
between quantum and classical phenomena in one framework.

We discuss how operator algebras, which are algebras of operators on a Hilbert space, can
be used in the semantics of quantum programming languages. Furthermore, we discuss which
categorical properties of a certain class of operator algebras correspond to what features of
the quantum programming language for which it is used in the semantics. Can we single out
one class of operator algebras that has all categorical properties sufficient for a higher-order
quantum programming language with recursion?

3.11 NISQ optimization for CNOT and CNOT+T circuits
Beatrice Nash (MIT – Cambridge, US)

License Creative Commons BY 3.0 Unported license
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Near-term quantum devices have limited physical qubit connectivity, and performing opera-
tions between non-adjacent qubits can be very expensive. In this talk, I will discuss ways to
extend current circuit optimization methods to take into account these restrictions.

3.12 Verified Quantum Programming in QWIRE: Optimization and
Error Correction

Robert Rand (University of Maryland – College Park, US)

License Creative Commons BY 3.0 Unported license
© Robert Rand

Joint work of Robert Rand, Jennifer Paykin, Dong-Ho Lee, Steve Zdancewic, Kesha Hietala, Michael Hicks,
Xiaodi Wu

Main reference Jennifer Paykin, Robert Rand, Steve Zdancewic: “QWIRE: a core language for quantum circuits”,
in Proc. of the 44th ACM SIGPLAN Symposium on Principles of Programming Languages, POPL
2017, Paris, France, January 18-20, 2017, pp. 846–858, ACM, 2017.

URL https://doi.org/10.1145/3009837.3009894

We present QWIRE, a quantum circuit language and formal verification tool. QWIRE
possesses a denotational semantics in terms of density matrices and is embedded in the
Coq proof assistant, allowing us to check our quantum circuits against their mathematical
specifications. In this talk, we look at a variety of proofs of circuit specifications in Coq.
We then examine two pressing issues for quantum programming: Verified optimization and
error-aware semantics and the challenges of incorporating them in QWIRE.
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3.13 Proto-Quipper-M: A Categorically Sound Quantum Circuit
Description Language.

Francisco Rios (Dalhousie University – Halifax, CA)

License Creative Commons BY 3.0 Unported license
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in Proc. of the 14th International Conference on Quantum Physics and Logic, QPL 2017,
Nijmegen, The Netherlands, 3-7 July 2017., EPTCS, Vol. 266, pp. 164–178, 2017.

URL https://doi.org/10.4204/EPTCS.266.11

Quipper is a practical programming language for describing families of quantum circuits.
In this talk, we formalize a small, but useful fragment of Quipper called Proto-Quipper-M.
Unlike its parent Quipper, this language is type-safe and has a formal denotational and
operational semantics. Proto-Quipper-M is also more general than Quipper, in that it can
describe families of morphisms in any symmetric monoidal category, of which quantum
circuits are but one example. We design Proto-Quipper-M from the ground up, by first
giving a general categorical model of parameters and states. After finding some interesting
categorical structures in the model, we then define the programming language to fit the
model. We cement the connection between the language and the model by proving type
safety, soundness, and adequacy properties.

3.14 Toward the first quantum simulation with quantum speedup
Neil Julien Ross (Dalhousie University – Halifax, CA)

License Creative Commons BY 3.0 Unported license
© Neil Julien Ross

Joint work of Andrew M. Childs, Dmitri Maslov, Yunseong Nam, Neil J. Ross, Yuan Su

As we approach the development of a quantum computer with tens of well-controlled qubits,
it is natural to ask what can be done with such a device. Specifically, we would like to
construct an example of a practical problem that is beyond the reach of classical computers,
but that requires the fewest possible resources to solve on a quantum computer. We address
this problem by considering quantum simulation of spin systems, a task that could be applied
to understand phenomena in condensed matter physics such as many-body localization. We
synthesize explicit quantum circuits for three leading quantum simulation algorithms, one
based on product formulas (PF), one based on implementing the Taylor series as a linear
combination of unitaries (TS), and another using the recent quantum signal processing
approach (QSP). We employ a wide range of techniques to develop tighter error bounds and
optimize gate-level implementations. Surprisingly, even for simulations of small systems,
we find that the fourth-order PF algorithm outperforms lower-order PF algorithms and
that the TS and QSP algorithms require even fewer gates (although at the cost of requiring
more qubits). However, the cost of PF algorithms can be reduced significantly by using
empirical error bounds, so that PF algorithms remain competitive in contexts where a
rigorous guarantee on the accuracy of the simulation is not essential. Our circuits are smaller
by several orders of magnitude than those for the simplest classically-hard instances of
problems such as factoring and quantum chemistry, and we hope they will pave the way
toward the first practical application of a quantum computer.
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3.15 Automatic Synthesis in Quantum Programming Languages
Mathias Soeken (EPFL – Lausanne, CH)

License Creative Commons BY 3.0 Unported license
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Joint work of Mathias Soeken, Bruno Schmitt, Giulia Meuli, Fereshte Mozafari, Giovanni De Micheli, Martin
Roetteler, Thomas Häner

Main reference Mathias Soeken, Thomas Häner, Martin Roetteler: “Programming quantum computers using
design automation”, in Proc. of the 2018 Design, Automation & Test in Europe Conference &
Exhibition, DATE 2018, Dresden, Germany, March 19-23, 2018, pp. 137–146, IEEE, 2018.

URL https://doi.org/10.23919/DATE.2018.8341993

When translating quantum programs into (technology-dependent) quantum circuits, we
are often confronted with translating conventional classical logic in forms of permutations,
Boolean functions, or logic networks. RevKit is a toolkit that combines several state-of-the-art
approaches for synthesis, optimization, and mapping. RevKit is powered by the EPFL logic
synthesis libraries, such as tweedledum, alice, mockturtle, and kitty.

In the presentation, we showcase several applications of RevKit in modern quantum
programming flows. The examples include integrations with Qiskit, ProjectQ, pyQuil, Q#,
and Cirq.

3.16 Representing quantum control
Benoit Valiron (Centrale Supelec – Orsay, FR)

License Creative Commons BY 3.0 Unported license
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Quantum Control”, in Proc. of the 21st International Conference on the Foundations of Software
Science and Computation Structures, FOSSACS 2018, Thessaloniki, Greece, April 14–20, 2018,
Lecture Notes in Computer Science, Vol. 10803, pp. 348–364, Springer, 2018.

URL https://doi.org/10.1007/978-3-319-89366-2_19

One perspective on quantum algorithms is that they are classical algorithms having access to
a special kind of memory with exotic properties. This perspective suggests that, even in the
case of quantum algorithms, the control flow notions of sequencing, conditionals, loops, and
recursion are entirely classical. There is however, another notion of control flow, that is itself
quantum. The notion of quantum conditional expression is reasonably well-understood: the
execution of the two expressions becomes itself a superposition of executions. The quantum
counterpart of loops and recursion is however not believed to be meaningful in its most
general form. In this talk (based on [1]), we discuss how, under the right circumstances, a
reasonable notion of quantum loops and recursion is possible. To this aim, we first propose a
classical, typed, reversible language with lists and fixpoints based on Theseus [2]. We then
extend this language to the closed quantum domain (without measurements) by allowing
linear combinations of terms and restricting fixpoints to structurally recursive fixpoints whose
termination proofs match the proofs of convergence of sequences in infinite-dimensional
Hilbert spaces. We additionally give an operational semantics for the quantum language in
the spirit of algebraic lambda-calculi. This permits to reconciliate several approaches, such as
the quantum tests of QML [3], Ying’s quantum loops [4] and linear algebraic approaches [5]
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3.17 Error-aware compilation for the IBM 20-qubit machine
Rodney Van Meter (Keio University – Fujisawa, JP)
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Joint work of Yulu Pan, Shin Nishio, Takahiko Satoh, Rodney Van Meter

Roughly, our first project [1] is to characterize qubits, operation fidelity, and path fidelity for
moving qubits (or doing long-distance gates), and the second [2] is to take that information
and place qubits on processor and plan their movement.

While various projects have worked on compiling programs to meet the constraints of
small quantum processors, we believe this is the first work to focus on the inhomogeneity
in actual gate errors due to minor differences between qubits as the key metric for placing
variable qubits on the physical qubits on the processor.

The error rates for qubits and gates are measured using random benchmarking. For the
placement phase, we are using beam search combined with a modified form of Dijkstra’s
shortest path first, and using the product of gate fidelities as our prediction for success
probability on complex circuits. We use the Cuccaro adder circuit as our application for
testing the compilation, and KL-divergence as a measure of the quality of circuits. We
compared the existing QISkit compiler with QOPTER.

Our work, while not yet complete, suggests that the single number of gate fidelity is not
an adequate measure of success rate. We matched the QISkit success probability while using
minimal computational resources in the compilation phase for a 5-qubit adder circuit, but
the actual success probability is still low, and the estimated success probability actually far
lower. The relative ranking of choice of circuit shows an intermediate level of correlation
with the ordering of success probability in circuits. Thus, this complex problem is still ripe
for new approaches and hard work, and our future work includes continuing development of
these tools.
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3.18 Data-structures and Methods for the Design of Quantum
Computations

Robert Wille (Johannes Kepler Universität Linz, AT)

License Creative Commons BY 3.0 Unported license
© Robert Wille

Joint work of Alwin Zulehner, Robert Wille
Main reference Alwin Zulehner, Robert Wille: “Advanced Simulation of Quantum Computations”, TCAD, 2018.

URL https://doi.org/10.1109/TCAD.2018.2834427

In the past decades, the Computer-Aided Design (CAD) community was frequently faced with
tremendously complex challenges that often required the efficient consideration of problems
of exponential (or even greater) size. In order to tackle these, researchers and engineers
developed sophisticated CAD methods employing, e.g., decision diagrams or sophisticated
reasoning engines. In contrast, many design problems in the quantum domain are still
addressed in a rather straight-forward fashion, e.g., by exponential array-based descriptions
or enumerative search algorithms. This talk illustrates how established concepts from the
conventional design of circuits and systems can be applied to improve the design of quantum
computations. By this, the talk will “bridge” the CAD and the quantum communities by
showing how the combination of expertise from both domains eventually yields efficient
design methods for quantum computation. The application of those data-structures and
methods is exemplarily demonstrated by means of simulation of quantum computation.

3.19 Logic level circuit optimization for topological quantum
computation

Shigeru Yamashita (Ritsumeikan University – Shiga, JP)

License Creative Commons BY 3.0 Unported license
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The TQC (Topological Quantum Computing) model has been receiving a lot of attention
because it has proven to be one of the most promising fault-tolerant quantum computation
models. In the TQC conceptual model, we arrange physical measurement sequences cor-
responding to computational steps of quantum computation in a three-dimensional space.
While some transformation rules for this arranged three-dimensional space have been known,
there was no known systematic way to use the rules to optimize the arranged space. This talk
proposes an efficient systematic way to use the known transformation rules by considering
the arranged space as a set of loops.
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3.20 Reasoning about Parallel Quantum Programs
Mingsheng Ying (University of Technology – Sydney, AU)
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We initiate the study of parallel quantum programming by defining the operational and
denotational semantics of parallel quantum programs. The technical contributions include:
(1) finding a series of useful proof rules for reasoning about correctness of parallel quantum
programs; and (2) proving a strong soundness theorem of these proof rules, showing that
partial correctness is well maintained at each step of transitions in the operational semantics of
a parallel quantum program. This is achieved by partially overcoming the following conceptual
challenges that are never present in classical parallel programming: (i) the intertwining
of nondeterminism caused by quantum measurements and introduced by parallelism; (ii)
entanglement between component quantum programs; and (iii) combining quantum predicates
in the overlap of state Hilbert spaces of component quantum programs with shared variables.
It seems that a full solution to these challenges and developing a (relatively) complete proof
system for parallel quantum programs are still far beyond the current reach.

3.21 Recursive types for linear/non-linear quantum programming
Vladimir Zamdzhiev (LORIA – Nancy, FR)

License Creative Commons BY 3.0 Unported license
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Linear/non-linear lambda calculi provide a natural framework for quantum programming.
By making a distinction between intuitionistic (non-linear / classical) and linear types, we
may model classical data and quantum data. The latter cannot be copied or deleted, which
is conveniently ensured by the linearity of the type system, whereas the former may be freely
copied and discarded, which is also conveniently allowed by the non-linear part of the type
system.

In this talk, we consider the problem of extending such a lambda calculus with recursive
types. We design the type system such that we may distinguish between intuitionistic
recursive types and linear recursive types. We also describe some work in progress on a
conjectured denotational model that soundly models our lambda calculus.

3.22 Quantum Calculi: from theory to language design
Margherita Zorzi (University of Verona, IT)
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Main reference Margherita Zorzi: “On quantum lambda calculi: a foundational perspective”, Mathematical

Structures in Computer Science, Vol. 26(7), pp. 1107–1195, 2016.
URL https://doi.org/10.1017/S0960129514000425

In the last 20 years several approaches to quantum programming have been introduced. In
this report we will focus on functional calculi and in particular on the QRAM architectural
model. We explore the twofold perspective (theoretical and concrete) of the approach and
we will list the main problems one has to face in quantum language design.
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3.23 Compiling Quantum Circuits to NISQ Devices
Alwin Zulehner (Johannes Kepler Universität Linz, AT)
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The Noisy Intermediate-Scale Quantum (NISQ) technology is currently investigated by
major players in the field to build the first practically useful quantum computer. IBM QX
architectures are the first ones which are already publicly available today. However, in order
to use them, the respective quantum circuits have to be compiled for the respectively used
target architecture. This demands solutions for automatically and efficiently conducting
this compilation process. In this work, we offer solutions to this problem that satisfy all
constraints given by the architecture and, at the same time, aim to keep the overhead in
terms of additionally required quantum gates minimal. Our experimental evaluation shows
that the proposed approach significantly outperforms IBM’s own solution regarding fidelity
of the compiled circuit as well as runtime. Moreover, to emphasize development, IBM
launched a challenge with the goal to optimize such compilers for a certain set of random
quantum circuits. Since these circuits represent a worst case scenario for our approach,
we developed a correspondingly adjusted version. It has been declared the winner of this
so-called QISKit developer challenge, since it yields compiled circuits with at least 10%
better costs than the other submissions, while generating them at least 6 times faster
(according to IBM). Implementations of the proposed methodologies are publicly available at
http://iic.jku.at/eda/research/ibm_qx_mapping.

4 Working groups

4.1 Tools for Quantum Optimization
Matthew Amy (University of Waterloo, CA)

License Creative Commons BY 3.0 Unported license
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In this session, the group compiled a list of available tools for optimization of quantum
circuits. We came up with the following list of tools. While the list is probably highly
incomplete, we hope that it is a useful starting point.

Feynman, by Matthew Amy. Optimizations: z-rotation optimization, CNOT-count
optimization, T -depth optimization. Language: Haskell library, command-line interface.
License: BSD-2. Availability: Github.
Newsynth/Gridsynth, by Neil J. Ross and Peter Selinger. Optimizations: single-qubit
Z-rotations to Clifford+T . Language: Haskell library, command-line interface. License:
GPL-3. Availability: Hackage.
TOpt, by Earl Campbell. Optimizations: Clifford+T to Clifford+T , T -gate minimization.
Language: C++, command-line interface. License: GPL-3. Availability: Github.
IonQ’s tool, by IonQ. Optimizations: Clifford+z-rotations+Toffoli to Clifford+z-
rotations. Language: Fortran. License: Proprietary.
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RevKit, by Mathias Soeken. Optimizations: Look-up table hierarchical reversible syn-
thesis (LHRS). CNOT minimization. Produces Clifford+T . Language: C++, command-
line interface. Python bindings. License: MIT.
pQCS, by Olivia Di Matteo and Michele Mosca. Optimizations: Multi-qubit unitary
to Clifford+T . Availability: from https://qsoft.iqc.uwaterloo.ca/. License: For research
only.
IBM QX mapping SU(4), by Alwin Zulehner and Robert Wille. Optimizations: SU(4)
to CNOT+SWAP+1-qubit gates. Availability: Github. License: Non-commercial use
only.

4.2 Challenge problems in quantum computation
Earl Campbell (University of Sheffield, GB)
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We discussed possible “challenge problems” in the optimisation of quantum circuits. The
idea was to come up with very well defined problems with some success quantifer, similar
to the successful SAT competitions. The most popular idea was to consider Hamiltonian
simulation of small systems of 10–20 qubits and minimise the number of gates required to
achieved a precision of 10−3. Suggested Hamiltonians included:
1. The 1D Heisenberg chain;
2. Jellium;
3. Quantum chemistry hamiltonians available in the openFermion packages.

Given a Hamiltonian, one could consider implementing the operator eiHt, but an additional
interesting problem is phase estimation, where one implemented a controlled eiHt. Here, t and
the number of circuit repetitions ought to be optimised to minimise the Fisher information
of the parameter estimated.

4.3 Wine Cellar Discussion on Quantum Programming Languages
Sabine Glesner (TU Berlin, DE)

License Creative Commons BY 3.0 Unported license
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Joint work of all the participants of the Dagstuhl seminar 18381

This is an abbreviated summary of a discussion in the Dagstuhl wine cellar that took
place during the Dagstuhl seminar 18381 on Quantum Programming Languages on Monday,
September 20, 2018. The starting point for the discussion was the list of questions raised in
Sabine Glesner’s talk.

4.3.1 What are programming languages good for, classically?

Programming languages are central in computer science. Already a brief look at the Turing
award winners and their research areas reveals that programming languages never go out
of date. In the past, programming languages have been helpful to abstract from hardware
details, which gives more programming comfort to software developers. Type systems
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have been developed to enhance program correctness by allowing programmers to detect
misfittings statically before the program is executed. Also, data management is important
and programming languages offer a rich variety of structured data mechanisms, e.g., via
class hierarchies. There are many programming language paradigms around (e.g., functional,
imperative, object-oriented, logical, etc., as well as combinations thereof). It turns out that
each of them supports a certain class of problems. A definite achievement in the area of
programming languages is program analyses. They analyse programs statically, and are
usually conservative. For example, live variables analysis will find variables that are definitely
no longer used, but might err on the side of marking a variable as live when it might be live.

4.3.2 What are killer applications for quantum computing?

History has shown that new technologies are usually only successful if they are necessary
to accomplish something new (a “killer application”). We brainstormed on what the likely
killer applications for quantum computing would be. It was suggested that the field of
quantum chemistry has many well-formulated and ready-made problems for which quantum
computing will be very helpful, and that this will be one of the first “real” applications
of quantum computing. Solving problems in quantum chemistry has potential real-world
applications, such as the discovery of new catalysts to make chemical reactions more efficient
(e.g., carbon capture, the production of fertilizers, or the conversion of solar energy into
fuel). Also, physical qubits can be used to build up quantum sensors, which may be another
early application. The participants generally agreed that cryptanalysis is not likely to be a
killer application for quantum computing, both because it requires a relatively large number
(compared to quantum chemistry) of fault-tolerant qubits, and also because the world will
switch to post-quantum cryptography as soon as current protocols become insecure.

4.3.3 Quantum hardware

We discussed the size of current actual quantum hardware, the difference between physical
and logical qubits, and their respective error rates, which are significantly higher for qubits
(10−3) compared to classical transistors (10−14).

4.3.4 Quantum programming languages

Quantum programming languages are not necessarily complete stand-alone languages but
often libraries or packages built on top of classical languages. OpenFermion is an example
for such a package which is itself implemented in Python. The focus in the development of
programming languages is often on the translation, which is often targeted to quantum circuits.
A major concern when running quantum programs is the appearance and accumulation
of errors. The longer quantum hardware runs, the higher the error rate is. Hence, it is
important to understand how error correction can be done. It would be very helpful if such
analyses could be done automatically. While there are lots of analyses around, still a major
amount of uncertainty comes from the inputs. It is also an interesting question what level of
error is tolerable.

It would be good to have benchmarks so that optimizations could be developed (see the
analogy for SAT/SMT solvers for which also benchmarks exist). We pursued this question
further in a separate working group “Challenge problems in quantum computation”.

Debugging is another important and very difficult issue in quantum programming lan-
guages, as there are no checkpoints available. We pursued this question further in a separate
working group on “Debugging”.
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4.3.5 Theoretical Models for Quantum Computing

This point did not receive much discussion, as it was generally agreed that Quantum Turing
Machines are considered to be too cumbersome to work with, while quantum circuits are
typically the formalism of choice, at least during our discussion.

4.4 Survey of Quantum Languages
Robert Rand (University of Maryland – College Park, US)

License Creative Commons BY 3.0 Unported license
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The purpose of this session was to compile a list of quantum programming languages and
toolkits of interest, and to classify them according to various criteria. We considered the
following languages:

Proto-Quipper F C H Ac T/L As St V (partial) O/D/K —
QWIRE F CF H Ac T/L As E V D/K —
Quipper F CF H G T (partial) As E — — In
ProjectQ I N H G — ? E — — In/De (partial)
Q# I/F N H G T (partial) As St — — —
PyQuil I N H G — — E — — De
Cirq I C H S — ? E — — —
QISKit I CL H G — — E — — In/De
Scaffold I ? H G — — St — — In
(Open)QASM I CL A G — — Ta — — —
Quil I N A G — — Ta — O —

The letters after each language mean the following:
Language paradigm: Functional (F), imperative (I).
Target: Circuit based (C), circuits with feedback from measurements (CF), circuits with
limited feedback (CL), or not circuit based (N).
Abstraction: High-level language (H) or assembly-type language (A).
Intended audience: General public (G), academic research (Ac), or special-purpose (S).
Safety: type-safety (T), linearity (L).
Run-time checks: assertions (As).
Implementation: embedded language (E), standalone language (St), or target language
(Ta).
Support for verification (V).
Semantics: operational (O), denotational (D), and/or categorical (K).
Support for optimization: machine dependent (De) or machine independent (In).
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4.5 Software demonstration session
Martin Roetteler (Microsoft Corporation – Redmond, US)

License Creative Commons BY 3.0 Unported license
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In this session, researchers gave rapid demonstrations of various software tools they have
designed. The following is a list of the presentations, which lasted about 10 minutes each.

Vadym Kliuchnikov: Asserts, unit tests, and Q# tracer tool
Damian Steiger: ProjectQ: Shor’s algorithm, quantum chemistry, rendering
Frank Fu: Dependent types in Proto-Quipper
Nader Khammassi: QASM generator
Chris Granade: Quantum Katas in Q#
Matt Amy: Feynman tool to optimize and verify quantum circuits
Andrew Cross: IBM Quantum Experience demo
Bruno Schmitt: Tweedledee and tweedledum: IRs for RevKit
Robert Rand: QWIRE proofs in Coq
Alwin Zulehner: Simulation with QMDDs

4.6 Debugging of Quantum Programs
Rodney Van Meter (Keio University – Fujisawa, JP)

License Creative Commons BY 3.0 Unported license
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This session focused on identifying appropriate debugging techniques for quantum computing.
The issue arises because the most common classical debugging technique, setting break points
and examining the program state, cannot be used in the context of quantum computing.

It was suggested that we must draw a distinction between debugging and program
verification. In fact, debugging may potentially be used to answer three different questions:

Specification: did we define the algorithm correctly?
Code: have we correctly translated the specification to working, bug-free code?
Runtime: does the simulator or real quantum computer execute the program as expected?

According to the experience of some former members of the IARPA QCS program, typical
quantum circuits contain large classical subcircuits (usually oracles, sometimes more than
100× the size of the quantum portion). It may be beneficial to debug these parts separately,
as they can be simulated efficiently.

Here is an incomplete list of classical debugging techniques. Some of these may be
applicable to quantum programming, although others will not be.

assertions (invariants in the program)
interactive debugging (breakpoints)
time travel debuggers (those that can step backwards in time from a crash)
inserting print statements (all too common)
unit testing (e.g., establishing whether executed gate count matches expected gate count)
static analysis (including type checking)
dynamic analysis (memory leaks?)
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code review
testing with random instances
post-mortem (what is a “quantum crash dump”?)

Additional discussion focused on the distinction between regression testing and perform-
ance testing, and on the difficulty of discriminating between hardware bugs and software
bugs. The group identified the following research questions and directions:

How applicable are probabilistic techniques? Is probabilistic model checking applicable?
How do we debug on logical qubits, as opposed to physical qubits?
Checking if a circuit is the identity is QMA-hard; is checking it up to ε still QMA-hard?
What classes of properties do we want to check?
How can we make verification tools useful to programmers?
What concrete tools can we develop?

4.7 Opportunities for Education and Outreach
Rodney Van Meter (Keio University – Fujisawa, JP)

License Creative Commons BY 3.0 Unported license
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The discussion centered on new opportunities for public outreach and education that are
enabled by the emergence of new quantum tools. In general, the audience for quantum tools
can be divided into three categories:

The general public, e.g., popular science enthusiasts (learners we hope to attract), who
just want to learn the key ideas.
Black box library users, who don’t care how it works.
Algorithmists, who will need to learn how to create new interference patterns.

The first group is the most difficult to reach. It was suggested that people in this group
generally have three questions, in this order:

What does it do?
When will I have it?
How does it work?

Physicists tend to answer the questions in exactly the opposite order.
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Abstract
Computational Complexity is concerned with the resources that are required for algorithms to
detect properties of combinatorial objects and structures. It has often proven true that the
best way to argue about these combinatorial objects is by establishing a connection (perhaps
approximate) to a more well-behaved algebraic setting. Indeed, many of the deepest and most
powerful results in Computational Complexity rely on algebraic proof techniques. The Razborov-
Smolensky polynomial-approximation method for proving constant-depth circuit lower bounds,
the PCP characterization of NP, and the Agrawal-Kayal-Saxena polynomial-time primality test
are some of the most prominent examples.

In some of the most exciting recent progress in Computational Complexity the algebraic
theme still plays a central role. There have been significant recent advances in algebraic circuit
lower bounds, and the so-called chasm at depth 4 suggests that the restricted models now be-
ing considered are not so far from ones that would lead to a general result. There have been
similar successes concerning the related problems of polynomial identity testing and circuit re-
construction in the algebraic model (and these are tied to central questions regarding the power
of randomness in computation). Also the areas of derandomization and coding theory have
experimented important advances.

The seminar aimed to capitalize on recent progress and bring together researchers who are
using a diverse array of algebraic methods in a variety of settings. Researchers in these areas are
relying on ever more sophisticated and specialized mathematics and the goal of the seminar was
to play an important role in educating a diverse community about the latest new techniques.
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1 Executive Summary
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Valentine Kabanets
Jacobo Torán
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The seminar brought together more than 40 researchers covering a wide spectrum of complexity
theory. The focus on algebraic methods showed the great importance of such techniques
for theoretical computer science. We had 24 talks, most of them lasting about 45 minutes,
leaving ample room for discussions. We also had a much appreciated rump session on
Tuesday evening in which Antonina Kolokolova, Bill Gasarch, Lance Fortnow, Chandran
Saha, William Hoza, Neeraj Kajal and Arpita Korwar presented some open questions. In the
following we describe the major topics of discussion in more detail.

Circuit Complexity

This is an area of fundamental importance to Complexity. Circuits studied from many
different perspectives were one of the main topics in the seminar. Eric Allender gave an
overview of the Minimum Circuit Size Problem (MCSP): given the truth-table for a Boolean
function, what is the size of the minimum circuit computing it? In his talk he mentioned
some interesting results proving that some low complexity classes cannot be reduced to the
problem of computing superlinear approximations to circuit size.

Arithmetic circuits and formulas are a special computation model that uses + and × as
operators for computing polynomials instead of Boolean operations. Nutan Limaye presented
a depth hierarchy theorem for this model showing that there is a polynomial computed by a
depth D+ 1 polynomial sized multilinear formula such that any depth D multilinear formula
computing the polynomial must have exponential size.

Chandan Saha considered a further restriction to depth three circuits C computing a
polynomial f = T1 +T2 + · · ·+Ts, where each Ti is a product of d linear forms in n variables.
He presented a randomized algorithm to reconstruct non-degenerate homogeneous depth
three circuits, for the case n > (3d)2, given black-box access to f . The algorithm works in
polynomial time in n, s and d.

Depth-2 circuits with polynomial size and linear threshold functions were presented by
Meena Mahajan. She surveyed the landscape below these circuits and present one new result
concerning decision lists.

Algebraic Complexity

There were also several presentations discussing the complexity of several problems over
algebraic structures.

Nitin Saxena considered in his talk the problem of testing whether a set F of polynomials
given as algebraic circuits has an algebraic dependence. He showed that this problem can be
computed in AM ∩ coAM thus solving an open question from 2007.

Problems related to the minimum code-word problem and the existence of non-trivial
automorphism moving few vertices in graphs or hypergraphs, were presented by V. Arvind
in his talk. He discuss the parameterized complexity of this and related algebraic problems.
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Josh Alman gave an interesting talk on Matrix Multiplication (MM). He surveyed the
two main approaches for MM algorithms: the Laser method of Strassen, and the Group
theoretic approach of Cohn and Umans and defined a generalization which subsumes these
two approaches. He then explained ways to obtain lower bounds for algorithms for MM when
using these algorithmic methods.

Rohit Gurjar studied the class of matrices A for which the lattice L(A) formed by all
integral vectors v in the null-space of A, has only polynomially many near-shortest vectors.
He proved that this is the case when the matrix A is totally unimodular (all sub-determinants
are 0, +1, or −1). As a consequence he could show a deterministic algorithm for PIT for any
polynomial of the form det(

∑
xiAi) for rank-1 matrices Ai.

Pseudo-Randomness and Derandomization

Derandomization is an area where there are tight connections between lower bounds and
algorithms. Strong enough circuit lower bounds can be used to construct pseudo-random
generators that can then be used to deterministically simulate randomized algorithms. A
central question in derandomization is whether randomized logspace RL equals deterministic
logspace L. To show that RL = L, it suffices to construct explicit pseudorandom generators
that fool polynomial-size read-once (oblivious) branching programs (roBPs). There were two
talks related to this question. Michael Forbes presented a method to obtain an explicit PRG
with seed-length O(log3 n) for polynomial-size roBPs reading their bits in an unknown order.
William Hoza gave an explicit hitting set generator for read-once branching programs with
known variable order. As a corollary of this construction, it follows that every RL algorithm
that uses r random bits can be simulated by an NL algorithm that uses only O(r/ logc n)
nondeterministic bits, where c is an arbitrarily large constant. Another consequence of
the result is that any RL algorithm with small success probability ε can be simulated
deterministically in space O(log3/2 n+ logn log log(1/ε)).

A hitting set is a set of instances such that every non-zero polynomial in the model has
a non-root in the set. This would solve the Polynomial Identity Testing problem (PIT) in
that model. Ramprasad Saptharishi showed that by barely improving the trivial (s+ 1)n
size hitting set even for n-variate degree s, size s algebraic circuits, we could get an almost
complete derandomization of PIT.

In a second talk, William Hoza talked about the possibility of derandomizing an algorithm
by using randomness from the input itself. For a language L with a bounded-error randomized
algorithm in space S and time n · poly(S) he gave a randomized algorithm for L with the
same time and space resources but using only O(S) random bits; the algorithm has a low
failure probability on all but a negligible fraction of inputs of each length.

Andrej Bogdanov considered the problem of extracting true randomness from a set biased
dice (Santha-Vazirani sources). He presented a recent result in which he completely classified
all non-trivial randomness sources of this type into: non-extractable ones, extractable from
polynomially many samples, and extractable from an logarithmically many samples (in the
inverse of the error).

Coding Theory

Error-correcting codes and other kinds of codes, particularly those constructed from polyno-
mials, i.e. Reed-Solomon codes or Reed-Muller codes, lie at the heart of many significant
results in Computational Complexity. This is an area in which the relation between different
areas of complexity, like the analysis of algebraic structures or derandomization becomes
especially fruitful.
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Greatly improving previously known constructions for an odd size alphabet, Michal
Koucký presented a construction of quasi-Gray codes of dimension n and length 3n over the
ternary alphabet {0, 1, 2} with worst-case read complexity O(logn) and write complexity 2.
This generalizes to arbitrary odd-size alphabets. These results were obtained via a novel
application of algebraic tools together with the principles of catalytic computation.

Noga Ron-Zewi presented a very recent result showing that Folded Reed-Solomon codes
achieve list decoding capacity with constant list sizes, independent of the block length. She
explained that multiplicity codes exhibit similar behavior, and used this to obtain capacity
achieving locally list decodable codes with query complexity significantly lower than previous
constructions.

Binary error correcting code with relative distance (1− ε)/2 and relative rate ε2+o(1) were
explained in one of the talks given by Amnon Ta-Shma. Previous explicit constructions had
rate about ε3. The main tool used for this construction are Parity Samplers. He explained
how to get better explicit parity samplers using a variant of the zig-zag product.

In his second talk, Amnon talked about (1 − τ, L) erasure list-decodable codes. He
presented a recent work where he constructed for the first time an explicit binary (1− τ, L)
erasure list-decodable code having rate τ1+γ (for any constant γ > 0 and τ small enough)
and list-size poly(log 1/τ), exhibiting an explicit non-linear code that provably beats the best
possible linear one. The main ingredient in his construction is a new (and almost-optimal)
unbalanced two-source extractor.

Quantum Complexity

Complexity issues arising in the context of quantum computation are an important area in
Complexity Theory since several decades. In this workshop we had one talk on this topic.
Sevag Gharibian talked about quantum versions of the classical k-SAT problem. He talked
about the problem of computing satisfying assignments to k-QSAT instances which have a
“matching” or “dimer covering”; this is an NP problem whose decision variant is trivial, but
whose search complexity remains open. He presented a parameterized algorithm for k-QSAT
instances from a non-trivial class, which allows to obtain exponential speedups over brute
force methods.

Conclusion

As is evident from the list above, the talks ranged over a broad assortment of subjects
with the underlying theme of using algebraic and combinatorial techniques. It was a very
fruitful meeting and has hopefully initiated new directions in research. Several participants
specifically mentioned that they appreciated the particular focus on a common class of
techniques (rather than end results) as a unifying theme of the workshop. We look forward
to our next meeting!
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3 Overview of Talks

3.1 The Non-Hardness of Approximating Circuit Size
Eric Allender (Rutgers University – Piscataway, US)

License Creative Commons BY 3.0 Unported license
© Eric Allender

The Minimum Circuit Size Problem (MCSP) has been the focus of intense study recently;
MCSP is hard for SZK under rather powerful reductions, and is provably not hard under
“local” reductions computable in TIME(n0.49). The question of whether MCSP is NP hard
(or indeed, hard even for small subclasses of P) under some of the more familiar notions of
reducibility (such as many-one or Turing reductions computable in polynomial time or in
AC0) is closely related to many of the longstanding open questions in complexity theory.

All known hardness results for MCSP hold also for computing somewhat weak approxima-
tions to the circuit complexity of a function. Some of these results were proved by exploiting a
connection to a notion of time-bounded Kolmogorov complexity (KT) and the corresponding
decision problem (MKTP). More recently, a new approach for proving improved hardness
results for MKTP was developed, but this approach establishes only hardness of extremely
good approximations of the form 1 + o(1), and these improved hardness results are not yet
known to hold for MCSP. In particular, it is known that MKTP is hard for the complexity
class DET under nonuniform AC0-many-one reductions, implying that MKTP is not in
AC0[p] for any prime p. It is still open if similar circuit lower bounds hold for MCSP. One
possible avenue for proving a similar hardness result for MCSP would be to improve the
hardness of approximation for MKTP beyond 1 + o(1) to ω(1). In this paper, we show that
this is impossible.

More specifically, we prove that PARITY does not reduce to the problem of computing
superlinear approximations to KT-complexity or circuit size via AC0-Turing reductions that
make O(1) queries. This is significant, since it is known that just ONE query to a much worse
approximation of circuit size or KT-complexity suffices, for an AC0 reduction to compute an
approximation to any set in P/poly. For weaker approximations, we also prove non-hardness
results for more powerful reductions. Our non-hardness results are unconditional, in contrast
to conditional results presented in earlier work of [Allender, Hirahara] (for more powerful
reductions, but for much worse approximations). This also highlights obstacles that would
have to be overcome by any proof that MKTP or MCSP is hard for NP under AC0 reductions.
It may also be a step toward confirming a conjecture of Murray and Williams, that MCSP is
not NP-complete under logtime-uniform AC0-many-one reductions.

18391
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3.2 Limits on All Known (and Some Unknown) Approaches to Matrix
Multiplication

Josh Alman (MIT – Cambridge, US)

License Creative Commons BY 3.0 Unported license
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Matrix Multiplication”, in Proc. of the 9th Innovations in Theoretical Computer Science
Conference, ITCS 2018, January 11-14, 2018, Cambridge, MA, USA, LIPIcs, Vol. 94,
pp. 25:1–25:15, Schloss Dagstuhl – Leibniz-Zentrum fuer Informatik, 2018.
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We study the known techniques for designing Matrix Multiplication (MM) algorithms. The
two main approaches are the Laser method of Strassen, and the Group theoretic approach of
Cohn and Umans. We define a generalization based on zeroing outs which subsumes these
two approaches, which we call the Solar method, and an even more general method based on
monomial degenerations, which we call the Galactic method.

We then design a suite of techniques for proving lower bounds on the value of omega, the
exponent of MM, which can be achieved by algorithms using many tensors T and the Galactic
method. Some of our techniques exploit “local” properties of T , like finding a sub-tensor of
T which is so “weak” that T itself couldn’t be used to achieve a good bound on ω, while
others exploit “global” properties, like T being a monomial degeneration of the structural
tensor of a group algebra. Our main result is that there is a universal constant c > 2 such
that a large class of tensors generalizing the Coppersmith-Winograd tensor CWq cannot be
used within the Galactic method to show a bound on ω better than c, for any q.

3.3 The Complexity of Computing Small Weight Graph Automorphisms
V. Arvind (Institute of Mathematical Sciences – Chennai, IN)

License Creative Commons BY 3.0 Unported license
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Given a graph (or hypergraph) G as input and a parameter k, does G have an automorphism
of weight exactly k? We discuss the parameterized complexity of this and related problems,
and also connections to the minimum weight codeword problem showing some cases in
which the problems are fixed parameter tractable. As a building block for our algorithms,
we generalize Schweitzer’s FPT algorithm [ESA 2011] that, given two graphs on the same
vertex set and a parameter k, decides whether there is an isomorphism between the two
graphs that moves at most k vertices. We extend this result to hypergraphs, using the
maximum hyperedge size as a second parameter. Another key component of our algorithm is
an orbit-shrinking technique that preserves permutations that move few points and that may
be of independent interest. Applying it to a suitable subgroup of the automorphism group
allows us to switch from bounded hyperedge size to bounded color classes in the exactly-k
case.
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3.4 Optimal Extractors for Generalized Santha-Vazirani Sources
Andrej Bogdanov (The Chinese University of Hong Kong, HK)
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Take a finite set of biased dice that share some common faces. An adversary repeatedly
tosses them, with each choice of die possibly depending on the previous outcomes. Can
you extract true randomness? In 1986 Santha and Vazirani gave a negative answer when
the dice are (two-sided) coins. In 2015 Beigi, Etesami, and Gohari showed how to obtain
an almost-unbiased bit for other sets of dice. The sample complexity of their extractor is
polynomial in the inverse of the error. We completely classify all non-trivial randomness
sources of this type into: (1) non-extractable ones; (2) extractable from polynomially many
samples; and (3) extractable from an logarithmically many samples (in the inverse of the
error). The extraction algorithms are efficient and easy to describe. I will discuss the
relevance to distributed and cryptographic computation from imperfect randomness and
point out some open questions in this context.

3.5 Degree vs Sparsity of Flat Polynomials that Approximate Boolean
Functions

Sourav Chakraborty (Indian Statistical Institute – Kolkata, IN)

License Creative Commons BY 3.0 Unported license
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Various conjectures and theorems about the Fourier spectrum of Boolean functions impose
various constraints of what type of polynomials can approximate a Boolean function. One
such conjecture is the Fourier Entropy Influence Conjecture (FEI). As an implication of the
conjecture we can observe a relation between the degree and sparsity of any polynomial that
approximates a Boolean function. Can we prove these implications directly without using
the conjecture? This question is related to the B-H conjecture in mathematics, which can be
thought of as a generalised balancing lights problem.
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3.6 A PSPACE Construction of a Hitting Set for the Closure of Small
Algebraic Circuits

Michael A. Forbes (University of Illinois – Urbana-Champaign, US)
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© Michael A. Forbes

Joint work of Michael A. Forbes, Amir Shpilka
Main reference Michael A. Forbes, Amir Shpilka: “A PSPACE Construction of a Hitting Set for the Closure of

Small Algebraic Circuits”, CoRR, Vol. abs/1712.09967, 2017.
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In this paper we study the complexity of constructing a hitting set for the closure of VP,
the class of polynomials that can be infinitesimally approximated by polynomials that
are computed by polynomial sized algebraic circuits, over the real or complex numbers.
Specifically, we show that there is a PSPACE algorithm that given n, s, r in unary outputs
a set of n-tuples over the rationals of size poly(n, s, r), with poly(n, s, r) bit complexity,
that hits all n-variate polynomials of degree-r that are the limit of size-s algebraic circuits.
Previously it was known that a random set of this size is a hitting set, but a construction
that is certified to work was only known in EXPSPACE (or EXPH assuming the generalized
Riemann hypothesis). As a corollary we get that a host of other algebraic problems such
as Noether Normalization Lemma, can also be solved in PSPACE deterministically, where
earlier only randomized algorithms and EXPSPACE algorithms (or EXPH assuming the
generalized Riemann hypothesis) were known. The proof relies on the new notion of a robust
hitting set which is a set of inputs such that any nonzero polynomial that can be computed
by a polynomial size algebraic circuit, evaluates to a not too small value on at least one
element of the set. Proving the existence of such a robust hitting set is the main technical
difficulty in the proof. Our proof uses anti-concentration results for polynomials, basic tools
from algebraic geometry and the existential theory of the reals.

3.7 Pseudorandom Generators for Read-Once Branching Programs, in
any Order

Michael A. Forbes (University of Illinois – Urbana-Champaign, US)
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Main reference Michael A. Forbes, Zander Kelley: “Pseudorandom Generators for Read-Once Branching Programs,

in any Order”, CoRR, Vol. abs/1808.06265, 2018.
URL https://arxiv.org/abs/1808.06265

A central question in derandomization is whether randomized logspace (RL) equals determin-
istic logspace (L). To show that RL = L, it suffices to construct explicit pseudorandom gen-
erators (PRGs) that fool polynomial-size read-once (oblivious) branching programs (roBPs).
Starting with the work of Nisan, pseudorandom generators with seed-length O(log2 n) were
constructed. Unfortunately, improving on this seed-length in general has proven challenging
and seems to require new ideas. A recent line of inquiry has suggested focusing on a particular
limitation of the existing PRGs, which is that they only fool roBPs when the variables are
read in a particular known order, such as x1 < · · · < xn. In comparison, existentially one
can obtain logarithmic seed-length for fooling the set of polynomial-size roBPs that read the
variables under any fixed unknown permutation xπ(1) < · · · < xπ(n). While recent works have
established novel PRGs in this setting for subclasses of roBPs, there were no known no(1)
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seed-length explicit PRGs for general polynomial-size roBPs in this setting. In this work, we
follow the “bounded independence plus noise” paradigm of Haramaty, Lee and Viola, and
give an improved analysis in the general roBP unknown-order setting. With this analysis we
obtain an explicit PRG with seed-length O(log3 n) for polynomial-size roBPs reading their
bits in an unknown order. Plugging in a recent Fourier tail bound of Chattopadhyay, Hatami,
Reingold, and Tal, we can obtain a Õ(log2 n) seed-length when the roBP is of constant width.

3.8 The Muffin Problem: Complexity Questions
William Gasarch (University of Maryland – College Park, US)

License Creative Commons BY 3.0 Unported license
© William Gasarch

Joint work of Guangqi Cui, John Dickerson, Naveen Durvasula, William Gasarch, Erik Metz, Jacob Prinz,
Naveen Raman, Daniel Smolyak, Sung Hyun Yoo

Main reference Guangqi Cui, John P. Dickerson, Naveen Durvasula, William Gasarch, Erik Metz, Jacob Prinz,
Naveen Raman, Daniel Smolyak, Sung Hyun Yoo: “A Muffin-Theorem Generator”, in Proc. of the
9th International Conference on Fun with Algorithms, FUN 2018, June 13-15, 2018, La Maddalena,
Italy, LIPIcs, Vol. 100, pp. 15:1–15:19, Schloss Dagstuhl – Leibniz-Zentrum fuer Informatik, 2018.

URL https://doi.org/10.4230/LIPIcs.FUN.2018.15

Consider the following problem: You have m muffins and s students. You want to divide the
muffins and give out pieces so that everyone gets m/s muffins. You can clearly divide each
muffin in s pieces and give each person m s-sized pieces. Since students do not like crumbs
we want to maximize the smallest piece. Let f(m, s) be the size of the smallest piece in the
procedure which maximizes the smallest piece.

We have proven many theorems and have many procedures to find f(m, s). We have used
these to obtain f(m, s) for all s ≤ 60 and m ≤ 70. However, these procedures are somewhat
ad-hoc.

If s is fixed then, for m ≥ s3, f(m, s) has an easy formula. So f(m, s) is FPT.
There is a Mixed Integer Program for f(m, s) in O(ms) variables. Note that the input is
of size logm+ log s.
Is computing f(m, s) in P? We do not know.
Is computing f(m, s) in NP (phrased as a set). We do not know.

3.9 On Efficiently Solvable Cases of Quantum k-SAT
Sevag Gharibian (Universität Paderborn, DE)

License Creative Commons BY 3.0 Unported license
© Sevag Gharibian

Joint work of Sevag Gharibian, Marco Aldi, Niel de Beaudrap, Seyran Saeedi
Main reference Marco Aldi, Niel de Beaudrap, Sevag Gharibian, Seyran Saeedi: “On Efficiently Solvable Cases of

Quantum k-SAT”, in Proc. of the 43rd International Symposium on Mathematical Foundations of
Computer Science, MFCS 2018, August 27-31, 2018, Liverpool, UK, LIPIcs, Vol. 117,
pp. 38:1–38:16, Schloss Dagstuhl – Leibniz-Zentrum fuer Informatik, 2018.

URL https://doi.org/10.4230/LIPIcs.MFCS.2018.38

The constraint satisfaction problems k-SAT and Quantum k-SAT (k-QSAT) are canonical
NP-complete and QMA1-complete problems (for k ≥ 3), respectively, where QMA1 is a
quantum generalization of NP with one-sided error. Whereas k-SAT has been well-studied
for special tractable cases, as well as from a parameterized complexity perspective, much
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less is known in similar settings for k-QSAT. Here, we study the open problem of computing
satisfying assignments to k-QSAT instances which have a “matching” or “dimer covering”;
this is an NP problem whose decision variant is trivial, but whose search complexity remains
open.

Among other results, our main contribution is a parameterized algorithm for k-QSAT
instances from a certain non-trivial class, which allows us to obtain exponential speedups
over brute force methods in some cases. This is, to our knowledge, the first known such
parameterized algorithm. The techniques behind our work stem from algebraic geometry,
although no background in the topic is required for this presentation.

3.10 Number of near-shortest vectors in Lattices and Polynomial
Identity Testing

Rohit Gurjar (Indian Institute of Technology – Mumbai, IN)

License Creative Commons BY 3.0 Unported license
© Rohit Gurjar

For a matrix A, consider the lattice L(A) formed by all integral vectors v in the null-space of
A. We ask for which matrices A, the lattice L(A) has only polynomially many near-shortest
vectors i.e., vectors whose length is close to the shortest length in L(A). The motivation
for this question comes from the fact that we can get a deterministic black-box polynomial
identity testing algorithm for any polynomial whose newton polytope has faces described by
matrices with the aforementioned property.

We show that when the matrix A is totally unimodular (all sub-determinants are 0, +1,
or −1) then the lattice L(A) has only polynomially many near-shortest vectors. The proof
of this statement goes via a remarkable theorem of Seymour on a decomposition for totally
unimodular matrices. The statement generalizes two earlier known results – the number of
near-shortest cycles and the number of near-shorest cuts in a graph are poly-bounded. As a
special case, we get PIT for any polynomial of the form det(

∑
xiAi) for rank-1 matrices Ai.

3.11 Simple Optimal Hitting Sets for Small-Success RL
William Hoza (University of Texas – Austin, US)

License Creative Commons BY 3.0 Unported license
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Joint work of William Hoza, David Zuckerman

We give a simple explicit hitting set generator for read-once branching programs of width
w and length r with known variable order. When r = w, our generator has seed length
O(log2 r + log(1/ε)). When r = polylog w, our generator has optimal seed length O(logw +
log(1/ε)). For intermediate values of r, our generator’s seed length smoothly interpolates
between these two extremes.

Our generator’s seed length improves on recent work by Braverman, Cohen, and Garg
(STOC ’18). In addition, our generator and its analysis are dramatically simpler than the
work by Braverman et al. Our generator’s seed length improves on all the classic generators for
space-bounded computation (Nisan Combinatorica ’92; Impagliazzo, Nisan, and Wigderson
STOC ’94; Nisan and Zuckerman JCSS ’96) when ε is small.
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As a corollary of our construction, we show that every RL algorithm that uses r random
bits can be simulated by an NL algorithm that uses only O(r/ logc n) nondeterministic bits,
where c is an arbitrarily large constant. Finally, we show that any RL algorithm with small
success probability ε can be simulated deterministically in space O(log3/2 n+logn log log(1/ε)).
This improves on work by Saks and Zhou (JCSS ’99), who gave an algorithm that runs in
space O(log3/2 n+

√
(logn) log(1/ε)).

3.12 Typically-Correct Derandomization for Small Time and Space
William Hoza (University of Texas – Austin, US)

License Creative Commons BY 3.0 Unported license
© William Hoza

Main reference William M. Hoza: “Typically-Correct Derandomization for Small Time and Space”, CoRR,
Vol. abs/1711.00565, 2017.

URL http://arxiv.org/abs/1711.00565

Suppose a language L can be decided by a bounded-error randomized algorithm that runs
in space S and time n · poly(S). We give a randomized algorithm for L that still runs in
space O(S) and time n · poly(S) that uses only O(S) random bits; our algorithm has a low
failure probability on all but a negligible fraction of inputs of each length. An immediate
corollary is a deterministic algorithm for L that runs in space O(S) and succeeds on all but
a negligible fraction of inputs of each length. We also give several other complexity-theoretic
applications of our technique.

3.13 Orbits of Monomials and Factorization into Products of Linear
Forms

Pascal Koiran (ENS – Lyon, FR)

License Creative Commons BY 3.0 Unported license
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Joint work of Pascal Koiran, Nicolas Ressayre
Main reference Pascal Koiran, Nicolas Ressayre: “Orbits of monomials and factorization into products of linear

forms”, CoRR, Vol. abs/1807.03663, 2018.
URL http://arxiv.org/abs/1807.03663

This talk is devoted to the factorization of multivariate polynomials into products of linear
forms, a problem which has applications to differential algebra, to the resolution of systems
of polynomial equations and to Waring decomposition (i.e., decomposition in sums of d-th
powers of linear forms; this problem is also known as symmetric tensor decomposition).
We provide three black box algorithms for this problem. Our main contribution is an
algorithm motivated by the application to Waring decomposition. This algorithm reduces the
corresponding factorization problem to simultaenous matrix diagonalization, a standard task
in linear algebra. The algorithm relies on ideas from invariant theory, and more specifically
on Lie algebras. Our second algorithm reconstructs a factorization from several bi-variate
projections. Our third algorithm reconstructs it from the determination of the zero set of
the input polynomial, which is a union of hyperplanes.
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3.14 Optimal Quasi-Gray Codes: The Alphabet Matters
Michal Koucký (Charles University – Prague, CZ)

License Creative Commons BY 3.0 Unported license
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Main reference Diptarka Chakraborty, Debarati Das, Michal Koucký, Nitin Saurabh: “Space-Optimal Quasi-Gray

Codes with Logarithmic Read Complexity”, in Proc. of the 26th Annual European Symposium on
Algorithms, ESA 2018, August 20-22, 2018, Helsinki, Finland, LIPIcs, Vol. 112, pp. 12:1–12:15,
Schloss Dagstuhl – Leibniz-Zentrum fuer Informatik, 2018.
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A quasi-Gray code of dimension n and length ` over an alphabet A is a sequence of distinct
words w1, w2, . . . , we from An such that any two consecutive words differ in at most c
coordinates, for some fixed constant c > 0. In this talk we are interested in the read and
write complexity of quasi-Gray codes in the bit-probe model, where we measure the number
of symbols read and written in order to transform any word wi into its successor wi+1.

We present construction of quasi-Gray codes of dimension n and length 3n over the ternary
alphabet {0, 1, 2} with worst-case read complexity O(logn) and write complexity 2. This
generalizes to arbitrary odd-size alphabets. For the binary alphabet, we present quasi-Gray
codes of dimension n and length at least 2n−−20n with worst-case read complexity 6 + logn
and write complexity 2. This complements a recent result by Raskin (2017) who shows that
any quasi-Gray code over binary alphabet of length 2n has read complexity Ω(n).

Our results significantly improve on previously known constructions and for the odd-size
alphabets we break the Ω(n) worst-case barrier for space-optimal (non-redundant) quasi-Gray
codes with constant number of writes. We obtain our results via a novel application of
algebraic tools together with the principles of catalytic computation [Buhrman et al. ’14,
Ben-Or and Cleve ’92, Barrington ’89, Coppersmith and Grossman ’75].

3.15 A Near-Optimal Depth-Hierarchy Theorem for Small-Depth
Multilinear Circuits

Nutan Limaye (Indian Institute of Technology – Mumbai, IN)

License Creative Commons BY 3.0 Unported license
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2018.

URL http://arxiv.org/abs/1804.02520

The field of Computational Complexity deals with the study of resources necessary and
sufficient for computations. One classical theme well-studied in the literature deals with
quantifying the additional power gained by a model of computation with extra resources.
For instance one could ask: does a Turing machine that runs for T steps necessarily compute
more functions than the machines that only run for o(T ) steps? In general, does more
resources mean more power? A hierarchy theorem is exactly such a statement for a model of
computation and a resource.

The Time Hierarchy Theorem, Space Hierarchy theorem and many more such theorems
for the Turing machines are classical results in Computational Complexity theory. In this
work the model of computation we focus on is arithmetic formulas. An arithmetic formula is
a natural model of computation for polynomials. It uses + and × as operators for computing
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polynomials. The size of the formula is the number of such operators it uses. The depth of the
formula is the longest input to output path in the formula. Here we provide a depth hierarchy
theorem for multilinear arithmetic formulas, where a formula is said to be multilinear if each
gate in it computes a multilinear polynomial.

Here we show that there is a polynomial computed by depth D + 1 polynomial sized
multilinear formula such that any depth D multilinear formula computing the polynomial
must have exponential size. In particular, we show that for every D ≤ o(logn/ log logn),
there is a polynomial PD on n variables that can be computed by a multilinear formula of
depth D + 1 and size O(n) but cannot be computed by any multilinear formula of depth
D and size exp(n1/D). This strengthens the result of Raz and Yehudayoff (Computational
Complexity 2009) who showed a quasipolynomial separation, and the result of Kayal, Nair
and Saha (STACS 2016) who gave an exponential separation when D = 3. Our separating
examples may be viewed as algebraic analogues of variants of the Graph Reachability problem
studied by Chen, Oliveira, Servedio and Tan (STOC 2016), who used them to prove lower
bounds for constant-depth Boolean circuits.

3.16 Locating linear decision lists within TC0

Meena Mahajan (Institute of Mathematical Sciences – Chennai, IN)

License Creative Commons BY 3.0 Unported license
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Joint work of Arkadev Chattopadhyay, Meena Mahajan, Nikhil Mande, Nitin Saurabh

Polynomial-size depth-2 circuits with linear threshold functions at each gate lie at the frontier
of known circuit lower bounds. In this talk I will briefly survey the landscape below these
circuits – the very-low-depth threshold hierarchy – and present one new result concerning
decision lists, obtained jointly with Arkadev Chattopadhyay, Nikhil Mande and Nitin Saurabh.
I will also describe a (somewhat related) question from proof complexity.

3.17 Improved List Decoding of Algebraic Codes
Noga Ron-Zewi (University of Haifa, IL)

License Creative Commons BY 3.0 Unported license
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Joint work of Swastik Kopparty, Noga Ron-Zewi, Shubhangi Saraf, Mary Wootters
Main reference To appear in FOCS 2018

We show that Folded Reed-Solomon codes achieve list decoding capacity with constant list
sizes, independent of the block length. Prior work yielded list sizes that are polynomial in
the block length, and relied on elaborate subspace evasive machinery to reduce the list sizes
to constant.

We further show that multiplicity codes exhibit similar behavior, and use this to obtain
capacity achieving locally list decodable codes with query complexity significantly lower than
was known before.
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3.18 Proper Learning of Non-degenerate Homogeneous Depth Three
Arithmetic Circuits

Chandan Saha (Indian Institute of Science – Bangalore, IN)

License Creative Commons BY 3.0 Unported license
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A homogeneous depth three circuit C computes a polynomial f = T1 + T2 + · · ·+ Ts, where
each Ti is a product of d linear forms in n variables. Given black-box access to f , can we
efficiently reconstruct (i.e. proper learn) a homogeneous depth three circuit computing f?
Learning homogeneous depth three circuits is stated as an open problem in a work by Klivans
and Shpilka (COLT 2003).

We give a randomized poly(n, d, s) time algorithm to reconstruct non-degenerate homo-
geneous depth three circuits, if n > (3d)2. The algorithm works over any field F , provided
char(F ) = 0 or greater than poly(nds). Loosely speaking, a circuit C is non-degenerate if
the dimension of the partial derivative (similarly, shifted partial derivative) space of f equals
the sum of the dimensions of the partial derivative (resp., shifted partial derivative) spaces
of the terms T1, . . . , Ts; in this sense, the terms are “independent” of each other. A random
homogeneous depth three circuit (chosen according to any reasonable distribution) is almost
surely non-degenerate. Previous learning algorithms for homogeneous depth three circuits
are either improper (with an exponential dependence on d), or they work for constant s
(with a doubly exponential dependence on s).

Our algorithm hinges on simultaneous block-diagonalization of a basis of the shifted
differential operator space that acts on the partials of f . The block-diagonalization yields a
decomposition of the partial derivative space of f into subspaces which, in turn, leads to the
terms of C via another application of shifts. To our knowledge, this is the first time shifted
partial derivative has been used to make progress on reconstruction algorithms.

3.19 Near Optimal Bootstrapping for Algebraic Models
Ramprasad Saptharishi (TIFR Mumbai, IN)
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The classical lemma of Ore-DeMillo-Lipton-Schwartz-Zippel states that any nonzero polyno-
mial f(x1, . . . , xn) of degree at most s will evaluate to a nonzero value at some point on a
grid Sn in Fn with |S| > s . Thus, there is an explicit hitting set for all n-variate degree s,
size s algebraic circuits of size (s+ 1)n.

In this paper, we prove the following results:
Let ε > 0 be a constant. For a sufficiently large constant n and all s ≥ n, if we have an
explicit hitting set of size (s+ 1)n−ε for the class of n-variate degree s polynomials that
are computable by algebraic circuits of size s, then for all s, we have an explicit hitting
set of size sexp exp(O(log∗ s)) for s-variate circuits of degree s and size s. That is, if we can
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obtain a barely non-trivial exponent compared to the trivial (s + 1)n sized hitting set
even for constant variate circuits, we can get an almost complete derandomization of PIT.
The above result holds when “circuits” are replaced by “formulas” or “algebraic branching
programs”.

This extends a recent surprising result of Agrawal, Ghosh and Saxena (STOC 2018) who
proved the same conclusion for the class of algebraic circuits, if the hypothesis provided
a hitting set of size at most (sn0.5−−ε) (where ε > 0 is any constant). Hence, our work
significantly weakens the hypothesis of Agrawal, Ghosh and Saxena to only require a slightly
non-trivial saving over the trivial hitting set, and also presents the first such result for
algebraic branching programs and formulas.

3.20 Algebraic Dependence is Not Hard
Nitin Saxena (Indian Institute of Technology Kanpur, IN)

License Creative Commons BY 3.0 Unported license
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Main reference Zeyu Guo, Nitin Saxena, Amit Sinhababu: “Algebraic Dependencies and PSPACE Algorithms in
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2018, June 22-24, 2018, San Diego, CA, USA, LIPIcs, Vol. 102, pp. 10:1–10:21, Schloss Dagstuhl –
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Testing whether a set F of polynomials has an algebraic dependence is a basic problem with
several applications. The polynomials are given as algebraic circuits. Algebraic independence
testing question is wide open over finite fields (Dvir, Gabizon, Wigderson, FOCS’07). In this
work we put the problem in AM ∩ coAM. In particular, dependence testing is unlikely to be
NP-hard. Our proof method is algebro-geometric, estimating the size of the image/preimage
of the polynomial map F over the finite field. A gap in this size is utilized in the AM
protocols.

Next, we introduce a new problem called approximate polynomials satisfiability (APS).
We show that APS is NP-hard and, using projective algebraic-geometry ideas, we put APS
in PSPACE (prior best was EXPSPACE via Gröbner bases). This has many unexpected
applications to approximative complexity theory. This solves an open problem posed in
(Mulmuley, FOCS’12, J. AMS 2017); greatly mitigating the GCT Chasm (exponentially in
terms of space complexity).
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3.21 Indistinguishability by Adaptive Procedures with Advice, and
Lower Bounds on Hardness Amplification Proofs

Ronen Shaltiel (University of Haifa, IL)

License Creative Commons BY 3.0 Unported license
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We study how well can q-query decision trees distinguish between the following two distribu-
tions: (i) R = (R1, . . . , RN ) that are i.i.d. indicator random variables, (ii) X = (R|R ∈ A)
where A is an event s.t. Pr[R ∈ A] ≥ 2−a. We prove two lemmas:
Forbidden-set lemma: There exists B ⊆ [N ] of size poly(a, q, 1

η ) such that q-query trees
that do not query variables in B cannot distinguish X from R with advantage η.

Fixed-set lemma: There exists B ⊆ [N ] of size poly(a, q, 1
η ) and v ∈ BB such that q-query

trees do not distinguish (X|XB = v) from (R|RB = v) with advantage η.

The first can be seen as an extension of past work by Edmonds, Impagliazzo, Rudich
and Sgall (Computational Complexity 2001), Raz (SICOMP 1998), and Shaltiel and Viola
(SICOMP 2010) to adaptive decision trees. It is independent of recent work by Meir and
Wigderson (ECCC 2017) bounding the number of i ∈ [N ] for which there exists a q-query
tree that predicts Xi from the other bits.

We use the second, fixed-set lemma to prove lower bounds on black-box proofs for hardness
amplification that amplify hardness from δ to 1

2 − ε. Specifically:
Reductions must make q = Ω(log(1/δ)/ε2) queries, implying a “size loss factor” of q.
We also prove the lower bound q = Ω(log(1/δ)/ε) for “error-less” hardness amplification
proofs, and for direct-product lemmas. These bounds are tight.
Reductions can be used to compute Majority on Ω(1/ε) bits, implying that black box
proofs cannot amplify hardness of functions that are hard against constant depth circuits
(unless they are allowed to use Majority gates).

Both items extend to pseudorandom-generator constructions.
These results prove 15-year-old conjectures by Viola, and improve on three incomparable

previous works (Shaltiel and Viola, SICOMP 2010; Gutfreund and Rothblum, RANDOM
2008; Artemenko and Shaltiel, Computational Complexity 2014).

3.22 Memory Augmented Markovian Walks and Explicit Parity
Samplers Giving Almost Optimal Binary Codes

Amnon Ta-Shma (Tel Aviv University, IL)

License Creative Commons BY 3.0 Unported license
© Amnon Ta-Shma

I will show an explicit construction of a binary error correcting code with relative distance
(1− ε)/2 and relative rate ε2+o(1). This comes close to the Gilbert-Varshamov bound that
shows such codes with rate ε2 exist, and the LP lower bound that shows rate ε2/ log(1/ε)
is necessary. Previous explicit constructions had rate about ε3, and this is the first explicit
construction to get that close to the Gilbert-Varshamov bound.
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The main tool we use are “Parity Samplers”. A parity sampler is a collection of sets
Si ⊂ Λ with the property that for every “test” A ⊂ Λ of a given constant density ε0, the
probability a set Si from the collection falls into the test set A an even number of times is
about half. A sparse parity sampler immediately implies a good code with distance close to
1/2. The complete t-complex of all sequences of cardinality t is a good parity sampler, but
with too many sets in the collection. Rozenman and Wigderson, and independently Alon,
used random walks over expanders to explicitly construct sparse parity samplers, and their
construction implies explicit codes with relative rate ε4.

In the last part of the talk I will explain how one can get better explicit parity samplers
(and therefore also better explicit codes) using a variant of the zig-zag product. In the
random walk sampler, there exist many sets with substantial overlap. One way to look at
the zig-zag product is that it takes a sub-collection of the random walk sampler, and this
sub-collection has a smaller overlap between sets in the collection. The zig-zag product
achieves that by keeping a small internal state. I will show that by enlarging the internal
state one can further reduce the overlap, and as a result improve the quality of the parity
sampler. One may view this process as a memory augmented Markovian process.

3.23 Near-Optimal Strong Dispersers and Erasure List-Decodable
Codes

Amnon Ta-Shma (Tel Aviv University, IL)
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Joint work of Avraham Ben-Aroya, Dean Doron, Amnon Ta-Shma
Main reference Avraham Ben-Aroya, Dean Doron, Amnon Ta-Shma: “Near-Optimal Strong Dispersers, Erasure

List-Decodable Codes and Friends”, Electronic Colloquium on Computational Complexity (ECCC),
Vol. 25, p. 65, 2018.

URL https://eccc.weizmann.ac.il/report/2018/065

A code C is (1 − τ, L) erasure list-decodable if for every word w, after erasing any 1 − τ
fraction of the symbols of w, the remaining tau-fraction of its symbols have at most L
possible completions into codewords of C. Non-explicitly, there exist binary (1− τ, L) erasure
list-decodable codes having rate O(τ) and tiny list-size L = O(log 1/τ). Achieving either of
these parameters explicitly is a natural open problem and was brought up in several prior
works. While partial progress on the problem has been achieved, no explicit construction up
to this work achieved rate better than Ω(τ2) or list-size smaller than Ω(1/τ) (for τ small
enough). Furthermore, Guruswami showed that no linear code can have list-size smaller than
Ω(1/τ). In this work we construct an explicit binary (1− τ, L) erasure list-decodable code
having rate τ1+γ (for any constant γ > 0 and τ small enough) and list-size poly(log 1/τ),
answering simultaneously both questions, and exhibiting an explicit non-linear code that
provably beats the best possible linear one.

The binary erasure list-decoding problem is equivalent to the construction of explicit,
low-error, strong dispersers outputting one bit with minimal entropy-loss and seed-length.
Specifically, such dispersers with error ε have an unavoidable entropy-loss of log log 1/ε and
seed-length at least log 1/ε. Similarly to the situation with erasure list-decodable codes, no
explicit construction achieved seed-length better than 2 log 1/ε or entropy-loss smaller than
2 log 1/ε, which are the best possible parameters for extractors. For every constant γ > 0 and
every small ε, we explicitly construct an ε-error one-bit strong disperser with near-optimal
seed-length (1 + γ) log 1/ε and near-optimal entropy-loss O(log log 1/ε).
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The main ingredient in our construction is a new (and almost-optimal) unbalanced two-
source extractor. The extractor extracts one bit with constant error from two independent
sources, where one source has length n and tiny min-entropy O(log logn) and the other
source has length O(logn) and arbitrarily small constant min-entropy rate. The construction
incorporates recent components and ideas from extractor theory with a delicate and novel
analysis needed in order to solve dependency and error issues.

3.24 A Conditional Information Inequality and its Combinatorial
Applications

Nikolay K. Vereshchagin (NRU Higher School of Economics – Moscow, RU)

License Creative Commons BY 3.0 Unported license
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Joint work of Tarik Kaced, Nikolay Vereshchagin
Main reference Tarik Kaced, Andrei E. Romashchenko, Nikolai K. Vereshchagin: “A Conditional Information

Inequality and Its Combinatorial Applications”, IEEE Trans. Information Theory, Vol. 64(5),
pp. 3610–3615, 2018.

URL https://doi.org/10.1109/TIT.2018.2806486

We show that the inequality H(A | B,X) +H(A | B, Y ) ≤ H(A | B) for jointly distributed
random variables A,B,X, Y , which does not hold in general case, holds under some natural
condition on the support of the probability distribution of A,B,X, Y . This result generalizes
a version of the conditional Ingleton inequality: if for some distribution I(X : Y | A) =
H(A | X,Y ) = 0, then I(A : B) ≤ I(A : B | X) + I(A : B | Y ) + I(X : Y ).

We present the following applications of our result. The first one is the following easy-to-
formulate theorem on edge colorings of bipartite graphs: assume that the edges of a bipartite
graph are colored in K colors so that each two edges sharing a vertex have different colors
and for each pair (left vertex x, right vertex y) there is at most one color a such both x and
y are incident to edges with color a; assume further that the degree of each left vertex is at
least L and the degree of each right vertex is at least R. Then K ≥ LR.
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1 Executive Summary

Tijl De Bie (Ghent University, BE)
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Holger H. Hoos (Leiden University, NL)
Padhraic Smyth (University of California – Irvine, US)
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Introduction
Data science is concerned with the extraction of knowledge and insight, and ultimately
societal or economic value, from data. It complements traditional statistics in that its object
is data as it presents itself in the wild (often complex and heterogeneous, noisy, loosely
structured, biased, etc.), rather than data well-structured data sampled in carefully designed
studies.

Such ‘Big Data’ is increasingly abundant, while the number of skilled data scientists is
lagging. This has raised the question as to whether it is possible to automate data science in
several contexts. First, from an artificial intelligence perspective, it is related to the issue
of “robot scientists”, which are concerned with the automation of scientific processes and
which have so far largely focused on the life sciences. It is interesting to investigate whether
principles of robot scientists can be applied to data science.

Second, there exist many results in the machine learning community, which has since the
early 1980s been applying machine learning at a meta-level, in order to learn which machine
learning algorithms, variants and (hyper-)parameter settings should be used on which types
of data sets.

In recent years, there have been breakthroughs in this domain, and there now exist
effective systems (such as Auto-WEKA and auto-sklearn) that automatically select machine
learning methods and configure their hyperparameters in order to maximize the predictive
performance on particular datasets.

Third, there are projects such as the Automated Statistician that want to fully automate
the process of statistical modeling. Such systems could dramatically simplify scientific
data modeling tasks, empowering scientists from data-rich scientific disciplines such as
bioinformatics, climate data analysis, computational social science, and so on. To ensure
success, important challenges not only from a purely modelling perspective, but also in terms
of interpretability and the human-computer interface, need to be tackled. For example, the
input to the Automated Statistician is a dataset, and the system produces not only a complex
statistical model by means of a search process, but also explains it in natural language.

Fourth, there is an interest in not only automating the model building step in data
science, but also various steps that precede it. It is well known in data science that 80% of
the effort goes into preprocessing the data, putting it in the right format, and selecting the
right features, whereas the model-building step typically only takes 20% of the effort. This
has motivated researchers to focus on automated techniques for data wrangling, which is
precisely concerned with transforming the given dataset into a format that can be handled by
the data analysis component. Here, there are strong connections with inductive programming
techniques.

Fifth, as it is often easier for non-expert users to interpret and understand visualisations
of data rather than statistical models, work on automatic visualisation of data sets is also
very relevant to this Dagstuhl seminar.
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Finally, an interesting and challenging research question is whether it is possible to
develop an integrated solution that tackles all these issues (as is the topic of the ERC AdG
SYNTH).

Overview of the seminar
Structure of the seminar

The seminar was structured as follows. The mornings were generally dedicated to present-
ations (short tutorials on day one), whereas the afternoons were generally dedicated to
discussions such as plenary discussions, smaller-group breakout sessions, and flex time that
was kept open prior to the seminar. The flex time ended up being dedicated to a mix of
presentations and breakout sessions.

Challenges in automating data science

On day one, a range of challenges for research on automating data science were identified,
which can be clustered around the following six themes:
1. Automating Machine Learning (AutoML)

Main challenges: computational efficiency; ensuring generalization also for small data;
make AutoML faster and more data-efficient using meta-learning; extending ideas from
AutoML to exploratory analysis / unsupervised learning.

2. Exploratory data analysis and visualization
Main challenges: the fact that there is there is no single or clearly defined objective;
help the user make progress towards an ill-defined goal; (subjective) interestingness of
an analysis, a pattern, or a visualization; integrate machine learning and interaction in
exploration; exploration of data types beyond simply tabular; veracity of visualizations;
how to quantify progress and measure success; the need for benchmarks.

3. Data wrangling
Main challenges: extend the scope of AutoML to include data wrangling tasks; user
interfaces to provide intuitive input in data wrangling tasks; how to quantify progress
and measure success; the need for benchmarks.

4. Automation and human-centric data science (explainability, privacy, fairness,
trust, interaction)
Main challenges: build-in privacy and fairness constraints in automatic data science
systems; the dangers of ignorant usage of automated data science systems; different levels
of expertise benefit from different degrees of automation; optimizing the performance
of the combined human/machine ‘team’; determine when and where the human must
be involved; definition or criteria for explainability; risk that automation will reduce
explainability and transparency; explainability to whom – a data scientist or layperson?

5. Facilitating data science by novel querying and programming paradigms
Main challenges: interactive data models to help users gain intuitive understanding;
declarative approaches for data analysis, querying, and visualization; a query language
for automated data science.

6. Evaluation
Main challenges: robust objective measures for data science processes beyond predictive
modelling; subjective measures: measures that depend on the user background and goals;
evaluation of the entire data science pipeline versus individual steps; reproducibility in
the presence of user interactions.
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Topics discussed in depth

These identified challenges were then used to determine the program of the rest of the seminar.
Talks were held on partial solutions to a range of these challenges. In addition, breakout
discussions were held on the following topics:
1. The relation between data-driven techniques and knowledge-based reasoning.
2. Data wrangling.
3. Beyond the black-box: explainability.
4. Automation of exploratory / unsupervised data science tasks, and visualization.
5. Automating data science for human users.

Along with abstracts of the talks, detailed discussions of the main ideas and conclusions
of each of these breakout sessions are included in this Dagstuhl report.

Discussion and outlook
Automating data science is an area of research that is understudied as such. AutoML, as a
subarea of automating data science, is arguably the first subarea where some remarkable
successes have been achieved. This seminar identified the main challenges for the field
in translating these successes into advances in other subareas of automating data science,
most notably in automating exploratory data analysis, data wrangling and related tasks,
integrating data and knowledge-driven approaches, and ultimately the data science process
as a whole, from data gathering to the creation of insights and value.

Further developing automated data science raises several challenges. A first challenge
concerns the evaluation of automated data science methods. Indeed, the possibility to
automate is preconditioned on the availability of criteria to optimize. A second key one
is how to ensure that automated data science systems remain Human-Centric, viewing
humans as useful allies and ultimate beneficiaries. This can be achieved by designing effective
user-interaction techniques, by ensuring explainability, and by ensuring privacy is respected
and individuals are treated fairly. These are basic requirements for ensuring justified trust in
automated data science systems, and thus key drivers to success.
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3 Overview of Talks

3.1 Automated Machine Learning from Spatio-temporal Data
Mitra Baratchi (Leiden University, NL)
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Main reference Mitra Baratchi, Geert Heijenk, Maarten van Steen: “Spaceprint: a Mobility-based Fingerprinting
Scheme for Public Spaces”, CoRR, Vol. abs/1703.09962, 2017.

URL https://arxiv.org/abs/1703.09962

Spatio-temporal mobility datasets are generated abundantly as a result of prevalent use of
location-aware technologies. Incorporating unprecedented information about moving entities
such as people, animals, and vehicles, automating the process of learning from such data
opens the door towards many applications in ecology, transportation, and urban planning.
However, due to having a non-propositional representation, automated machine learning from
raw mobility data is still an open challenge. Current machine-learning-based approaches using
such data still rely on an extensive manual pre-processing phase. In this talk, I presented
two examples of automated pre-processing tasks based on mobility data in the context of
space classification and map segmentation. Both these examples can achieve automation
through defining an unsupervised learning problem on the original representation of data.

3.2 Towards Automated Clustering
Hendrik Blockeel (KU Leuven, BE)

License Creative Commons BY 3.0 Unported license
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Joint work of Hendrik Blockeel, Toon Van Craenendonck, Wannes Meert, Sebastijan Dumancic, Elia Van
Wolputte

URL https://dtai.cs.kuleuven.be/software/cobras/

This talk provides an overview of the PhD research of Toon Van Craenendonck on semi-
automated, interactive clustering. The main conclusions of this research are as follows. The
choice of the clustering algorithm strongly affects the results of clustering. Choosing the
most suitable algorithm cannot be done with internal quality measures, but it can be done
using a small number of must-link and cannot-link constraints. A novel algorithm called
COBRAS is proposed that makes use of an intermediate layer between clusters and instances,
called super-instances, and that automatically determines the appropriate granularity of
the super-instances. COBRAS is the first clustering algorithm that is truly interactive in
the sense that it combines three desirable properties: it is anytime, query-efficient, and
time-efficient.
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3.3 AutoDiscovery : Intelligent Automated Exploratory Data Analysis
for Biomedical Research

Ray G. Butler (Butler Scientifics – Barcelona, ES)
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According to NIH and SciMago Journal & Country Rank estimations, there are more than
400,000 principal investigators worldwide actively running biomedical research projects in the
form of clinical studies, collaborations with pharma companies and basic biological research,
among others.

The datasets being produced through these projects are distinguished primarily by their
complexity in terms of multidimensionality and sample stratification. John W. Tukey’s
exploratory data analysis (EDA) techniques are rising in response to this particular scenario.
However, both open-source and commercial EDA software packages typically require a broad
range of data science skills and knowledge including data integration and visualization,
software programming and statistical methodologies which makes it difficult for principal
investigators to become actively involved in the exploratory phase.

AutoDiscovery is an intelligent automated exploratory data analysis software that helps
biomedical principal investigators integrating and exploring their complex datasets to unveil
associations with high statistical significance and clinical relevance hidden in the data files of
scientific experiments and clinical trials.

3.4 Elements of an Automated Data Scientist
Luc De Raedt (KU Leuven, BE)
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We provide a simple but non-trivial setting for automating data science. Given are a set
of worksheets in a spreadsheet and the goal is to automatically complete some values. We
also outline elements of the SYNTH framework that tackles this task: SYNTH-A-SIZER, an
automated data wrangling system for automatically transforming the problem into attribute-
value format; TACLE, an inductive constraint learning system for inducing formula’s in
spreadsheets; MERCS, a versatile predictive learning system; as well as the autocompletion
component that integrates these systems.
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3.5 Towards a Measurement Theory for Data Science
Peter Flach (University of Bristol, GB)
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Performance evaluation is of clear importance in machine learning and data science, and
arguably even more so for automated data science. Our understanding of performance
evaluation measures for machine-learned classifiers has improved considerably over the last
twenty years. In this short talk I highlighted a range of areas where understanding is
still lagging behind our algorithmic advances, sometimes leading to ill-advised practices in
classifier evaluation. I argued that in order to make further progress we need to develop a
proper measurement theory for data science. I gave some examples what such a measurement
theory might look like and what kinds of new results it would entail. In future work I will
explore the idea that key properties such as classification ability and data set difficulty are
unlikely to be directly observable, taking inspiration from the kind of latent-variable models
developed in psychometrics. I will also explore the value of causal explanations of observed
performance of machine learning models and algorithms.

3.6 MagicWrangler Demo: Tool and Data
Jose Hernandez-Orallo (Technical University of Valencia, ES)
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MagicWrangler is a data wrangling tool that makes domain identification and extracts
patterns using MagicHaskeller. We made a presentation of how the domain is identified and
used to reduce the search space for MagicHaskeller. We presented a new data repository
including 123 data wrangling datasets.
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3.7 Mapping the Skills in Data Science with Those in AI/ML
Jose Hernandez-Orallo (Technical University of Valencia, ES) and Lidia Contreras-Ochando
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M. José Ramírez-Quintana

Many skills, knowledge, abilities and competences have been identified as necessary for
data scientists, including both technical and non-technical skills. Some standards, such as
CRISP-DM (and extensions) recognise processes, but not competences or skills. In this talk,
under the more general context of automation in the workplace, we explored how we can
identify and map the skills in data science with the capabilities of AI and ML, in order to
know when tasks can be effectively semi-automated in data science, according to the skills
they need and the foreseeable progress in AI/ML.

We touched upon issues such as the value of semi-automation in front of whole automation,
the problems of task ‘atomising’ instead of task automating, the issues of generality and
autonomy in automation [3], the new needs for further supervision whenever automation
takes place, and the overall view of automating data science as an intrinsic part of it, which
actually makes data science evolve and require new tasks, skills and abilities.

We analysed what data science needs by first looking at the traditional data mining
process (e.g., CRISP-DM), with a view of optimisation by considering a precise data mining
goal, with then moving to more open data science trajectories [2], where data scientists
require many non-technical skills and attitudes, and especially knowledge about the domain.
We saw that more efforts for competence frameworks are needed, as what we have it is still
too preliminary to characterise what data science requires in terms of skills.

On the other hand, we covered what AI/ML is providing, to see whether it is ready
(now or in the near future) to cover partial automation in data science. We saw that apart
from many other techniques in computer science, AI/ML provide solvers and learners, using
Geffner’s terminology [4]. If we restrict to ML only, there are some recent proposal of rubrics
to see whether a task is automatable according to them, such as Brynjolfsson and Mitchell’s
rubric [1], which could be used for data science too. If we focus on the automatic handling
of domain knowledge, there has been significant progress (e.g., NELL, Watson, etc.), but
this is still poorly integrated with some other techniques.

Overall, we see that performing a well-informed mapping between what data science
requires and what AI/ML can provide in the years to come is extremely challenging, perhaps
more challenging than other areas where automation is playing an increasing role (e.g.,
transportation). This may be caused by the exploratory character of data science, which in
the end is associated with the scientific methodology (data scientists are a kind of scientists).
Nevertheless, we claimed that performing an analysis in terms of abilities or skills [5] will be
more powerful and predictive in terms of degrees and opportunities for automation than just
performing the analysis in terms of tasks.
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3.8 A Taxomomy of Methods for Explainable Machine Learning Models
Tobias Jacobs (NEC Laboratories Europe – Heidelberg, DE)
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In a short talk at Dagstuhl I have presented a taxonomy to categorize methods that contribute
to explainable (including interpretable) machine learning models. A first fundamental
dimension of the taxonomy is the purpose for which the method is applicable. Potential
purposes range from technical and scientific benefits (e.g. model debugging, sanity checking,
generating new insights) to societal requirements (e.g. validation of fairness, granting of
of legal rights). The second dimension distinguishes between explainability as a model
requirement or constraint during model construction on the one hand, and methods that
help to explain existing complex models on the other. The latter kind of methods can be
further categorized as methods which explain black-box models in terms of generic properties
of the black box, or as methods to open the box and analyze what is happening inside. The
final dimension distinguishes between methods to explain a model as a whole (also known as
interpretability or global explainability) and methods to explain specific results of the model
(also known as local explainability, or explainability in the narrow sense).

3.9 Counterfactual Prediction with Instrumental Variables and Deep
Learning

Kevin Leyton-Brown (University of British Columbia – Vancouver, CA)
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Counterfactual prediction requires understanding causal relationships between so-called
treatment and outcome variables. This paper provides a recipe for augmenting deep learning
methods to accurately characterize such relationships in the presence of instrument variables
(IVs) – sources of treatment randomization that are conditionally independent from the
outcomes. Our IV specification resolves into two prediction tasks that can be solved with deep
neural nets: a first-stage network for treatment prediction and a second-stage network whose
loss function involves integration over the conditional treatment distribution. This Deep
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IV framework allows us to take advantage of off-the-shelf supervised learning techniques to
estimate causal effects by adapting the loss function. Experiments show that it outperforms
existing machine learning approaches.

3.10 Subjective Interestingness in Data Mining
Jefrey Lijffijt (Ghent University, BE)

License Creative Commons BY 3.0 Unported license
© Jefrey Lijffijt

Joint work of Jefrey Lijffijt, Tijl De Bie
URL http://users.ugent.be/ jlijffij/presentations/DAGSTUHL2018.pdf

I present a brief introduction to the topic of subjective interestingness, particularly an
information-theoretic view that enables ranking of any type of patterns that we may want
to extract from data. After this introduction, we review two ‘instances’ of this approach,
for relational patterns (a generalisation of itemsets/tiles), as well as automatically finding
informative views of data by seeing visualisations as patterns. Finally, I conclude with
a question regarding to the topic of the workshop: are there fundamental or important
differences between the topics of explainability and interpretability of machine learning
models versus deriving insights from data.

Most of the talk covers material from the tutorial that we recently presented on this
topic: http://www.interesting-patterns.net/forsied/tutorial/
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3.11 AutoML Challenges 2015-2018: Review and Call for Action
Zhengying Liu (University of Paris Sud – Orsay, FR)
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We introduce a series of data challenges in the research field of AutoML, organized by
ChaLearn and many other organizations, with the support of numerous collaborators. These
challenges are:

AutoML challenge (2015-2016), collocated with NIPS, ICML, IJCNN;
AutoML2 (2017-2018), collocated with PAKDD18;
AutoML3: AutoML for Lifelong Machine Learning (on-going), collocated with NIPS18;
AutoDL challenge (coming soon), more details to be announced.
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3.12 Bilevel Programming for Hyperparameter Optimization and
Meta-Learning

Paolo Frasconi (University of Florence, IT)
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We introduce a framework based on bilevel programming that unifies gradient-based hyper-
parameter optimization and meta-learning. We show that an approximate version of the
bilevel problem can be solved by taking into explicit account the optimization dynamics for
the inner objective. Depending on the specific setting, the outer variables take either the
meaning of hyperparameters in a supervised learning problem or parameters of a meta-learner.
We provide sufficient conditions under which solutions of the approximate problem converge
to those of the exact problem. We instantiate our approach for meta-learning in the case of
deep learning where representation layers are treated as hyperparameters shared across a set
of training episodes. In experiments, we confirm our theoretical findings, present encouraging
results for few-shot learning and contrast the bilevel approach against classical approaches
for learning-to-learn.
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3.13 Pyconstruct: A Library for Declarative, Constructive Machine
Learning

Andrea Passerini (University of Trento, IT)
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Constructive learning is the task of learning to synthesize structured objects from data.
Examples range from classical sequence labeling to layout synthesis and drug design. Learning
in these scenarios involves repeatedly synthesizing candidates subject to feasibility constraints
and adapting the model based on the observed loss. Many synthesis problems of interest are
non-standard: they involve discrete and continuous variables as well as arbitrary constraints
among them. In these cases, widespread formalisms (like linear programming) can not be
applied, and the developer is left with writing her own ad-hoc solver. This can be very
time consuming and error prone. I will describe Pyconstruct [1], a Python library tailored
for solving real-world constructive problems with minimal effort. The library leverages
max-margin approaches to decouple learning from synthesis and constraint programming as
a generic framework for synthesis. Pyconstruct enables easy prototyping of working solutions,
allowing developers to write complex synthesis problems in a declarative fashion in few lines
of code. The library is available at: https://goo.gl/U1PaKF
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3.14 Pairwise Meta Rules, Full Model Selection, and Some Speculative
Ideas

Bernhard Pfahringer (University of Waikato, NZ)
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In this talk I present pairwise meta rules for meta-learning, as well as a more scalable
hierarchical version of them. They show good potential, especially when used with nearest
neighbour, or random ranking forests. I also quickly cover an early attempt at an evolutionary
system that jointly optimises combinations of up to four preprocessing methods and one
learning algorithm. System Fantail combines ideas from genetic algorithms with particle
swarm optimisation. Finally I speculate about approaches beyond black box optimisation.

18401

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.24963/ijcai.2018/850
https://doi.org/10.24963/ijcai.2018/850
https://doi.org/10.24963/ijcai.2018/850
https://doi.org/10.24963/ijcai.2018/850
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://hdl.handle.net/10289/8520
https://hdl.handle.net/10289/8520
https://hdl.handle.net/10289/8520
https://hdl.handle.net/10289/8520


168 18401 – Automating Data Science

3.15 Interactive / Visual Data Exploration Tutorial
Kai Puolamäki (University of Helsinki, FI) and Remco Chang (Tufts University – Medford,
US)
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We give an overview of interactive and visual data exploration. First, we discuss the scope
of the talk, which include the analytic problems that benefit from both automation and
human feedback, and in which the interaction happens at time scales of c. 1-10 seconds. We
argue that practitioners would benefit from studying visualization techniques developed in
vis community, such as graph techniques and techniques for multivariate data. Finally, we
give an high level overview of dimensionality reduction and how to incorporate interaction
there, plus a brief tutorial of how to get started on interactive and visual data exploration
using R and Shiny library.

3.16 Tell Me Something I Don’t Already Know: Tools for
Human-guided Data Analysis

Kai Puolamäki (University of Helsinki, FI)
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The outcome of the explorative data analysis (EDA) phase is vital for successful data
analysis. EDA is more effective when the user interacts with the system used to carry out
the exploration. A good EDA system has three requirements: (i) it must be able to model
the information already known by the user and the information learned by the user, (ii) the
user must be able to formulate the objectives, and (iii) the system must be able to show the
user views that are maximally informative about desired features data that are not already
know for the user. Furthermore, the system should be fast if used in interactive system. We
present the Human Guided Data Exploration framework which satisfies these requirements
and generalises previous research. This framework allows the user to incorporate existing
knowledge into the exploration process, focus on exploring a subset of the data, and compare
different complex hypotheses concerning relations in the data. The framework utilises a
computationally efficient constrained randomisation scheme. To showcase the framework,
we developed a free open-source tool, using which the empirical evaluation on real-world
datasets was carried out. Our evaluation shows that the ability to focus on particular subsets
and being able to compare hypotheses are important additions to the interactive iterative
data mining process.

In this talk we present some tools for human-guided data analysis that utilise max-
imum entropy and/or constrained randomisation methods, such as sideR, available at
http://www.iki.fi/kaip/sider.html, and tiler available at https://github.com/aheneliu/tiler
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3 Puolamäki, Oikarinen, Kang, Lijffijt, De Bie. Interactive Visual Data Exploration with
Subjective Feedback: An Information-Theoretic Approach. In Proc ICDE 2018, to appear.
arXiv:1710.08167 [stat.ML]

3.17 Explaining Learned Models – Towards Relating Verbal
Explanations to Visual Domains for Interactive Learning with
Mutual Explanations

Ute Schmid (Universität Bamberg, DE)

License Creative Commons BY 3.0 Unported license
© Ute Schmid

Main reference Johannes Rabold, Michael Siebers, Ute Schmid: “Explaining Black-Box Classifiers with ILP –
Empowering LIME with Aleph to Approximate Non-linear Decisions with Relational Rules”, in
Proc. of the Inductive Logic Programming – 28th International Conference, ILP 2018, Ferrara,
Italy, September 2-4, 2018, Proceedings, Lecture Notes in Computer Science, Vol. 11105,
pp. 105–117, Springer, 2018.

URL https://doi.org/10.1007/978-3-319-99960-9_7

With the ever growing interest in machine learning in application domains such as autonomous
driving, medical diagnosis, connected industry, or education, it has been recognized that
machine learned models need to be transparent and comprehensible. For instance, a medical
expert has to understand why a machine classifies some health state as critical given a
computer tomographic image before s/he decides on the diagnosis. This is especially the
case when the expert opinion deviates from the classification. In this case, the expert
might (maybe wrongly) suspect a false alarm, mistrust the system, and consequently follow
his/her own opinion. In the context of the collaborative project ‘Transparent Medical Expert
Companion’ we are developing an approach to explanation generation for medical image data.
Explanation generation is realized by a template based transformation of Prolog rules into
natural language text. The Prolog rules has been learned with an inductive programming
approach (Aleph, Metagol). Current topics of research in our project are: Combining
black-box machine learning, especially Convolutionary Networks with ILP to address the
trade-off between predicitive accuracy and interpretability; investigating incremental learning
to allow the human experts to correct classifications which results in an adaptation of the
classification rules; relating verbal explanations with the original image data, especially for
explaining rules involving binary relations or negation.

3.18 Monte Carlo Tree Search for Algorithm Configuration: MOSAIC
Michele Sebag (CNRS, FR)

License Creative Commons BY 3.0 Unported license
© Michele Sebag

Joint work of Michele Sebag, Herilalaina Rakotoarison

The sensitivity of machine learning algorithms w.r.t. their hyper-parameters and the difficulty
of finding the ML algorithm and its hyper-parameter setting best suited to the dataset at
hand has led to the rapidly developing field of automated machine learning (AutoML), at
the crossroad of meta-learning and structured optimization. Several international AutoML
challenges have been organized since 2015, motivating the development of the Bayesian
optimization-based approach Auto-Sklearn (Feurer et al. 15) and the randomized search
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approach Hyperband (Li et al. 16). In this paper, a new approach, called Monte Carlo
Tree Search for Algorithm Configuration (MOSAIC), is presented, fully exploiting the tree
structure of the algorithm portfolio-hyperparameter search space, with competitive results
on the AutoML challenge 2015.

3.19 Statistical Thinking and Data Science: Observations
Padhraic Smyth (University of California – Irvine, US)

License Creative Commons BY 3.0 Unported license
© Padhraic Smyth

In the context of the seminar topic “automating data science” it is worth visiting potentially
relevant ideas from the field of statistics, given the historical experience with the broad canvas
of data analysis in that field. There has long been an acknowledgement in statistics of the
importance of statistical thinking and statistical strategy in terms of providing a view of data
analytic activities at a more general level than the details of specific methods and techniques.
From a computer science perspective there is value in understanding how statisticians have
addressed the question of how to think about data analysis in a systematic manner. This
systematic perspective has been approached from the point of view of the practice of data
analysis (see for example position papers by Tukey, Mallows, Cox, Huber, Chatfield, and
many others), to the development of general theories and models for the process of data
analysis (e.g., see Wilde 1994; Grolemund and Wickham, 2014), to education (e.g., Breiman,
1984 (US Berkeley Tech Report); Horton and colleagues, 2014 onwards), to the development
of software systems to provide guidance to data analysts along the path of data analysis
(e.g., see Oldford and Peters, 1986; Lubinsky and Pregibon, 1988). In this talk we briefly
discussed these threads of work and their potential relevance to current endeavours in data
science. In particular, one important message from this prior work is the notion that the
human analyst is central to the process of data analysis and, as a consequence, tools that
support the human analyst (i.e., semi-automation) are more likely to be successful than tools
that seek to fully automate data analysis without a human in the loop.

3.20 Explainable Interactive Learning
Stefano Teso (KU Leuven, BE)

License Creative Commons BY 3.0 Unported license
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Joint work of Stefano Teso, Kristian Kersting
Main reference Stefano Teso, Kristian Kersting: ““Why Should I Trust Interactive Learners?” Explaining

Interactive Queries of Classifiers to Users”, CoRR, Vol. abs/1805.08578, 2018.
URL https://arxiv.org/abs/1805.08578

Although interactive learning puts the user into the loop, the learner remains mostly a black
box for the user. Understanding the reasons behind queries and predictions is important when
assessing how the learner works and, in turn, justifiably establishing or revoking trust. This
talk covers some recent work on integrating active learning with explainable machine learning,
where the queries to the user are augmented with predictions and explanations thereof, and
the user provides both labels and explanation corrections for improved directability and
control.
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3.21 Automatic Configuration of Stream Clustering Algorithms?
Heike Trautmann (Universität Münster, DE)

License Creative Commons BY 3.0 Unported license
© Heike Trautmann

Joint work of Heike Trautmann, Matthias Carnein

Analysing data streams has received considerable attention over the past decades due to the
widespread usage of sensors, social media and other streaming data sources. A core research
area in this field is stream clustering which aims to recognize patterns in an unordered,
infinite and evolving stream of observations. Clustering can be a crucial support in decision
making, since it aims for an optimized aggregated representation of a continuous data stream
over time and allows to identify patterns in large and high-dimensional data. A multitude of
algorithms and approaches has been developed that are able to find and maintain clusters
over time in the challenging streaming scenario.

However, benchmarking stream clustering algorithms is a nontrivial task although first
studies already exist. Besides the well-known problem of choosing an appropriate performance
measure in unsupervised learning, the most crucial challenge when applying stream clustering
algorithms is the correct choice of parameter settings. Stream clustering algorithms usually
have a multitude of interdependent parameters, both for the micro-clustering step as well
as for the macro-clustering phase and are highly sensitive to these settings. Automated
algorithm configuration techniques would require an appropriate learning phase on the one
hand and in our scenario moreover would have to be able to deal with drifts or structural
changes of the stream. The talk aims at initiating a fruitful discussion on the topic paving
the way to automated algorithm configuration and selection approaches.

References
1 Carnein, M., & Trautmann, H. (2018). Optimizing Data Stream Representation: An Ex-

tensive Survey on Stream Clustering Algorithms. Business and Information Systems Engin-
eering (BISE), 2018. (Accepted)

2 Carnein, M., Assenmacher, D., & Trautmann, H. (2017). An Empirical Comparison of
Stream Clustering Algorithms. In Proceedings of the ACM International Conference on
Computing Frontiers (CF’17), Siena, Italy, 361–365.

3.22 Automatic Bayesian Density Analysis
Isabel Valera (MPI für Intelligente Systeme – Tübingen, DE)

License Creative Commons BY 3.0 Unported license
© Isabel Valera

Making sense of a dataset in an automatic and unsupervised fashion is a challenging problem
in statistics and AI. Classical approaches for density estimation are usually not flexible
enough to deal with the uncertainty inherent to real-world data: they are often restricted to
fixed latent interaction models and homogeneous likelihoods; they are sensitive to missing,
corrupt and anomalous data; moreover, their expressiveness generally comes at the price of
intractable inference. As a result, supervision from statisticians is usually needed to find the
right model for the data. However, as domain experts do not necessarily have to be experts
in statistics, we propose Automatic Bayesian Density Analysis (ABDA) to make density
estimation accessible at large. ABDA automates the selection of adequate likelihood models
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from arbitrarily rich dictionaries while modeling their interactions via a deep latent structure
adaptively learned from data as a sum-product network. ABDA casts uncertainty estimation
at these local and global levels into a joint Bayesian inference problem, providing robust and
yet tractable inference. Extensive empirical evidence shows that ABDA is a suitable tool
for automatic exploratory analysis of heterogeneous tabular data, allowing for missing value
estimation, statistical data type and likelihood discovery, anomaly detection and dependency
structure mining, on top of providing accurate density estimation.

3.23 Making Smart Data Analytics available for SMEs
Andreas Wierse (SICOS BW GmbH – Stuttgart, DE)

License Creative Commons BY 3.0 Unported license
© Andreas Wierse

One of the main tasks of SICOS BW is to support small and medium sized enterprises (SMEs)
in the uptake of data analytics technology (smart data with emphasis on the generation of
value for the company). Since SMEs usually do not have a lot of expertise in data analytics
(mostly none at all), we developed so called “potential analysis”-projects, where researchers
of KIT (Karlsruhe Institute of Technology) work with the company’s data for a few weeks in
order to find interesting patterns but also to let them experience the process that is necessary
to perform successful data analytics. If we find interesting patterns in the end the company
is often interested to apply analytics in their every day business.

On one side this creates a need for training in order to provide the employees with
the necessary knowledge; this is usually a fairly difficult and time consuming process. On
the other side it would be very helpful for the SMEs, if the technology they want to use
were highly automated. This could ease the burden for the SMEs significantly, since more
employees would be able to use the technology and the need for training could be released.
In general high usability is crucial for data analytics methods and tools to be successful in
the SME context.

The companies that SICOS BW supports come from different sectors, including machinery,
production, plant engineering and construction, manufacturing as well as trade an information
technology. Application cases are for example predictive maintenance, sales forecast, early
identification of production anomalies (chemical industry), energy consumption estimates or
text classification.

References
1 Andreas Wierse, Till Riedel. Praxishandbuch Smart Data Analytics. De Gruyter Oldenburg,

Berlin, Germany, 2017.
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3.24 Tutorial on Data Preparation and Cleaning
Christopher Williams (University of Edinburgh, GB)

License Creative Commons BY 3.0 Unported license
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Joint work of Christopher Williams, Taha Ceritli, James Geddes, Zoubin Ghahramani, Ernesto Jimenez-Ruiz,
Ian Horrocks, Alfredo Nazabal, Tomas Petricek, Charles Sutton, and Gerrit Van Den Burg of the
Artificial Intelligence for Data Analytics (AIDA) project at the Alan Turing

URL https://www.turing.ac.uk/research/research-projects/artificial-intelligence-data-analytics

A common view is that up to 80% of work on a data mining project is involved in data
understanding, cleaning and preparation, yet machine learning has not focused very much
on these topics. I will describe the issues around data parsing, obtaining (or inferring) a
data dictionary, data integration, entity resolution, addressing format variability, structural
variability, identifying and repairing missing data, and anomaly detection and repair.

4 Working groups

The following sections contain summaries of breakout discussion session that were organized
during the seminar. The authors for each section led the discussion of one of these breakout
sessions. They made an attempt to summarize these discussions in an accurate, comprehensive,
and intelligible manner, fairly reflecting all points of view. Although it is not practical to
attribute all input to individual participants, note that these summaries are thus the result
of input by several, often many of the workshop participants. As such, the summaries also
do not always reflect either the author’s or the full breakout session group’s opinion.

The workshop and the discussion organizers sincerely appreciate the input from all the
participants in the breakout sessions and would like to thank everyone for their contributions.

4.1 Breakout session on “Beyond the Black Box – Explainability of
Machine Learning Models”

Ray G. Butler (Butler Scientifics – Barcelona, ES)

License Creative Commons BY 3.0 Unported license
© Ray G. Butler

The breakout session “Beyond the Black Box – Explainability of Machine Learning Models”
discussed issues related to being able to explain and interpret the models that machine
learning produces. We made a distinction between explainability – the ability of a model
to justify decisions/predictions in individual cases – and interpretability – understanding
a model as a whole and in general, perhaps through a series of decisions/predictions (a
“conversation” with the model). In particular, explainability is relatively easy to achieve and
already present for most models (for example each prediction can be traced through a series
of neurons that represent certain features in a deep neural network), while interpretability is
poorly understood even for simple models. An interpretable model would allow to judge any
and all biases that were present in the training data and the model to assess whether the
model will work as expected in every case.

An explanation or interpretation of a model is subjective in that one human may be
satisfied with/convinced by a particular explanation that another human finds unsatisfactory.
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There is literature in the social sciences on what explanations are and how humans perceive
them that should be helpful in this context. A caveat to watch out for when providing
explanations is that humans are very good at matching patterns and convincing themselves
that something makes sense, and an incorrect or misleading explanation that is not supported
by the data may sound convincing.

Finally, we discussed the issue of performance in this context. While in many cases only
complex and hard-to-interpret models deliver good performance, the use of AutoML methods
can help in that it allows to train even relatively simple models with good performance.
Explainability can also help to increase performance, as it allows human experts to inspect
the model, identify areas where performance is bad and the reasons for that, and remedy
those issues.

4.2 Breakout Session on “Automation of data exploration tasks”
Tijl De Bie (Ghent University, BE)

License Creative Commons BY 3.0 Unported license
© Tijl De Bie

Many important data science tasks are ill-specified: there is some amount of data (increasingly
an abundance of it, and often heterogeneous and with complex structure), and the data
analyst wishes to gain new insights or make discoveries driven by this data. The main related
challenges stem from the fact that such tasks are purposefully ill-defined and open-ended –
i.e. there is no clear objective function like in more traditional machine learning tasks where
the goal is typically to build a predictive model for a specific target variable.

The key challenge in automating data exploration is thus how to specify and pursue an
inherently ill-defined objective, and how to measure progress towards such an objective.

It was mentioned that data exploration is often an intermediate step in a data science
pipeline, the end goal of which is well-defined but too complex to tackle without a good
understanding of the data. An example was given of investment companies gathering large
amounts of data, which is first analyzed in an exploratory manner by data profilers, before it
is used for predicting stock price fluctuations – the ultimate goal which is predictive. A more
elementary example is the well-known use of of feature selection or dimensionality reduction
as a regularization strategy for a subsequent machine learning model.

However, several participants raised examples where data exploration is arguably the
end-point. A first example given is data-driven research such as (increasingly) biological
research. The end goal of biological research is arguably to understand how life works. This is
a scientific discovery problem for which researchers increasingly rely on high-throughput data
– i.e. it is increasingly addressed using data science techniques. Of course, it is inevitable to
break this task down into smaller subproblems (e.g. “does this particular subsequence in the
DNA code for a gene or not?”), but these are merely steps towards the larger goal of using
data in order to gain an understanding of life. Other examples that were raised pertain to
astronomy research (e.g. the Sloan Digital Sky Survey initiative), as well as to industry (e.g.
the placement of a multitude of sensors throughout an industrial plant, which may be used
to find anomalies in the process and understand the process better).

Thus, a distinction can be made between tasks where a clear objective exists although
it is too complex in practice to pursue without an initial exploratory analysis of the data,
and tasks where such an objective function does not exist at all and the goal is simply
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exploring the data in order to make data-driven discoveries or gain new insights. These
different settings may have different needs in practice, and thus have been studied in different
communities (e.g. the databases, the statistics and exploratory data analysis, and the KDD
communities) using different kinds of techniques. Arguably, the roots are to be found in
statistics, and in the seminal work of John Tukey on Exploratory Data Analysis (EDA),
who suggested EDA as a way of hypothesis generation, to be subsequently subjected to
confirmatory analyses.

A point of discussion was whether the automation of data exploration can be approached
in a similar manner as AutoML techniques for supervised learning. To an extent this seems
to be the case:

Where the exploratory analysis is merely an intermediate step, automating this step can
at least in principle be driven by the quantifiable objective of the entire data science
process (which could be a predictive modeling task). Yet, in practice this is typically
infeasible.
There are also similar issues of model and/or algorithm selection to be done in prototypical
data exploration tasks such as outlier detection, clustering, community detection in
networks, dimensionality reduction, and density estimation. In those tasks, some notion
of model fit (e.g. the likelihood of a model, a clustering cost function, etc.) is an obvious
criterion. However, such a notion may not always align with the needs of the human
data analyst (e.g. it may explain irrelevant aspects of the data very well, at the expense
of the more relevant aspects in the data). Thus, user interaction seems fundamentally
inevitable to this process, whereas in AutoML user interaction is arguably needed only
due to imperfections in AutoML that at least in principle could be remedied with more
research progress.

Some other orthogonal issues were raised in the discussion, and briefly summarized here.
The first remaining issue is the need for methods that can extract insights from and make

discoveries in structured data. Many techniques still expect the data to be formatted in a
basic data table, often causing significant loss of information.

The second remaining issue is the need to take into account background knowledge, in two
ways. The first way is in ensuring that the findings in the data add new value to that prior
background knowledge, i.e. they should not be implied by it as the analyst would not gain
new insights. An approach like this would ensure the findings are subjectively interesting to
the data analyst. The second way is almost the opposite: ensuring that the findings in part
corroborate the prior knowledge of the data analyst, in order to create trust in the analysis.
Hence, there is a trade-off between trust and information to be made.

The third remaining issue concerns visualization, often a crucial part of data exploration.
Quantifying the quality of a visualization is an open challenge. A particular aspect not often
studied is the veracity of visualizations, or lack thereof: the risk that a visualization can make
the data analyst see patterns that are not there (e.g. t-SNE is known to exhibit spurious
cluster structure if the parameters are not tuned right). To conclude, the exploration of data
was acknowledged as an important data science component, sometimes as a stepping stone
towards a clearly defined goal, and sometimes as an ill-specified but important goal on itself.
Such tasks are challenging in practice, and considerable amounts of research are needed to
automate it further – but inevitably with the user tightly in the loop.
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4.3 Breakout Session on “Data Wrangling”
Jose Hernandez-Orallo (Technical University of Valencia, ES)

License Creative Commons BY 3.0 Unported license
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We had a breakout session on “Data Wrangling” on Tuesday afternoon. We understood
the term as covering all elements in data preparation, such as data integration, cleansing
and transformation, e.g., following Chris William’s taxonomy, presented in his tutorial.
We wanted to make this clear as some definitions of data wrangling are too narrow (e.g.,
https://en.wikipedia.org/wiki/Data_wrangling).

During the discussion we covered some of the data wrangling topics that were considered
most relevant during the previous days. In particular we covered:

How to instruct the system on what we want to do with data? (‘domain specific
wrangling’): Given a dataset and a task (for which we are given, in the best cases, a
performance metric) can we clean (apply operators to) the dataset to maximise the
performance metric? We understand cleaning here as going beyond feature extraction.
Or, given a dataset and a target algorithm, can we put the data in the right format for
the particular target algorithm? An issue is whether transformation are reversible or
traceable (need to be able to come back to the original representation). One question that
was raised is whether data wrangling can be done just to increase “data quality” without
having a particular task in mind. For instance, domain inference can be done and is useful
even if we do not know the task yet. When talking about “domain specific wrangling”,
we saw the important distinction between the format (more task-independent) and the
semantic part (more task-dependent).
Automatic data integration: this item, which is related to the previous one, considers
the integration of different sources of data, in different formats. Can we have a sequence
of data wrangling operations that lead to a desirable format? Again, we are here very
interested in ensuring provenance (an issue not only but mostly for integration).
How can we make tools more general where users can add their knowledge instead of
being preprogrammed? We mentioned some possibilities, such as the use of inductive
logic programming, for which this is natural. As an example, Pyconstruct is a library
for declarative, constructive machine learning (Andrea Passerini) where background
knowledge is expressed as constraints. One question that arose is whether we need
domain-specific ontologies or domain adaptation (use knowledge/models from different
but related domains). Finally, the interfaces for interaction are most relevant here, and
learning can be transformed into teaching: using “teaching by example” followed by
program synthesis (e.g., FlashFill).
Quantifiable measurable progress and metrics for data wrangling. We all agreed that we
need benchmarks, for exploratory settings (with no predetermined task) and for settings
where there is precise goal. We need metrics that estimate how close the data wrangling
process gets us to some format that could be used in a data analysis tool (weka, sk-learn,
Knime, ...). For the evaluation in supervised settings, it is important not to apply the
semantic transformations to the test data (e.g., the test data should not use instance
selection motivated by missing values).
Non-tabular data (text, sensor, video, etc.). Most of the data wrangling literature thinks
in terms of converting data into one single integrated minable view, in a tabular way, with
columns (features) and rows (examples). But many problems do not fit this setting. Some
may use embeddings to convert between representations, especially in NLP, but in other
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cases the representations are created (possibly automatically by learning representations
techniques), and both the format and the domain may change with time and must require
adaptation.
Feedback from the users: finally, and related to many of the items above, it is very
important for semi-automated approaches or for improving and validating the fully-
automated ones to have feedback from the users. For instance, Flashfill is an example of
simple feedback, but there are other ways of feedback (reinforcement learning, preferences,
such as collaborative filtering, etc.). Another point that was made is that intervening
early in the process might be easier and more effective.

As possible actions from this workshop we suggested the collection of related papers, the
analysis of what ETL / DS tools provide nowadays, having a look at sites such as “frictionless
data” https://frictionlessdata.io/ including csv files and code for wrangling, the derivation
of new metrics and collection of datasets. As a more long-term action we talked about a
possible challenge/competition.

4.4 Breakout session on “Data-driven + / vs knowledge-based
techniques (learning + / vs automated reasoning)”

Andrea Passerini (University of Trento, IT)

License Creative Commons BY 3.0 Unported license
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The discussion started by pointing out that automated reasoning is being largely overlooked
nowadays because of the hype on machine learning and especially deep learning. However,
there is a strong potential in the combination of machine learning techniques and automated
reasoning / knowledge-based approaches, which is definitely worth exploring.

Three main ways of combining these fields were identified:
using machine learning to improve reasoning systems
using reasoning techniques to improve machine learning systems, e.g. by adding a
reasoning layer on top of machine learning models
learning to reason

One non-trivial aspect which had to be addressed was what is meant by knowledge.
Generally speaking, any model made out of data could be considered knowledge. The
consensus was that we talk about knowledge meaning explicit knowledge, see also the
distinction between explicit and implicit knowledge in psychology.

A second relevant aspect was that the distinction between learning and reasoning does not
imply a distinction between data-driven and knowledge-driven approaches, as learning itself
can be both data-driven and knowledge-driven, and the same holds for reasoning. The dis-
tinction between data-driven and knowledge-driven approaches should thus be complemented
with the distinction between induction and deduction.

In terms of usefulness of the combination, these are the main opportunities we identified:
More accurate models
More efficient models (one-shot learning)
Reliable models
Interpretable models
Augmenting humans (fix reasoning biases, improve reasoning capabilities)
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When talking about more developing accurate models, the field of statistical relational
learning is an obvious candidate. However, many questions remain unanswered:

Do we need statistical relational learning, when plenty of data is available?
The computational cost of these systems is substantially higher that the one of deep
learning systems (also thanks to advances in hardware), can this gap be filled in some
way?

When talking about interpretable models and augmenting humans, the need for under-
standing the principles and limitations of human reasoning clearly emerged as a necessary
and poorly explored aspect (see e.g. Thinking, fast and slow by Daniel Kahneman). From
this perspective, the fact that existing approaches have mostly focused on propositional and
first order logic seems suboptimal or at least incomplete. Other modalities should be better
explored, like:

argumentation
confirmation theory
causality
counterfactual reasoning
conversational reasoning

When talking about reliability of learning systems, while explainability clearly helps in
building trust, it is not always required:

Technologies get accepted and used, even if we do not fully understand them.
Unsat proofs from SAT solvers can be huge (but they can be verified by simple proof
checkers)
We trust black boxes all the times, they are called humans!
There are two different kinds of trust – the one that leads us to trust in people and the
one that lets us to trust engineered systems (planes, etc.)

4.5 Breakout Session on “Human-in-the-Loop Automatic Data
Science, and How to Avoid Ignorant Use”

Joaquin Vanschoren (TU Eindhoven, NL) and Holger H. Hoos (Leiden University, NL)
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An important question arising in the context of automating data science concerns the degree of
automation that is feasible or desirable. This breakout session started from a broad agreement
that complete automation is currently infeasible as well as conceptually problematic. Two
groups explored and discussed the concept of human-in-the-loop AutoDS, i.e., automated
data science that supports human users with a certain level of expertise rather than aiming
to replace them, and how to avoid ignorant use of human-in-the-loop AutoDS systems.

4.5.1 Human-in-the-loop AutoDS

Often, a user does not know precisely what she wants. To effectively aid such users, it
seems inevitable to include user modelling in the system: the AutoDS system should learn to
understand the intentions and limitations of specific users. This leads to ‘personalized data
science’: AutoDS systems should figure out what matters to their users, and how to best
support them in achieving their objectives. Realising such capabilities also requires expertise
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in human-computer interaction. The objectives and goals of human users of an AutoDS
system (or any data science tool) will be substantially affected by their level of knowledge.
AutoDS systems should assess this, for example, by running experiments designed to assess
a user’s expertise and tendency to blindly trust the system. Especially for inexperienced
users, advice such as ‘people who used this model/technique also found that model/technique
useful’ may be helpful.

The existing research area of preference learning is highly relevant in this context. One
useful approach would be for the AutoDS system to start processing given data and ask the
user for input at carefully chosen points in time. Interesting research questions arising in this
context include the following: Where in a data science pipeline can the user meaningfully /
effectively add knowledge, and where is it most needed? Which kind of user feedback should
be elicited if there is a limit on the number of interactions or the amount of overall time
allotted to them? Specific questions to elicit user preferences are “Can you understand this
model?”, or “I have removed these outliers, was that OK?” There is a limit on the amount of
feedback a user is willing to give, so the AutoDS system should be conscientious in requesting
it. Considering that humans often work very effectively with visualisations, these should
likely play a key role in such interactions.

Another mode of interaction that may be interesting to consider is that found in so-called
centaur teams in chess playing, where a human player suggests a move to chess program
(before actually making the move), and the program analyses and demonstrates what will
likely happen. This type of interaction has been shown to lead to powerful interactions and
strength of play beyond that of the best chess programs.

Overall, it seems that finding compelling answers to the questions arising in the context
of human-in-the-loop systems requires a significant shift in research focus for many AutoDS
researchers; for example, there is currently little interest in user studies. An open question is
how to incentivise researchers to work on these questions.

4.5.2 How to avoid ignorant use of AutoML/AutoDS?

Ignorant use (in the sense of use without necessary understanding of key characteristics and
limitations) of machine learning and data science methods can lead to poor performance,
misleading results and ultimately, incorrect or harmful decisions. Considering the degree
to which machine learning and data science techniques are starting to be used within
organisations without access to the prerequisite expertise, serious problems are bound to
arise, especially as increasing automation promises to make data science techniques more
accessible to non-experts. A crucial question therefore is how to prevent or alleviate the
problems arising from ignorant use as much as possible.

First, we need better education and training. Many online courses now promise to make
anyone taking them into a data scientist with minimal effort and time investment. Worse,
there is a misperception that AutoDS will soon completely eliminate the need for data
scientists. It is important for experts in AutoDS to actively warn against this view. One
idea is to generate counterexamples where AutoDS does not work yet, and share war stories
to make people more aware of current pitfalls. It may also be useful to start a blog on how
not to automate data science.

Second, we need to provide guardrails against ignorant use of AutoDS. For instance,
users could be prevented from or warned against performing multiple comparisons without
proper statistical correction. Yet, distributed reuse is difficult to control. Other preventive
measures could include that learned models should refuse to make predictions if the inputs
are too different from the training data. However, if the model is poor, this may be difficult
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to recognise. Overall, the idea of guardrails against ignorant use raises interesting research
questions: What are conditions that should be met in order to safely use a method? Can we
learn those? How can we best support users in meeting these conditions?

Generally, the automation of data science is likely subject to a generalised form of Wiener’s
laws of aviation and human error, specifically: Digital devices tune out small errors while
creating opportunities for large errors.

With this in mind, and related to the second point above, it seems useful to distinguish
two types of automation. The first is to eliminate drudgery, as in a washing machine that (for
most purposes) eliminates the need for manual washing. The second is to provide high-level
oversight to help detect, avoid or compensate for human error, as in an fly-by-wire system
that would not accept control inputs from a pilot that would stall the aircraft. It appears
that good progress is being made in the area of drudgery automation, i.e., in automating
tasks that data scientists have to do routinely, such as hyperparameter optimisation. Less
attention has been paid so far to the second type of automation, which may hold the key to
avoiding many of the pitfalls of ignorant use of AutoDS systems.

Overall, it seems useful to bracket human expertise by the two types of automation,
which we may call a “human in the centre” approach. To avoid complacency, it may also be
useful to occasionally let humans perform tasks that can be automated (this has, in fact, be
proposed in aviation to counteract the detrimental effects of autopilot use on human pilots’
skills). Finally, it may be interesting to investigate to which degree an AutoDS system could
recognise when it can automate tasks for a specific user, and how to do so safely, without
eliminating or reducing important elements of human judgement.

It seems clear that, taking a the “human in the centre” approach, increasing automation
from both sides will gradually reduce the role of the human user or operator. Whether this
will ultimately make it possible to completely eliminate the need for a human expert is an
open question; even if it were possible, it is unclear whether this would a desirable goal to
achieve. As long as human experts play an important role in the data science process, it
seems crucial to ensure that they have an appropriate level of knowledge and preparation
that allows them to safely use the system – perhaps in the form of a meaningfully defined
‘data science license’.
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