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Abstract
A Dagstuhl seminar on Compute-First Networking (CFN) was held online from June 14th to
June 16th 2021. We discussed the opportunities and research challenges for a new approach
to in-network computing, which aims to overcome limitations of traditional edge/in-network
computing systems.

The seminar discussed relevant use cases such as privacy-preserving edge video processing,
connected and automated driving, and distributed health applications leveraging federated
machine learning. A discussion of research challenges included an assessment of recent and
expected future developments in networking and computing platforms and the consequences
for in-network computing as well as an analysis of hard problems in current edge computing
architectures.

We exchanged ideas on a variety of research topics and about the results of corresponding
activities in the larger fields of distributed computing and network data plane programmability.
We also discussed a set of suggested PhD topics and promising future research directions in the
CFN space such as split learning that is supported by in-network computing.
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1 Executive Summary

Dirk Kutscher
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Edge- and more generally In-Network Computing are key elements in many traditional
content distribution services today, typically connecting cloud-based computing to consumers.
The advent of new programmable hardware platforms, research and wide deployment of
distributed computing technologies for data processing, as well as new exciting use cases such
as distributed Machine Learning and Metaverse-style ubiquitous computing are now inspiring
research of more fine-granular and more principled approaches to distributed computing in
the “Edge-To-Cloud Continuum”.

The Compute-First Networking Dagstuhl seminar has brought together researchers and
practitioners in the fields of distributed computing, network programmability, Internet of
Things, and data analytics to explore the potential, possible technological components, as
well as open research questions in an exciting new field that will likely induce a paradigm
shift for networking and its relationship with computing.

Traditional overlay-based in-network computing is typically limited to quite specific
purposes, for example CDN-style edge computing. At the same time, network programmability
approaches such as Software-Defined Networking and corresponding languages such as
P4 are often perceived as too limited for application-level programming. Compute-First
Networking (CFN) views networking and computing holistically and aims at leveraging
network programmability, server- and serverless in-network computing and modern distributed
computing abstraction to develop a new system’s approach for an environment where
computing is not merely and add-on to existing networks, but where networking is re-
imagined with a broader and ubiquitous notion of programmability.

We expect this approach to enable several benefits: it can help to unlock distributed
computing from the existing silos of individual cloud and CDN platforms – a necessary
condition to enable Keiichi Matsuda’s vision of Hyper-Reality and Metaverse concepts where
the physical world, human users and different forms of analytics, and visual rendering services
constantly engage in information exchanges, directly at the edges of the network. It can also
help to provide reliable, scalable, privacy-preserving and universally available platforms for
Distributed Machine Learning applications that will play a key role in future large-scale data
collection and analytics.
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CFN’s integrated approach allows for several optimizations, for example a more informed
and more adaptive resource optimization that can take into account dynamically changing
network conditions, availability of utilization of compute platforms as well as application
requirements and adaptation boundaries, thus enabling more responsive and better-performing
applications.

Several interesting research challenges have been identified that should be addressed
in order to realize the CFN vision: How should the different levels of programmability in
todays system be integrated into a consistent approach? How would programming and
communication abstractions look like? How do orchestration systems need to evolve in order
to be usable in these potentially large scale scenarios? How can be guarantee security and
privacy properties of a distributed computing slice without having to rely on just location
attributes? How would the special requirements and properties of relevant applications such
as Distributed Machine best be mapped to CFN – or should distributed data processing
for federated or split Machine Learning play a more prominent role in designing CFN
abstractions?

This seminar was an important first step in identifying the potential and a first set of
interesting new research challenges for re-imaging distributed computing through CFN – an
exciting new topic for networking and distributed computing research.
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3 Overview of Talks

3.1 In-network telemetry
Gianni Antichi (Queen Mary University of London, GB)
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Abstract

The possibility to easily add new functionality to network data planes has lately opened new
exciting research directions towards understanding how such a programmability can impact
the design of networks as well as their services. This talk focussed on network monitoring and
analyzed how both flow-based and packet-level telemetry can be efficiently implemented on
state-of-the-art programmable switches. Starting from the limitations of current sketch-based
solutions and in-band network telemetry (INT), the presentation discussed new ways to
provide faster flow level analysis to network collectors and lighter in-band telemetry through
the use of network coding techniques. The talk concluded with considerations on what are
the next steps in the field.

Discussion Summary

In-network telemetry was discussed as an example for a dataplane mechanism that could
enable several useful measurement and management services in CFN networks such as
exposing dynamic load/utilization information for joint optimization and execution profiling.
Depending on the use case there may be different requirements with respect to the fidelity
and completeness of the observed information. The current in network telemetry concepts
are interesting due to their “end-to-end” nature, not requiring state on network elements.
Several references to related concepts were made including [1], [2], [3], [4], [5].

References
1 CLOUD COMPUTING TECHNOLOGY LAW AND POLICY, Microsoft. http://www.

mccrc.org/
2 Identifying and Supporting Financially Vulnerable Consumers in a Privacy-Preserving

Manner: A Use Case Using Decentralised Identifiers and Verifiable Credentials, Tasos
Spiliotopoulos et al, 2021. https://arxiv.org/abs/2106.06053

3 Securing software by enforcing data-flow integrity, Miguel Castro et al, OSDI 2006.
https://www.microsoft.com/en-us/research/publication/
securing-software-by-enforcing-data-flow-integrity/

4 NSA, Andreas Eschbach, 2020.
https://www.luebbe.de/luebbe-belletristik/buecher/sonstige-belletristik/
nsa-nationales-sicherheits-amt/id_7539196

5 Split Learning: Distributed deep learning without sharing raw data, MIT project page.
https://www.media.mit.edu/projects/distributed-learning-and-collaborative-\
learning-1/overview/
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3.2 CFN for Health
Jon Crowcroft (University of Cambridge, GB)
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Abstract

Sensing well-being and health via mobile devices is becoming mainstream. Logging the data
centrally doesn’t scale, and causes privacy (and ethical and legal) problems. Local processing,
and in-network aggregation can support the individual (life logging, diagnostics etc) and
public health (e.g. epidemic, e.g. avoiding infection, and environmental risk, e.g. air quality).
As a use case for CFN, and an instance of federated machine learning and a challenge for
privacy designs, the system architecture for such apps make an informative study.

Discussion Summary

We discussed how covid apps for contact tracing use a compute-first networking approach. In
general, aggregated information is good enough for many applications. Linking back to the
previous talk, we discussed the need to be able to explain the privacy and security properties
of a system, and how it is easy to imagine dystopian futures.

3.3 New Network for Distributed Systems
Jianfei He (City University – Hong Kong, HK)
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Abstract

An infrastructure like Networks should be designed with stable functions which are decoupled
from the semantics of specific applications. This talk proposes to address the common
requirements of various distributed systems, including collective communication and consist-
ency. It is also emphasised that new network diagrams should be justified not only by its
improvement on end-to-end performance, but also by its superiority over potential solutions
at upper layers.

Discussion Summary

This talk led to a discussion of generality and modularity, i.e., which are the right application-
agnostic building blocks? Would it make sense to have a taxonomy of different distributed
application types and their requirements for in-network and distributed computing support
functions? Whereas some fundamentals of distributed computing are well-understood and
will be relevant in the future, it is not always useful to predict how certain mechanisms will be
used and what optimization techniques might emerge, which seems to suggest a rather flexible
approach to layering and re-use. In this context, Scaling Replicated State Machines with
Compartmentalization [1] and CoFlow (https://amplab.cs.berkeley.edu/tag/coflow/)
were mentioned.

References
1 Secure Scuttlebutt, project pages. https://scuttlebutt.nz/
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3.4 Networking matters for storage systems
Micchio Honda (University of Edinburgh, GB)
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Abstract

Although networks have been programmable and able to perform computation, the trend of
end-to-end encryption and stream-oriented TCP protocol make it difficult to benefit from
such programmable networks. This talk presents Prism as an opportunity of significantly
improving cluster resource utilization and reliability with the aid of programmable networks
although the communication occurs over regular TCP and TLS. We instantiate Prism as
an scale-out object storage system that communicates with the client using widely used S3
protocol.

Discussion Summary

We discussed comparison to other approaches which use custom UDP-based network protocols
in terms of achieving compute-first networking and usability. We also discussed other system-
level approaches such as VM live migration.

3.5 Privacy Preservation in Edge Video Processing
Jag Minhas (Sensing Feeling – London, GB)
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Abstract

In today’s world of virtual computers, high speed networking and algorithms powered by deep
neural networks, application developers have a wide choice of architectures and arrangements
at their disposal to implement working solutions. For those implementing vision processing
systems in the area of human surveillance and behaviour these architectural choices will
often have an impact on how end-user rights to privacy are upheld. This talk summarises
an established “privacy affirming” framework for distributed vision processing systems and
discusses the implications of this approach as our architectural choices widen further in a
“Compute First Networking” future.

Discussion Summary

Privacy is agreed as a critical topic for compute-first networking. Distribution of processing
offers the potential for improved privacy protection, for example by distributing machine
learning inference to multiple nodes, but there are many subtle issues (for example, the
assumption that you can trust that the system is doing what it’s supposed to). There can be
privacy implications even with no (other) human in the loop, for example the use of captured
video for ad tracking. A full solution needs to consider the legal and policy framework as
well as the technical design.
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3.6 Compute Centric Networking for Connected and Automated Driving
Naresh Nayak (Robert Bosch GmbH – Stuttgart, DE)
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Abstract

In-vehicular networks are rapidly evolving to support the future requirements of the auto-
motive industry stemming, e.g., from highly autonomous driving. The introduction of
microprocessor platforms (aka vehicle computers) networked over high bandwidth Ethernet
backbone coupled with wireless connectivity has transformed the modern day vehicle into an
IoT device on wheels. The continually increasing amount of computing capability within
a vehicle, however, comes at a cost (monetary, energy, etc.). In-network computing is a
promising avenue to include the computing capabilities from the infrastructure, and thus,
reduce the corresponding costs. This talk presented different use cases where driving functions
could be offloaded from a vehicle to the infrastructure and discussed the associated research
challenges.

Discussion Summary

A vehicle now contains many IoT devices and produces a lot of data (raw data at 10s
TB/hour). So there can be a compute-first network within the car, as well as in the nearby
roadside infrastructure. Some of the use cases have critical timing requirements (for safety
reasons) – so may be a use case for deterministic computing – whilst others are more tolerant
of latency. Security and trust are critical issues, especially if cars use information from other
cars as part of automated driving.

3.7 EVEn Harder Challenges
Erik Nordmark (Zededa – San Jose, US)

License Creative Commons BY 4.0 International license
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3.7.0.1 Abstract

The LF Edge EVE project targets IoT workloads at the smart device edge whilst LF Edge
has a suite of other projects for other parts of the edge-cloud continuum. EVE’s approach
to control issues is that there is a single controller per edge node with a “phone home”
function. EVE’s approach and assumptions to issues such as trust, placement and security
were outlined.

3.7.0.2 Discussion Summary

Discussion was about detailed issues concerning the LF Edge EVE project.
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3.8 Networking and Computing – the great confluence
David Oran (Network Systems Research & Design – Cambridge, US)
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Abstract

Two contemporaneous trends are merging the two separate yet interdependent technologies
of computing and networking. Hardware and software historically associated with computing
complexes (General-purpose CPUs running virtual machines, conventional operating systems,
and languages) are being used more and more to host networking functions at all but the
highest speed tiers. Networking devices such as switches, routers and NICs are becoming
programmable in ways that allow general purpose computing to be done “in the network”.
This talk examines these trends, presents some of the salient research illuminating the
advantages and limitations, and speculates on where this merging of technologies might take
us.

Discussion Summary

Comparing the capabilities of servers and switches, for example in terms of cycles/bit,
memory and rate of feature evolution: server capabilities are superior (providing only a
limited number of ports are needed) and programming is easier.

Many topics were discussed.
One issue associated with joint optimisations (e.g, considering networking, compute,

storage and possibly energy resources) is if the coordinated allocation of resources is allowed
across boundaries. We should learn from the experiences with multi-provider QoS which
has been a non-starter for decades (for commercial and policy reasons – we do have the
necessary protocols).

3.9 Split Learning Opportunities with CFN
David Oran (Network Systems Research & Design – Cambridge, US)

License Creative Commons BY 4.0 International license
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Basics of Split Learning Summary of potential advantages for combining split learning with
edge computing 3 Possible use cases, focused on IoT (mostly)

3.10 (Some Random Thoughts on) In-Network Compute Architecture
Jörg Ott (TU München, DE)

License Creative Commons BY 4.0 International license
© Jörg Ott

Abstract

In-network computing, the execution of program logic on behalf of an application “inside”
the network, may be interpreted in many ways, yielding rich history: from the early work on
active networking to flavors of mobile offloading in the context of pervasive computing to
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programmable data planes to edge computing to recent extensions to information-centric
networking in support of computations, among others. These interpretations differ in the
complexity of the application structure exposed to “the network”, the code complexity, where
and on what kind of devices program logic is executed, and how and when the location(s)
for execution are determined and routed to. In this talk, we explore some architectural
considerations on in-network computing. We start out from basic networking/computing
primitives and explore basic units of computation and interaction, look into different applic-
ation models, where the “main” control thread (if any) could reside, and how traditional
Internet design principles, especially best effort operation and the end-to-end principle, could
translate to in-network computing. Another important question is how much abstraction
from (as opposed to insight into) the execution scheduling and orchestration a network should
provide. We discuss the importance of naming and scoping concepts for in-network functions
(and state) that make up the program logic: for invoking them from applications outside the
program logic as well as for the possible interactions among multiple (distributing) functions
comprising this very logic. We look at name resolution and routing mechanisms and how
transport layer mechanisms relate to in-network computing. Overall, there seem to be many
feasible approaches, and many design decisions likely depend on how such in-network compute
infrastructure would eventually be realized: augmenting IP, running as overlays, or defining
a novel clean-slate network architecture.

Discussion Summary

The presentation raised many questions that prompted much discussion and further questions,
including: whether one needs to think about specific use case examples and the business
models; what the API should be like; what do we name (nodes, data, functions, processes etc)
– do we explicitly invoke a function, or do we address an object and the function happens
consequently; “ownership” of a function’s execution and the associated resource; partial
updating is normal; how to take account of the unreliability of memory and so also how to
degrade gracefully; and whether all computation should be explicit (so it is all “end to end”,
with no implicit or “hidden” computation).

3.11 Deconstructing and Reimagining Orchestration
Andy Reid (BT – Ipswich, GB)

License Creative Commons BY 4.0 International license
© Andy Reid

Abstract

Orchestrators are a general concept, including SDN controllers, cloud controllers and package
managers, which are layered (one form of orchestrator feeds another). Each has an interface
through which its user can inject policy. Each includes the same set of activities (such as
parser, translator, configuration manager and optimiser). Intent-based networks have the
same general approach. Today’s orchestrators are focussed on the management plane. The
proposal is that it would be beneficial to re-style orchestrators as primarily part of the control
plane, which would imply a greater degree of automated operation, with security built into
the protocol. One implication suggested is that functions should be called by name, not by
address.
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Discussion Summary

One topic of discussion was about optimisation: whether this is easier with hard or soft
constraints, given the overall system is likely to be non-linear and a “soft” answer is wanted.
Since compute resource has no real equivalent of the “bit” as a unit of networking resource, it
is harder to optimise. Another topic was how to evolve from the current state to the desired
state (as recommended by the optimiser), without putting the network /system through an
unsafe intermediate state (to avoid this problem, routing policy changes have to go through
many intermediate steps). A further evolution issue is that feedback is needed about whether
the resources required in the desired state are actually available (especially as there may be
inaccuracies), whereas today’s control planes typically just “try now” – the potential role of
digital twins was mentioned.

3.12 Heterogenous Networks and Laying out the Compute Graph
Peer Stritzinger (Peer Stritzinger GmbH – Maisach, DE)

License Creative Commons BY 4.0 International license
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Abstract

For use cases in edge computing and IoT placing compute functionality in a heterogeneous
not fully connected network is an open challenge. Focussing on a computational model
consisting of lightweight processes and message passing approaches to modelling distributed
algorithms and compute and network resources have been explored. Process and messages
are a model to which all distributed computational models can be mapped easily. Relatively
static vs. highly dynamic mapping is necessary for different use cases. Properties of processes
vs. nodes and messages vs. links need to be combined with topology of communication and
network. Orchestration needs to be implementable in a distributed manner without central
control.

Discussion Summary

Discussion included Erlang approaches to achieving this distributed computation model.
Other issues raised included: the potential role of time sensitive networking and determ-
inistic networking; energy and green energy sensitivity; ‘interference’ from other traffic
or computations; and how to scale to distributed IoT systems that could have billions of
processes.

3.13 After the Fun the Hard Stuff
Christian Tschudin (Universität Basel, CH)

License Creative Commons BY 4.0 International license
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Abstract

A core assumption of traditional distributed computing is that processes send messages among
themselves to coordinate their work while in this talk we suggest exploring memory-mediated
coordination. The Internet is process-centric (packet switching among protocol entities)
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which is typically made available to applications in the form of interprocess communication
(IPC). Decentralized systems like Secure Scuttlebutt, however, have no notion of IPC and
instead rely on any form of content propagation (id-centric append-only logs). Such a content-
centric venue may become important when we envisage highly volatile in-network computing
environments where processes are not stable enough to receive and answer messages, or
because they follow probabilistic computing models, or they simply are not concurrently
online. We exclude approaches based on a request-reply pattern à la CCN/NDN and Named-
Function Networking (which was fun, but too perfect) because they imply some notion of
processes. While one could try to harden the network fabric to provide message buffering
beyond process lifetime (mailbox systems for actors), we suggest to focus on bare in-network
memory and force processes to coordinate via “DIstributed Memory Side Effects” (DIMSE)
only. Such an architecture would have immediate benefits beyond crash-resilience, namely
for delay tolerance, transport agnosticity and even for data-center networks (fast remote
memory access for HPC).

Discussion Summary

The talk prompted a very lively discussion. The idea is for push-only data distribution, with
social forwarding-and-filter (meaning that filtering is based on the social graph). The role of
“scent marks” to enable this was discussed, with each node in memory storing a collection of
scent marks. Questions were raised about garbage collection, contracts and motivations (and
tit-for-tat issues), and lessons from earlier systems such as Linda, SRM and floating content.

3.14 In-network computing challenges and opportunities
Noa Zilberman (University of Oxford, GB)

License Creative Commons BY 4.0 International license
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Abstract

Programmable network devices have changed the way we perceive the network, allowing us
to rethink where, when and how we process data. The emergence of in-network computing,
the execution of standard host applications within network devices, has been especially
promising. However, the rise of in network computing has brought with it multiple challenges,
ranging all the way from architecture challenges, through micro-architecture, design and
validation, to multi-tenancy. This talk explored the many challenges in designing functional,
high performance, and robust in-network applications. These challenges propose new research
opportunities, allowing to turn in-network applications from research-ideas into commercially-
viable solutions.

Discussion Summary

The discussion focused on the applicability of P4 to distributed computing. Whereas
P4 dataplane programming is sometimes considered as the most promising in-network
computing approach, this talk highlighted many of the practical difficulties. Whereas
some point solutions for distributed computing applications and optimization have been
developed, such as [1], the lack of Turing completeness and the vast heterogeneity in
platform capabilities seems to suggest that P4 dataplane programming would be suitable
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for certain packet-level optimization while possibly integrated into a larger, heterogeneous
distributed computing framework. In that sense, P4 dataplane programming could represent
a certain class of enabling platforms, and a compelling research challenge might be to
productively leverage such special environments. Similar concerns could arise for other
powerful, but really specialized environments such as Multi-GPU communication (e.g.,
https://www.nvidia.com/en-gb/data-center/nvlink/ ).
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4 Open problems

4.1 Potential Research Problems
All Participants
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The seminar held one session on discussing research opportunities and potential PhD topics
in the CFN (Compute First Networking) field to develop an understanding of what original
and substantial research activities could look like. Here is a summary of the ideas discussed:

Dynamic compilation and placement of CFN instances – network-wide, cross-platform,
just-in-time compilation
Profile-Guided Optimization as CFN Optimizer – Profile-guided optimization is an existing
technique that uses profiling test runs of a program to identify parts of the code that are
executed more frequently and should be optimised. The idea would be to use data plane
telemetry to do the profiling.
Layer 3 Protocol for In-Network Computing – a clean slate protocol is suggested for
routing to compute, possibly building on some of the ideas from ICN and NFN
In-Network Computing for Network Management – with a logically centralised control
plane but policy distributed to each node
Analysis of CFN – the research topic would be to demonstrate the “provable” gain for
CFN
In-Network Edge Computing for Smart Transportation – the goal would be fast, safe
and improved coordination of all sorts of transport users (cars, lorries, trams, cycles,
pedestrians, buses, and so on). Questions include the role of road side units and direct
coordination between vehicles, and privacy-preserving techniques and data ownership.
Climate change – what role can CFN play in the goal of net zero?
Faster packet processing after hitting specialization limits – packet processing speeds
are now improving only slowly, and specialisation for a given domain works once, so
what are the options to improve network packet processing speed? The potential roles of
reconfigurable hardware, specialist hardware, specialist channel, and quantum computing.
Distribution Usage Descriptions to deny denial of service – the idea would be to infer
about flows and to police them in a decentralised manner.
Gracefully Degradable Turing Machines – faster hardware is hitting reliability limits, so
algorithms are needed that cope with memory faults
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New Network for Distributed Systems – routers as we know them will decrease / disappear,
instead we will have compute and inter-computing – in that world, what are the basic
functions?
Planarian Distributed Computing – the notion of a ‘breaking point’ in distributed com-
puting – partitioning and merging. Is there an interesting space between consensus based
and eventual consistency partition tolerance?
Towards a Formalism for CFN – Start with Misra and Chandy’s UNITY formalism, which
has distributed computations as collections of iterated assignment statements, and extend
into fault tolerance and different models for the comms/compute/storage
Split Learning Opportunities with CFN – apply Deep Neural Networks, but split vertically
across layers rather than horizontally across samples, and smashing the output data at
the boundary to preserve only relevant excitation coefficients. This can help with privacy,
by confining data to the device only, or in secure enclaves in edge computing nodes; it
also can provide failure resiliency, as there’s degraded operation (rather than none) when
the cloud back-end can’t be reached.

5 Findings and Recommendations for Compute First Networking

All Participants
License Creative Commons BY 4.0 International license

© All Participants

In this section we present the organisers’ conclusions from the seminar. Undoubtedly not all
participants will agree with all of them.

The field of Compute First Networking (CFN) is at an exciting moment. We speculate
that compute-first networking is at the same stage as cloud computing 20 years ago. At
that moment, we had some insight about both the commercial drivers (the use cases for
utility computing) and the core technical ideas (data centres, virtualisation and fairly fast
networks). But we didn’t understand how so many industries would be transformed, nor
all the technical work required in order to be able to deploy and orchestrate services (such
as map-reduce, stream processing, load balancers, migration, containers, and distributed
ledgers).

We believe that Compute First Networking has similar potential to transform the business
world and the way people live. Today, we have the first ideas and partial understandings
about the use cases, commercial drivers and technical directions, but there is a huge amount
still to do.

In the absence of new service models, it seems likely that the hyperscalers will extend
their dominance of cloud computing into CFN. For those who would like to see a more
diverse ecosystem, now is therefore an opportune moment to invest in researching the key
components needed to disrupt the status quo. We recommend that government and industry
fund extensive research and development in order to help bring CFN to fruition, and allow
fresh innovation by a decentralised gallery of players.

5.1 Use Cases and Business Drivers for CFN
The continued consolidation in data centre clouds has made other deployment models appear
as an exception – for example, we talk about edge computing when referring to non-cloud-only
applications (where most of the artefacts and compute resources are concentrated in the
cloud).
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Non-cloud-only applications are becoming increasingly important, due to mainstream
consumer-focused applications (scalability of content distribution and low-latency require-
ments for interactive applications) but specifically due to new applications that leverage the
availability of Internet-connected physical resources such as sensors and video cameras, and
the potential advantages of integrating these into larger distributed applications.

For example, from a mere data logistics perspective, (semi)-autonomous vehicles produce
large amounts of data, mostly destined for local consumption (video and various sensors), but
increasingly also for external processing and storage – for tele-driving, diagnostics, forensics
and other applications. Such applications fundamentally require a robust data offloading and
processing infrastructure – to some extent the reverse functionality of today’s downstream
CDNs (Content Distribution Networks). Processing should enable filtering, aggregation, and
other forms of transformation, and must thus be fully programmable.

Not all interactions are upstream-data-based – for example, car and factory networks have
rigid reliability and low-latency requirements. Corresponding control loops may be driven by
local data as well as by remote information and instructions. Enabling such robust control
in the presence of dynamic and heterogeneous sub-system properties calls for infrastructure
support that enables operating distributed applications across different failure and time
domains .

Infrastructure programmability and resource multiplexing raise the question of multi-
tenancy, i.e., the ability to run several workloads over shared computing and network
infrastructure with adequate isolation . Fundamental building blocks such as suitable
encryption algorithms, trusted execution, attestation etc. exist and are emerging. They fuel
the design of more reliable and trustworthy distributed applications over shared infrastructure,
enabling new use cases.

When edge sensor data contains personally identifiable information (PII) or can be
used to construct PII by combining multiple inputs, additional concerns regarding privacy
preservation arise. We reject the suggestion that privacy is over-rated – there are already too
many dystopian abuse scenarios – and we reject the ‘counsel of despair’ that it is already too
late (because the hyperscalers and some governments, service providers, and/or credit card
companies collect so much information today). On the other hand, the Covid-19 pandemic
has shown importance of finding a ‘middle way’, where health data can be leveraged for
tracking, trend analysis, and understanding transmission patterns. We believe that a future
system should preserve privacy by design , meaning that it technically prevents leakage of
PII (such as raw video data). This could enable a whole new class of applications, such as
the use of medical data in a productive and ethical manner. In-network computing actually
offers some promise for new approaches to privacy preservation, because computation is
intrinsically distributed, and end users might be able to control which functions/analytics
are run, where they run (in the local network), for whom, and on what data.

The economics of compute first networking merits research work. What types of compute
function are likely to be of most value? Are there new use cases where compute-first
networking offers particular benefit? What applications are distributed and multi-party?
What are the externality costs like power, real estate, right-of-way, regulation of physical
infrastructure?

Also worthwhile is consideration of the legal aspects of compute first networking. At a
fundamental level, should there be regulation to achieve “in-network compute neutrality”?
Today, some countries have regulations about “net neutrality” for the networking, but not
about the cloud compute, which has (probably) been key to enable the development of a
plethora of applications, but has disintermediated the telecoms operators from the value
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chain. What is the preferred societal outcome for CFN? There are also detailed questions to
be resolved, such as the appropriate legal frameworks when it may be necessary to reveal
some of the data or its analysis. Examples include accident data for cars, medical malpractice,
and criminal conspiracy.

5.2 Technical challenges for CFN
While distributed computing functionality in the network is an essential design feature in
many mainstream applications today, current architectural models can only provide a limited
form of in-network distributed computing due to a lack of appropriate programming models
and run-time visibility.

Many applications today are becoming increasingly multi-party and distributed, e.g., user
front-end applications talking to a microservice backend, possibly mediated by proxies, load
balancers etc. However, from an application developer perspective, it is difficult and possibly
undesirable to make the network fully transparent to the programmer: there are performance
inhomogeneities in both throughput and delay, complex partial failures that require some
form of response, depending on the distributed system’s run-time behaviour. With current
systems, except for rather static directed acyclic graph structures (such as Dataflow systems),
traditional programming models today only easily exploit localized parallelism, so it is
still not possible to reason about wider system parallelization without requiring a lot of
orchestrator intelligence.

DevOps-based systems can theoretically enable incremental partial deployment and
dynamic module updates, however coordination with network underlays is not trivial and
not always possible due to strict separation into organizational and protocol realms.

In addition, computing and communications are on different cost/performance traject-
ories , which results in additional platform heterogeneity and different typical functions
that one would run on compute servers vs. network switches. From a processing and
memory perspective, compute servers can afford to spend many cycles per processed bit
and to perform memory intensive operations, whereas network switches are concerned with
line-rate processing on optimized hardware, allowing only a few cycles per bit with only
small or moderate memory consumption. Correspondingly, the workloads are also quite
different, especially considering the need for multi-tenancy and tenant isolation (requiring
cryptographically enabled isolation on servers, which is typically not available on network
switches). Thus, we believe that there will be “puddles and ponds” of compute, connected
naturally via networks (rather than every device including networking and compute). For
scalability reasons these resources are more likely to congregate.

Programmable data planes are likely to be an important component, but today’s technolo-
gies, such as P4, are not fully formed as yet, as their capabilities are too limited and there are
many tricky issues remaining to be solved for generic in-network computation. In addition to
generic (‘universal’) processors, there will be a need for heterogeneous hardware specialised
to jobs such as sensor processing and filtering (e.g. sparse FFT), or query minimization for
differential privacy.

On privacy , a first (but not sufficient) technical step could be the careful selection of
processing loci in the system, i.e., perform data analytics close to the data source and then
only share processed, anonymized result data. Federated machine learning could be one such
pattern that enables the controlled sharing of the results of analytics, for example featuring
individual health data logging and public health data sharing via user-controlled analytics
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functions. Other approaches, such as split learning could map the different deep learning
layers onto different nodes/domains in the network, thus enabling a privacy-preserving
distributed training process, where each layer can only look at its own raw data.

Provenance tracking is also important, as insights derived from data are dependent on
data trustworthiness. Also, on a compute node, isolation is needed between tenants, with
some kind of trusted computing.

A key research topic is about the placement of functions, distributed across the network
(the processing graph), and the related optimisation of usage of resources . This requires joint
consideration of, and trading off between, different types of resource capabilities – compute,
storage, networking, (green) energy – as well as other constraints, such as time-sensitivity of
the application, and the users’ appetite for risk and cost. To take a simple example: it may
be better to move the function to be near the data, rather than shift all the data to a function
running in the central cloud or an edge cloud, particularly if the volume of data produced
makes it impossible to move in its original form. Since the optimisation is an NP-complete
problem, it is not about finding a unique global optimum, but a reasonably good enough
solution. The optimisation also has to take account of some additional challenges. One is
how to include resilience as a key criteria (since producing densely connected edge networks
is probably prohibitively expensive) — including solutions that are stable for some degree of
failures, and the ability to safely transition from one solution to another without violating
service level criteria, or via a risky, unstable intermediate point.

Another challenge is how to include the cost of change — including the time to compute
the solution vs. the time before the configuration has to change (due to changes in the
workload and/or the resource availability), the cost of spinning resources up and down, and –
on a longer timescale – the optimisation of value (rather than cost) through time. A third
issue is the inclusion of policy preferences and constraints of the CFN operator and the users.
Finally, it is possible that the resources may be contributed by different owners (for example,
owners of the RAN, access network, distributed compute, compute in a POP), whilst spot
price manipulation should be prevented.

Another topic fruitful for research could be to re-consider the balance of the management
and control planes . Traditionally the control plane operates automatically and autonomously,
driven by protocols and algorithms, whilst the management plane operates with manual
intervention and specialisation. Can orchestration, in its broadest sense, be re-architected so
that it is a control plane set of functionality that automatically converts the “intent” of the
users (and networks) into components instantiated on the hosting infrastructure?

Finally it is worthwhile to re-consider earlier approaches that were abandoned, in light of
compute-first networking. For example, I3, active networking, and network coding.

In summary, today the building blocks and concepts for CFN are only partially understood.
There is great potential and significant challenges to achieve CFN as a platform that can
enable new use cases and business opportunities.
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