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Abstract
The Dagstuhl Seminar 23361 Multiobjective Optimization on a Budget carried on a series of
seven previous Dagstuhl Seminars (04461, 06501, 09041, 12041, 15031, 18031, 20031) focused on
Multiobjective Optimization. The original goal of this series has been to strengthen the links
between the Evolutionary Multiobjective Optimization (EMO) and the Multiple Criteria Decision
Making (MCDM) communities, two of the largest communities concerned with multiobjective
optimization today. This seminar particularly focused on the case where the approaches from
both communities may be challenged by limited resources.

This report documents the program and the outcomes of Dagstuhl Seminar 23361 “Multiob-
jective Optimization on a Budget”. Three major types of resource limitations were highlighted
during the seminar: methodological, technical and human related. The effect of these limitations
on optimization and decision-making quality, as well as methods to quantify and mitigate this
influence, were considered in different working groups.
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1 Executive Summary
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Multiobjective optimization (MO), a discipline within systems science that provides models,
theories, and methodologies to address decision-making problems under conflicting objectives,
has a myriad of applications in all areas of human activity ranging from business and
management to engineering. This seminar is a result of the desire to continue to make
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MO useful to society as it faces complex decision-making problems and experiences limited resources for decision making. Of particular interest are processes that evolve competitively in environments with scarce resources and lead to decision problems that are characterized by multiple, incommensurate, and conflicting objectives, and engage multiple decision-makers. Viewing optimization and decision making as the complementary aspects of the multiobjective paradigm, the seminar set out to focus around three major types of resource limitations: methodological (e.g., number of solution evaluations), technical (e.g., computation time, energy consumption), and human related (e.g., decision maker availability and responsiveness). The effect of these limitations on optimization and decision-making quality, as well as methods to quantify and mitigate this influence, were of particular interest. Ideas related to modelling, theory, algorithm design, benchmarking, performance metrics, and novel applications of MO under budget constraints were discussed.

To initiate a discussion among the participants on how to address challenges of MO under a budget, the organizers presented specific research directions at the beginning of the seminar. These directions along with their highlights are described below.

- Model reduction: In the MO problem not all functions may be of interest to the decision maker (DM) or not all objectives may be in conflict with each other. Under a limited budget, it is of interest to make the original problem simpler by removing unnecessary objective functions while the solution set remains unchanged. Another reason to reduce the problem is its size. MO problems with four or more criteria bring computational and decision-making challenges that are not typical when the number of objectives is lower.

- Model decomposition and coordination-based decision making: If a reduction of the objectives is not possible, then the solution of the overall MO problem in its entirety may be challenging or even impossible to obtain. In this situation, decomposition of the MO problem into a set of MO subproblems with a smaller number of criteria becomes appealing provided solving the subproblems can be coordinated and related to solving the original problem. When the MO problem is decomposed while computation of the overall solution set is possible, the decomposition goal is to enhance capability of making coordinated tradeoff decisions by working in lower dimensional spaces, which decreases the cognitive burden on DMs. Otherwise, if computation of the overall solution set is not possible, the decomposition goal becomes more challenging since the intention is to coordinate the subproblems’ solution sets to construct the overall set and to facilitate decision making in a similar way.

- Representation of the optimization solution set: It is of interest to design cost-effective methods for obtaining a complete or partial description of the Pareto set. An exact description of this set might be available analytically as a closed-form formula, numerically as a set of points, or in mixed form as a parametrized set of points. Unfortunately, for the majority of MO problems, it is not easy to obtain an exact description of the solution set that includes typically a very large number or infinite number of points. Even if it is theoretically possible to find these points exactly, this is often computationally challenging and expensive, and therefore is usually abandoned. On the other hand, if it is possible to obtain the complete solution set, one might not be interested in this task due to overflow of information. Another reason for approximating the solution set, rather than finding the solution set exactly, is that many real-world problems (e.g., in engineering) cannot be completely and correctly formulated before a solution procedure starts. Since the exact solution set is very often not attainable, an approximated description of the solution set becomes an appealing alternative.
Surrogate-assisted optimization: The combination of evolutionary MO (EMO) algorithms with efficient computational models, often known as metamodels or surrogates, has become a common approach to approximate outcomes of a time-consuming, expensive, and/or resource intense simulation or physical experiment, and thus to tackle problems with a limited budget. Surrogate-assisted (SA) methods vary in aspects such as the use of the metamodel (e.g., different models for different objective functions or one model for all objective functions), type of metamodel (e.g., Gaussian process, radial basis neural network, etc.), how the metamodel is updated (e.g., expected improvement, expected hypervolume improvement), and training time of the metamodel. In particular, the combination of optimization with Gaussian process approximation, known as Bayesian optimization, is a recent trend to efficiently deploy data in model development.

Multistage optimization: In real-world applications, problem data does not always become available all at once, but at different points in time until a final decision needs to be made. In particular, waiting until all the required data is available may not leave enough time to run the optimization process on the whole problem and successfully compute a final decision. In addition, it is often possible to model the uncertainty associated with the yet unknown data given the data that is already known, at least to some extent. Two-stage (and, more generally, multi-stage) approaches to optimization reformulate the original problem as a number of sub-problems to be solved sequentially, in such a way that the last problem(s) in the sequence can effectively be solved in the (short) time available.

Preference acquisition and communication with the decision maker: The ultimate goal in MO is to serve one or multiple DMs whose goal is to come up with a single most preferred solution from among the ones that are available. Given an optimization model, DM's preferences may be incorporated prior to, during or after employing a solution procedure. In particular, interactive methods require the DM's involvement in the solution process during which they reveal their preferences based on the presented information. Under a limited budget, communication with the DM shall be designed effectively and economically.

Benchmarking of algorithms: SA methods are considered as the method of choice to tackle problems subject to a limited budget in terms of function evaluations. However, SA methods are not often compared to widely different alternatives (e.g., different kernels and distance measures, non-SA methods, etc.), and are often tested on narrow sets of problems (multimodal, low-dimensional, static, deterministic, unconstrained, and continuous functions) and rarely on real-world problems, which makes it difficult to assess where (or if) these methods actually achieve state-of-the-art performance in practice. Moreover, several aspects in the design of SA algorithms vary across implementations without a clear recommendation emerging from current practices, and many of these design choices are not backed up by authoritative test campaigns. This seminar topic aimed to raise awareness and hence a push to more work being carried out on developing benchmarking guidelines for SA algorithms.

In response to the presented research directions, some participants found research topics of interest among those suggested by the organizers. These topics included model reduction, decomposition and coordination, solution set representation, and surrogate modeling. Other participants proposed different topics that also targeted the theme of MO under a budget. Those topics included design of experiments for MO, correlations in MO, and design of evolutionary algorithms. Overall, seven research topics were proposed and pursued.

Independently of developing and forming research topics, a collection of eight talks were given during the seminar. Two of the speakers were considered “invited” because they were asked before the seminar to give a talk. These talks addressed two of the research
directions initiated by the organizers. The other speakers, being inspired by the ongoing seminar, proposed talks that were integrated daily into the seminar program. The invited and contributed talks kept the seminar in balance ensuring ample time for working in groups.

During the seminar the schedule was updated on a daily basis to maintain flexibility in balancing time slots for the invited and contributed talks, discussions, and working group sessions. The working groups were established on the first day in an interactive fashion. Starting with three large working groups focused around the three central topics of the seminar (methodological, technical, and human-related resource limitations), participants were invited to formulate their favorite topics and most important challenges. The three initial groups split to eventually form eight groups by the end of the seminar. During the week the participants were allowed to change the working groups based on their research interest. The abstracts of the delivered talks and the extended abstracts of the working groups can be found in the subsequent chapters of this report.

Further notable events during the week included: (i) a hike that took place on Wednesday afternoon, (ii) a session allowing the participants to share the details of upcoming professional events in the research community, (iii) a joint session with the participants of the concurrent seminar 23362 “Decision-Making Techniques for Smart Semiconductor Manufacturing” and (iv) an informal get together on Thursday evening.

**Offers and Needs Market**

An *Offers & Needs Market* ran throughout the entire week. The participants could write their research offers and needs regarding MO on note paper in different colors and post them on pin boards (see Fig. 1) to attract or find a possible collaborator. Participants discussed potential collaboration opportunities during the coffee breaks and after hours.

![Figure 1 Offers and needs market.](image)

**Outcomes**

The outcomes of each of the working groups can be seen in the sequel.

The organizers have arranged a special issue of the *Journal of Multi-Criteria Decision Analysis* entitled “Multiobjective Optimization on a Budget” for which they will serve as Guest Editors. This issue will be an outlet for papers authored and submitted by the seminar’s participants as well as by researchers world-wide.

This seminar resulted in a very insightful, productive and enjoyable week. It has already led to first new results, cooperations and research topics.
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3 Overview of Talks

3.1 Objective Space Methods: Pareto Front Approximations on a Budget

Kathrin Klamroth (Universität Wuppertal, DE), Kerstin Dächert (HTW Dresden, DE), Daniel Vanderpooten (University Paris-Dauphine, FR)

Objective space methods usually rely on (often recursive) decompositions of the objective space, and on the associated formulation of problem scalarizations that are solved by available (single-objective) solvers. The number of solver calls and the complexity of the scalarizations are decisive for the computational effort and may be subject to time, energy or cost constraints. We will briefly review objective space methods and initiate a discussion on the impact of pre-specified budget constraints on the algorithmic choices.
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3.2 Perspectives to Dealing with Computationally Expensive Multiobjective Optimization Problems

Kaisa Miettinen (University of Jyväskylä, FI)

Multiobjective optimization methods are needed since real-life problems typically have several conflicting objective functions to be optimized simultaneously. To find the most preferred Pareto optimal solution as the final one to be implemented in practice, we typically need preference information from a domain expert, a decision maker (DM).
We concentrate on interactive methods, where the DM takes actively part and directs the solution process with one’s preference information. One can learn and gain insight about the problem and also adjust preferences while learning. Importantly, one can concentrate on solutions that seem most promising and avoid high cognitive load of analyzing too much information at a time.

In real applications, function evaluations may be expensive and we outline different approaches. The first is to generate a representative set of Pareto optimal solutions in advance and create a surrogate problem that is computationally inexpensive. In the second approach, we replace a scalarizing function that a multiobjective optimization method employs by a computationally inexpensive metamodel. The third approach is to fit a metamodel to each computationally expensive objective function. Appropriate approaches are also needed if constraint functions are expensive or functions in the problem to be solved have different latencies.

By speeding up calculations, we avoid keeping the DM waiting when applying interactive methods. But the presence of the human DM means that attention must be paid to the understandability and amount of information expected from the DM. We briefly outline pros and cons of some methods and mention further challenges.

3.3 Surrogate model guided optimization of expensive black-box multiobjective problems

Juliane Mueller (NREL – Golden, US)

Many engineering applications require the simultaneous optimization of multiple conflicting objective functions. Often, these objective functions are evaluated using highly accurate computer simulations that are computationally too expensive to be evaluated hundreds or thousands of times during optimization. Thus, the goal is to find good approximations of the Pareto front using as few of these expensive simulations as possible. Here, we describe an optimization approach based on surrogate models and diverse sampling strategies to accelerate the search for the Pareto solutions. We use a separate surrogate model for approximating each objective function and then we use the surrogate models to inform where additional expensive simulations should be run. The surrogate models are updated in an active learning framework whenever new information from the expensive simulations becomes available. The sampling strategies aim at balancing local improvements of the approximate Pareto front and global exploration to identify the extrema and fill in large gaps of the approximate Pareto front. We demonstrate on a large set of benchmark problems the effectiveness of the method for finding good approximations of the Pareto front.
3.4 Fast Pareto Optimization Using Sliding Window Selection

Frank Neumann (University of Adelaide, AU)

Pareto optimization using evolutionary multi-objective algorithms such as the classical GSEMO algorithm has been widely applied to solve constrained submodular optimization problems. A crucial factor determining the runtime of the used evolutionary algorithms to obtain good approximations is the population size of the algorithms which grows with the number of trade-offs that the algorithms encounter. In this paper, we introduce a sliding window speed up technique for recently introduced algorithms. We prove that our technique eliminates the population size as a crucial factor negatively impacting the runtime of the classical GSEMO algorithm and achieves the same theoretical performance guarantees as previous approaches within less computation time. Our experimental investigations for the classical maximum coverage problem confirms that our sliding window technique clearly leads to better results for a wide range of instances and constraint settings.

3.5 Towards decision analytic workflows for real-world problems: Simulation model calibration and multi-objective optimization on a shared evaluation budget

Robin Purshouse (University of Sheffield, GB)

Real-world multi-objective optimization problems sometimes include evaluation functions that rely on computationally expensive simulation models. These types of problems typically constrain the optimization budget to a relatively small number of candidate solutions, e.g. 500-5000. An often-overlooked issue in such problems is that the simulations (i.e. evaluation functions) typically require the calibration of their parameters before they are ready for use in solving a particular problem instance. The simulations can also contain discrepancies – e.g. simplifications in the representation of the physics of the problem–that affect the robustness of solution evaluations. Simulation model calibration is a research field in its own right and concerns itself with inference of model parameters and model discrepancy structures. Inference is typically computational in nature, uses Bayesian methods, and involves the evaluation of sampled candidate parameterisations and discrepancy terms via the simulation model – i.e. it also involves evaluation functions and a constrained evaluation budget. To improve the efficiency of the inference process, low fidelity “emulators”, often
Gaussian processes, are estimated using data sampled from the high fidelity model, closely mirroring the use of surrogate models in optimization workflows. Perhaps surprisingly, very little research has been conducted into the joint problem of simulation model calibration and multi-objective optimization based on such models. How should an evaluation budget best be allocated to the two activities, how should they be sequenced, and how can synergies between the two be exploited? This presentation introduces this novel topic, demonstrates some illustrative benchmark problems, and sketches some tentative solution architectures.

Acknowledgements: Robin Purshouse is supported by SIPHER (MR/S037578/1), a UK Prevention Research Partnership funded by the UK Research and Innovation Councils, the Department of Health and Social Care (England) and the UK devolved administrations, and leading health research charities https://ukprp.org/. Oliver Jones was supported by the UK Engineering and Physical Sciences Research Council.
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3.6 Efficient Approximation of Expected Hypervolume Improvement Using Gauss-Hermite Quadrature

Alma Rahat (Swansea University, GB)
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Many methods for performing multi-objective optimisation of computationally expensive problems have been proposed recently. Typically, a probabilistic surrogate for each objective is constructed from an initial dataset. The surrogates can then be used to produce predictive densities in the objective space for any solution. Using the predictive densities, we can compute the expected hypervolume improvement (EHVI) due to a solution. Maximising the EHVI, we can locate the most promising solution that may be expensively evaluated next. There are closed-form expressions for computing the EHVI, integrating over the multivariate predictive densities. However, they require partitioning of the objective space, which can be prohibitively expensive for more than three objectives. Furthermore, there are no closed-form expressions for a problem where the predictive densities are dependent, capturing the correlations between objectives. Monte Carlo approximation is used instead in such cases, which is not cheap. Hence, the need to develop new accurate but cheaper approximation methods remains. Here we investigate an alternative approach toward approximating the
EHVI using Gauss-Hermite quadrature. We show that it can be an accurate alternative to Monte Carlo for both independent and correlated predictive densities with statistically significant rank correlations for a range of popular test problems.

### 3.7 Problem decomposition in biobjective optimisation

*Andrea Raith (University of Auckland, NZ)*

Decomposition techniques for optimisation problems have significantly improved the ability to solve problems of ever-increasing complexity and problem size by decomposing a complex optimisation problem into related smaller ones. The premise of a decomposition technique is to omit parts of the problem that are unlikely to influence the final solution, and iteratively include, as needed, the parts which will have an impact. Many real-world problems must be formulated with two or more objectives and solving such multiobjective optimisation problems means identifying sets of so-called efficient solutions representing available trade-offs. Different solution algorithms for biobjective linear programmes (BLPs) will be discussed in this talk. Building on a biobjective (parametric) version of the well-known simplex algorithm, different decomposition approaches are presented here. One approach, also known as column generation, is to omit some or all variables (corresponding to columns of the constraint matrix) from the original optimisation problem and then iteratively re-introduce them into the problem. An alternative approach, known as Benders decomposition, separates decision variables into different stages and related optimisation problems, and then dynamically adds constraints into the first-stage formulation to capture the full problem. We present theoretical developments and algorithms that adapt these ideas into decomposition techniques for BLPs. We will also briefly discuss initial developments of a so-called math-heuristic approach that combines exact optimisation concepts with a neighbourhood search heuristic that can be used instead of an exact column generation approach.

### 3.8 A Visualization-Aided Approach to Solving Tri-Criterion Portfolio Problems

*Ralph E. Steuer (University of Georgia – Athens, US)*

This talk contains no text or equations, only graphs. It is about (1) how much more enormously difficult it is to identify one’s best point on an efficient surface than on an efficient frontier and (2) how, on problems in which one objective appears to carry more influence, a visually assisted approach utilizing a new type of line stretched across the efficient set can be applied. Of course, the approach works best the less severely disordered the efficient surface is. A non-trivial tri-criterion portfolio optimization problem is used to illustrate throughout.
3.9 Multi-objective Branch-and-Bound on a Budget

Michael Stiglmayr (Universität Wuppertal, DE)

In this talk we discuss modifications of multi-objective branch-and-bound to diversify solutions and yield a good approximation of the non-dominated set when only limited computation time is available. It is crucial not only to find efficient solutions in early stages of the algorithm but also to find a set of solutions whose images are close to and well distributed along the non-dominated frontier. In particular the adaptation of branching and queuing of sub-problems seems to be important. We use, e.g., the hypervolume indicator as a measure for the gap between lower and upper bound set to implement a multi-objective best-first strategy. Moreover, gap measure indicate the solution quality when prematurely stopping the branch-and-bound algorithm.
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4 Working groups

4.1 Decoupled Design of Experiments for Multi-objective Optimisation on a Budget

Mickaël Binois (INRIA – Sophia Antipolis, FR), Jürgen Branke (University of Warwick, GB), Jonathan Fieldsend (University of Exeter, GB), Robin Purshouse (University of Sheffield, GB)

Fundamental to the performance of surrogate-based optimisation frameworks is the need to construct an initial model based on a carefully selected set of initial designs, and any prior system knowledge. This is both in the case of Bayesian optimisation, which used and iteratively update model(s) mapping decision vectors to predicted performance criteria values, and for evolutionary computation approaches which involving surrogates. The selection and construction of initial designs, which are often treated separately to the decision vectors queried during the subsequent optimisation process, are usually referred to as the design of experiments (or DoE for short). This is because these decision vectors are selected to – in some fashion – be maximally informative on the global underlying process, rather than being biased towards particular regions.

Without any prior information regarding the properties of the objective function(s) such DoE for model fitting are commonly based around space filling sequences such as Latin hypercube sampling [9] or Sobol sequences [10], as purely random sampling tends to naturally result in clusters, which do not serve model fitting well, particularly when the budget for sampling is tight.
Where there are multiple criteria being modelled, this leads to an interesting and under-explored question: should one evaluate all initial designs fully, or selectively evaluate a subset of objectives per design, allowing a greater number of locations to be partially evaluated when building the model(s)? A few works have looked at decoupling objective evaluations during the search process – particularly where there are different costs associated with each objective, but this can also be advantageous where there is a difference in the complexity of the functions being modelled (e.g. one being smooth slowly changing, the other being rugged and fast changing). As such, this appears to be a promising direction for further investigation and research, as even small improvements in such areas can effectively lead to large savings for expensive optimisation problems.

4.1.2 Related Work

A small number of existing works have considered decoupled and/or cost-aware multi-objective optimisation – some of which have considered these factors during the initial DoE phase. Below we discuss the most relevant approaches. A wider survey on the topic of objectives with different costs can be found in [1].

Hernández-Lobato and colleagues proposed the Predictive Entropy Search for Multi-Objective Bayesian Optimization (PESMO) method [6]. PESMO uses predictive entropy search as the acquisition function. This function represents each objective using an additive component, which enables a decoupled evaluation approach to be adopted. The approach was subsequently extended to also consider constraints (again where decoupling is possible) [5].

Suzuki et al. developed the Pareto-frontier entropy search (PFES) approach [11]. PFES is also an entropy approach but considers the entropy in objective-space rather than decision-space, which is computationally simpler. This method also includes cost in evaluating the objectives by including cost in the denominator of the acquisition function. Like PESMO, the approach is easily extended to consider decoupled evaluations.

Iqbal and colleagues proposed the Flexible Multi-Objective Bayesian Optimization (FlexiBo) algorithm [7]. The approach uses a decoupled evaluation in the Bayesian optimisation run but uses a coupled initial DoE procedure. FlexiBo includes two main features: (1) a new acquisition function that is the expected change in hypervolume if only one objective function is evaluated, divided by the cost of this function evaluation; and (2) a confidence region in the objective space for the partially evaluated points. The estimated cost of evaluating each objective is updated each time the objective is evaluated – this is a mean estimate of the cost (treating any observed variability as occurring at random).

Most recently, Buckingham et al. extended the multi-attribute Knowledge Gradient [2] to the case where objectives can be evaluated independently [3]. The authors demonstrate the benefit of independent evaluation not only when the computational times for objectives differ, but also when the lengthscales of the modelled landscapes (which determine the smoothness of the landscape) differ.

A slightly different problem is considered in [8], where one objective is much cheaper (essentially free) to evaluate than the other. They directly incorporate evaluation of the cheap objectives into a pair of hypervolume-based acquisition functions for BO. Consequently, the cheap objectives are evaluated many times while the acquisition function is optimized.

A summary of the different approaches is shown in Table 1, highlighting which methods feature decoupled and cost-aware acquisition functions during the initial DoE, the subsequent optimisation run, or both phases.
Table 1 Existing methods for decoupled cost-aware multi-objective optimisation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Design of experiments</th>
<th>Optimisation</th>
<th>Acquisition function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PESMO [6]</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>FlexiBO [7]</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>C-MOKG [3]</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.1.3 New analyses by the working group

4.1.3.1 Initial DoE when evaluations are decoupled

The costs of the objectives are assumed to be the same for now.

Goal: studying the effect on coupled vs. decoupled designs of experiments (DoE) on the uncertainty on the Pareto front.

To this end, we experiment on Gaussian process models (GPs). More precisely, we generate samples from a Gaussian process model and use it as the ground truth. The hyperparameters are supposed to be known to remove the effect of inference. Hence there is no model mismatch. Examples of outcome are given in Figure 2.

Figure 2 Top: two realisations of Gaussian process priors, with Matérn 5/2 covariance kernel, with lengthscale hyperparameters (0.3, 0.4) (resp. (0.4, 0.2)) for $f_1$ (resp. $f_2$), and unit variance. Bottom: corresponding image in the objective space.

Next, to measure the uncertainty on the Pareto front associated with the fitted GPs, we rely on the so called Vorob’ev deviation (VD), a set based variance measure, see Algorithm 1 for a pseudo code and, e.g., [4] for the details. The reference point used for hypervolume
Algorithm 1: Pseudo-code for the testing procedure.

1. Generate the first design of experiments $X_1$ for objective 1.
2. (Coupled case) $X_2 = X_1$ the DoE of the second objective is the same.
3. (Decoupled case) Generate $X_2$ the second DoE.
4. Build GP models.
5. Generate $s$ conditional samples on some designs $X_s$ from all GPs.
6. Compute the $s$ non-dominated points on couples of samples from the different GPs.
7. Compute the corresponding Vorob’ev deviation.

Figure 3: Attainment function representation in the coupled (left) and decoupled (right) cases. The blue triangle mark observations in the coupled case, where both objectives are evaluated. The cyan line represents the estimated Pareto front of the GP while the reference Pareto front is in blue.

computations is taken to be (3, 3). An example is provided in Figure 3, where the DoE for the first objective is the same while the second one is either coupled or decoupled. One visible effect is that when both objectives are jointly evaluated, the area that is dominated (attainment value = 1) is larger. This is probably because in the decoupled case, solutions are never surely dominated (even though the domination probability is extremely low).

We compare VD values of different setups for the coupled and decoupled case:

- the DoE for the first objective is either uniformly sampled or is a maximin Latin hypercube design;
- the DoE for the second objective is the same as the first objective (coupled case), uniformly sampled or an LHS augmenting the DoE of the first objective.

Figure 4 shows the results. Comparing the top row (both initial designs uniformly sampled) with the middle row (an augmenting LHS used to complement the first uniform DoE), there seems to be not much difference. However, the bottom row (first design is sampled with LHS, second uses augmenting LHS) shows a significant improvement of the Vorob’ev deviation of either the coupled (red dots) or decoupled (box plots) sampling. Clearly, a space-filling design improves our estimate of the Pareto front, but it seems not sufficient to only make the design of the second objective space-filling.

Note that with respect to the Vorob’ev deviation, when at least one of the designs is random (first two rows, first two columns), the red dots are sometimes above and sometimes below the median of the boxplots, while the red dots are mostly below the median of the boxplots in the bottom row (full space-filling design). This indicates that at least if a
space-filling design is used, decoupled sampling is worse than coupled sampling, possibly due to the effect mentioned above on the size of the known dominated region. Note, however, that in these experiments we assume equal cost of sampling the two objectives, and equal lengthscales of the two objectives. As we see later, in other cases decoupling may be beneficial.

The results look slightly different when considering the expected product of the standard deviations of the GP (right column), which is an indication of the accuracy of the estimation quality of the models over the entire search space, rather than the Pareto frontier. Here, the first two rows show a clear benefit of decoupled sampling. However, this benefit seems to disappear once both objectives are sampled using space-filling designs (third row).

Figure 4 Boxplots of Vorob’ev deviation with decoupled designs, over 11 different runs and 10 replications per run. In the top row, both initial designs are uniformly sampled, in the middle row, an augmenting LHS is used to complement the first uniform DoE, and in the bottom row, an augmenting LHS is used to complement the first LHS design. Left column shows VD, middle column shows VD against true Pareto front, and right column shows standard deviation product. The value of the coupled design is in red.
4.1.3.2 Initial DoE when evaluations have different costs

Now let us assume the cost is different between different objectives $f_1$ and $f_2$ (etc). The first tasks are to define the total time budget for experiments and get relative costs of $f_1$, $f_2$, …, $f_3$. We will then consider a number of alternative approaches to DoE, including a coupled baseline.

1. (Coupled) Both functions evaluated at once.
2. (Decoupled naive) Both functions evaluated the same number of times, but at differing locations. (generated by Augmented LHS)
3. (Decoupled) The allocation of total budget to the two functions depends on lengthscales and relative costs, according to Eq. 1. Objectives with smaller lengthscales and smaller cost are sampled more often.

Considering how to split the computational budget, let us consider the simplest case of optimising a (weighted) sum of two objectives. In such a case, if we want to minimise integrated mean squared prediction error (IMSPE), then it is not possible to improve beyond coupled sampling, as the variances of the two functions just add up, and the optimal design for each function would be the same. However, if the costs or lengthscales are different, then we could use IMSPE to determine an appropriate allocation of the budget to the two functions as follows:

$$\min_{n_1} \frac{IMSPE(n_1)}{c_1 \times n_1} + \frac{IMSPE(N - n_1)}{c_2 \times (N - n_1)},$$

(1)

where $N$ is the total budget, $n_1$ is the number of samples allocated to objective $f_1$, and $c_1$ ($c_2$) are the cost of evaluating objective $f_1$ ($f_2$).

As in the previous section, we rely on GP samples to define a ground truth. We also assume some known values of the lengthscales of the objectives: (0.3, 0.4) for the first, (0.4, 0.2) for the second. We start with four initial designs for each objective in the various cases, then 26 decoupled evaluations are performed. We only compare the ‘coupled’, ‘naive’ and ‘decoupled’ strategies. The results are in Figure 5. First, from the IMSPE results, we observe that the values for objective 1 and 2 are different (importantly, the GP variances are equal here), due to the different lengthscales. The naive baseline always performs worst. Then, in the same cost case, there is no change between the coupled and decoupled case. As the cost of $f_2$ increases, the effect is that the IMSPE of $f_1$ is reduced faster compared to $f_2$, with no strong detrimental effect on $f_2$ for the same total cost. The outcome is that it is reasonable to sample more $f_1$, in a ratio that only depends on the lengthscales and relative cost.

4.1.4 Discussion and future research ideas

In this report, we have examined the possibility of improving the quality of the surrogate models obtained through a DoE in case of multi-objective optimisation where the evaluation of the different objectives can be decoupled. We found that for the case of equal lengthscales, decoupling the evaluations (i.e., evaluating different solutions on different objectives) did tend to worsen the quality of the Pareto front estimate as measured by Vorob’ev deviation. However, when objectives had different costs and/or lengthscales, decoupling could improve results substantially in terms of total IMPSE.

In the future, we plan to investigate also other sampling strategies such as taking into account the posterior of the first objective when deciding where to evaluate the second objective, or to learn each objective function’s lengthscales and cost on the fly.
Figure 5 Left: IMSPE vs. cost for the various strategies. Right: objectives evaluated per iteration. Top: cost is equal for both objectives, Middle: cost of $f_2$ is 5 times greater, Bottom: cost of $f_2$ is 10 times greater.
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4.2.1 Motivation

Indicator-based evolutionary algorithms are among the most powerful multi-objective algorithms, in particular when using hypervolume (HV) contribution as indicator. They are not really suitable for many-objective problems, as the computational cost for computing HV
contributions becomes prohibitive as the number of objectives increases. This working group was looking at ways to make HV-indicator based evolutionary algorithms computationally feasible also for many-objective problems. Since steady-state indicator-based EAs in every iteration only generate one new solution and remove one solution from the population, we saw the following opportunities:

1. Identifying the solution with the least HV contribution may be easier than computing the HV contribution for all solutions.
2. The problems to be solved in each iteration are very similar, with only one solution replaced by another. A lot of the computational results may be transferred from one iteration to the next.
3. Evolutionary algorithms are stochastic algorithms and inherently tolerant to noise. Thus it is not clear whether it is actually necessary to always correctly identify the solution with the minimal HV contribution. Perhaps an approximation with tuneable precision would be sufficient and not jeopardise the optimisation behaviour of the MOEA.
4. HV calculations, in particular Monte Carlo approximations, could benefit from the use of GPUs.

4.2.2 Basic definitions

Definition 1. Hypercuboid-bounded hypervolume indicator. Given a set of points \( S \) in the objective space \( \mathbb{R}^d \) and a hypercuboid \([r_*, r^*]\) such that \( \forall p \in S \; r_* \preceq p \), the hypercuboid-bounded hypervolume indicator of \( S \) is the measure of the region weakly dominated by \( S \) within \([r_*, r^*]\), i.e.:

\[
H(S, [r_*, r^*]) = \mathcal{L}\{q \in [r_*, r^*] \mid \exists p \in S : q \preceq p\}
\]  

where \( \mathcal{L}(\cdot) \) denotes the Lebesgue measure.

Note that

\[
H(S, [r_*, r^*]) = H(\text{nd-worse}(S, r^*), r_*)
\]  

where nd-worse\((S, r^*) = \{q \in \mathbb{R}^d \mid \exists q' \in S : \forall j q_j = \min(q'_j, r^*_j)\} \) may be interpreted as projection of \( S \) onto \([r_*, r^*]\). Note also that Hypercuboid-bounded hypervolume is equivalent to the standard hypervolume if all points in \( S \) are weakly dominated by \( r^* \).

Definition 2. Hypervolume contribution. Hypervolume contribution of a point \( s \) to \( H(S \cup \{s\}, r_*) \) (allowing both \( s \in S \) or \( s \not\in S \)) is the difference between hypervolume of \( S \cup \{s\} \) and hypervolume of \( S \setminus \{s\} \), i.e.:

\[
\text{HVC}(s, S, r_*) = HV(S \cup \{s\}, r_*) - HV(S \setminus \{s\}, r_*)
\]  

Hypervolume contribution of a point \( s \) defined by equation (4) could alternatively be calculated as the difference of hypervolume of \( \{s\} \) and hypercuboid-bounded hypervolume of \( S \setminus \{s\} \) within \([r_*, s]\), i.e.:

\[
\text{HVC}(s, S, r_*) = \mathcal{L}([r_*, s]) - HV(S \setminus \{s\}, [r_*, s])
\]  

where \( \mathcal{L}([r_*, s]) \) is the hypervolume of hypercuboid \([r_*, s]\). In practice, the use of equation (5) allows for a faster calculation of hypervolume contribution than equation (4), since hypervolume is calculated just once (the time of calculation of \( \mathcal{L}([r_*, s]) \) is negligible) and many points in \( S \) may become dominated after projection onto \([r_*, s]\).
4.2.3 Literature review

There is a lot of literature on how to efficiently compute the HV, and also some literature on how to compute HV contributions. In fact, it is too much to list here, so the interested reader is instead referred to the surveys in [6, 11].

[8] proposed the Quick Extreme Hypervolume Contribution (QEHC) algorithm which may be used to efficiently find a point (solution) with either the minimum or the maximum contribution for any number of objectives. Since calculation of hypervolume contribution boils down to the calculation of hypervolume (see (5)), QEHC uses the algorithm introduced in [7] to calculate concurrently HV contribution of each solution with quickly converging guaranteed lower and upper bounds for hypervolume contribution. It then uses these bounds to stop calculation of HV contributions for solutions that may not give the unique minimum or maximum contribution.

[3] and [9] proposed greedy lazy approaches for hypervolume subset selection problem with either incremental or decremental approach. These algorithms in each iteration select the solution with the maximum ([3]) or minimum ([9]) hypervolume contribution and utilize the fact that hypervolume is a non-decreasing submodular function:

\[ HVC(s, S \cup \{p\}, r^*) \leq HVC(s, S, r^*) , \forall S, \forall p \notin S \]  

(6)

Since these algorithms only add ([3]) or remove ([9]) a solution in each iteration, they may use contributions calculated in a previous iteration as the upper or lower bounds in a subsequent iteration. Note, however, that these bounds cease to be valid if solutions are both added and removed form a set of solutions.

[4] extends [3] and exploits submodular properties of the HV indicator to reduce the number of HV contribution calculations when selecting a subset from a large number of Pareto-optimal solutions. [10] proposes a local search method for selecting the subset of size \( k \) with maximum HV from a larger set of Pareto optimal solutions. Among other things, they show that the number of solutions whose HV contribution is affected by removal of one solution grows very quickly with increasing number of objectives (Fig. 4 in [10]).

[2] propose a fast approximation algorithm to determine the solution with the smallest HV contribution. For given \( \epsilon, \delta > 0 \) it identifies, with probability at least \( (1 - \delta) \), a solution with contribution at most \( (1 + \epsilon) \) times the true minimal HV contribution. It is shown to work on very large problem instances with thousands of solutions and hundred dimensions.

[12] proposes a method to efficiently approximate a solution’s HV contribution using line segments.

[5] develop a neighborhood structure among local nadir points (also referred to as local upper bounds) in order to compute the entire nondominated set of a discrete multi-objective optimization problem in an efficient way. The neighborhood structure is updated with every new nondominated point. An advantage of this neighborhood structure is that once one local nadir point is known that has to be updated due to the insertion of a new point, one can easily navigate through the list of local nadir points to find all those that have to be updated in this iteration, too.

4.2.4 Proposed algorithm

We concluded that the following combination of algorithms might be promising.

As a baseline, we could use the algorithm from [8] to quickly identify the solution with the minimum HV contribution. As a result, we obtain bounds of the HV contribution of each solution in the population. After removing the solution with the minimum HV contribution
and adding a new solution, we would have to update the information to quickly identify the next solution with minimum HV contribution. This would be done in two steps:

1. First, we would check whether there are any dominated solutions. If there is at least one dominated solution, we can remove one of them at random as all of their HV contributions are equal to zero, and thus minimal. If several dominated solutions are found, they can be removed iteratively without the need to recompute any HV contributions.
2. If there are no dominated solutions, we can use the algorithm in [5] to identify the solutions whose HV contribution may have changed. Only those solutions need to have their bounds re-set, while the other solutions may keep their bounds from the previous iteration. With this update, the algorithm from [8] can be used again to quickly identify the solution with minimal HV contribution.

We also noted that it is easy to adapt the algorithm in [8] to work with approximations, rather than running it until the solution with the guaranteed smallest HV contribution remains. One could stop the algorithm earlier, while some intervals still overlap, with the tolerated overlap controlling the approximation error.

The number of solutions that need to be updated in one iteration of Step 2 may vary from one iteration to another, but it can generally not be large in all iterations.

4.2.5 Additional ideas

Additional ideas discussed at the working group include

- The paper by [2] proposes an efficient algorithm to identify the solution with minimal HV contribution and approximation guarantee. It would be worthwhile to explore whether it is possible to speed this up by transferring computational results from one iteration to the next.
- For algorithms that add or remove more than one solution, [4] discusses possibilities to speed up computations.
- For ray-based approximations: when increasing the budget to increase accuracy, is it better to use more rays or more points along each ray?
- Can we cleverly employ GPUs for MC estimation approaches for HV? Which way to cut? Should each sample be evaluated in a core containing the reference set, or each reference set member on a core compared to a set of samples?
- How accurate do we need the estimation to be for effective use in (expensive) optimisation algorithms – i.e., what budgets do we need to employ. Is this fixed throughout the run or should it vary? Can we reproduce the observations from [1] for noisy single-objective problems: Accuracy is important at the start, not really in the middle, very important at the end?
- What is our budget for approximation given known computation time for fitness evaluation, i.e., should we rather spend more time on accurate HV computations, or work with crude approximations and instead do more iterations?
- If we only add points to the Pareto front, or only remove points, then we can make use of the fact that HV contributions can only decrease or increase, respectively. But only adding points will mean that we need to have an unconstrained size of the Pareto front.
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Real world optimization problems typically incorporate multiple objectives, and therefore generating and selecting a solution is not straightforward, and often leads to repeated interactions between decision makers and analysts before a final solution can be identified. Existing literature focus primarily on methodological contributions to elements of this overarching process, without elaborating the ecosystem within which interactive decisions are being made. Thus, there is a need to develop a concise and abstract frame of reference that allows discussions about these interactive knowledge exchanges, and in this report we present a skeleton structure to promote discussions in interactive decision-making in the context of multiobjective problem-solving on a budget.
4.3.1 Introduction

Multiobjective optimization refers to finding optimal solutions under the presence of multiple, often conflicting objective functions. Often, this is to be done within a predefined budget arising from resource limitations. The typical process consists of solving a multiobjective optimization problem specified by problem owners (POs) followed by decision makers (DMs) interacting with the solutions and studying the trade-offs between objective functions, and considering constraints (e.g., manufacturability of a mechanical apparatus), and ancillary information to identify solutions that meet their requirements. This is a rich field of study with many publications focusing on solving specific aspects of the whole process, see, for example, [1] for a survey on the various interactive multiobjective optimization methods, and [2] for a recent overview and survey of how to assess performance in this context. Nonetheless, there is a lack of an overall framework and taxonomy that allow discussion and contributions to be directed within a well-thought-out structure. As pointed out, e.g., in [3], the whole process with the problem formulation is rarely discussed in publications. In this report, we aim to propose an initial sketch for such a frame of reference that can be used as a tool by researchers to facilitate discussions and identify the scope of contributions within this structure. Next, we briefly discuss the proposed frame of reference.

4.3.2 Frame of Reference for Knowledge Exchange (FKE)

Multiobjective optimization and related decision-making is an iterative process, and there are many elements to it. Firstly, we have the DMs or POs, who are attempting to solve a decision-making problem with many objective functions, supported by an (or a team of) analyst(s), or in other words an expert in optimization and decision-making methodologies. Together they are the elements of the human side of the process. Naturally, the other component of this process is then the computational side consisting of a mathematical or computational model devised through a specification, a suite of solvers appropriate for addressing the multiobjective optimization problem (MOP), and a module for information and knowledge extraction (e.g., for visualising the trade-offs) with an interactive user interface.

![Figure 6](23361)

**Figure 6** The proposed frame of reference for knowledge exchange (FKE). The core concept captures the idea that the DM and the analyst work together on the human side in identifying the best solution, through cycles of requests and elicitations through model updates in the computational world (in blue shaded region), which is used by the solver to produce a set of solutions that the DM can interact with to reach final conclusions.
There are different forms of interactions between the elements. On the human side, the interactions are between the DM and the analyst. DMs use requests, to inform the analyst of what would be required of the model. Requests are related to the objective functions, constraints and decision variables. They can be reductionist (e.g., locate the best subset), expansive (e.g., include a new aspect), or a form of amendments (e.g., refinement or reformulations). Furthermore, the requests tend to be triggered by some recognition or need for change. The instigator in this case can be either the DM or the analyst. When the DM instigates, apart from the initial model specification, it may be because of new information becoming available, for example, a recognition of a new element of the problem that was not defined initially, a change in preference information relative to objective functions, new knowledge about the problem becoming available, or discrepancy with the real world requirements. On the other hand, an analyst may be able to instigate a change request after observing the behaviour of the DM. The latter may be automated through anomaly detection techniques.

At the boundary of the human-computer ecosystem, the analyst uses the requests to (re-)formulate model specifications and configure the appropriate solvers. On the other hand, the DMs interact with the computational side through a user interface where they can query the (estimated) Pareto front, and iteratively identify interesting (regions) of solutions. Moreover, they may instigate another run of the solver to investigate particular regions of interest through preference elicitation.

These core elements and interactions can be used to construct an frame of reference for knowledge exchange (FKE) that captures the solution process. An illustration of the IDF is shown in Figure 6. We now discuss the framework through an example.

4.3.2.1 A first Example: Multiobjective Interactive Radiotherapy Assistant (MIRA)

A software tool was proposed in [4] known as a multiobjective Interactive Radiotherapy Assistant (MIRA). It is used for radiotherapy planning with multiobjective optimization through an interactive exploration of the solution space. In this tool, a radiologist identifies a target volume and an associate dosage. Typically, there will be millions of voxels (where each voxel is a collection of pixels in a volumetric image), with each representing an objective function. Therefore, only a subset of the objective functions is used to reflect an organ of interest. A dose distribution should immediately go down for a healthy organ to protect them, while other target parts follow a different distribution.

Considering FKE, the interactions between the DM and the analyst may occur as follows: a DM identifies the voxels and defines thresholds for exploration, and then the analyst configures the solver and the model to extract an approximate Pareto front. In addition, a DM can pick a point on the imageries to highlight a new voxel, and hence introduce a new objective function. On the other hand, the DM working with the interface can merely look at a subset of the currently generated front. Alternatively, they could also focus on a part of the front, and rerun the solver to improve the approximation.

4.3.2.2 A Second Example: Multiobjective dynamic vehicle performance optimisation

A second example is given by the improvement of dynamic vehicle performance during automotive design processes [5]. The high-speed stability of a vehicle is crucial for comfortable drive during highway scenarios. It relates to stable, predictable and controllable vehicles and finally results in ride comfort and road holding capabilities. The vehicle behaviour is mainly influenced by the interaction between components in the suspension system, the steering
subsystems and the tire characteristics, resulting in a high number of adjustment factors. Usually, these tests and tuning related to the comfort level of a vehicle are done late in the design stages with road registered prototype vehicles. However, with the introduction of virtual developments tools these tests can be performed early in the design process and allow for much higher variety of tests. The subjective evaluation of a vehicle however requires the consideration of various scenarios during day to day driving which results in a high number of criteria for the optimisation. This results on the one hand in a high number of parameters describing the vehicle, on the other hand a high dimensional solution space in which most criteria are in a trade-off relationship. The selection of one single vehicle configuration requires therefore the identification of a preferred solution in the high dimensional search space. At the same time, it can become obvious, that evaluation scenarios needs to be exchanged or adapted during decision making and analysis processes, resulting in changes in the optimisation criteria or even in the underlying system structure, resulting in changes in the pasteurisation of the problem.

In the next section, we discuss briefly how different levels of budget relate to the frame of reference.

4.3.3 Context and Examples of Budgets

Different interactions may be associated with different types of budgets, but they are primarily due to resource limitations. The DM must identify the ultimate solution within any such budget. Below, we present a few examples of budgets in this context.

Wall clock time. The overall time before the DM must finalise their decision may be well-defined.

Model related budget. Many real world problems would require substantial time for each function evaluation if it requires numerical simulations. For example, a computational fluid dynamic simulation of a draft tube may take a thousand seconds [6]. So, the budget may be about a few hundred function evaluations, and thus impact the interactions and their nature.

Solver budget. The solver may itself be expensive. For example, entropy search for multiobjective optimization requires numerically approximating an acquisition function that can discriminate between solutions, but optimizing such acquisition functions to identify the next best solution may be exorbitant [7]. Thus, there are practical limitations on how much time we can spend before evaluating the next solution.

Proprietary software. Many professional simulation software are proprietary, and therefore, there may be limits to how many licences are available to a DM.

Preparation budget. Interactions between the DM and analysts may take an insignificant amount of time for discussions. In addition, for the analyst to evaluate and prepare models/solvers with DM guidance may take some time.

4.3.4 Conclusion

In this report, we briefly proposed and discussed a framework for iterative discovery of final solutions by a DM while interacting with multiobjective optimization methods supported by analysts. Future work involves expanding the framework and validating it with multiple real examples, with the possibility of incorporating multiple DMs working independently.
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### 4.4.1 Introduction

Optimization problems have often to be solved on a limited budget, e.g. due to time restriction or restrictions on the number of function evaluations. Multiobjective optimization problems are in general more costly to solve compared to single-objective optimization problems. Specifically, the number of objective functions and the type of objective functions directly influence the effort needed to solve the problem. Hence, in case of budget constraints for solving the problem, an important first step is to reduce the complexity of the multiobjective model as far as possible. In our working group, we have discussed and analyzed different ways to simplify a multiobjective optimization problem using reduction approaches.

We considered both reduction of structural complexity (e.g. by low-order polynomial approximation of objective functions) and reduction of problem size, in particular with respect to objective functions (e.g. by scalarization and aggregation of different objective functions). We refer to Figure 7 for an overview of different possible reduction scopes.
Figure 7 Overview of different possible reduction scopes. In this report, we focus on the reduction of the number of objectives by means of scalarization and aggregation of different objective functions.

As mentioned above, reducing the complexity of a multiobjective problem is relevant in the context of optimization on a budget, with the idea of making better use of the limited number of evaluations available. The price of the reduction in general as well as measures for the quality of some reduction in particular are other interesting topics that deserve to be explored.

In this report, we present the main results achieved during the seminar:

- Reducing the number of objective functions by scalarizing some of the convex objectives – refer to Section 4.4.2
- Sufficient conditions for reducing the number of objectives locally using gradients – refer to Section 4.4.3

For completeness, we list other interesting discussion topics that we did not have time to delve into due to the limited time resources available:

- Reducing the complexity of the problem by (local) low-order polynomial approximation of objective functions (linearization or quadratic approximation)
- Best balance of high- and low-fidelity models during optimization
- Possible use of surrogate models to check local convexity

4.4.2 Reducing the Number of Objective Functions by Convex Combination

We aimed at the examination of the relation between the efficient set, i.e. the set of efficient solutions of a tri-objective problem and a family of bi-objective problems, obtained by combining two of the functions using weighted sums and by varying the weights. To be more specific, we examine the problem

$$\min_{x \in S} \begin{pmatrix} f_1(x) \\ f_2(x) \\ f_3(x) \end{pmatrix} \quad \text{(MOP)}$$

with $f_i : \mathbb{R}^n \to \mathbb{R}$, $i \in [3] := \{1, 2, 3\}$ continuous functions and a feasible set $S \subseteq \mathbb{R}^n$. The set of efficient solutions of (MOP) is denoted by $\mathcal{E}$ and the set of weakly efficient solutions by $\mathcal{E}_w$. 
With this problem, we associate the family of problems

$$\min_{x \in S} \left( \frac{f_k(x)}{w f_i(x) + (1-w)f_j(x)} \right)$$

(BOP\((k, w)\))

where \(k \in [3]\) and \(w \in [0, 1]\). The set \(\{i, j\} := [3]\setminus\{k\}\) refers to the remaining indices, i.e. the indices other than \(k\). The set of efficient solutions of (BOP\((k, w)\)) is denoted by \(E(k, w)\) and the set of weakly efficient solutions by \(E_w(k, w)\). In the literature, the effects of adding or deleting an objective function have been studied, see [2]. Moreover, for a fixed choice of \(k\) and \(w\), (BOP\((k, w)\)) and its relation to (MOP) has been addressed among others in [1]. Here, we examine the family of problems (BOP\((k, w)\)).

The following result relates the set of optimal solutions of the problems mention above to each other:

**Theorem 1.** Let the set \(f(S) + \mathbb{R}^2_+\) be convex (which, for instance, holds true if the functions \(f_i: \mathbb{R}^n \to \mathbb{R}, i \in [3]\)) and the set \(S \subseteq \mathbb{R}^n\) are both convex. Then, for any \(k \in [3]\), it holds

$$\bigcup_{w \in [0,1]} E(k, w) \subseteq E \subseteq \bigcup_{w \in [0,1]} E_w(k, w).$$

**Proof.** We start with the first inclusion. W.l.o.g. let \(k = 1\) and then \(i = 2, j = 3\). Let \(w \in (0,1)\) and \(\bar{x} \in E(1, w)\). Assume \(\bar{x} \notin E\). Then, there exists \(x \in S\) with \(f_1(x) \leq f_1(\bar{x})\), \(f_2(x) \leq f_2(\bar{x})\), and \(f_3(x) \leq f_3(\bar{x})\), with strict inequality for at least one of the inequalities. Thus, it holds \(w f_2(x) + (1-w)f_3(x) < w f_2(\bar{x}) + (1-w)f_3(\bar{x})\).

If \(f_1(\bar{x}) < f_1(x)\), then this is a contradiction to \(\bar{x} \in E(1, w)\).

Otherwise, \(f_2(\bar{x}) < f_2(x)\) or \(f_3(\bar{x}) < f_3(x)\) holds true. We have \(w f_2(x) + (1-w)f_3(x) < w f_2(\bar{x}) + (1-w)f_3(\bar{x})\) in contradiction to \(\bar{x} \in E(1, w)\).

For the second inclusion, let \(x \in E\). Then, due to convexity of \(f(S) + \mathbb{R}^2_+\), there exists a vector \(v \in \mathbb{R}^3_+\setminus\{0\}\) such that \(\bar{x}\) is a minimal solution of

$$\min_{x \in S} v_1 f_1(x) + v_2 f_2(x) + v_3 f_3(x).$$

Set \(\alpha := v_2 + v_3 \geq 0\). If \(\alpha = 0\), then \(v_2 = v_3 = 0, v_1 > 0\) and \(\bar{x}\) is a minimal solution of

$$\min_{x \in S} v_1 f_1(x)$$

and, thus, \(\bar{x} \in E_w(k, w)\). Otherwise, \(\alpha > 0\) and \(\bar{x}\) is also a minimal solution of

$$\min_{x \in S} \frac{v_1}{\alpha} f_1(x) + \frac{v_2}{\alpha} f_2(x) + \frac{v_3}{\alpha} f_3(x)$$

and for \(w := \frac{v_2}{\alpha} \in [0,1]\), the point \(\bar{x}\) is a minimal solution of a weighted sum ob the objectives \(f_1(x)\) and \(w f_2(x) + (1-w)f_3(x)\) with the two weights \(v_1/\alpha \geq 0\) and 1. Thus, \(\bar{x} \in E_w(k, w)\). \(\Box\)

However, the biobjective problems (BOP\((k, w)\)) are in general not capable of covering the full complexity of the three-objective problem (MOP) as the following counterexample within the next proposition shows.

**Proposition 1.** Efficient solutions of (MOP) are not necessarily efficient for one of the associated biobjective problems (BOP\((k, w)\)), i.e. there may exist an efficient solution \(x \in E\) such that \(x \notin E(k, w)\) for all \(k \in [3]\) and \(w \in [0,1]\).
For all biobjective weighted sum problems of the form \( \text{(BOP}(k, w)) \), \( k \in \{1, 2, 3\} \), the point \( P_4 \) is dominated.

**Proof.** For the following counterexample, we consider the points in outcome space. Let four feasible points in outcome space be given by

\[
P_1 = (5, 0, 0)^T, \quad P_2 = (0, 5, 0)^T, \quad P_3 = (0, 0, 5)^T, \quad P_4 = (4, 4, 4)^T,
\]

see Figure 8. Then, \( P_4 \) is dominated for all problems of the form \( \text{(BOP}(k, w)) \) (i.e., for all \( k \in \{1, 2, 3\} \)):

For \( k = 1 \), the four points are mapped to \( (5, 0, 0)^T \), \( (0, 5, 0)^T \), \( (0, 0, 5(1-w))^T \), \( (4, 4, 4)^T \). Then, \( (4, 4, 4)^T \) is dominated for all \( w \in [0, 1] \) by \( (0, 5, 0)^T \) or by \( (0, 0, 5(1-w))^T \). The cases, \( k = 2, 3 \) yield the same result due to symmetry. ▶

The proof of Proposition 1 shows that unsupported efficient solutions may not be obtained as optimal solutions of one of the associated biobjective subproblems \( \text{(BOP}(k, w)) \). Thus, additional convexity assumptions seem to be necessary. However, as the following proposition shows, it is not sufficient if only two of the three objectives are convex.

**Proposition 2 ([3]).** Consider the problem \( \text{(MOP)} \). Moreover, we assume that \( S \) is a convex set, \( f_2 \) and \( f_3 \) are convex functions. Then, there may exist efficient solutions \( x \in E \) for \( \text{(MOP)} \) which can not be obtained as efficient solutions of \( \text{(BOP}(1, w)) \) with \( w \in [0, 1] \), i.e., \( x \notin \bigcup_{w \in [0,1]} E(k, w) \).

**Proof.** Consider the tri-objective problem \( \text{(MOP)} \) with \( n = 2 \), \( f_1(x) = (1 - (x_1 - 1)^2 - x_2)^2 \), \( f_2(x) = x_1 + \varepsilon x_2 \), \( f_3(x) = 2 - x_1 + \varepsilon x_2 \) for some \( \varepsilon > 0 \). Moreover, let \( S = \{(x_1, x_2)^T : x_1, x_2 \geq 0\} \), i.e. we study

\[
\min_{x_1, x_2 \geq 0} \begin{pmatrix}
(1 - (x_1 - 1)^2 - x_2)^2 \\
x_1 + \varepsilon x_2 \\
2 - x_1 + \varepsilon x_2
\end{pmatrix}
\]

Then, \( \bar{x} = (1, 1)^T \), \( \hat{x} = (0, 0)^T \), and \( x' = (2, 0)^T \) are efficient solutions, since the non-negative objective function \( f_1 \) equals zero for all of them (i.e., \( f_1(\bar{x}) = f_1(\hat{x}) = f_1(x') = 0 \). The
corresponding vectors in the outcome space are
\[ f(\bar{x}) = \begin{pmatrix} 0 \\ 1 + \varepsilon \\ 1 + \varepsilon \end{pmatrix} \]
\[ f(\hat{x}) = \begin{pmatrix} 0 \\ 0 \\ 2 \end{pmatrix} \]
\[ f(x') = \begin{pmatrix} 0 \\ 2 \\ 0 \end{pmatrix} \]

For \( \bar{x}, \hat{x}, x' \), we determine the corresponding outcome vectors for the bi-objective optimization problem (BOP(1,\( w \)))
\[
\begin{align*}
    f_1(\bar{x}) &= \mu f_1(\bar{x}) + (1 - \mu) f_2(\bar{x}) \\
    f_1(\hat{x}) &= 0 \\
    f_1(x') &= 2 (1 - w) \\
    f_2(\bar{x}) &= \mu f_2(\bar{x}) + (1 - \mu) f_3(\bar{x}) \\
    f_2(\hat{x}) &= 0 \\
    f_2(x') &= 2 w
\end{align*}
\]

One can easily verify, that \( \bar{x} \) is a dominated solution of (BOP(1,\( w \))) for all values \( w \in [0, 1] \), since \( \bar{x} \) is dominated by \( \hat{x} \) if \( w > \frac{1}{2} (1 - \varepsilon) \) or by \( x' \) if \( w < \frac{1}{2} (1 + \varepsilon) \).

Note that similar results can be easily shown for \( k = 2, 3 \), since the weighted sum in the second objective of (BOP(\( k, w \))) involves a potentially non-convex function.

### 4.4.3 Descent Algorithms

Let us consider an algorithm for solving the multiobjective optimization problem (MOP) and assume that this algorithm relies on iteratively computing descent directions of the individual objective functions in a local optimization procedure. Then, if the gradient of one individual objective function is locally a convex combination of the others, this objective function does not have to be considered in the optimization process. More precisely, the following statement holds true.

We use the definition that a direction \( d \) is a descent direction for a continuously differentiable function \( g: \mathbb{R}^n \to \mathbb{R} \) in \( \bar{x} \) if \( \nabla g(\bar{x})^T d < 0 \).

\begin{lemma}
Consider (MOP) as above with continuously differentiable objective functions and \( S = \mathbb{R}^n \). Suppose there is \( \bar{x} \in S \) and \( \mu \in [0, 1] \) such that \( \nabla f_3(\bar{x}) = \mu \nabla f_1(\bar{x}) + (1 - \mu) f_2(\bar{x}) \). Then, any descent direction \( d \) for \( f_1 \) and \( f_2 \) in \( \bar{x} \) is also a descent direction for \( f_3 \) in \( \bar{x} \).
\end{lemma}

\begin{proof}
Using that \( d \) is a descent direction for \( f_1 \) and \( f_2 \) we immediately get
\[
\nabla f_3(\bar{x})^T d = \mu \nabla f_1(\bar{x})^T d + (1 - \mu) f_2(\bar{x})^T d < 0.
\]
\end{proof}

\begin{references}
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4.5.1 Introduction

Some decisions within current (evolutionary) multiobjective optimization algorithms are solely based on rankings among solutions. The environmental selection step is one classical example. In the case where these decisions are costly, for example because the objective functions playing a role in the decision are expensive to evaluate, surrogate models for this decision process can be learned to replace the costly exact decision process by a cheaper, hopefully adequate enough process. This is in contrast with most existing surrogate-assisted (multiobjective) algorithms in which the objective functions are modelled by surrogates and the decision process is run on the surrogate-evaluated solutions.

In the subgroup on rank-based surrogates, we explored the possibilities of how rank-based surrogates can be used when rank-based decisions have to be made within an algorithm. As a first simple example, we propose to use a support vector machine to predict the environmental selection decisions in the NSGA-II algorithm [2]. In the following, we discuss the main ideas behind this rank-surrogate based NSGA-II and provide its pseudocode. Implementation, testing, and numerical benchmarking of the proposed algorithm remains a task for future work.

4.5.2 The Proposed Algorithm

Following the ideas of the lq-CMA-ES algorithm [3] for single-objective surrogate-based optimization, we discuss a very basic multiobjective algorithm with a rank-based surrogate. The main working principle of the algorithm is to learn a rank-based surrogate model for the decision which solutions to keep and which to abandon at each step (environmental selection). The pseudocode in Algorithm 2 uses as baseline algorithm the well-known NSGA-II [2] and a Support Vector Machine (SVM, [1]) as the surrogate model but other multiobjective algorithms and surrogate models could be used instead as well.

In order to save as many expensive function evaluations as possible, we evaluate, in each iteration, only a small proportion $p\lambda$ of the $\lambda$ newly sampled solutions. Based on the last $\lambda$ evaluated solutions in an archive $\mathcal{A}$ and the corresponding environmental selection decision on them, a surrogate model is learned to predict, for each solution $x_i$ of a new set of $\lambda$ solutions $x_1, \ldots, x_\lambda$ whether the solution $x_i$ is to be kept (value 1) or not (value 0) for the next iteration. If the new model is predicting the environmental selection decisions well enough compared to the previous model (in terms of the Kendall-tau rank correlation coefficient, [4], line 15), we save the remaining function evaluations of the iteration and continue with the original algorithm, here NSGA-II. Only if the predictions between the old and the new surrogate model differ too much, i.e., if the Kendall rank correlation coefficient is smaller than a given threshold $T_\tau$, the next $\lceil p\lambda \lambda \rceil$ solutions of the current iteration are evaluated successively on the true objective functions, and a new model is learned until the rank correlation coefficient between the old and the new model is larger than the target $T_\tau$ (or until all $\lambda$ solutions in the iteration are evaluated).

Note that in the pseudocode of Algorithm 2, the classifier $C_t$ returns $\mu$ solutions out of a set of $\mu + \lambda$ solutions (i.e., the ones that are selected for survival). To achieve this with SVMs, we return the $\mu$ solutions with the largest predicted value among all $\mu + \lambda$ solutions.
Algorithm 2: NSGA-II with environmental selection replaced with SVM prediction.

Inputs:
\( \mu \): population size of the multiobjective algorithm
\( \lambda \): number of offspring per iteration
\( p_\lambda \): percentage of offspring evaluated together (default: 10\%)
\( T_\tau \): threshold for Kendall-\( \tau \) comparison (default: 85\%)
\( n_0 \): size of initial sampling/DOE

1. \( t \leftarrow 0 \), init population \( X_0 \) with \( n_0 \) points (via DOE or uniformly at random)
2. \( y_i \leftarrow f(x_i) \) for all \( x_i \in X_0 \), store results \( (x_i, y_i) \) in archive \( A \)
3. \( X_1 \leftarrow \text{mutation\_crossover\_NSGA-II}(X_0) \) \( \triangleright \) with random mating selection for now
4. \( y_i \leftarrow f(x_i) \) for all \( x_i \in X_1 \), add results \( (x_i, y_i) \) to archive \( A \)
5. \( X'_1 \leftarrow \text{environmentalselection}(A) \)
6. Train classifier \( C_1 \) based on \( A \) and \( X'_1 \)
7. \( X_1 \leftarrow X'_1, t \leftarrow t + 1, \)
8. while not happy:
   10. \( X_{t+1} \leftarrow \text{mutation\_crossover\_NSGA-II}(X_t) \) \( \triangleright \) as above
   11. for \( j \) in \( \{1, \ldots, [1/p_\lambda] \} \):
       12. for all \( i \in \{(j - 1) \cdot [p_\lambda \lambda] + 1, \ldots, j \cdot [p_\lambda \lambda] \} \) do:
           13. \( y_i \leftarrow f(x_i) \) and replace oldest entry in archive \( A \) with \( (x_i, y_i) \)
           14. Train classifier \( C_{t+1} \) based on \( A \) and environmentalselection\( (A) \)
           15. If Kendall-\( \tau \)(\( C_t(X_t \cup X_{t+1}), C_{t+1}(X_t \cup X_{t+1}) \)) > \( T_\tau \) \( \triangleright \) Classifier good enough
           \( \triangleright \) or if all solutions are already evaluated:
           16. \( X_{t+1} \leftarrow C_{t+1}(X_t \cup X_{t+1}), t \leftarrow t + 1, \) break

4.5.3 Final Notes

Rank-based decisions in randomized algorithms such as the environmental selection of evolutionary algorithms might profit from rank-based surrogates that are only trained on and can only provide rankings. If the algorithm is invariant to monotonous transformations of the objective functions, for example, it will keep this property with a rank-based surrogate. Our proposal of using a support vector machine to predict the environmental selection within NSGA-II is the first step towards this goal.

It remains to be shown that such a simple rank-based surrogate actually works in practice. Potentially, we need to feed more information to the surrogate model than just the decision of whether a solution is kept or not. Pairwise rankings between solutions or a total ranking on the input solution set can be imagined here.

References

4.6 Computing R2-Optimal Representations of the Pareto Front on a Budget

Decision-making problems under conflicting objectives can be modeled and solved using multiobjective optimization. In general, such optimization problems with two or more objectives do not lead to a single optimal solution; instead, they lead to a whole set of so-called efficient solutions and corresponding nondominated points in the objective space. The set of all corresponding nondominated points is often called the Pareto front. Since each point cannot be improved in one or more objectives without worsening in at least one of the other objectives, all of these points are incomparable with respect to the optimization problem itself. Thus, usually in practice a decision maker must decide which solution is the best; such a decision should be made within the application context.

Decision-makers may bring inherent limitations to the optimization process, for example, in their availability and responsiveness. Furthermore, the set of nondominated points of a multiobjective optimization problem may become very large and, therefore, difficult for a decision maker to assort. In the following work, we present ideas that assist the decision-making process by creating a concise representation of the Pareto front that contains only a pre-determined number of nondominated points. That is, we assume the decision maker knows in advance a “budget” of how many nondominated points to consider when making a decision. The task is then to find a “good” representation of the Pareto front subject to the budget, so that the representation includes at most the given number of points. We consider a representation to be “good” if it is optimal with respect to some performance indicator of interest; further, the representation should not require advance computation of the complete Pareto front (or advance computation of a representation or approximation containing far more than the given number of points). The ability to compute such representations may improve decision-making by presenting a few options rather than all options, and may provide improved storage performance when multiple Pareto fronts must be computed as sub-problems of some larger multiobjective optimization (e.g., stochastic multistage) problem.

The remainder of this report is organized as follows. In the rest of the introduction, we provide a short overview on basic definitions and notation of multiobjective optimization and representation (Section 4.6.1.1), state the representation problem on a budget in a formal way (Section 4.6.1.2), and present previous work and existing literature (Section 4.6.1.3). In Section 4.6.2, we concentrate on the R2-indicator as quality measure for the representation. We provide an overview of the R2-indicator (Section 4.6.2.1), present a problem definition where the whole representation is computed “all-at-once” (Section 4.6.2.2), and present a mixed-integer reformulation of the problem (Section 4.6.2.3). The special case of multiobjective (mixed-integer) linear problems is discussed in Section 4.6.2.4. Computational results are included in Section 4.6.3, and Section 4.6.4 contains concluding remarks and future research.
4.6.1.1 Basic Definitions, Assumptions, and Notation

We consider the context of solving a multiobjective optimization problem

\[ \text{maximize } f(x) = (f_1(x), \ldots, f_q(x)) \]

\[ \text{s.t. } x \in \mathcal{X} \subseteq \mathbb{R}^n, \]  

where at least two of the \( q \) objective functions are conflicting and the feasible set \( \mathcal{X} \) is nonempty. The solution to (8) is the efficient set, denoted by \( \mathcal{X}_{\text{eff}} \), that consists of all the feasible points \( x \in \mathcal{X} \) that can not be improved in all or some objectives without deterioration in at least one objective. More formally, the set of all efficient or Pareto optimal points is

\[ \mathcal{X}_{\text{eff}} := \{ x \in \mathcal{X} : \nexists x' \in \mathcal{X} \text{ such that } f(x') \geq f(x) \}, \]

where whenever we compare two vectors \( y, y' \in \mathbb{R}^q \), we write \( y' \geq y \) to indicate that \( y_j' \geq y_j \) for all \( j = 1, \ldots, q \) and \( y' \neq y \). (We use \( y' \geq y \) when equality is allowed.) The image \( f(x) \) of an efficient point \( x \in \mathcal{X}_{\text{eff}} \) is called nondominated, and the set of all nondominated points in the objective space is referred to as the nondominated set, Pareto set, or Pareto front,

\[ \mathcal{Y}_{\text{Par}} = f(\mathcal{X}_{\text{eff}}) := \{ f(x) : x \in \mathcal{X}_{\text{eff}} \}. \]

We refer the reader to the books [8, 15] for a thorough introduction to the field of multiobjective optimization.

Throughout the remainder of this work, we assume that the Pareto front \( \mathcal{Y}_{\text{Par}} \) is nonempty and bounded. Under this assumption, without loss of generality, we further assume that all nondominated points are nonnegative in all components. That is,

\[ \mathcal{Y}_{\text{Par}} \subseteq \mathbb{R}^q \geq := \{ y \in \mathbb{R}^q : y \geq 0 \}; \]

in what follows, let \( \mathbb{R}^q \geq \) and \( \mathbb{R}^q > \) be defined accordingly.

We remark here that we consider a representation of the Pareto front, rather than an approximation. In [18], a discrete representation of the Pareto front is defined as a finite number of points selected from the Pareto front. In this sense, a representation of the Pareto front may differ from an approximation to the Pareto front, since an approximation may contain points that are dominated or otherwise do not belong to the Pareto front.

The notion of \( \epsilon \)-efficiency and the related concept of \( \epsilon \)-approximation [17] are well-known performance measures for approximations (see, for example, [9]); performance indicators to evaluate how close the representation is to the true Pareto front are also proposed. For general overviews of performance indicators, see [1, 13]. While some of these indicators require the Pareto front as an input, the efficient set and the Pareto front are often unknown a priori, so any methods developed to obtain representations cannot necessarily exploit such information while building the representation.

4.6.1.2 Problem Statement

In the context of the multiobjective optimization problem (8), we consider the following problem statement.

\[ \text{Problem 1. [Representation on a Budget]} \] Suppose we are given an instance of problem (8) with unknown efficient set and unknown Pareto front, a performance indicator (for example, hypervolume, R2, coverage error, etc.), and a fixed budget \( T \) for the number of representative points. Then, our problem is to find a representation of the Pareto front \( \mathcal{R} \subseteq \mathcal{Y}_{\text{Par}} \) with cardinality \( |\mathcal{R}| \leq T \) for which no other representation \( \mathcal{R}' \) achieves a better performance with respect to the given performance indicator.
We remark that the budget of points $T$ applies only to the number of the points in the representation and does not otherwise limit the number of evaluations for the function $f$. In other words, in our case, the budget applies to the cognitive burden of the decision maker rather than to the computational resources.

Furthermore, our aim is to compute the whole representation at once (“all-at-once”) such that we compute the representation “offline” and receive a guarantee that the entire representation $\mathcal{R}$ optimizes the performance indicator. Another approach would be to follow an iterative procedure, adding one point after the other to the representation (“one-by-one”); we use this term to encompass any sequential procedure, even if it adds more than one point at a time in an “online” fashion. Depending on the procedure and the underlying performance indicator, it may also be possible to provide a guarantee in the one-by-one case.

### 4.6.1.3 Previous Work and Related Literature

We categorize previous work and related literature by whether the representation is determined all-at-once or one-by-one, as defined in Section 4.6.1.2. In addition to all-at-once and one-by-one, some procedures also require knowledge of the Pareto front in advance, or a finer representation before the representation of desired cardinality is constructed. Other approaches, not based on the optimization of a specific performance indicator, use binary relations relaxing the dominance relation, so as to control the quality of the representation in terms of coverage of the points that are not part of the representation set while ensuring a diversity among the points belonging to the representation set. This idea was implemented in [2] through the concept of $\varepsilon$-kernel. In this work, we take an all-at-once approach and we do not assume a known Pareto front or pre-construct a finer representation.

#### All-at-Once

The problem of finding an optimal representation of the Pareto front with respect to some performance indicator all-at-once, that is, so that the selected point set is (globally) optimal with respect to the chosen performance indicator, is also referred to as the subset selection problem. In this case, it is usually assumed that the complete Pareto front $\mathcal{Y}_{\text{Par}}$ is known beforehand. We refer to [10] for a recent review on this topic. In this context, the hypervolume indicator is frequently used to assess the representation quality. A closed formulation for the problem of finding $T$ representative points all-at-once without knowledge of the Pareto front with respect to the hypervolume indicator is given in [21] regarding the bi-objective fixed cardinality knapsack problem.

In the study of [25], the problem of finding a representative subset of nondominated points with respect to different combinations of quality measures is modeled as a multi-objective problem itself. Based on the knowledge of the nondominated set, these representation problems can be formulated as facility location problems with a special structure in the locations which makes the bi-objective problems solvable in polynomial-time.

#### One-by-One

For multiobjective linear programs, [19] provides an approach that aims to find discrete representations of the Pareto front. The approach suggests adding one new element to the representation of the Pareto front in each iteration with a control over the coverage error and it can terminate when $T$ Pareto points are obtained or the coverage error of the representation meets a target level. To implement this approach, the efficient faces are assumed to be known and a Mixed Integer Linear Programming (MILP) formulation per face is solved to obtain the representation. Two related studies that seek diverse subsets of the Pareto front are given by [24] and [14]. Both approaches are iterative in nature and build a representation by adding one nondominated point at a time. In [24], the goal is to locate a next point that has the largest Chebyshev distance to the region dominated by earlier
points. The algorithm may terminate when this distance becomes acceptable or when $T$
points are obtained. Similarly, [14] proposes an approach that finds the next nondominated
point that is at maximal Chebyshev distance from the existing points. Both approaches
rely on a single MILP formulation to achieve their respective goals. As the number of
points in the representation grows, the MILP formulation grows as well and may become
computationally expensive. In [5], a variant with a better computational profile is presented.
Moreover, [5] develops an approach that finds $T$ nondominated points simultaneously. This
approach suggests building an approximation of the nondominated set first and obtaining its
representation in a second step. Then nondominated points that are close to the approximate
ones are identified.

In [20], an algorithm that is based on the Chebychev scalarization is introduced for
biobjective discrete optimization problems. The algorithm stops when a prespecified coverage
error is met by the representation that it builds. In [11], an algorithm that is based on the
$\varepsilon$-constraint scalarization is given for biobjective discrete optimization problems. The study
introduces the representation error as a performance indicator and uses it as a stopping
condition.

A work that aims for an optimal representation of fixed cardinality with respect to the
hypervolume indicator, that measures the dominated hypervolume of the point set with
respect to some given reference point, is given by [16]. A hypervolume scalarization is used to
define a sequence of, for bi-objective problems quadratic, optimization problems that provide
one nondominated point at a time without assuming prior knowledge of the set $Y_{\text{Par}}$. The
representation then yields a $(1 - \frac{1}{e})$-approximation to the optimal representation in terms of
the hypervolume indicator.

### 4.6.2 R2-Representation on a Budget

The selection of an appropriate performance indicator is crucial when computing representa-
tions of the Pareto front. In this context, the R2-indicator has recently received attention
since it is relatively easy to evaluate, and since it yields representations that also perform
well with respect to the hypervolume indicator [7]. We provide a formal definition below and
refer to [12] and [4] for a more detailed introduction to the concept.

#### 4.6.2.1 Introduction to the R2-Indicator

The R2-indicator relies on weighted Chebyshev functions that can be defined as follows (note
that problem (8) is a maximization problem):

> **Definition 1** (Weighted Chebyshev function). The weighted Chebyshev (scalarizing) function
> for a feasible solution $x \in X$ of problem (8) is defined in the following way:

$$s_\infty(x, u, w) = \max_{j=1, \ldots, q} w_j (u_j - f_j(x))$$

where $u$ is a reference point such that $u \geq f(x)$, and $w \geq 0$ is a nonzero and nonnegative
weight vector. The map $s_\infty$ may be interpreted as a model of the decision maker’s preferences
– maximum weighted deviation from the reference point. The direction

$$\left( -\frac{1}{w_1}, \ldots, -\frac{1}{w_q} \right)$$

is called the diagonal direction of $s_\infty$ w.r.t. the reference point $u$. 
A common choice for the reference point $u$ would be the ideal point or a utopia point of (8). Note that the value of the weighted Chebyshev function is the maximum weighted deviation from the reference point. Each weighted Chebyshev scalarizing function has at least one global optimum (minimum) belonging to the set $X_{\text{eff}}$ of efficient solutions. For each efficient solution $x \in X_{\text{eff}}$ there exists a weighted Chebyshev scalarizing function such that $s$ is a global optimum (minimum) of this function (Ch. 14.8 in [23]).

**Definition 2 (R2-indicator).** Given a set $S$ of mutually non-dominated points in the objective space $\mathbb{R}^q$ and a reference point $u$ such that $u \geq f(x^i)$ for all $f(x^i) \in S$, the R2-indicator of $S$ is the expected value over a set of normalized weight vectors $\Psi$ of the minimum value of the weighted Chebyshev functions achieved in the set $S$ [4, 12]:

$$R_2(S, u) = \mathbb{E}_{w \in \Psi}[s_\infty^*(S, u, w)] = \int_{w \in \Psi} s_\infty^*(S, u, w)p(w)\,dw$$

(12)

where $p$ is a probability distribution function on $\Psi$ and

$$s_\infty^*(S, u, w) = \min_{f(x^i) \in S} s_\infty(x^i, u, w) = \min_{f(x^i) \in S} \max_{j=1, \ldots, q} w_j(u_j - f_j(x^i)).$$

(13)

Since $s_\infty$ is a model of decision maker’s preferences, the R2-indicator may be interpreted as the expected best utility achieved over $S$ for all possible preferences. This quality indicator has been also independently proposed in [3] under the name Integrated Preference Functional.

In the following we assume that $p$ is a uniform probability distribution function on $\Psi$.

In [7, 22], it has been proved that the R2-indicator is equivalent to the hypervolume indicator if $\Psi$ is a set of weight vectors corresponding to the set of diagonal directions uniformly distributed in polar coordinates and normalized with the $\ell_2$ norm, and the Chebyshev function is changed to its inverse form.

The expected value needed to calculate the R2-indicator may be estimated by an average over a finite sample of uniformly distributed weight vectors $W \subseteq \mathbb{R}^q_\geq$, with

$W = \{w^1, \ldots, w^K\}$

for $K$ large. Then we can calculate

$$R_2(S, u, W) = \mathbb{E}_{w \in W}[s_\infty^*(S, u, w)] = \frac{1}{K} \sum_{k=1}^{K} s_\infty^*(S, u, w^k).$$

(14)

### 4.6.2.2 Representation on a Budget using the R2-Indicator

We can now reformulate Problem 1 for the case of the R2-indicator as the performance indicator. We assume throughout this and the following sections that a representation of $Y_{\text{Par}}$ with $T$ distinct points exists, i.e., that $Y_{\text{Par}}$ contains at least $T$ distinct points.

**Problem 2.** [R2-representation on a budget] Suppose we are given an instance of problem (8) with unknown efficient set and unknown Pareto front, a reference point $u \in \mathbb{R}^q$ such that $u \geq f(x)$ for all $x \in X_{\text{eff}}$, a finite sample of (uniformly distributed) weight vectors $W \subseteq \mathbb{R}^q_\geq$, and a fixed budget of representative points $T$ with $T \leq K$ for number of weights $K$. Then, our problem is to find a representation $R \subseteq Y_{\text{Par}}$ of the Pareto front with cardinality $|R| = T$, i.e., find a subset $R$ of the Pareto front containing $T$ distinct non-dominated points, that is optimal with respect to the R2-indicator.
Formally, Problem 2 can be written as
\[
\min_{\mathcal{R} \subseteq f(\mathcal{X}), |\mathcal{R}| = T} \sum_{k=1}^{K} \min_{f(x') \in \mathcal{R}} \left( \max_{j \in \{1, \ldots, q\}} w_j^k(u_j - f_j(x')) \right).
\] (15)

Note that we can omit the constant factor \( \frac{1}{|\mathcal{R}|} \) from (14) here since it has no impact on the optimal representation \( \mathcal{R} \). Note also that the weighted Chebyshev formulation guarantees that all solutions in \( \mathcal{R} \) are at least weakly efficient. To guarantee that \( \mathcal{R} \subseteq f(\mathcal{X}_{\text{eff}}) \) we may add an augmentation term to the weighted Chebyshev formulation
\[
\min_{\mathcal{R} \subseteq f(\mathcal{X}), |\mathcal{R}| = T} \sum_{k=1}^{K} \min_{f(x') \in \mathcal{R}} \left[ \max_{j \in \{1, \ldots, q\}} w_j^k(u_j - f_j(x')) - \delta \sum_{j=1}^{q} f_j(x') \right]
\] (16)

with a sufficiently small constant \( \delta > 0 \). See [6] for an analysis on reasonable choices for this augmentation parameter.

### 4.6.2.3 Mixed-Integer Reformulation

Problems (15) and (16) both have a min-max-structure which may not be preferable. However, it is possible to model a mixed-integer reformulation.

Indeed, an optimal representation \( \mathcal{R} \) for the R2-representation problem is always associated with a (not necessarily unique) assignment between weight vectors \( w^k \in \mathcal{W} \) and representative points \( f(x') \in \mathcal{R} \). For every weight vector \( w^k \in \mathcal{W} \) we can identify a point \( f(x') \in \mathcal{R} \) such that \( f(x') \) minimizes the \( w^k \)-weighted Chebyshev distance to the reference point among points in \( \mathcal{R} \). We can thus reformulate the R2-representation problem (15) (and similarly its augmented variant (16)) as a mixed integer programming problem by introducing binary variables \( z_{tk} \in \{0, 1\}, t = 1, \ldots, T, k = 1, \ldots, K \) that represent such an optimal assignment. More precisely, \( z_{tk} = 1 \) if \( f(x') \) is assigned to weight \( w^k \) (and hence minimizes the \( w^k \)-weighted Chebyshev distance to \( u \)) and \( z_{tk} = 0 \) otherwise. If \( z_{tk} = 1 \) we will also say that the weight \( w^k \) is covered by the solution \( x^t \) (or the point \( f(x') \)). To ensure that each weight \( w^k \in \mathcal{W} \) is actually covered by a point \( f(x') \in \mathcal{R} \), we enforce that \( \sum_{t=1}^{T} z_{tk} = 1 \) for all \( k = 1, \ldots, K \). Similarly, we generally want to avoid unnecessary points in the set \( \mathcal{R} \) and thus ensure that every solution covers at least one weight by requiring \( \sum_{k=1}^{K} z_{tk} \geq 1 \) for all \( t = 1, \ldots, T \).

This approach is combined with the standard reformulation of (weighted) Chebyshev distances using auxiliary upper bound variables that are minimized in the objective function. Towards this end, let \( k \in \{1, \ldots, K\} \) and \( t \in \{1, \ldots, T\} \) be fixed and consider the subproblem of choosing the solution \( x^t \in \mathcal{X} \) such that \( f(x^t) \) minimizes the \( w^k \)-weighted Chebyshev distance from the reference point \( u \):
\[
\min_{x^t \in \mathcal{X}} \max_{j=1, \ldots, q} w_j^k(u_j - f_j(x^t)).
\] (17)

Let \( d_{tk} \geq 0 \) be an additional continuous variable that is supposed be equal to the value of the \( w^k \)-weighted Chebyshev distance between \( f(x^t) \) and \( u \) at optimality. Then (17) is equivalent to
\[
\min d_{tk}
\text{s.t. } w_j^k(u_j - f_j(x^t)) \leq d_{tk}, \quad \forall j = 1, \ldots, q
\]
x\in \mathcal{X}, d_{tk} \geq 0.
Combining this reformulation with the assignment variables introduced above yields the following integer programming formulation for (15):

\[
\begin{align*}
\min & \quad \sum_{t=1}^{T} \sum_{k=1}^{K} d_{tk} \\
\text{s.t.} & \quad w^k_j (u_j - f_j(x^t)) \leq d_{tk} + (1 - z_{tk}) w^k_j \quad \forall \ j = 1, \ldots, q, \ t = 1, \ldots, T, \ k = 1, \ldots, K, \\
& \quad \sum_{t=1}^{T} z_{tk} = 1 \\
& \quad \sum_{k=1}^{K} z_{tk} \geq 1 \\
& \quad x_t \in X, \ z_{tk} \in \{0, 1\}, \ d_{tk} \geq 0 \\
\end{align*}
\]

Note that constraints (19) are inactive whenever \( z_{tk} = 0 \) and \( f_j(x^t) \geq 0 \) for all \( j = 1, \ldots, q \), which is satisfied at optimality under our assumption that the Pareto front is a subset of the nonnegative orthant in (9). Indeed, if \( z_{tk} = 0 \) then (19) is equivalent to \( -f_j(x^t) \leq d_{tk} \) which is always satisfied with the smallest possible value of \( d_{tk} = 0 \) when \( f_j(x^t) \geq 0 \). Note that dominated solutions \( x \notin \mathcal{X}_{\text{eff}} \) may get penalized by this reformulation when \( z_{tk} = 0 \). This is, however, irrelevant for the optimal solution. Thus, \( M_{jk} = w^k_j u_j \) is a sufficiently large constant to be used in a “big-M” constraint in this model. Moreover, the choice of \( M_{jk} = w^k_j u_j \) allows for a simplification of constraints (19) to

\[
\begin{align*}
\sum_{t=1}^{T} w^k_j (z_{tk} u_j - f_j(x^t)) \leq d_{tk}, & \quad \forall \ j = 1, \ldots, q, \ t = 1, \ldots, T, \ k = 1, \ldots, K.
\end{align*}
\]

Note also that an augmentation term can be added to the objective function (18) by replacing it by

\[
\begin{align*}
\sum_{t=1}^{T} \sum_{k=1}^{K} \left( d_{tk} + z_{tk} \cdot \delta \sum_{j=1}^{q} f_j(x^t) \right),
\end{align*}
\]

where \( \delta > 0 \) is a sufficiently small constant (c.f. formulation (16) above). This yields, however, nonlinear terms in the objective function even if the original problem (8) is a linear problem.

The complexity of the MIP formulation (18)-(22) depends on the type of considered multiobjective optimization problem (8). We will discuss several interesting special cases in the following subsections. The MIP formulation contains \( T \cdot K \) binary \( z \)-variables, \( T \cdot K \) continuous \( d \)-variables, and \( T \) solution vectors \( x \) that must be feasible for the original problem (8). Besides these feasibility constraints, the formulation contains \( q \cdot T \cdot K \) bound constraints (19') and \( K + T \) assignment constraints (20) and (21).

### 4.6.2.4 Multiobjective (Mixed-Integer) Linear Problems

Consider the case that problem (8) is a multiobjective linear programming problem

\[
\begin{align*}
\min & \quad Cx \\
\text{s.t.} & \quad Ax = b \\
& \quad x \geq 0
\end{align*}
\]
with a rational objective matrix \( C \in \mathbb{Q}^{q \times n} \), a rational constraint matrix \( A \in \mathbb{Q}^{m \times n} \), and a rational right-hand-side vector \( b \in \mathbb{Q}^m \). We assume that \( \text{rank}(A) = m \leq n \) and that \( X_{\text{eff}} \neq \emptyset \) and bounded. Then the MIP formulation (18)-(22) yields a mixed integer linear programming problem

\[
\begin{align*}
\min & \quad \sum_{t=1}^{T} \sum_{k=1}^{K} d_{tk} \\
\text{s.t.} & \quad w_{jk}(z_{tk}u_j - C_jx^t) \leq d_{tk}, \quad \forall j = 1, \ldots, q, t = 1, \ldots, T, k = 1, \ldots, K, \\
& \quad \sum_{t=1}^{T} z_{tk} = 1, \quad \forall k = 1, \ldots, K, \\
& \quad \sum_{k=1}^{K} z_{tk} \geq 1, \quad \forall t = 1, \ldots, T, \\
& \quad Ax^t = b, \quad x^t \geq 0, \quad z_{tk} \in \{0, 1\}, \quad d_{tk} \geq 0 \quad \forall t = 1, \ldots, T, k = 1, \ldots, K.
\end{align*}
\]

The MILP (24)-(28) can be solved with available solvers as, e.g., CPLEX or Gurobi. This is also possible when the original problem (8) is a multiobjective mixed-integer linear programming problem, i.e., if some of the original variables in \( x \in X \) have to satisfy integrality constraints.

### 4.6.3 Illustrative Example

We have implemented the MILP model (24)-(28) for a biobjective binary knapsack problem in AMPL and solved it with Gurobi 10.0.2. Figure 9 shows R2-optimal representations \( \mathcal{R} \) for an instance of a biobjective binary knapsack problem with 30 items together with the complete Pareto front \( \mathcal{Y}_{\text{Par}} \). We chose \( T \in \{3, 4, 5\} \) and considered a weight set \( \mathcal{W} \) given by

\[
\mathcal{W} = \left\{ \left( \frac{i-1}{K-1}, \frac{K-i}{K-1} \right) : i = 1, \ldots, K \right\}
\]

with \( K = 11 \) for all shown representations. The reference point \( u \) is set to the ideal point, shifted by a multiplicative factor of 1.01.

![Figure 9](image-url) Optimal R2-representations for an instance of a bi-objective binary knapsack problem with 30 items and with \( T = 3 \) (left), \( T = 4 \) (center), and \( T = 5 \) (right) points. In each case, the returned representation is indicated by blue circles. The set of weight vectors \( \mathcal{W} \) was uniformly generated such that \( \left( \frac{i-1}{K-1}, \frac{K-i}{K-1} \right), i \in \{1, \ldots, K\}, \) and \( K = 11 \).
4.6.4 Concluding Remarks and Future Research

In this work, we provide a closed form mixed integer programming formulation for the computation of (globally) optimal R²-representations for general multiobjective optimization problems. The complexity of the formulation depends on the underlying multiobjective optimization problem. For example, if the underlying problem is a multiobjective linear or mixed integer linear programming problem, then our formulation is a mixed integer linear programming problem that can be solved by available solvers.

Future research should discuss multiobjective problems with a more complex structure or with an increasing number of objective functions. In this case, the development of efficient solution heuristics, including iterative and greedy approaches, could be complemented by further improvements of the presented mixed integer programming formulations.

Given that, as it was mentioned above, the R²-indicator becomes equivalent to hypervolume under appropriate settings [7, 22], our formulation could probably also be adapted to finding an approximately optimal hypervolume representation. The representation would be only approximately optimal since we use a finite number of weight vectors. This would require adaptation of our model to a slightly different, inverse version of the Chebyshev function.

In this report, we focus on the all-at-once approach, which may be difficult for available solvers. If the model is too difficult for available solvers, this approach could also be easily adapted to locating the solutions one-by-one in a greedy manner. We would just need to treat values of already selected solutions as fixed parameters and optimize location(s) of just a single (or several) new solution(s). Since R² most likely shares with the hypervolume the property of being a non-decreasing submodular function, the greedy approach would probably give some approximation guarantee. Another approach that could be used if the model is too difficult for available solvers would be to solve it with some single-objective metaheuristics or a hybrid approach combining metaheuristics with solvers called for some smaller subproblems. Furthermore, even if the proposed model could not be solved for some practical problems in acceptable time, it could still be applied to generate benchmarks for benchmarking heuristic methods aiming at finding a given number of efficient solutions.
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4.7.1 Introduction

Many real-world decision problems are too large or too complex to be modeled and solved as one large optimization problem. A well established idea to solve such problems is to decompose them into smaller subproblems that can be solved so that their optimal solutions recover an optimal solution to the original problem. In the literature, the approaches to decomposing the original problem and to solving the subproblems are designed in many different ways, which we now briefly review. Decomposition of a complex problem into subproblems and coordination of their solutions are meant to bring savings and are therefore often used in optimization-based decision processes with scarce resources or limited budgets.

The original or overall optimization problem models a complex decision-making process on a man-made system whose performance is determined by the values of the decision variables, that is subject to constraint functions, and is evaluated by one or more objective functions. We refer to the original or overall optimization problem as an All-in-One (AiO) problem. Decomposition of the AiO problem into subproblems may be conducted with respect to the following concepts:

- The disciplines of science or engineering that are used to develop the mathematical model of the AiO system (e.g., control theory, mechanics, mixed-integer programs, PDEs);
- The physical parts the AiO system consists of – the subsystems, components, and subcomponents;
- The structure of the AiO mathematical model that is reflected in the placement of the decision variables in the objective and constraint functions;
- The tradeoffs between specific objectives the decision maker (DM) is able to assess;
- The scenarios in which the AiO system is expected to perform;
- The scalarization type that is applied to multiple objective functions to transform them into a single objective function.

Given the subproblems, various methods for solving them and coordinating the solutions obtained have been proposed with the ultimate goal to retrieve an optimal AiO solution without actually solving the AiO problem. The solution methods are based on the following strategies:

- Simultaneous coordination: the subproblems are solved concurrently and independently with minimum or no information exchanged among them;
- Sequential coordination: the subproblems are solved consecutively or in subsequent stages, and an optimal solution of a predecessor subproblem is carried over to solve the successor subproblem;
Hierarchical coordination: the subproblems are solved consecutively and an optimal solution of a successor subproblem guarantees the optimality of the predecessor subproblem that has already been achieved.

For more details on the decomposition and coordination the reader is referred to [9, 4, 15] and the references therein.

In this paper we are interested in a decomposition of a decision problem with respect to the mathematical model and in a sequential coordination that allows the construction of an AiO optimal solution. In particular, the decomposition is conducted with respect to the decision variables that make up the model, while the coordination proceeds in a multistage fashion, meaning that subsequent optimizations at the level of subproblems are performed in lower-dimensional spaces and therefore offer computational savings. Many planning problems consist of subproblems that are solved in stages which often (but not always) proceed in a given order. To motivate our focus on this type of complex decision making problems, we provide examples from location science and from public transportation to illustrate that multistage decision problems appear naturally.

In location science, the p-median problem consists of two stages: In the first stage, the \( p \) new facilities are determined. In the second stage, the assignment from the demand points to the new facilities is computed. If the facilities are fixed, finding the best assignment is easy. On the other hand, when the assignment is fixed, the facilities follow directly. While each stage is polynomially solvable, finding the facilities for the AiO problem with the assignment is NP-hard.

Public transportation is a complex man-made system usually designed via subproblems that are associated with several stages. First, the location of the stations is determined. Then the lines that connect the stations are constructed. After the lines have been planned, one determines a timetable, and later on, a vehicle- and finally the crew schedule. Consider the three consecutive subproblems: line planning, timetabling, and vehicle scheduling. Although analyzed and solved consecutively in most theoretical and practical approaches, these three subproblems are interconnected. Sometimes one could save a complete vehicle by only one small modification of the lines. However, each of the three subproblems is already NP-hard by itself, so there is no chance of determining an exact optimal solution simultaneously by solving the AiO problem. Hence, these subproblems are solved step by step according to the following strategy:

1. Finding a starting solution: An easy (greedy-type) heuristic to find an initial solution is to proceed sequentially. One first determines a line plan, then adds a timetable, and finally a vehicle schedule. It is well known that this approach is only a heuristic.
2. Improving the starting solution: Given the initial solution, one chooses one of the subproblems and optimizes with respect to its variables while keeping all the other variables fixed. For example, one keeps the line plan and the vehicle schedule fixed, but re-optimizes the timetable. Then another subproblem, e.g., line planning, is selected and re-optimized with respect to its variables. This process is performed until no further improvement is possible. The resulting coordination method is called the blockwise coordinate descent (BCD).

Figure 10 depicts a graph (called Eigenmodel) which illustrates finding a starting solution as well as the iteration steps (red). Notice that it contains more nodes than the ones referring to the algorithms mentioned before. In particular, each path through the Eigenmodel corresponds to solving a sequence of suproblems and hence to a heuristic. The name Eigenmodel refers to the own (=eigen) subproblems which form the nodes of the depicted graph. Eigenmodels have been introduced in [12], and analyzed, e.g., in [8, 14].
In the examples presented, a scalar-valued objective function is associated with each subproblem resulting in multiple and conflicting objectives. As a result, a vector-valued objective function is related to the AiO problem but is ignored by the BCD heuristic that solves the single objective optimization problem at every stage. In this study we recognize the existence of an AiO vector-valued function that is carried by every subproblem at every stage. In other words, we deal with AiO multiobjective optimization problems (MOPs) that remain multiobjective at every stage. MOPs lend themselves to decomposition into multiobjective (or single objective) subproblems whose solutions shall provide the efficient solutions to the original MOPs. In the public transportation example one might follow several objectives: the costs of the public transport system should be minimized. At the same time, the traveling time for passengers as well as the carbon emission should be minimized.

The standard single objective BCD relies on a well-established algorithm with a proof of convergence [1] for continuous optimization problems. The contribution of this preliminary study is the formulation of the BCD for the biobjective two-stage case with some supporting theory and implementation variants. The latter include approximation algorithms and evolutionary heuristics.

4.7.2 Block coordinate descent algorithm for two criteria and two blocks

Consider the following biobjective unconstrained optimization problem with two blocks:

$$\min [f_1(x_1, x_2), f_2(x_1, x_2)]$$

s.t. $$(x_1, x_2) \in \mathbb{R}^2$$

where $f_i : \mathbb{R}^2 \to \mathbb{R}$, $i \in \{1, 2\}$, and $x_i \in \mathbb{R}$ for $i \in \{1, 2\}$ are the two scalar coordinate directions, also referred to as blocks of one or more variables in the general block coordinate descent method. Let
4.7.2.1 Algorithm: Biobjective Block Coordinate Descent (BBCD)

1. Initialization: starting point \( x^0 = (x_1^0, x_2^0) \in \mathbb{R}^2 \) (not necessarily an efficient starting solution), \( E^0 = \{(x_1^0, x_2^0)\}, k := 1 \)
2. Iteration \( k \):
   
   - (B1) (fix variable \( x_2 \))
     
     For all \( y \in E^{k-1} \): Solve problem (29) with \( x_2 = y_2 \), i.e.,
     
     \[
     E_1^k(y) = \arg \min_{x_1} \left[ f_1(x_1, y_2), f_2(x_1, y_2) \right]
     \]
     
     Compute \( E_1^k = \text{Eff} \left( \bigcup_{y \in E^{k-1}} E_1^k(y) \right) \)
   
   - (B2) (fix variable \( x_1 \))
     
     For all \( y \in E_1^k \): Solve problem (29) with \( x_1 = y_1 \), i.e.,
     
     \[
     E_2^k(y) = \arg \min_{x_2} \left[ f_1(y_1, x_2), f_2(y_1, x_2) \right]
     \]
     
     Compute \( E_2^k = \text{Eff} \left( \bigcup_{y \in E_1^k} E_2^k(y) \right) \)
   
   Set \( E^k = E_2^k \)
3. If \( E^k = E^{k-1} \) stop, set \( E^N = E^k \), otherwise set \( k = k + 1 \) and return to step 2.

To understand the properties of the proposed BBCD algorithm, the extension of block coordinate descent to the biobjective case, we seek to answer the following research questions. Let \( N \) be the number of iterations of the BBCD algorithm (\( N \) can be assumed finite or infinite).

1. Under which conditions does the set \( E^N \) contain only efficient solutions, i.e., \( E^N \subseteq E^* \)?
2. Under which conditions are all efficient solutions found, i.e., \( E^* \subseteq E^N \)?
3. How big is \( N \), or in other words, what is the number of iterations needed to achieve the two goals above?

4.7.2.2 Auxiliary background

The following notation is used: a vector-valued function \( f: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), scalar-valued function \( f: \mathbb{R}^2 \rightarrow \mathbb{R} \), level set \( \mathcal{L}_\leq(f(\bar{x})) = \{ x \in \mathbb{R}^2 : f(x) \leq f(\bar{x}) \} \), and level curve \( \mathcal{L}_=(f(\bar{x})) = \{ x \in \mathbb{R}^2 : f(x) = f(\bar{x}) \} \).

We also define the coordinate lines (hyperplanes) passing through a point \( \bar{x} \in \mathbb{R}^2 \) for \( i \in \{1, 2\} ): H_i(\bar{x}) = \{(x_1, x_2) \in \mathbb{R}^2 : x_j = \bar{x}_j \text{ for } j \in \{1, 2\} \text{ and } j \neq i \}, \text{i.e. } H_i(\bar{x}) \text{ represents the coordinate line in the } x_i \text{-direction.}

Theorem 1 shows how level sets and curves can be used to characterize the efficient solutions of an unconstrained \( p \)-objective optimization problem. Figure 11 depicts two level curves of two hypothetical objective functions indicating that a point \( x \in \mathbb{R}^2 \) is not efficient.
Theorem 1. [6] Let $\hat{x} \in \mathbb{R}^n$ and define $\hat{y}_k = f_k(\hat{x}), k = 1, 2, \ldots, p$. Then $\hat{x}$ is efficient if and only if
\[
\bigcap_{k=1}^{p} L_{\leq}(\hat{y}_k) = \bigcap_{k=1}^{p} L_{=} (\hat{y}_k) = \emptyset.
\] (30)

A curve in $\mathbb{R}^2$ is said to be smooth provided for every point on this curve there exists a neighborhood on which this curve is a graph of a differentiable function. In the following we assume $f : \mathbb{R}^2 \mapsto \mathbb{R}$ differentiable and that $L_{=} (f(\bar{x}))$ is a smooth curve in $\mathbb{R}^2$, and therefore $L_{\leq} (f(\bar{x})) \cap H_i(\bar{x}) \neq \emptyset$.

4.7.2.3 Conjectures with proof outlines

The first research question asks whether all solutions found by the BBCD are efficient, i.e., $E^N \subseteq E^*$. In the following it is assumed that the functions $f_1, f_2$ are convex and differentiable.

Proof sketch for $E^N \subseteq E^*$: Assume $x \in E^N$ and $x \notin E^*$. In particular, $E^N = E^k = E^{k-1}$ where $k$ is the number of iterations of the BBCD. According to Theorem 1, an efficient point satisfies (30). Since $x$ is not efficient, the intersection of the level sets $L_{\leq} (f_1(x))$ and $L_{\leq} (f_2(x))$ has a nonempty interior. Two cases of this intersection are shown in Figures 11 and 12.

In Case 1 depicted in Figure 11, we observe that the search into one of the search directions leads into the area containing solutions $\tilde{x}$ that improve both $f_1$ and $f_2$, hence $f(\tilde{x}) \leq f(x)$. In the scenario shown in Figure 11 the BBCD searches into the direction $x_1$ first. We note that in this case, $x$ remains an efficient solution in the search along $H_1(x)$ as

![Figure 11](image-url)
it cannot be dominated by other solutions encountered along \( H_1(x) \) (if there are any). (Also the search along \( H_1(x) \) yielded at least \( x \) in the last iteration as \( E^N = E^k = E^{k-1} \). Once the BBCD searches in direction \( x_2 \), solutions in the interior of \( L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \) are encountered. Since \( f(y) \leq f(x) \) for any \( y \in L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \) we have a contradiction to \( x \in E^N \). Similarly, such a solution \( y \) would be encountered immediately if \( H_1(x) \) intersects the interior of \( L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \).

In Case 2 depicted in Figure 12, the interior of \( L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \) and \( H_i(x) \) do not intersect for \( i = 1, 2 \). Here, we know that, starting from \( x \), we can find efficient solutions along either \( H_1(x) \) or \( H_2(x) \) \( (H_1(x) \) in the scenario shown in Figure 12). (Otherwise \( x \) would be efficient as the level sets do not intersect). Moving at least some way in a direction that improves an objective \( (f_1 \text{ in Figure 12}) \) would yield other efficient solutions \( y \) such that \( f(y) \) and \( f(x) \) do not dominate each other.

The point \( y \) is shown in Figure 13 together with the level sets of \( y \) where we have \( L_\leq (f_1(y)) \subseteq L_\leq (f_1(x)) \) and \( L_\leq (f_2(x)) \subseteq L_\leq (f_2(y)) \). The search along the other block \( H_2(y) \) from point \( y \) will move towards and into the intersection \( L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \) as \( f_2 \) decreases and \( f_1 \) increases. We have \( f(\hat{x}) \leq f(x) \) for any solution \( \hat{x} \in H_2(y) \cap L_\leq (f_1(x)) \cap L_\leq (f_2(x)) \). If \( \hat{x} \) itself is not efficient as there exists another \( \hat{x} \) constructed by the BBCD with \( f(\hat{x}) \leq f(\hat{x}) \), then we also have \( f(\hat{x}) \leq f(x) \). This is a contradiction to \( x \in E^N \).

The second research questions investigates whether all efficient solutions can be found by the BBCD. To address the question whether \( E^* \subseteq E^N \), the objective functions are assumed to be strictly convex (to avoid weakly efficient solutions). For the inclusion of interest, the differentiability is required to avoid stalling as happens in the following example (31) where...
the BBCD is unable to identify the complete $E^*$.

\[
\min \{x_1 + 2|x_2|, -x_1 + 2|x_2|\} \\
\text{s.t. } (x_1, x_2) \in \mathbb{R}^2
\]  

(31)

In this example, the efficient set is $E^* = \{(x_1, x_2) \in \mathbb{R}^2|x_1 \in \mathbb{R}, x_2 = 0\}$.

**Proof idea for $E^* \subseteq E^N$:** Start with an efficient solution in $E^N$, and then demonstrate that the search will always expand outwards along connected efficient solutions until the lexicographic solutions are reached (and hence everything in between). This argument should work as the efficient set is connected for convex differentiable multiobjective optimization problems [11].

The third research question addresses the number of required iterations, i.e., what is $N$ equal to? A first exploration of this question suggests the following observations. Firstly, we observe that $N = 1$ in the case of a simple quadratic problem. Secondly, based on a nonlinear and convex example problem where $E^*$ is unbounded, an infinite number of iterations is required.

### 4.7.2.4 Ongoing and future work

The initial investigation presented in this section proposed the BBCD for a problem with two variables, where two of the research questions (the inclusion $E^* \subseteq E^N$ and the number of iterations) remain open. This theory needs to be further extended to the case of $n$ coordinate directions $x_1, x_2, \ldots, x_n$, or blocks of variables $x_i$, as well as $p > 2$ objectives.

We recognize that the block coordinate descent is a powerful heuristic tool to solve large-scale practical optimization problems. Further into the future, the proposed BBCD could be similarly applied as a heuristic for solving biobjective (mixed) integer linear programs.
In order to find the most effective implementation in terms of a budget on computational resources or time, the analysis could be performed in two directions. First, the time to solve AiO problems shall be compared to the time to solve them with the BBCD. Second, working only with the BBCD, the time spent on balancing between solving individual subproblems and exchanging information between them needs to be analyzed.

### 4.7.3 Multiobjective Evolutionary Algorithms

As alluded to above, the block coordinate descent approach is employed in various applications of optimization such as transportation systems [17], wireless communication networks [18], signal processing [13], multiclass classification [2], and others. We aim to highlight through runtime analysis the benefit of incorporating the block coordinate approach into evolutionary multiobjective algorithms. We employ state-of-the-art algorithms such as the Global Simple Evolutionary Multiobjective Optimizer (GSEMO) [7] and the Nondominated Sorting Genetic Algorithm II (NSGA-II) [3].

We plan to use problems that we understand and analyze the runtime for GSEMO/NSGA-II when incorporating the block coordinate approach. Our aim is to provide an example where we can prove that the block coordinate descent incorporated into these evolutionary algorithms leads to an asymptotic speed up of the optimization process.

#### 4.7.3.1 Algorithms with different levels of complexity

We consider how to implement the algorithm using three different “complexity” algorithms:

- At each iteration, choose only one solution to continue
- At each iteration, find all the locally Pareto optimal solutions and continue expanding this set (similar to the Pareto Local Search)
- At each iteration, find only \( p > 1 \) solutions to continue with, using something analogous to the ‘uncrowded hypervolume’ method.

We will compare with Pareto Local Search and multiobjective Branch-and-Bound algorithms to obtain or reuse results on how to continually expand a set to approximate a Pareto set. It might be possible to interpret the three different choices of implementation as budgets or relatable to budgets.

#### 4.7.3.2 Candidate Problems

We consider the following problem candidates:

- MO-version HIFF function [16]
- MO-version of bilinear functions [10]
- MO version of \( wCLOB_{l,k} \) (concatenated LeadingOnes with blocks and weights) [5].

Possibilities for allocating budgets may be:

- Computing the whole set of Pareto optimal solutions for a fixed set of search points
- Allocating budgets for solving the different subproblems.
Algorithm 3: Global simple evolutionary multiobjective optimizer (GSEMO).

1. Initialize $x \in \{0,1\}^n$ uniformly at random;
2. $P \leftarrow \{x\}$;
3. repeat
   4. Choose $x \in P$ uniformly at random;
   5. Create $y$ from $x$ by mutation;
   6. if $\exists w \in P : w \succ y$ then
      7. $P \leftarrow (P \setminus \{z \in P \mid y \succeq z\}) \cup \{y\}$;
8. until stop;

4.7.3.3 Runtime Analysis for Block Coordinate MOEAs

We now define a problem where we hope to show the benefit of incorporating the block coordinate approach. We consider a bi-objective version of the wCLOB$l,k$ (concatenated LeadingOnes with blocks and weights) problem [5].

Our aim is to show a lower bound for the standard GSEMO (see Algorithm 3) and an upper bound for BC-GSEMO (see Algorithm 4), where the lower bound is lower than the upper bound. This would prove a clear advantage of BC-GSEMO over GSEMO for the problems considered. Let $x = (x_{B_1}, \ldots, x_{B_k})$ where $x_{B_i}$ is the $i$th block of the bitstring $x$ of length $\ell = n/k$.

We define $LO_z(x_{B_i}) = \sum_{i=1}^{\ell} \prod_{j=1}^{i}(z_i = x_i)$ as the number of leading positions where $x_{B_i}$ agrees with a given string $z$.

Let $z^1 = 1^\ell$ and $z^2 = 1^{\ell-d}0^d$, where $d$ is an appropriate constant.

We consider the biobjective problem $f = (f_1,f_2)\colon \{0,1\}^n \rightarrow \mathbb{R}^2$ given as

$$f_1(x) = \sum_{i=1}^{k} (\ell + 1)^{k-i} \cdot LO_{z^1}(x_{B_i})$$

$$f_2(x) = \sum_{i=1}^{k} (\ell + 1)^{k-i} \cdot LO_{z^2}(x_{B_i}) \cdot$$

We consider optimization using the classical GSEMO algorithm (see Algorithm 3) as well as a block coordinate variant called BC-GSEMO (see Algorithm 4). The algorithm optimizes the blocks sequentially and terminates if the optimization part for the current block does not change the population, i.e., there is no change to the population when executing the repeat loop.

To apply the block coordinate mutation to block $i$, we flip each bit of $x_{B_i}$ independently of the others with probability $1/\ell$. For the local variant called the Block coordinate SEMO (BC-SEMO), one randomly chosen bit is flipped in the chosen block $x_{B_i}$.

We consider different budgets of $t_{\text{max}}$, e.g.,

- $t_{\text{max}} \leq \ell$ (slow parallel progress, good runtime bounds $s$)
- $t_{\text{max}} = c\ell^2$, $c$ appropriate large constant (optimizes block $(i+1)$ for each individual in the population if population size is constant)
- $t_{\text{max}} = c'|P|^2$, $c'$ appropriate large constant (optimizes block $(i+1)$ for each individual in the population).
Algorithm 4: Block coordinate GSEMO (BC-GSEMO).

1. Initialize $x \in \{0, 1\}^n$ uniformly at random;
2. $P \leftarrow \{x\}$;
3. $i \leftarrow 0$;
4. repeat
   5. $t \leftarrow 0$;
   6. repeat
      7. $t \leftarrow t + 1$;
      8. Choose $x \in P$ uniformly at random;
      9. Create $y$ from $x$ by block-coordinate mutation on block $x_{i+1}$;
     10. if $\not\exists w \in P : w \succ y$ then
          11. $P \leftarrow (P \setminus \{z \in P \mid y \succeq z\}) \cup \{y\}$;
     12. until $t \geq t_{\text{max}}$;
   13. $i \leftarrow (i + 1) \mod k$;
5. until stop;

Note that a careful consideration is required for different choices of $t_{\text{max}}$, which is potentially dependent on the current population size.

Let $X^*$ be the set of all search points $x$ for which $x_{Bi} = 1^{\ell-d}B^d$ where $B \in \{0, 1\}$ for all $i \in \{1, \ldots, k\}$. Note that for each search point $z \in \{0, 1\}^n \setminus X^*$, there is at least one search point in $X^*$ that strongly dominates $z$. Hence, those search points are not Pareto optimal.

For each $x \in X^*$, we have

$$f_1(x) + f_2(x) = \sum_{i=1}^{k}(\ell + 1)^{k-i}(2\ell - 1) \ .$$

Furthermore, let $x, y \in X^*$ be two search points with $x \neq y$. Then we have $f_1(x) \neq f_1(y)$ and $f_2(x) \neq f_2(y)$. This implies that each search point $x \in X^*$ is Pareto optimal and the Pareto front is given by $f(X^*) = \bigcup_{x \in X^*} f(x)$.

We provided this problem and the algorithmic setting. It remains to show that BC-GSEMO outperforms GSEMO on the problem by providing upper and lower bounds for the algorithms that show the conjectured difference in performance. During the seminar, we worked on proving a conjecture, and believe we may have a result showing an asymptotic advantage to BC-GSEMO based on the application of modern drift theory. The result follows from differences in the evolving population size in the optimization phases of each algorithm, and different interactions between solutions, with BC-GSEMO suffering from less negative drift.

Our goal is also to complement the theoretical analysis with an experimental study on problem instances of realistic size and examine the performance of the two algorithms in terms of the dependence of the input size, and when different types of budget are imposed.
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4.8.1 Introduction

A frequent assumption in evolutionary computation is that all function evaluations take the same amount of time. However, this rarely holds for real-world optimization problems, especially those that rely on simulations for evaluating solutions. There, the evaluation time can differ for different objectives as well as for different solutions.

The case where evaluation time depends on objectives has already been explored in a previous Dagstuhl Seminar [7]. This typically occurs in problems where some objectives can be computed with a closed-form expression while others require lengthy simulations. Various strategies for handling objectives with heterogeneous evaluation times are reviewed in [1].

During this seminar, we focused on the second case, in which the evaluation time depends on solutions. Specifically, we wanted to explore whether the correlation between objectives and their evaluation times can be modeled and exploited to save expensive function evaluations.

4.8.2 Motivation from real-world applications

In some real-world problems, the relation between solution properties and evaluation times is rather straightforward. For example, in the tunnel alignment problem [9], where a solution represents a tunnel trajectory, the computational expense of assessing tunnel objectives and constraints is proportional to the length of the tunnel – a longer tunnel will generally take longer to evaluate. Similarly holds for neural architecture search [3], where a solution defines the architecture of a neural network whose training time is strongly positively correlated with its size.

However, there are also other kinds of real-world problems where such a relation is hard to find. Consider the airfoil optimization problem [11], where computational fluid dynamics is used in solution evaluation, and the electrical motor design problem [13], which relies on electromagnetic field simulations. In both cases, evaluation times vary among solutions, but a clear correlation between solution characteristics and evaluation duration has not been discovered.

Another source of solution-dependent evaluation times is the presence of hidden constraints. For instance, the MarioGAN optimization problem [14] involves generating Mario game levels, which are assessed through playthrough simulations with artificial intelligence players. If a generated level cannot be solved (that is, Mario cannot reach the level end), the simulation would continue endlessly unless terminated. The distance in the search space between feasible solutions that are relatively quick to evaluate and infeasible solutions whose evaluation takes a long time can be very small in such cases.

These examples show that the correlation between objective quality and its evaluation time depends on the problem and the solutions. We can model it by considering the evaluation time as an additional independent objective to be minimized.
4.8.3 Visualization of correlations

We use search space visualizations to gain a better understanding of the correlations between objectives. The correlation for each pair of objectives is estimated in different regions of the search space using the Pearson correlation coefficient for a small (local) sample of the search space. The Pearson correlation coefficient measures the linear correlation between two samples’ objectives and takes a value between $-1$ (perfect linear anti-correlation) and $1$ (perfect linear correlation). A 0 value implies that there is no linear dependency between the objectives. The Pearson correlation coefficient is invariant when the two objectives are shifted and/or scaled.

4.8.3.1 Experimental setup

For demonstration purposes, we choose some continuous test problems with 2-D search spaces that are straightforward to visualize. They have either two, three or five objectives and various characteristics (more details below). We assume minimization of their $m$ objectives.

The 2-D problem search space is discretized into a grid of $501 \times 501$ points. For each grid point $x = (x_1, x_2)$, the correlation between two objectives is computed with the Pearson correlation coefficient as follows. First, $p$ equidistant points are created on the circle with radius $10^{-6}$ centered at $(x_1, x_2)$ with one point placed at position $(x_1 + 10^{-6}, x_2)$, see Figure 14. Next, the $p$ points are evaluated, i.e. $m$ objective values are computed for each of them. Finally, the correlation between each pair of objectives at $x$ is estimated with the corresponding Pearson correlation coefficient for the set of $p$ points. Note that the $p$ points could have been constructed also in some other way. We opted for this deterministic approach to minimize the disturbances caused by a stochastic choice of point placement. In all experiments, the number of points $p$ was set to 100.

![Figure 14](image)

Figure 14 The grid point $x = (x_1, x_2)$ and the $p$ points (shown in orange) used in the computation of the Pearson correlation coefficient (here, $p = 15$).

4.8.3.2 Problems with two objectives

First, we wish to explore the simplest case of two objectives. For this, we select six bi-objective problems from the bbob-biobj suite of benchmark problems [2]. They are constructed by combining two single-objective functions from the bbob suite [8]. Figure 15 shows the visualization of correlations between the two objectives for each of the six problems.

The double sphere problem $F_1 = (f_1, f_1)$, where $f_1$ is the bbob sphere function, is a unimodal problem with a known Pareto set – the line segment connecting the two single-objective optima. We can see from the correlation plot in Figure 15a the expected outcome – close to the Pareto set, the objectives are anti-correlated (red hues), while further away they are correlated (blue hues).
Figure 15 Pearson correlation coefficient for some chosen 2-D bbob-biobj problems (these and other plots for bbob-biobj problems will be made available at https://numbbo.github.io/bbob-biobj/vis/). Blue hues denote positive correlations, red hues negative ones and white indicates no correlation.
In the problem $F_{41} = (f_{14}, f_{14})$, both objectives are unimodal as well, but they correspond to the \texttt{bbob} sum of different powers function $f_{14}$, which is non-separable and ill-conditioned. Figure 15b shows that in this case, the objectives are anti-correlated also far away from the Pareto set.

The next two problems are a combination of a unimodal objective (the \texttt{bbob} sphere function $f_1$) and a highly multimodal one. In the problem $F_7 = (f_1, f_{15})$, this is the \texttt{bbob} Rastrigin function $f_{15}$, while in the problem $F_8 = (f_1, f_{17})$, it is the \texttt{bbob} Schaffer F7 function $f_{17}$ with condition number 10. In both instances, visualized in Figures 15c and 15d, the resulting bi-objective problems have multiple disconnected regions of the search space where the objectives are anti-correlated.

Finally, in the last two selected problems, both objectives are highly multimodal. The problem $F_{47} = (f_{15}, f_{17})$ combines the \texttt{bbob} Rastrigin function $f_{15}$ with the \texttt{bbob} Schaffer F7 function $f_{17}$ with condition number 10 and the problem $F_{55} = (f_{21}, f_{21})$ two \texttt{bbob} Gallagher’s Gaussian functions $f_{21}$ with 101 median peaks. We can see from the correlation plots in Figures 15e and 15f the high number of disconnected regions of anti-correlated objectives.

These examples challenge some of our preexisting notions about the correlation between objectives. In particular, they show that it is closely connected to the problem multimodality – understandably, given that the correlation between two objectives equals $-1$ at any locally optimal set. In fact, the notion of a globally (i.e., Pareto) optimal set is inconsequential for correlation values. It is therefore rather meaningless to discuss correlations between objectives without taking into account their multimodality. We also see that the Pearson correlation coefficient values are themselves positively correlated with the length of the normalized bi-objective gradient as defined in [10] and visualized in [2].

4.8.3.3 Problems with three objectives

The Pearson correlation coefficient is defined only for two objectives. When the objectives are three (or more), we can compute all their pairwise correlations. We wish to visualize their minimal values to emphasize parts of the search space with the highest anti-correlation as they are locally optimal.

Exemplary three-objective problems are again constructed by combining \texttt{bbob} functions – now three. This time, we chose the triple sphere problem, the sphere-Rastrigin-Schaffer problem and the triple Gallagher problem. See Figure 16 for their visualizations. For each problem we show on the left hand side the pairwise correlations for objectives 1 and 2, objectives 1 and 3 and objectives 2 and 3 as well as their mean. On the right hand side, their minimum is presented.

The Pareto set of the triple sphere problem is the triangle spanned by the three single-objective optima. From Figure 16a we see that its minimal pairwise Pearson correlation coefficient equals $-1$ only at the edges of this triangle, not in its interior. This shows that, unlike in the bi-objective case, one cannot rely on pairwise correlations alone to infer local optimality of a solution in case of more than two objectives. A procedure similar to the one from [12] should be tried to amend this issue.

Further examples show the minimal pairwise correlation for the sphere-Rastrigin-Schaffer problem (Figure 16b) and the triple Gallagher problem (Figure 16c). Both are highly multimodal, resulting in many disconnected regions with anti-correlated pairs of objectives (red hues).
Figure 16 Visualization of correlations for three three-objective problems. Smaller plots from top to bottom, left to right: pairwise Pearson correlation coefficients for objectives 1 and 2, 1 and 3 and 2 and 3, and their mean. Larger plot: minimum value of the pairwise correlation coefficients.
4.8.3.4 Problems with five objectives

We next consider a couple of planar problems with five objectives, using the distance-based multi-objective point problem (DBMOPP) generator [5]. This generator allows us to create problem instances which natively live in 2-D (or map to 2-D), which can have an arbitrary number of objectives and can exhibit a range of other problem properties.

We first generate a box-constrained instance with a single spatially contiguous Pareto set (shown in red in Figure 17a) and seven other regions which generate local fronts of the same shape, but which are dominated (shown in green in Figure 17a). Figure 17b shows the corresponding dominance landscape [4]. Black regions in this figure show locations which are not dominated by any immediate neighbor (dominance neutral regions). Gray regions in contrast denote locations which have at least one dominating neighbor, but where all point-based dominance hill-climbs (by moving to an adjacent dominating neighbor) lead to the same dominance neutral region – different shades of gray are used to distinguish these different basins. White regions signify where point-based dominance hill-climbs lead to multiple different dominance neutral regions (effectively multi-objective saddle-points), depending on which chain of dominating neighbors one follows. Figure 17c shows the dominance ratio [6] landscape for the problem instance. In this plot, the value at a location denotes the proportion of the entire domain which weakly dominates it (i.e. dominates or is equal to it). That is, a value of 0.0 will indicate a location is Pareto optimal, whereas a value of 0.2 indicates that 20% of the domain relates to locations with equal or better performance on all criteria. Pearson correlation plots are shown in Figures 17d–17f. For this problem we can see the eight distinct local optima regions clearly in the Dominance ratio plot, with the induced dominance neutral plateaus between these regions additionally identifiable in the dominance landscape and correlation plots.

The second example shown in Figure 18a has a single spatially contiguous Pareto set region (red), 3 dominance resistance regions (blue), 3 local fronts regions (green) and 30% of the decision space is designed as being flat under the objectives (cyan). The corresponding dominance landscape is shown in 18b, and the dominance ratio landscape in 18c. Pearson correlation plots are shown in Figures 18d–18f. The impact of the flat objective regions is clear across the plots, and all views of the landscape are considerably more cluttered due to the interactions of the various problem features.

4.8.4 Conclusions

We recognized that evaluation times can differ among solutions of expensive real-world problems. We were therefore interested in exploring whether the correlation between objectives and their evaluation times can be used to save time-consuming function evaluations. A deeper look into the properties of some real-world applications has shown that a general model for such a correlation is hard to find. Therefore, the evaluation time was regarded as an additional objective to be minimized.

Next, we researched the correlation between objectives, estimating it with the Pearson correlation coefficient. To gain a better understanding of the distribution of its values in the search space, we visualized them for a number of test problems with two variables and two, three and five objectives. The visualizations have shown that some of our intuition about the correlation between objectives was wrong. For example, we could find unimodal problems with anti-correlated objectives not only close to the Pareto set, but also far away from it. Visualizations of multimodal problems have proven that many distinct anti-correlated regions can be located throughout the search space, surrounded by regions with correlated
Figure 17 Problem plots and Person correlation values for a 5-objective 2-D DBMOPP instance. In the correlation plots blue hues denote positive correlations, red hues negative ones and white indicates no correlation.
Figure 18: Problem plots and Person correlation values for a more complex 5-objective 2-D DBMOPP instance. In the correlation plots blue hues denote positive correlations, red hues negative ones and white indicates no correlation.
objectives. In fact, the visualizations have demonstrated that correlation is closely tied to the problem multimodality and has a nonlinear monotonous relation with the length of the bi-objective gradient. Finally, while pairwise anti-correlations between objectives correspond to the locally optimal solutions for problems with two objectives, this is no longer the case when the number of objectives is three or more.
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## 5 Seminar Schedule

### Monday, September 4, 2023

09:00–10:30 Welcome Session
- Welcome and introduction
- Short presentation of all participants

Coffee Break

11:00–12:00 Seminar Overview
- Seminar scope
- Offers-and-needs market

Lunch

14:00–15:30 Modelling to Address Budget Constraints
- Juliane Mueller: *Surrogate model guided optimization of expensive black-box multiobjective problems*
- Andrea Raith: *Problem decomposition in biobjective optimization*

Coffee Break

16:00–16:30 Working Group Formation

16:30–18:00 Working Groups

Dinner

### Tuesday, September 5, 2023

09:00–09:30 Reporting from Small Working Groups  
Chair: Matthias Ehrgott

09:30–10:30 Small Working Groups

Coffee Break

11:00–12:00 Heuristic Optimization and Human Involvement  
Chair: Jürgen Branke
- Thomas Bäck: *How to help end users when the budget is limited?*
- Robin Purshouse: *Towards decision analytic workflows for real-world problems: Simulation model calibration and multi-objective optimization on a shared evaluation budget*
- Benjamin Doerr: *Runtime analysis for the NSGA-II*
- Kaisa Miettinen: *Perspectives to dealing with computationally expensive multiobjective optimization problems*

Lunch

14:00–15:30 Small Working Groups

Coffee Break

16:00–17:00 Small Working Groups
17:00–18:00  Reporting from Small Working Groups and General Discussion
            Dinner

Wednesday, September 6, 2023

09:00–10:30  Small Working Groups
            Coffee Break
11:00–12:00  Approximation and Exact Methods  Chair: Karl-Heinz Küfer
            • Kathrin Klamroth:  Objective space methods: Pareto front approximations on a budget
            • Michael Stiglmayr:  Multi-objective branch-and-bound on a budget
            • Frank Neumann:  Fast Pareto optimization using sliding window selection
            • Alma Rahat:  Efficient approximation of expected hypervolume improvement using Gauss-Hermite quadrature
12:00-12:15  Group Photo Outside
            Lunch
13:30–15:30  Hiking Trip
            Coffee Break
16:00–18:00  Small Working Groups
            Dinner

Thursday, September 7, 2023

09:00–10:00  Reporting from Small Working Groups  Chair: Kaisa Miettinen
            Coffee Break
10:30–12:00  Small Working Groups
            Lunch
14:00–15:30  Small Working Groups
            Coffee Break
16:00–16:30  Graphical and probabilistic approaches  Chair: Boris Naujoks
            • Ralph Steuer:  A visualization-aided approach for solving tri-criterion portfolio problems
            • Hao Wang and Kaifeng Yang:  Probability of “improvement” in multi-objective Bayesian optimization
16:30–17:00  Announcements
17:00–18:00  Joint session with DS22362
            Dinner
20:00–23:00  Informal Get Together (BYOB, meet in the cafeteria)

Friday, September 8, 2023

09:00–10:30  Final Reporting from Working Groups
            Coffee Break
11:00–12:00  Closing Session
6 Topics of interest for participants for next Dagstuhl Seminar

In the closing session on Friday, the participants reflected upon their experience and presented their ideas on a potential future seminar that would leverage the progress made during the current one. During this discussion, some topics appeared to center around “Artificial Intelligence (AI)”. A two-way perspective was suggested: AI for multiobjective optimization and multiobjective optimization for AI. Another suggestion was to focus on the “gap” between the industrial and the academic practice of multiobjective optimization. This suggestion was well-received by both industrial and academic participants of the seminar as the focus during the week was on a “budget” that might also mean decision maker’s limitations. Focusing on how the theoretical and methodological achievements on the academic front can be made more accessible to practitioners in industry may be a future direction to pursue. This direction will also possibly require placing more emphasis on modelling, handling the noise, errors and uncertainties in the process. The organizers will use these suggestions as the basis for their discussion about possible topics for the next edition of this seminar series and for the preparation of a proposal for a continuation of the series.

7 Changes in the seminar organization body

As part of a continuing effort to renew the organizing board of this series of Dagstuhl Seminars, Margaret Wiecek steps down from the team of organizers, a role that she has held for three terms of office. On behalf of all the participants of the seminar, Richard Allmendinger, Carlos Fonseca and Serpil Sayin would like to express appreciation to Margaret for her contributions and leadership that have been fundamental for the series success.

We are pleased to announce that our esteemed colleague and a multiple-times Dagstuhl attendee Susan Hunter has agreed to serve as a co-organizer for future editions of this Dagstuhl Seminar series on Multiobjective Optimization. We look forward to collaborating with her in the near future.
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